
Ingenta Select: Electronic Publishing Solutions file:///C:/E-Books/NEW/ENN_09/09/09.files/m_cp1-1.htm

1 of 3 6/14/2007 11:21 AM

Encyclopedia of Nanoscience and Nanotechnology

Volume 9 Number 1 2004

Polymeric Nanoparticles for Drug and Gene Delivery 1
M. N. V. Ravi Kumar; M. Sameti; C. Kneuer; A. Lamprecht; C.-M. Lehr

Porphyrin-Based Chemical Sensors 21
Roberto Paolesse; Federica Mandoj; Alessia Marini; Corrado Di Natale

Preparation of Vesicles (Liposomes) 43
Peter Walde

Protein-Doped Nanoporous Silica Gels 81
Stefano Bettati; Barbara Pioselli; Barbara Campanini; Cristiano Viappiani; Andrea Mozzarelli

Quantum Dot Atoms, Molecules, and Superlattices 105
Hiroyuki Tamura; Hideaki Takayanagi; Kenji Shiraishi

Quantum Dot Infrared Photodetector 131
Jamie Phillips; Adrienne Stiff-Roberts; Pallab Bhattacharya

Quantum Dots: Artificial Atoms and Molecules 143
Philippe Matagne; Jean-Pierre Leburton

Quantum Well Infrared Detectors 179
W. Lu; Y. Fu

Quantum Well Infrared Photodetectors: Theoretical Aspects 199
A. F. M. Anwar; Kevin R. Lefebvre

Raman Scattering in Nanostructures 225
C. E. Bottani; C. Castiglioni; G. Zerbi

Raman Spectroscopy of Quantum Wires and Quantum Dots 273
V. Wagner; J. Geurts; W. Kiefer

Raman Spectroscopy in Carbon Nanotubes 307
M. S. Dresselhaus; A. M. Rao; G. Dresselhaus

Resists for Nanolithography 339
P. Argitis

Resonant Tunneling Devices 357
A. F. M. Anwar; Mirza M. Jahan

Room-Temperature Ballistic Nanodevices 371
Aimin M. Song



Ingenta Select: Electronic Publishing Solutions file:///C:/E-Books/NEW/ENN_09/09/09.files/m_cp1-1.htm

2 of 3 6/14/2007 11:21 AM

Scanning Probe Techniques for Semiconductor Nanostructures 391
Thomas Ihn

Scanning Tunneling Microscopy of Carbon Nanotubes 415
László P. Biró; Philippe Lambin

Self-Assembled Monolayers on Semiconductor Surfaces 427
D. Zerulla

Self-Assembled Nanobiomaterials 459
Steve S. Santoso; Shuguang Zhang

Self-Assembled Nanofibers 473
Hirotaka Ihara; Makoto Takafuji; Toshihiko Sakurai

Self-Assembled Nanostructures at Silicon Surfaces 497
D. Y. Petrovykh; F. J. Himpsel

Self-Assembled Organic/Inorganic Nanocomposites 529
Byron McCaughey; J. Eric Hampsey; Donghai Wang; Yunfeng Lu

Self-Assembled Porphyrin Arrays 561
Kazuya Ogawa; Yoshiaki Kobuke

Self-Assembled Porphyrinic Nanoarchitectures 593
Xin Chen; Charles Michael Drain

Self-Organization of Colloidal Nanoparticles 617
Joydeep Dutta; Heinrich Hofmann

Self-Organized Nanostructure Formation on Surfaces 641
Andrew T. S. Wee

Semiconductor Nanodevice Modeling 653
Eric A. B. Cole

Semiconductor Nanoparticles for Photocatalysis 669
W. Li; S. Ismat Shah

Semiconductor Nanotransistors 697
Y. Fu

Semiconductor Quantum Dots 719
Lucjan Jacak; Arkadiusz Wójs; Pawe  Machnikowski

III/V Semiconductor Quantum Dots 735
M. Guzzi; S. Sanguinetti; M. Gurioli

Semiconductor Quantum Wires 763
Xing-Quan Liu; Xue-Lun Wang; C. Jagadish; M. Ogura



Ingenta Select: Electronic Publishing Solutions file:///C:/E-Books/NEW/ENN_09/09/09.files/m_cp1-1.htm

3 of 3 6/14/2007 11:21 AM

SiGe/Si Heterostructures 775
C. W. Liu; L. J. Chen

Silicon Nanocrystals in SiO2 Thin Layers 793
A. G. Nassiopoulou

Silicon Nanowires 815
Klaus Sattler

Silicon Quantum Dots 837
Anri Nakajima

Silicon Surface Nanooxidation 859
D. Stiévenard; B. Legrand

Single-Electron Devices 865
Konstantin Likharev

Single-Electron Dynamics 885
Toshimasa Fujisawa

Single-Electron Transistors 903
Jia Grace Lu

Single Wall Carbon Nanotubes 923
Ákos Kukovecz; Zoltán Kónya; Imre Kiricsi

Sliding, Rotation, and Rolling of Nanoparticles 947
K. Miura

Copyright © 2004 American Scientific Publishers



www.aspbs.com/enn

Encyclopedia of
Nanoscience and
Nanotechnology

Polymeric Nanoparticles for Drug
and Gene Delivery

M. N. V. Ravi Kumar, M. Sameti, C. Kneuer, A. Lamprecht, C.-M. Lehr

Saarland University, Saarbarucken, Germany

CONTENTS

1. Introduction
2. Features of Polymeric Particles
3. Preparation and Characterization

of Nanoparticles
4. Recent Developments

in Nanoparticle Technology
5. Nanoparticles for Some Specific Applications

Glossary
References

1. INTRODUCTION
There is a plethora of reasons why the simple capsule con-
taining pure active drug is not an acceptable delivery sys-
tem for a drug at any stage of its life (Fig. 1). Conventional
formulations are usually thought of as oral (tablets and cap-
sules), topical (ointments, creams, etc.), and injections. It
is often desirable for a drug to be delivered at a steady,
uniform rate; zero order is ideal. This implies that the con-
centration of the drug in blood or tissue is independent of
the concentration of the drug at the site of absorption. None
of the conventional formulations meet these demands. Con-
trolled drug delivery occurs when a polymer, whether natu-
ral or synthetic, is judiciously combined with a drug or other
active agent in such a way that the active agent is released
from the material in a predesigned manner. The release of
the active agent may be constant over a long period, it might
be cyclic over a long period, or it may also be triggered by
the environment or other external events. Over the past few
decades, there has been considerable interest in developing
biodegradable nanoparticles as potential candidates for con-
trolled drug delivery. Various polymers [1] have been used
in drug delivery research as they are expected to be capa-
ble of delivering drugs to target site and thus increase the
therapeutic benefit, while minimizing side effects [2].

Nanoparticles were first developed by Speiser and
co-workers [3] around 1970 and are defined as solid colloidal
particles, less then 1 �m in size, that consist of macromolec-
ular compounds. Since then, a considerable amount of work
on nanoparticles is being carried out around the world in
the field of drug/gene delivery (Fig. 2). They were initially
devised as carriers for vaccines and anticancer drugs [4].
The use of nanoparticles for ophthalmic and oral delivery
was also investigated [5]. Drugs or other biologically active
molecules are dissolved, entrapped, or encapsulated in the
nanoparticles or are chemically attached to the polymers or
adsorbed to their surface. The selection of the appropriate
method for preparing drug-loaded nanoparticles depends on
the physicochemical properties of the polymer and the drug.
On the other hand, the procedure and the formulation con-
ditions will determine the inner structure of these polymeric
colloidal systems. Two types of systems with different inner
structures are possible: (i) a matrix-type system composed
of an entanglement of oligomer or polymer units, defined
here as a nanoparticle or nanosphere; (ii) a reservoir-type
system, consisting of an oily core surrounded by a poly-
mer wall, defined here as a nanocapsule. Various colloidal
nanoparticulate systems in use for drug/gene delivery are
as shown in Figure 3. The term nanoparticle shall be used
to refer to both systems including nanoparticles as well as
nanocapsules. In this chapter we discuss preparation tech-
niques, characterization, and some reported nanoparticulate
delivery systems and their applications.

2. FEATURES OF
POLYMERIC PARTICLES

2.1. Small Size and Volume

It is practically impossible to fabricate a polymeric parti-
cle less than 5 nm in size, considering the fact that poly-
mer molecules usually have a molecular weight higher than
10,000 Da. Particles composed of 1000 units of polymers
with molecular weight 10,000 Da would be 30 nm in size.
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Figure 1. Comparison of typical pharmacokinetic profiles seen for con-
ventional vs controlled release formulations. (Source: Science Finder,
reports included until July 2002)

Their small volume enables the whole body of particles to
respond quickly to stimuli. The relaxation time of volume
change of a gel was indicated to be proportional to the
square of its radius [6]. Therefore, fine particles can be a
microreactor with a high reaction rate.

2.2. Large Specific Surface Area

The large surface area of the particles would be available
for sites of absorption and desorption, chemical reactions,
light scattering, etc. The total surface area of 1 g of particles
having a diameter of 0.1 �m would be about 60 m2. The
total surface area is inversely proportional to the diameter.

2.3. High Diffusibility and Mobility

Polymer colloids have a low viscosity and high fluidity com-
pared to solutions containing the same amount of solid. The
viscosity of polymer colloids is a universal function of appar-
ent volume fraction of the particles. The apparent volume
fraction of particles can be changed by environmental condi-
tions such as pH and temperature for some polymer colloids
[7]. In dispersion the particles can move macroscopically
through the medium by gravity, electric field, etc. and micro-
scopically via Brownian motion. These movements keep a
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Figure 2. Updates on nanoparticle research (Source: Science Finder).

Figure 3. Various colloidal particles in use for numerous pharmaceuti-
cal applications.

fresh interface between the particles and the medium. Par-
ticles having soft layers on the surface allow water to pen-
etrate the layer and meet less resistance when they move
through water. Such particles occasionally exhibit a fairly
high electrophoretic mobility even if they have little charge
[8]. This explains the extraordinarily high electrophoretic
mobility of cells and other biocolloids.

2.4. Stable Dispersions

The potential energy and stability of the polymer particles in
the dispersion are decided collectively by the three factors,
viz., electrostatic repulsive forces, van der Waals attractive
forces, and steric repulsive forces among the particles. If the
particle has a potential energy larger than 15 kT, it has a
high stability ratio W and is stable enough to be stored for
a relatively long period, say, more than one month [9]. The
stability ratio [W ] is expressed as W =Kq/Ks , where Kq and
Ks are the rate constants for rapid and slow flocculation,
respectively.

The surface potential energy is affected significantly by
environmental factors such as ionic strength and pH. The
minimum concentration of a salt to flocculate the particles
is termed flocculation concentration [10]. Steric repulsive
interactions are a crucial force for microspheres covered
with polymer layers protruding in solution. The steric stabi-
lization effect consists of both an enthalpy and an entropy
effect. The overlap of the surface layers of two vicinal par-
ticles results in a shift from the equilibrium state of the
layer (i.e., enthalpy gain) and a decrease in the confor-
mational freedom of solvated polymer chains (i.e., entropy
loss) [11]. If the polymer layers on the particles are sensi-
tive to temperature, the stability of the dispersion due to
the steric stabilization effect is influenced by temperature.
The critical temperature for flocculation, in such systems, is
called the critical flocculation temperature. Dissolved, but
nanoadsorbable, polymer molecules cause the coagulation
of particles. This phenomenon is referred to as the depres-
sion effect [12, 13]. This effect may work in many practical
uses of polymer colloids, although it has not been consid-
ered extensively. The high stabilities of polymer colloids may
bring about some difficulties in the separation of particles
from the dispersion medium. Centrifugation sometimes fails
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for dispersions of very fine particles because the sedimen-
tation rate is proportional to the square of the diameter.
Coagulation with salt is one of the most conventional meth-
ods to separate particles from water. Magnetic or electric
fields are sometimes applied for collecting particles from
dispersion.

2.5. Uniformity

Techniques for the preparation of monodisperse polymer
colloids received greater attention during 1980s [14, 15].
The use of monodisperse particles makes it possible to give
sharp, reliable, and reproducible results for their respec-
tive applications. Emphasis should be on their uniformity
and size; the chemistry and morphology of the particles also
deserve attention. Technologies to satisfy these conditions
have been developed with an understanding of the princi-
ples for particle nucleation and growth in particle-forming
polymerizations.

2.6. Variety

Polymer particles can be prepared by physical methods, such
as emulsification, coacervation, and spray-drying, and by
chemical methods like heterogeneous polymerization. These
preparative methods give a variety of particles in terms of
size, surface chemistry, composition, surface texture, and
morphology.

3. PREPARATION AND
CHARACTERIZATION OF
NANOPARTICLES

3.1. Cross-Linking of Amphiphilic
Macromolecules

Nanoparticles have been prepared from polysaccharides,
proteins, and amphiphilic macromolecules by inducing their
aggregation followed by stabilization by either heat denat-
uration or chemical cross-linking. It can be done by a
water-in-oil emulsion system or in aqueous environment.
The cross-linking technique was first used by Kramer et al.
in 1974 [16]. In this technique, an aqueous solution of
protein was emulsified in oil using a high-speed homog-
enizer/sonicator and the water-in-oil emulsion was then
poured in a hot oil having a temperature greater than
100 �C and held for a specific time (to denature the pro-
tein), thereby leading to the formation of submicroscopic
particles. These particles were finally washed with organic
solvents and subsequently collected by centrifugation. The
crucial factors in nanoparticle production were emulsifica-
tion energy and stabilization temperature; however, the lim-
itation of high stabilization temperature was overcome by
adding a chemical cross-linking agent (e.g., glutaraldehyde)
to the system. To achieve the variable size of the nanosphere,
several formulations were adopted and optimized. Protein
and polysaccharide nanoparticles can be obtained by a phase
separation process in aqueous medium. This can be induced
by desolvation of the macromolecule, by change in pH or
temperature, or by adding counterions in acid medium [17].

3.2. Polymerization of Acrylic Monomers

Couvreur et al. [18, 19] carried out extensive investigations
on nanoparticles and nanospheres composed of polyalkyl-
cyanoacrylate (PACA) polymers, which are bioresorbable
and were used as surgical glues for several years. PACA
nanoparticles have been prepared by an emulsion poly-
merization method in which droplets of water-insoluble
monomers are emulsified in aqueous/acidic phase containing
a stabilizer. The monomers polymerize relatively faster by
an anionic mechanism, the rate of polymerization being pH
dependent. The system is maintained under magnetic agita-
tion while the polymerization reaction takes place. The dura-
tion of polymerization reaction is determined by the length
of the alkyl chain varying from 2 to 12 h for ethyl and hexyl-
cyanoacrylate, respectively. Finally, the colloidal suspension
is neutralized and lyophilized following incorporation of glu-
cose as a cryoprotectant. Water-soluble drug may be associ-
ated with PACA nanosphere either by dissolving the drug in
the aqueous polymerization medium or by incubating blank
nanospheres in an aqueous solution of the drug. The drug
loading efficiency is dependent on various factors, including
the pKa and polarity of the drug, size and surface charge
of the nanospheres, and the drug concentration in aqueous
medium [18].

In another method of encapsulation of lipophilic drugs
into PACA polymers, the monomers and the drug have
been dissolved in a mixture of a polar solvent (acetone or
methanol), an oil (coconut oil or benzyl benzoate), and a
lipophilic surfactant, such as lecithin. The organic phase
is added into aqueous phase having a hydrophobic surfac-
tant (e.g., Poloxamer 188) under magnetic agitation. Thus,
diffusion of the polar solvent into aqueous phase and the
polymerization of the monomer at the oil–water interface
take place simultaneously. Polymerization is initiated by the
hydroxyl anions and leads to the formation of nanocapsules
having an oily core surrounding by a polymer coat. The
organic solvent is eliminated completely from the colloidal
suspension. The selection of the oil has a great role to play,
as it influences the size of the nanocapsules, the molecular
weight of the polymer coat, and the stability of the suspen-
sion after storage [19].

3.3. Polymer Precipitation

Solvent precipitation techniques have been generally applied
for hydrophobic polymers, except for dextran nanospheres.
Several techniques described in the literature are based on
the mechanism of polymer precipitation.

3.3.1. Solvent Extraction–Evaporation
In this technique, hydrophobic polymer is dissolved in an
organic solvent, such as chloroform, ethyl acetate, or methy-
lene chloride, and is emulsified in an aqueous phase hav-
ing a stabilizer [e.g., polyvinyl alcohol (PVA)]. Just after the
formation of nanoemulsion, solvent diffuses to the exter-
nal phase until saturation. The solvent molecules that reach
on the water–air interphase evaporate, which leads to con-
tinuous diffusion of the solvent molecules from the inner
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droplets of the emulsion to the external phase. Simul-
taneously, the precipitation of the polymer leads to the
formation of nanospheres. The extraction of solvent from
the nanodroplets to the external aqueous medium can be
induced by adding an alcohol (e.g., isopropanol), thereby
increasing the solubility of the organic solvent in the external
phase. A purification step is required to assure the elimina-
tion of the surfactant in the preparation. This technique is
most suitable for the encapsulation of lipophilic drugs, which
can be dissolved in the polymer solution.

3.3.2. Solvent Displacement
or Nanoprecipitation

In this method, the organic solvent selected is completely
dissolved in the external aqueous phase; thus there is no
need for evaporation or extraction for polymer precipita-
tion. Polymer and drug are dissolved in acetone, ethanol,
or methanol and incorporated under magnetic stirring into
an aqueous solution of surfactant. The organic solvent dif-
fuses instantaneously to the external aqueous phase followed
by precipitation of the polymer and drug. After the forma-
tion of nanoparticles, solvent is eliminated and the suspen-
sion concentrated under reduced pressure. This method is
surfactant-free. However, this method is limited only to the
drugs that are highly soluble in a polar solvent.

3.3.3. Salting Out
A technique based on the precipitation of a hydrophobic
polymer is useful for the encapsulation of either hydrophilic
or hydrophobic drugs because of a variety of solvents,
including polar (e.g., acetone or methanol) and nonpolar
(methylene chloride or chloroform) solvents, can be chosen
for dissolving the drug. This procedure is just like nano-
precipitation; however, the miscibility of both phases is pre-
vented by the saturation of the external aqueous phase with
electrolytes. Precipitation occurs when a sufficient amount
of water is added to allow complete diffusion of the acetone
in the aqueous phase.

3.4. Nanocapsule Preparation

We considered PACA while discussing the preparation and
characterization techniques of nanoparticles for the sake
of convenience. Nanocapsules of PACA are obtained via
an interfacial polymerization process in emulsion. Nanocap-
sules are formed by mixing an organic phase with an
aqueous phase. The organic phase is generally an ethano-
lic solution of the monomer mixed together with the oily
core material and the lipophilic drug to be encapsulated
and occasionally, soya bean lecithin is added as an addi-
tional surfactant. Oils, viz., Miglyol, benzylbenzoate, ethyl
oleate and lipiodoal, have been frequently used in prepa-
ration of nanocapsules. The encapsulation efficiency of a
lipophilic drug is dependent on its partition coefficient
between the oil and the aqueous phase, so the oil must
be chosen accordingly. The aqueous phase is a solution of
a nonionic surfactant, usually Synperonic PE-F68 at 0.5%
at a pH between 4 and 10. Nanocapsules are formed by
adding the organic phase dropwise into the aqueous phase
under stirring, through a wide-bore syringe needle or a

micropipette tip. The mixture immediately becomes opales-
cent. After stirring for 15–30 minutes the ethanol is removed
by evaporation under reduced pressure. If required, the
nanocapsules can be further concentrated by evaporation;
this allows them to be rediluted in a physiological buffer
for injection. Nanocapsules formed by this way have a mean
diameter between 200 and 300 nm with a narrow polydis-
persity [20]. The speed of the magnetic stirring has no influ-
ence on the particle size, which depends solely on the nature
and the volume of the oil and on the volume of the diffus-
ing organic phase. The proportion of the monomer must be
correctly chosen to avoid simultaneous formation of either
flakes of polymer or of a single oily emulsion. The presence
of surfactant in the aqueous phase is, in fact, not necessary
for the successful formation of nanocapsules but does pre-
vent them from aggregating on storage to a cake, which is
difficult to disperse. Nanocapsules formed in this way are
physically stable for several years at ambient temperature
and may be sterilized by autoclaving at 120 �C for 20 min.
However, as a result of their vesicular character, nanocap-
sules are not easily lyophilized, since they tend to collapse
releasing the oily core [20].

The colloids formed by the interfacial polymerization
of PACA could be influenced by many factors, viz. the
nature of the aqueous phase, the pH, the composition of
the organic phase (monomer, oil, ethanol), the ratio of
monomer to the aqueous phase, and the emulsification con-
ditions. The degree of polymerization, and therefore the
molecular weight, depends on a balance between initiation,
propagation, and termination [21]. The number of growing
chains depends on the concentration of initiators. For the
same quantity of monomer, when the number of live chains
is high, the degree of polymerization (DP) is low. However,
DP is reduced when the concentration of the terminating
agents is high [22, 23]. The concentration of the initiat-
ing and the terminating agents available for the monomer
depends on the physicochemical nature of the system in
which the components are dispersed at the moment of the
formation of the colloid.

In the case of a system composed of two immiscible
phases, such as an emulsion, the presence and the concen-
tration of the solutes in the different phases is a function
of the polarity of the solute molecules and of the dielectric
constant of the medium. In contrast, at an interface between
an aqueous and an organic medium, there can be large
local variations in properties, which can themselves cause
changes in the interfacial properties in a dynamic system.
Nevertheless, the degree of polymerization depends on the
propagation reaction; other characteristics of the colloids,
viz. particle size and morphology, depend on interfacial phe-
nomena inducted by the dynamic mixing of an organic phase
with an aqueous phase.

Since the preparation of nanocapsules of PACA is rather
similar to the preparation of PACA nanospheres, it is neces-
sary to verify that the colloidal suspension does not consist
of a simple mixture of an oil-in-water emulsion containing
polymeric nanospheres of similar size. Rollot et al. by their
various experiments confirmed that the preparation indeed
was composed of oil-filled nanocapsules [24].



Polymeric Nanoparticles for Drug and Gene Delivery 5

3.5. Nanosuspensions

The nanosuspension technique is an alternative and promis-
ing approach for the production of drug nanoparticles,
where the drugs are poorly soluble in both aqueous as well
organic medium. The major advantages of this technology
are its general applicability to most of the drugs and its
easy fabrication/handling. The disintegration principle for
obtaining nanosuspensions is the cavitation forces in high
pressure homogenizers (e.g. piston-gap homogenizers like
APV gaulin types). The preparation method involves the
dispersion of the drug powder in an aqueous surfactant solu-
tion by high speed stirring. The obtained macrosuspension
is then passed through a high pressure homogenizer apply-
ing typically 1500 bar and 3 to 10 up to a maximum of
20 passes (=homogenization cycles). The suspensions pass
a very small homogenization gap in the homogenizer, typi-
cally having a width of 25 �m at 1500 bar. Due to the nar-
rowness of the gap the streaming velocity of the suspension
increases tremendously with an increase in fluid pressure.
Simultaneously, the static pressure on the fluid decreases
below the boiling point of water at room temperature [25,
26]. As a consequence, water starts boiling at room tem-
perature due to the high pressure; gas bubbles are formed
which implode cavitation when the fluid leaves the homo-
genization gap. These cavitation forces are strong enough
to break the drug microparticles to drug nanoparticles [25].
The mean particle size in the nanometer range obtained
by this procedure depends on the pressure and number
of cycles applied; in addition it is affected by the hard-
ness of the drug itself. Mean diameters of 330 and 600 nm
are reported for paclitaxel nanosuspensions [26] and clo-
fazemine [27] respectively. Müller and co-workers pioneered
the field of nanosuspensions [28–32]. Müller [33] et al. in
their recent article reviewed the preparation of nanosuspen-
sions on a laboratory scale, and large scale, physical and
chemical properties of nanosuspensions, surface modifica-
tion of nanosuspensions, biological properties, and perspec-
tives were also discussed.

3.6. Characterization

Nanoparticles as a colloidal carriers mainly depend on the
particle size distribution, surface charge, and hydrophilicity.
These physicochemical properties affect not only drug load-
ing and release, but also the interaction of these particulate
carriers with biological membranes.

3.6.1. Particle Size Analysis
Two main techniques have been used to determine the par-
ticle size distribution of colloidal systems: photon correla-
tion spectroscopy (PCS) and electron microscopy including
both scanning electron microscopy (SEM) and transmission
electron microscopy (TEM). The quasi electron light scat-
tering technique for Brownian moment measurement offers
an accurate procedure for measuring the size distribution
of nanoparticles. The PCS technique does not require any
particular preparation for analysis and is excellent due to its
efficiency and accuracy. However, its dependency on Brown-
ian movement of particles in suspended medium may affect
the particle size determination.

Electron microscopy provides an image of the particles to
be measured. In particular, SEM is used for vacuum dried
nanoparticles that are coated with a conductive carbon–gold
layer for analysis and TEM is used to determine the size,
shape, and inner core structure of the particles. TEM in
combination with freeze–fracture procedures differentiates
among nanocapsules, nanospheres, and emulsion droplets.
Atomic force microscopy (AFM) is an advanced micro-
scopic technique and its images can be obtained in aqueous
medium. AFM images nowadays are powerful support for
the investigation of nanoparticles in biological media.

3.6.2. Surface Charge and Hydrophobicity
The interaction of nanosphere with biological environment
and electrostatic interaction with biological compounds
occur due to the charge on the surface (e.g., negative
charge promotes the adsorption of positively charged drug
molecules such as aminoglucosides as well as enzymes and
proteins). The surface charge of colloidal particles can be
determined by measuring the particle velocity in an electric
field. Nowadays laser light scattering techniques, in particu-
lar laser Doppler anemometry, are fast enough to measure
the surface charge with high resolution. Hydrophobicity of
the nanoparticles can be determined by the methods includ-
ing adsorption of hydrophobic fluorescent or radiolabeled
probes, two phase partitions, hydrophobic interaction chro-
matography, and contact angle measurements. Recently,
X-ray photoelectron spectroscopy has been developed which
offers the identification of chemical groups in the 5-Å-thick
coat on the external surface of nanospheres. Gref et al. [34]
have characterized the poly(ethylene glycol) (PEG)-coated
poly(lactide-co-glycolide) (PLGA) nanosphere and identi-
fied the PEG chemical elements that were concentrated on
the nanosphere’s surface.

3.6.3. Methods of Changing Particle Size
and Surface Characteristics

The fate of colloidal particles inside the body depends
on three factors: particle size, particle charge, and surface
hydrophobicity. Particles with a very small size (less than
100 nm), low charge, and a hydrophilic surface are not rec-
ognized by the mononuclear phagocytic system and, there-
fore, have a long half-life in the blood circulation. In general,
nature and concentration of the surfactant play an impor-
tant role in determining the particle size, as well as the
surface charge (e.g., nanospheres with mean size of less
than 50 nm were prepared by increasing concentration of
Poloxamer 188 [35]). The approaches for modifying surface
charge and hydrophilicity were initially based on the adsorp-
tion of hydrophilic surfactants, such as block copolymers of
the poloxamer and poloxamine series. The in vivo studies of
hydrophilic nanospheres limit their usefulness due to their
toxicity in intravenous injection. Lately, the idea of using
diblock copolymers made of poly(lactic acid) (PLA) and
poly(ethylene oxide) (PEO) is widely accepted due to the
safety and stability of the hydrophilic coat. For this purpose,
the copolymer is dissolved in an organic solvent and then
emulsified in an external aqueous phase, thereby orienting
the PEO toward the aquous surrounding medium, while in
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another method PLA–PEO copolymer is adsorbed onto pre-
formed PLGA nanoparticles. It is found to be efficient in
prolonging the nanosphere circulation time following intra-
venous administration.

3.7. Drug Incorporation and Adsorption

For a nanoparticulate system to be highly successful it
should have a high drug loading capacity, which in turn
reduces the quantity of carrier required for administra-
tion. Two theoretical curves can be proposed to describe
the adsorption of drugs onto nanoparticles: Langmuirian-
type and constant partitioning-type isotherms. In fact, it was
found that nanoparticles can entrap a drug according to a
Langmurian adsorption mechanism, because of their large
specific area [36]. The drug can either be incorporated into
nanospheres during the polymerization process or adsorbed
onto the surface of preformed particles. There are reports
on vidarabine, an antiviral agent, whose nucleophile N in
positions 3 and 7 may play a role of initiator for the anionic
polymeric mechanism of the cyanoacrylic monomer [37],
which suggests drug–polymer interaction as a covalent link-
age. A similar study in this direction was described with
peptide compounds such as growth hormone-releasing fac-
tor (GRF) [38]. In these studies it was demonstrated that if
the drug was added within 5 min of the polymerization pro-
cess, 50% of the peptide was found to be covalently linked
to the polymer. In contrast to these findings, the drug load-
ing capacity was found to be very low when the peptide was
added after 60 min during polymerization, but no chemical
modification was observed. These findings suggest that there
is a narrow window of time for the addition of GRF to the
polymerization medium resulting satisfactory drug-loading
capacity as well as preservation of chemical structure of the
peptides [38]. Generally, the longer the alkyl chain length,
the higher the affinity of the drug. Moreover, the Lang-
murian isotherm states that the percentage of drug adsorp-
tion generally decreases with the quantity of drug dissolved
in the polymerization medium [39].

Reports were also available on the attempts made for
the association of synthetic fragments of deoxy ribonucleic
acid (DNA) to PACA nanospheres [39]. The association of
antisense oligonucleotides with nanoparticles was achieved
only in the presence of a hydrophobic cation, such as tri-
phenylphosphonium or quaternary ammonium salts [40].
The poor yield of oligonucleotide association without cations
could be explained by the hydrophilic character of nucleic
acid chains that are known to be soluble in water. The
adsorption efficiency of oligonucleotide–cation complexes
on nanospheres was found to be highly dependent on sev-
eral parameters: oligonucleotide chain length, nature of the
cyanoacrylic polymer, hydrophobicity of the cations used as
ion-pairing agents, and ionic concentration of the medium
[39].

3.7.1. Biodegradation and Drug Release
The rate of cyano copolymer degradation is dependent on
their alkyl chain length. The dominating mechanism of parti-
cle degradation was found to be surface erosion [40], result-
ing via the hydrolysis by the enzymes of the ester side
chain of the polymer [41]. This process keeps the polymer

chain intact, but it becomes more and more hydrophilic
until it is water soluble. The degradation pathway is consis-
tent with the production of alcohol during the bioerosion
of PACA nanospheres in vitro in the presence of esterases
[41]. Indeed, the action of rat liver microsomes and tri-
tosomes on the ester hydrolysis of polyisobutylcyanoacry-
late nanospheres was clearly demonstrated [41]. Since the
biodegradability of polyalkycyanoacrylate depends on the
nature of the alkyl chain, it is possible to choose a monomer
whose polymerized form has a biodegradability correspond-
ing to the established program for the drug release [41].
Lenaerts et al. [42] demonstrated that the drug release from
nanospheres was a direct consequence of the polymers bio-
erosion, by using a double radiolabeled technique. Later this
was confirmed using GRF, another model drug [42]. No drug
release was reported in the absence of esterase with this
peptide compound, whereas in the nanosphere suspension
turbidity remained unchanged, indicating no polymer bio-
erosion. Drug release appeared to be esterase dependent. In
other studies, dextran sulfate was employed as a stabilizer in
the preparation of PACA nanospheres, which slowed down
the release rates of drug rose Bengal [42].

4. RECENT DEVELOPMENTS
IN NANOPARTICLE TECHNOLOGY

Other than the commonly used synthetic hydrophobic poly-
mers, various other polymers like chitosan, sodium algi-
nate, gelatin, etc. are also being explored in drug delivery
[43]. A drug delivery system is most often associated with
fine particulate carriers, such as emulsion, liposomes, and
nanoparticles, which are designed to localize drugs in the
target site. From the clinical point of view, they might have
to be biodegradable and/or highly biocompatible. In addi-
tion, high drug content is desirable, because in many cases
actual drug loading efficiency is often too low to secure an
effective dose at the target site. Biodegradable nanoparti-
cles have received considerable attention as potent vehicles
for targeting a site and controlled release of drugs/bioactive
components [43–47]. Various nanoparticlulate systems com-
posed of different materials are constantly being explored in
the areas of drug and gene delivery as shown in Table 1. We
hereby discuss some nanoparticulate systems developed by
various researchers.

4.1. Doxorubicin Nanoparticle Conjugates

Natural and synthetic polymers have widely been used for
conjugating the drugs for improved circulating times in
the bloodstream, targeting a specific organ, and sustained
release at the injection site [48–50]. The polymer conju-
gation approach, along with formulations with polymeric
micelles and liposomes, is an attractive means to selectively
suppress tumor growth [51, 52]. Some of the earlier studies
suggested the use of high molecular weight polymers would
eventually cause problems [53, 54]. Yoo et al. [55] reported
doxorubicin-poly(d, l-lactic-co-glycolic acid) (PLGA) con-
jugates (Fig. 4). Doxorubicin was chemically conjugated to
a terminal end group of PLGA by an ester linkage and
the doxorubicin–PLGA conjugate was later formulated into
nanoparticles. They have observed a 1-month release of
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Table 1. Nanoparticle types and their applications.

Nanoparticles Application

Poly(lactide-co-glycolide) drug/gene delivery
Chitosan drug/gene delivery
Solid lipids drug/gene delivery
Liposomes drug/gene delivery
Block copolymers drug/gene delivery
Poly(ethylene glycol) drug/gene delivery
Polycaprolactone drug delivery
Polycyanoacrylate drug/gene delivery
Dextran drug/gene delivery
Poly-l-lysine drug/gene delivery
Silica drug/gene delivery
Gelatin drug/gene delivery
Poly(aspartic anhydride-co-ethylene glycol) gene delivery
Atelocollagen drug/gene delivery
Alginate drug/gene delivery

conjugated doxorubicin from the nanoparticles vs a 5 day
release of unconjugated doxorubicin. In vivo antitumor activ-
ity assay also showed that a single injection of the nanopar-
ticles had comparable activity to that of free doxorubicin
administered by daily injection [55]. Recently, Mitra et al.
[56] and Janes et al. [57] reported dextran–doxorubicin con-
jugates using chitosan as the nanoparticle carrier.

4.2. Lipid Coated Cisplatin Nanocapsules

Cisplatin is one of the most widely used agents in the treat-
ment of solid tumors, but its clinical utility is limited by
toxicity. The poor solubility of the cisplatin results in low
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Figure 4. Synthetic route of DOX–PLGA conjugate. Reprinted with
permission from [55], H.-S. Yoo et al., J. Control. Release 68, 419 (2000),
© 2000, Elsevier Science.

encapsulation efficiency [58, 59]. Researchers have tried to
use lipophilic derivatives of cisplatin to improve the encap-
sulation efficiency [60]. Recently, Burger et al. [61] reported
a novel procedure to efficiently encapsulate native, non-
derivatized cisplatin in lipid formulations. The methodology
is based on simple freeze thawing of concentrated solution
of cisplatin in the presence of negatively charged phospho-
lipids [61]. The authors claim this procedure as novel with
maximum encapsulation efficiency with cisplatin aggregates
being covered with a single lipid bilayer. It was found that
the in vitro cytotoxicity was raised 1000-fold with this new
technology [61].

4.3. Poly(dl-lactide-co-glycolide)
Nanoparticles

The most widely used emulsion solvent evaporation method
for preparation of nanoparticles using PLGA requires sur-
factants to stabilize the dispersed particle [62]. This method
often has a problem in that the surfactant remains at the
surface of the particles and hence is difficult to remove espe-
cially where PVA is used as surfactant. Other surfactants
such as span series or tween series, PEO, etc. are also used
to stabilize with some disadvantages like removal of solvents,
toxicity, low particle yield, consumption of more surfactant,
and multisteps.

The most important factor that needs to be considered
while using surfactants, is that they are nonbiodegradable
and nondigestible and tend to affect humans with allergic
reactions. Recently, Jeon et al. [63] proposed a surfactant-
free method for preparation of PLGA nanoparticles as an
alternative.

The surfactant-free PLGA nanoparticles were prepared
by dialysis method using various solvents and their physio-
chemical properties were investigated against used solvent.
Release kinetics of norfloxacin showed that a higher drug
content leads to larger particle size and slow release [63].

Kwon et al., [64] reported estrogen loaded PLGA nano-
particles employing emulsification-diffusion method using
PVA or didodecyl dimethylammonium bromide (DMAB) as
stabilizers. They have studied the influence of process vari-
ables on the mean particle size of the nanoparticles. The
particle size was less than 100 nm when DMAB was used a
stabilizer [64]. Stabilizers like D-�-tocopheryl polyethylene
glycol 1000 succinate (vitamin E-TPGS) were also tried by
other groups [65].

Santos-Magalhaes et al. [66] reported PLGA nanocap-
sules/nanoemulsions for benzathine pencillin G. Nanoemul-
sions were produced by spontaneous emulsification and
nanocapsules by interfacial deposition of preformed poly-
mer. They have observed similar release kinetics from both
formulations [66].

4.4. Poly(ethylene oxide)-poly(l-lactic
acid)/poly(�-benzyl-l-aspartate)

Polymeric micelles are expected to self-assemble, when
block copolymers are used for their preparation [67].
Micelles of biocompatible copolymer, viz., PEO with PLA
or with poly(�-benzyl-l-aspartate) (PBLA), have been
reported in the literature [68, 69]. The synthetic process of
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such nanospheres with functional groups on their surface is
shown in Figure 5.

Aldehyde groups on the surface of the PEO–PLA micelles
might react with the lysine residues of a cell’s proteins
and may facilitate attachment of the amino-containing lig-
ands. These hydroxyl groups on the surface of the PEO–
PBLA micelles can be further derivatized and conjugated
with molecules capable of targeting the modified micelles to
specific sites of a living organism. Such nanospheres have
been tested as vehicles for delivery of anti-inflammatory and
antitumor drugs [70, 71].

4.5. Poly(lactide-co-glycolide)–[(propylene
oxide)-poly(ethylene oxide)]

Biocompatible and biodegradable poly(lactide-co-glycolide)
(PLG) nanoparticles (80–150 nm) have been prepared
by the following nanoprecipitation technique [72]. The
nanoparticles were coated with a 5–10 nm thick layer of

polypropylene (PPO)-PEO block copolymer or with tetra-
functional (PEO-PPO)2–N -CH2-CH2-N–(PPO-PEO)2 [72].
Such coats are bound to the core of the nanosphere by
the hydrophobic interactions of the PPO chains, while PEO
chains protrude into the surrounding medium and form a
steric barrier, which hinders the adsorption of certain plasma
proteins onto the surface of such particles. On the other
hand, the PEO coat enhances adsorption of certain other
plasma compounds. As a consequence, the PEO-coated
nanospheres are not recognized by macrophages as foreign
bodies and are not attacked by them [73].

4.6. Polyphosphazene Derivatives

Allock and co-workers developed derivatives of the
phosphazene polymers suitable for biomedical appli-
cations [74, 75]. Long-circulating in the blood, 100–
120 nm in diameter, PEO-coated nanoparticles of the
poly(organophospazenes) containing amino acid have been
prepared. PEO–polyphosphazene copolymer, or poloxamine
908 (a tetrafunctional PEO copolymer), has been deposited
on their surface [76]. Chemical formulae of such polyphos-
phazene derivatives are shown in Figure 6.

4.7. Poly(ethylene glycol)
Coated Nanospheres

Nanospheres of PLA, PLG, or poly(
-caprolactone) coated
with PEG may be used for intravenous drug delivery.
PEG and PEO denote essentially identical polymers. The
only difference between the respective notations is that
methoxy groups in PEO may replace the terminal hydrox-
yls of PEG. PEG coating of nanospheres provides protec-
tion against interaction with the blood components, which
induce removal of the foreign particles from the blood. PEG
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H. R. Allock et al., Macromolecules 10, 824 (1997). © 1997, American
Chemical Society.
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coated nanospheres may function as circulation depots of
the administered drugs [34, 77]. Slow release of the drugs
into plasma alters the concentration profiles leading to ther-
apeutical benefits. PEG-coated nanospheres (200 nm), in
which PEG is chemically bound to the core, have been pre-
pared, in the presence of monomethoxy PEG, by ring open-
ing polymerization (with stannous octoate as a catalyst) of
such monomers as 
-caprolactone, lactide, and/or glycol-
ide [77]. Ring opening polymerization of these monomers
in the presence of such multifunctional hydroxy acids as
citric or tartaric acid, to which several molecules of the
monomethoxy monoamine of PEG (MPEG-NH2� have been
attached, yields multiblock (PEG)n–(X)m copolymers. PEG–
PLA copolymer in which NH2 terminated methoxy PEG
molecules have been attached to tartaric acid is shown
in Figure 7. It has been demonstrated that morphology,
degradation, and drug encapsulation behavior of copolymers
containing PEG blocks strongly depends on their chem-
ical composition and structure. Studies of nanoparticles
composed of the diblocks of the PLG with the methoxy
terminated PEG (PLG–PEG) or of the branched multi-
blocks PLA–(PEG)3, in which three methoxy terminated
PEG chains are attached through a citric acid residue, sug-
gested that they have a corecorona structure in an aqueous
medium. The polyester blocks form the solid inner core.
The nanoparticles, prepared using equimolar amounts of the
PLLA–PEG and PDLA–PEG stereoisomers, are shaped as
discs with PEG chains sticking out from their surface.

Their hydrophobic/hydrophilic content seems to be just
right for applications in cancer and gene therapies. Such
nanospheres are prepared by dispersing the methylene chlo-
ride solution of the copolymer in water and allowing the
solvent to evaporate [77]. By attaching biotin to its free
hydroxyl groups and complexing it with avidin, cell specific
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Figure 7. Multiblock (PEG)n–(X)m copolymers. Amino terminated
methoxy poly(ethylene glycol) molecules attached to tartaric acid with
PLA side chains. Reprinted with permission from [77], R. Gref and
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delivery may be attained. Nuclear magnetic resonance stud-
ies of such systems [78] revealed that the flexibility and
mobility of the thus attached PEG chains are similar to
those of the unattached PEG molecules dissolved in water.
Recently, PLG microspheres, with the PEG–dextran conju-
gates attached to their surface, have been investigated as
another variant of the above-described approach. Micro-
spheres with a diameter of 400–600 nm have been prepared
[79].

4.8. Poly(isobutylcynoacrylate)
Nanocapsules

Intragastric administration of insulin-loaded poly(isobutyl-
cyanoacrylate) nanocapsules induced a reduction of the
glycemia to normal level in streptozotocin diabetic rats
[80] and alloxan induced diabetic dogs [81]. The hypol-
glycemic effect was characterized by surprising events
including a lag time period of 2 days and a prolonged
effect over 20 days. Insulin is a very hydrosoluble pep-
tide and should be inactivated by the enzymes of the gas-
trointestinal tract. Thus, that insulin could be encapsulated
with high efficiency in nanocapsules containing an oily core
and why these nanocapsules showed so unexpected biolog-
ical effect remained unexplained. Nanocapsules were pre-
pared by interfacial polymerization of isobutylcyanoacrylate
[82]. Any nucleophilic group including those of some of the
aminoacids of insulin [83] could initiate the polymerization
of such a monomer. In this case, insulin could be found
covalently attached to the polymer forming the nanocap-
sule wall as was recently demonstrated with insulin-loaded
nanospheres [84].

Aboubakar et al. [85] studied physicochemical char-
acterization of insulin-loaded poly(isobutyl cyanoacrylate)
nanocapsules obtained by interfacial polymerization. They
claimed that the large amount of ethanol used in the prepa-
ration of the nanocapsules that initiated the polymerization
of isobutylcyanoacrylate preserved the peptide from a reac-
tion with monomer resulting in a high encapsulation rate of
insulin. From their investigations, it appears that insulin was
located inside the core of the nanocapsules and not simply
adsorbed onto their surface.

Lambert et al. [86] used poly(isobutyl cyanoacrylate)
nanoparticles for the delivery of oligonucleotides. Nanopar-
ticles of size ranging from 20 to 400 nm were prepared. The
authors claimed that this technology might offer interesting
perspectives for DNA and peptide transport and delivery.

4.9. Folic Acid Conjugated Nanoparticles

Drug targeting has been an issue in the pharmaceutical
industries of late and progress in this area of research is
noteworthy. Literature suggests the use of nonionic poly-
mers, viz. poly(ethylene glycol), for surface modification
would certainly increase the circulating time of the col-
loidal drug carriers [87–89]. Stella et al. [90] introduced a
new concept in drug targeting. The concept involved design
of poly(ethylene glycol) coated biodegradable nanoparticles
coupled to folic acid to target the folate-binding protein, a
soluble form of the folate receptor, which is overexpressed
on the surface of many tumor cells. The detailed studies
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suggested that the interaction with the folate-binding pro-
tein was achieved only when folate conjugated nanoparticles
were used, and no interaction resulted with the nonconju-
gated nanoparticles used as controls [90]. Thus the authors
claimed that the folate-linked nanoparticles represent a
potential new drug carrier for tumor cell-selective targeting.

4.10. Dextran Hydrogel Nanoparticles

Dextrans are polysaccharides composed of glucose units
coupled into long branched chains mainly through a 1–6
and some 1–3 glucosidic linkages. Dextrans are colloidal,
hydrophilic, and water-soluble substances, inert in biologi-
cal systems, and do not affect cell viability. Dextrans have
been explored for the delivery of various pharmaceuti-
cals [91–93]. Kim et al. [94] reported hydrogel nanopar-
ticles prepared from glycidyl methacrylate dextran and
dimethacrylate poly(ethylene glycol). Drug release studies
were performed using clonazepam as a hydrophobic model
drug which was found to be dextranase and pH dependent
[94].

4.11. Poly(�-benzyl-l-glutamate)/
poly(ethylene oxide)

Hydrophilic–hydrophobic diblock copolymers exhibit
amphiphilic behavior and form micelles with core–shell
architecture. These polymeric carriers have been used to sol-
ubilize hydrophobic drugs, increase blood circulation time,
obtain favorable biodistribution, and lower interactions with
reticuloendothelial systems [95]. In the same direction, Oh
et al. [96] reported the preparation and characterization of
polymeric nanoparticles containing adriamycin as a model
drug. The nanoparticles are obtained from PBLG/PEO
diblock copolymer, which forms a hydrophobic inner core
and a hydrophilic outer shell of micellar structure [97, 98],
by adopting a dialysis procedure. Their results indicate that
only 20% of the entrapped drug was released in 24 h at
37 �C and the release was dependent on the molecular
weight of the hydrophobic polymer.

4.12. Chitosan–Poly(ethylene oxide)
Nanoparticles

Hydrophilic nanoparticle carriers have important potential
applications for the administration of therapeutic molecules
[29, 99]. Most of the recently developed hydrophobic–
hydrophilic carriers require the use of organic solvents for
their preparation and have a limited protein-loading capac-
ity [100, 101]. Calvo et al. [102] reported a new approach for
the preparation of nanoparticles, made solely of hydrophilic
polymer, to address these limitations. The preparation tech-
nique, based on an ionic gelation process, is extremely mild
and involves the mixture of two aqueous phases at room
temperature.

One phase contains the polysaccharide chitosan (CS)
and a diblock copolymer of ethylene oxide and polyan-
ion sodium tripolyphosphate (TPP) (Fig. 8). It was stated
that the size (200–1000 nm) and zeta potential (between
+20 and +60 mV) of nanoparticles can be conventionally
modulated by varying the ratio CS/PEO-PPO. Furthermore,
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tion. Reprinted with permission from [102], P. Calvo et al., J. Appl.
Polym. Sci. 63, 125 (1997). © 1997, Wiley-VCH.

using bovine serun albumin (BSA) as a model protein, it
was shown that these new nanoparticles have great protein
loading capacity (entrapment efficiency up to 80% of the
protein) and provide a continuous release of the entrapped
protein for up to 1 week [102].

4.13. Methotrexate-o-carboxymethylate
Chitosan

Nanoparticles of methotrexate (MTX) were prepared using
o-carboxymethylate chitosan (o-CMC) as wall forming
materials and an isoelectric-critical technique under ambi-
ent conditions [103]. Drug controlled releases were studied
in several media including simulated gastric fluid, intestinal
fluid, and 1% fresh mice serum. It was found that acidic
media provide a faster release rate than neutral media.
The effects of MTX/o-CMC ratio and amount of cross-
linking agents of drug release in different media were evalu-
ated. The changes of size and effective diameter of o-CMC
nanoparticles were detected by SEM and a laser light scat-
tering system before and after the drug release. Authors
claimed that the o-CMC nanoparticles constitute an attrac-
tive alternative to other anticancer drugs and enzyme carri-
ers [103].

4.14. Solid Lipid Nanoparticles

Solid lipid nanoparticles (SLNs), one of the colloidal carrier
systems, have many advantages such as good biocompatibil-
ity, low toxicity, and stability [104]. Schwarz and Mehnert
[105] studied the lipophilic model drugs tetracaine and eto-
midate. The study highlights the maximum drug loading,
entrapment efficacy, and effect of drug incorporation on
SLN size, zeta potential (charge), and long-term physical
stability. Drug loads of up to 10% were achieved with a
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good maintenance of physically stable nanoparticle disper-
sion [105]. They claimed that the incorporation of drugs
showed no or little effect on particle size and zeta poten-
tial compared to drug-free SLNs [105]. In another study,
Kim and Kim [106] studied the effect of drug lipophilicity
and surfactant on the drug loading capacity, particle size,
and drug release profile. They prepared SLNs by homoge-
nization of melted lipid dispersed in an aqueous surfactant
solution. Ketoprofen, ibuprofen, and pranoprofen were used
as model drugs and tween and poloxamer surfactants were
tested [106]. Mean particle size of prepared SLNs ranged
from 100 to 150 nm. It was found that the drug loading
capacity was improved with the highly lipophilic drug and
low concentration of surfactant [106]. Despite some set-
backs, lipid nanoparticles continued to be of great interest in
the fascinating area of drug delivery technology [107–109].

4.15. Cholic Acid and Methoxy
Poly(ethylene glycol)

Cholic acid (CA) is one of the major bile acids, the main
product of cholesterol metabolism, and biologically one
of the most detergent-like molecules in the body. Cholic
acid acts as a hydrophobic core and represents a poten-
tial drug incorporation site. Methoxy poly(ethylene glycol)
(MPEG), a modified form of poly(ethylene glycol), is known
to be nontoxic, nonimmunogenic, highly biocompatible, and,
moreover, very well known to prevent interactions with cells
and proteins due to its hydrophilic nature [110]. Kim et al.
[111] took advantage of these wonderful properties of CA
and MPEG for developing amphiphilic polymeric nanopar-
ticles following their previously reported methods (Fig. 9)
[112–114]. The physicochemical characteristics of the poly-
mer conjugates were investigated [111]. Clonazepam was
used as a model drug in their studies and the drug loading
content was 16.2 wt%. They monitored the drug release and
found pseudo-zero-order kinetics [111].

4.16. Poly-l-lysine Nanoparticles

Poly-l-lysine finds application in various biomedical areas,
viz., controlled drug delivery [115] and gene deliv-
ery [116]. Many hydrophilic polymers have been linked
covalently to poly-l-lysine and copolymers such as poly-
l-lysine poly(ethylene glycol) block [117, 118], poly-l-
lysine poly(ethylene glycol) graft [119], and poly-l-lysine
hyaluronic acid graft [120] have been synthesized for
biomedical applications. Reports are also available on syn-
thesis of lipid bearing poly-l-lysines, where lipid units are
attached to terminal lysine amino units [121]. Recently,
Wang et al. [122] reported the covalent attachment of
both hydrophilic and hydrophobic units to poly-l-lysine
and further fabrication of nanoparticles. The nanoparticles
were prepared by sonicating poly-l-lysine graft copolymer
amphiphiles in aqueous media [122]. The influence of poly-
mer architecture and molecular weight on the properties
of the nanoparticles has also been investigated [122]. The
schematic representation of the nanoparticle architecture is
shown in Figure 10.
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4.17. Surface Modified Silica Nanoparticles

Surface modified silica nanoparticles were synthesized
by modification of commercially available silica particles
(IPAST, Nissan Chemical Industries, Tokyo, Japan) with

Figure 10. Schematic representation of PLP nanoparticle architecture.
Reprinted with permission from [122], W. Wang et al., Langmuir 16,
7859 (2000). © 2000, American Chemical Society.
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various aminoalkylsilanes, viz., N -(2-aminoethyl)-3-amino-
propyltrimethoxysilane (AEAPS) and N -(6-aminohexyl)-
aminopropyltrimethoxysilane (AHAPS). The resulting
particles have a hydrodynamic diameter of 26 nm and a
zeta potential up to +31 mV [123, 124]. The scheme for
modification of the silica particles is shown in Figure 11.

5. NANOPARTICLES FOR SOME
SPECIFIC APPLICATIONS

5.1. Gene Delivery Systems

For more than two decades, researchers have been work-
ing to alleviate disease through gene therapy. In this type
of treatment a gene is delivered to cells, allowing them to
produce their own therapeutic proteins. Traditionally, DNA
delivery systems have been classified as viral vector medi-
ated systems and nonviral vector mediated systems [125].
Currently, because of their highly evolved and specialized
components, viral systems are by far the most effective
means of DNA delivery, achieving high efficiencies (>90%)
for both delivery and expression [126]. The most promising
nonviral gene delivery system thus far, other than the “gene
gun,” is DNA vaccine applications, comprised of ionic com-
plexes formed between DNA and polycationic liposomes
[127, 128]. A major problem in the practical application of
gene transfer for therapeutic purposes (gene therapy) is the
efficient delivery of the genetic material to the desired place
of action, the target tissue. Nanotechnology appears to be
one of the potential solutions to take up this technologi-
cal challenge. In nature, efficient gene delivery is achieved
by viruses which have evolved over millions of years into
well adapted gene delivery particles. Hence, one approach
to improving the chances of successful gene therapy may be
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Figure 11. (A) Hydrolysis and condensation of unmodified particles,
(B) alkyaminoalkanes, (C) modification scheme.

the design of fully synthetic virus equivalents with the means
of nanotechnology.

The typical components of a virus include (i) the genomic
nucleic acid, which is usually condensed by (ii) nucleic acid
binding proteins (NBPs) to form a core which is further sur-
rounded by (iii) a capsid formed of proteins and/or a lipid
envelope. The overall particle size ranges between 20 and
200 nm. Figure 12 describes the architecture of human ade-
noviruses which are currently very popular for viral gene
therapy trials. The nucleic acid of a virus can be RNA or
DNA, single or double stranded, and linear or circular. A
common and important property of the nucleic acid bind-
ing proteins is their high positive charge excess to achieve
efficient binding and condensation of nucleic acids. Each
histone complex, probably the best studied nucleic acid bind-
ing unit, contains 220 cationic lysine and arginine residues,
has a dimension of 10× 18× 11 nm, and can bind 146 base
pairs of double stranded DNA per unit. These structural
characteristics are shared by all other NBPs and were the
basis for the design of synthetic equivalents.

5.1.1. Technologies for Production
of DNA Nanoparticles

Two major technological approaches to the production of
DNA nanocarriers can be distinguished: “conventional”
nanoparticle preparation as described in Section 3 and the

Figure 12. Structure of type 2 adenovirus according to Stewart and
Burnett [189]. Adenoviruses consist of a core containing linear double
stranded DNA of 40 kilo base pairs which is surrounded by a com-
plex capsid. They do not possess a lipid envelope. The average size
of adenovirus particles ranges between 70 and 110 nm. The genomic
DNA is covalently capped at its ends with the terminal protein, tp �.
pVII (−), the cationic virus protein VII, forms dimers that fit into the
major groove of the DNA double helix and compensate approx. 80%
of the negative charge of the DNA in order to pack the genome into
dense, nucleosome-like structures. Further components form the capsid
surrounding the core, including pIII, the major hexon protein pII, and
the fiber protein pIV. pIV und pIII mediate specific receptor mediated
uptake of the virus particle by target cells.
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self-assembly technique which utilizes interpolyelectrolyte
interactions between the polyanionic nucleic acid and poly-
cationic polymers or particles.

Approach 1 Some of the available technologies for pro-
duction of nano- and microparticles have been adapted
for the encapsulation of plasmid DNA. Complex coacerva-
tion, as described in Section 3.1, has been used successfully
to incorporate the nucleic acid within a matrix of gelatin
[129]. Addition of sodium sulphate as desolvating agent to
a mixture of DNA and type A gelatin followed by vigor-
ous vortexing produced precipitation of particles that were
typically around 400 nm in size. This reaction is favored by
slightly acidic pH, suggesting a role for electrostatic inter-
actions, and the formed complexes can be hardened with
calcium chloride (0.5 M). DNA encapsulation efficiencies
reached >98% at a loading level of 25–30% (w/w). In addi-
tion, further bioactive molecules present during the precip-
itation step can be efficiently incorporated as demonstrated
for chloroquine which enhances transfection by inhibition of
intracellular inactivation of the transgenic DNA.

Other protocols for the preparation of DNA nanoparti-
cles have used the solvent extraction–evaporation technique
as described in Sections 3.3 and 4.3. Due to the low solubil-
ity of DNA in many organic solvents, a water–in oil–in water
double emulsion is produced and the solvent is removed
from the oily phase to form a polymer nano- or microcap-
sule around the hydrophilic core containing the DNA. Suit-
able capsule materials include biodegradable polymers like
the polyanhydride PLGA. Using this material, Cohen et al.
[130] reported the production of DNA nanocapsules with
diameters between 400 and 700 nm that did also show sig-
nificant transfection of mammalian cells in vitro. With opti-
mized conditions, the efficiency of DNA encapsulation can
exceed 75%. However, the homogenization steps involved
cause considerable damage to the plasmid DNA and thereby
greatly reduce its activity. To reduce physical stress to the
DNA, stabilizing agents like poly-l-lysine [131], EDTA, or
carbohydrates [132] can be added and the inner water phase
may be frozen before the second homogenization step [132].
The highest reported DNA encapsulation efficiency after
utilization of these measures was 90% with a preservation
of >90% DNA integrity. However, the overall content of
nucleic acid exceeds 1% only occasionally.

Approach 2 Most “conventional” methods for prepara-
tion of nanoparticles involve homogenization steps that
irreversibly inactivate the relatively fragile nucleic acids.
Self-assembly techniques offer the possibility to avoid such
damage. The currently most popular self-assembly proto-
cols employ suitable polycationic polymers. Driven by poly-
electrolyte interactions, they react with DNA into small,
usually toroid structures termed polyplexes [133]. Their size
can range from 10 to approximately 200 nm and if one of
the reactants is used in excess (usually the cationic poly-
mer), the resulting suspension will be stabilized by repulsive
forces between the particles. Further stabilization has been
achieved by surface modification with hydrophilic polymers
as described in Section 4.7. Suitable cationic polymers that
have been successfully used in the past include poly-l-lysine
[134], polyethylenimine [135], aminoalkylmethacrylate based
(co)polymers [136], dendrimers [137], and chitosan [138].

A major limitation of the polymers is the difficulty to
include additional bioactive molecules (in order to enhance
or modify the DNA activity) during the self-assembly pro-
cess, unless these are covalently linked to the polymer
backbone. This drawback can be overcome if cationic
nanoparticles are used instead of polymers. Studies on
cationically modified silica nanoparticles have shown that
this is, in principle, possible [139], especially for small par-
ticles with diameters between 10 and 30 nm that have
dimensions similar to naturally occurring NBP like the his-
tone complex produced biological active complexes. A rep-
resentative example of such a nanoparticle–DNA complex
(nanoplex) is depicted in Figure 13. In vitro gene delivery
has also been achieved using nanoparticles consisting of a
PLA core and a cationic surface modification with polylysine
[140].

A further advantage can be provided by cationic SLNs
described in Section 4.14. Nanosuspensions of these are pro-
duced by high pressure, hot homogenization of a mixture of
matrix lipid, tenside, and cationic modifier. The latter medi-
ates electrostatic binding to DNA and the proximity of mul-
tiple SLNs on the DNA macromolecule can induce particle
coalescence as observed by AFM (Fig. 9). However, matrix
lipid and modifier have to be selected carefully in order to
avoid dissociation of the cationic modifier from the particle
surface after DNA binding and to retain sufficient fluidity
to allow for particle coalescence [141].

5.1.2. Outlook
Further significant improvement of the efficiency of
nanoparticular and all other synthetic gene delivery vehi-
cles will be required for their clinical success. This may be
achieved by a combination of the basic core containing the

Figure 13. Nanoplexes: Complexes of plasmid DNA and cationic
nanoparticles. Imaging was performed by atomic force microscopy
(bar = 100 nm). (A) Cationic silica particles (d = 26 nm) self-associate
with plasmid DNA into submicrometer complexes that protect, release,
and transfect the DNA in vitro. Reprinted with permission from [139],
C. Kneuer et al., Bioconj. Chem. 11, 926 (2000). © 2000, American
Chemical Society. (B) Solid lipid nanoparticles (d = 100 nm) composed
of compritol ATO, Tween 80, Span 85, and disteaorylethyl dimethyl
ammonium-chloride form discrete submicrometer particles with plas-
mid DNA (upper half). Coalescence of the individual SLN following
interaction with DNA stabilizes the complex. A single SLN can be seen
in the lower half of the image. Reprinted with permission from [141],
C. Olbrich et al., J. Control. Release 77, 345 (2001). © 2001, Elsevier
Science.
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nucleic acid or the nucleic acid carrier with additional func-
tional units. The latter can include a capsid for protection
and target recognition, nucleic acid modifications for intra-
cellular delivery to the cell nucleus, and inhibitors and mod-
ulators of “undesired” cellular activities. Such components
have been identified in many viruses and are known to be
critical for high efficiency. Ogris et al. [142] described a syn-
thetic prototype.

5.2. Peptide Delivery

Recently, colloidal carrier systems, especially nanoparticles,
have been receiving much attention in the field of drug
targeting because of their high loading capacity for drugs,
particularly macromolecules, as well as their unique dis-
position characteristics in the body [143, 144]. It is well
known that the bioavailability of peptide and protein drugs
after oral administration is very low because of their insta-
bility in the gastrointestinal (GI) tract and low permeabil-
ity through the intestinal mucosa [145, 146]. Therefore,
injectable dosage forms are currently used to obtain ther-
apeutic effects. Due to poor compliance of these admin-
istration routes, it is indispensable to develop alternatives
such as nasal, buccal, rectal, vaginal, pulmonary, and trans-
dermal routes [147]. Oral administration is the most con-
venient route for drug delivery, and several approaches
such as chemical modification to alter the physicochemical
properties of peptide drugs [148], the use of an absorption
enhancer to promote drug absorption [149–151], and the
use of a protease inhibitor to protect drugs against degra-
dation by enzymes [150] have been investigated in order to
achieve oral peptide delivery. Many pharmaceutical scien-
tists have also reported that particulate drug delivery systems
such as nanoparticles [152–154], microcapsules [153, 155],
liposomes [156], and emulsions [157] are useful in improving
the absorption of peptide drugs via the GI tract.

Much of the research has focused on the absorption
enhancement of peptide and protein drugs and vaccine
antigens. Couvreur and co-workers have been studying
whether nanoparticles composed of polyalkylcyanoacrylate
derivatives enhance the absorption of orally administered
insulin, using animal models [158–161]. They found that
insulin encapsulated in polyisobutylcyanoacrylate nanocap-
sules reduced glycemia by 50–60%, although free insulin did
not affect glycemia when administered orally to diabetic rats.
Kawashima et al. [162] reported that the absorption of elca-
tonin, which is a calcitonin of eel, via the GI tract of rats was
enhanced by poly(-lactide-glycolide) nanoparticles coated
with chitosan, which is a mucoadhesive cationic polymer.
They also studied the effect of chitosan-coated liposomes
on the intestinal absorption of insulin in rats and reported
that the blood glucose concentration decreased significantly
after oral administration of insulin-loaded liposomes [163].
Sakuma et al. also demonstrated that nanoparticles com-
posed of novel graft copolymers having a hydrophobic back-
bone and hydrophilic branches can improve the absorption
of salmon calcitonin in rats [164–167].

In general, absorption of a drug via the GI tract is
closely related to its solubility. Many drugs with poor absorp-
tion characteristics are highly water-soluble and this high
polarity causes the low permeability through the intestinal

membrane which is mainly composed of hydrophobic lipids.
Numerous peptide and protein drugs fall into this category
[168–170]. There are two ways to incorporate a hydrophilic
drug in a nanoparticle. One is to encapsulate it into the
nanoparticle core and the other is to adsorb it onto the
nanoparticle surface [170].

5.3. Brain Delivery

The blood–brain barrier (BBB) represents an insurmount-
able obstacle for a large number of drugs, including
antibiotics, antineoplastic agents, and a variety of central
nervous system-active drugs, especially neuropeptides. One
of the possibilities to overcome this barrier could be drug
delivery nanoparticulate systems to the brain. The nanopar-
ticles may be especially helpful for the treatment of the
disseminated and very aggressive brain tumors. The mech-
anism of the nanoparticle-mediated transport of the drugs
across the blood–brain barrier at present is not fully elu-
cidated. The most likely mechanism is endocytosis by the
endothelial cells lining the brain blood capillaries [171]. The
brain blood vessel endothelial cells are characterized by
having tight continuous circumferential junctions between
them thus abolishing any aqueous paracellular pathways
between these cells [172]. Drugs may be bound in the form
of a solid solution or dispersion or adsorbed to the sur-
face or chemically attached. Alyautdin et al. claimed that
the poly(butyl cyanoacrylate) nanoparticles are the only
nanoparticles to date that were so far successfully used for
the in vivo delivery of drugs to the brain [171]. This poly-
mer has the advantage of rapid biodegradability [173, 174].
Kreuter and co-workers reported the delivery of hexapep-
tide dalargin (Tyr-Ala-Gly-Phe-Leu-Arg), a Leu-enkephalin
analog with opioid activity, the first drug that was deliv-
ered to the brain using nanoparticles. The antinocicep-
tive activity after intravenous injection of dalargin-loaded
poly(butyl cyanoacrylate) nanoparticles of a size around 250
nm overcoated with polysorbate 80 was demonstrated by
the tail-flick test [174] as well as by the hot-plate test [175,
176]. Both tests showed the same tendencies. A circadian-
phase dependency of the reaction time in the hot-plate test
was also observed by Ramge et al. [176] in Balb/c and
DBA/2 mice. The pharmacokinetics of doxorubicin bound to
nanoparticles and/or coated with polysorbate 80 after intra-
venous injection to rats was investigated by Gulyaev et al.
[177]. Schroeder et al. [178] also showed that polysorbate
85 coated poly(butyl cyanoacrylate) nanoparticles enable a
brain transport after oral administration. The pharmacoki-
netics of another drug, amitriptyline, normally a tricyclic
antidepressant, however, is able to penetrate the BBB [179].
Results demonstrated that intravenous injection of polysor-
bate 80 coated nanoparticles showed an improvement in
brain AUC, whereas their serum AUC was reduced [179].
In vitro experiments using brain blood vessel endothe-

lial cells were conducted to gain insight in the quantitation
and possible mechanism of the nanoparticle-mediated trans-
port of drugs into the brain. The first in vitro experiments
employed poly(methyl-[2-14C]-methacrylate) nanoparticles
[180]. More recently, rat brain endothelial cells of the
RBE4 cell line and poly(butyl cyanoacrylate) nanoparti-
cles were used to study the nanoparticle uptake by these
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cells [181]. As mentioned before, poly(butyl cyanoacrylate)
particles are very rapidly biodegradable and are slightly
more hydrophilic than the poly(methyl methacrylate) par-
ticles reported by Borchard et al. [180]. The poly(butyl
cyanoacrylate) nanoparticles in the RBE4 cell experiments
were produced using fluoresceine isothiocyanate dextran
70000 instead of the normal dextran as in most of the in vivo
experiments reported. The toxicity of poly(butyl cyanoacry-
late) nanoparticles was determined in the MTT test [182]
using RBE4, bovine, and human brain microvessel endothe-
lial cells. The highest toxicity was observed in the RBE4
cells at a nanoparticle concentration of 10 �g/ml and no
decrease in viability was observed. Fenart et al. [183] used
the Cecchelli model to investigate the effect of charge and
lipid coating on the ability of maltodextrin 60 nm nanoparti-
cles to cross the brain capillary endothelial cell layer of the
model.

Nanoparticles represent a tool to transport essential drugs
across the BBB that normally are unable to cross this bar-
rier. Drugs that have successfully been transported into the
brain using this carrier include the hexapeptide dalargin, the
dipeptide kytorphin, loperamide, tubocurarine, the NMDA
receptor antagonist MRZ 2/576, and doxorubicin [171].
Nanoparticle-mediated drug transport to the brain depends
on the overcoating of the particles with polysorbates, espe-
cially polysorbate 80. This material seems to act as an anchor
for apolipoprotein E (apo E) or other substances following
injection into the blood stream. The adsorption of apo E
from blood plasma onto the nanoparticle surface has been
detected in vitro [171].

5.4. Colon Targeting

In several studies the involvement of macrophages and den-
dritic cells in active inflammatory bowel disease (IBD) has
been indicated. An efficient manipulation of those cells
might be considered as an interesting potential therapeu-
tic pathway for IBD treatment, since it was reported that
biodegradable microspheres can be sufficiently taken by
macrophages and M cells [184]. Based on these results, the
direct uptake of anti-inflammatory agents by macrophages,
achieved with the use of microspheres, appears to have a
superior immunosuppressive effect and to be more useful
for the treatment of patients with IBD [185, 186]. Nanopar-
ticles showed a size dependent accumulation in the inflamed
tissue and were, therefore, thought to be even more promis-
ing in the treatment of this disease. They proved the abil-
ity to target the macrophages and ruptures (Fig. 14) inside
the ulcerated tissue in IBD for a specific local drug deliv-
ery [187, 188]. This type of new strategy aims to selectively
accumulate the drug delivery system at the site of action.
Polymeric nanoparticulate carrier systems were expected to
target the inflamed tissue in inflammatory bowel diseases.
Since no sedimentation occurs with colloidal drug carriers,
they might be less or not at all affected by the streaming
due to their diffusing properties. With the anti-inflammatory
model drug rolipram, the entire drug loaded nanoparticle
formulations proved to be as efficient as the drug in solution
in mitigating the experimental colitis. First, the inflammation
activity score and myeloperoxidase activity decreased signifi-
cantly after the oral administration of rolipram nanoparticles

Figure 14. Histological section across inflamed colonic tissue. The
ulceration exhibits distinct immune related cell extravasion while the
mucus production is highly increased in intact mucosa (black areas on
the left). Reprinted with permission from [187], A. Lamprecht et al.,
J. Pharmacol. Exp. Ther. 299, 775 (2001). © 2001, American Society for
Pharmacology and Experimental Therapeutics.

or solution. When animals were kept without drug treat-
ment the drug solution group displayed a strong relapse,
whereas the nanoparticle groups maintained reduced inflam-
mation levels. Moreover, when free drug was administered,
the rolipram solution group exhibited a high adverse effect
index, whereas the rolipram nanoparticle groups proved
their potential to retain the drug from systemic absorption
as evidenced by a significantly reduced index. An essential
advantage of this strategy seems to be the direct contact
of the carriers with the inflammation site which allows a
much higher local drug concentration. Moreover, nanopar-
ticles were found not only to accumulate in the ulceration
but also to adhere distinctly to the mucus which allows an
increased specificity to nonulcerated inflamed tissue since
mucus production is highly increased all over the inflamed
tissue.

These new delivery systems allow the desired drug to
accumulate in the inflamed tissue with a relatively high effi-
ciency including two major advantages. The drug is concen-
trated at its site of action, which reduces possible adverse
effects and enhances the effect of the administered dose.
Moreover, the sustained drug release allows pharmacolog-
ical effects to be extended due to the prolonged residence
time of the carrier system at the targeted inflamed area. This
deposition of polymeric carrier systems in the inflamed tis-
sues might be promising in the design of new carrier systems
for the treatment of inflammatory bowel disease.

GLOSSARY
Atomic force microscopy (AFM) A technique for analyz-
ing the surface of a rigid material all the way down to the
level of the atom. AFM uses a mechanical probe to magnify
surface features up to 100,000,000 times, and it produces 3D
images of the surface.
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Biodegradable The ability of a substance to be broken
down into simpler, smaller parts by a biological process.
Many plastics are not biodegradable.
Blood-brain barrier (BBB) The walls of blood vessels in
the brain have a special property that prevents large
molecules from moving out of the bloodstream and into the
brain. This property, called the blood-brain barrier, serves to
protect the brain by keeping potentially harmful substances
from entering the brain.
Central nervous system (CNS) The central nervous sys-
tem is that part of the nervous system that consists of the
brain and spinal cord.
Colloids These are finely divided dispersions of one mate-
rial in a second continuous phase. The size of colloidal
particles is between that of individual small molecules and
macroscopic objects. It is convenient to take a limit as; at
least one dimension should be less than or of the order of
a micrometer (10−6 m). The colloid consists of a dispersed
phase in a continuous dispersion medium.
Critical aggregation concentration In mixed solutions of
surfactants and polymers there is often association at a sur-
factant concentration below the normal critical micelle con-
centration, (CMC). Binding of surfactant to the polymer
molecules usually causes this. There will be a discontinuity
in the slope of a plot of surface tension versus concentration
at this concentration.
Critical coagulation concentration When salt is added to a
charge stabilized colloid, the screening length is reduced and
at a particular concentration the dispersion is no longer sta-
ble (such that there is no secondary minimum in the DLVO
potential). The concentration of salt at which the particles
are no longer stable and begin to aggregate is the critical
coagulation concentration (CCC).
Critical micelle concentration (CMC) This is the concen-
tration above which surfactants form micelles in solution.
The change in properties that occur as micelles form is
marked by sharp transitions in many physical quantities such
as the surface tension of the solution, conductivity, turbidity,
and nuclear magnetic resonance chemical shifts.
Deoxy ribonucleic acid (DNA) The molecule that carries
the genetic information for most living systems. The DNA
molecule consists of four bases (adenine, cytosine, guanine,
and thymine) and a sugar phosphate backbone arranged in
two connected strands.
Emulsion A colloidal dispersion of one liquid in another
liquid (usually an oil and water). It is often “stabilized”
with a surfactant or with polymers. Emulsions are not usu-
ally truly stable but may be metastable. This contrasts with
microemulsions.
Emulsion polymer A polymer that is prepared by polymer-
ization of a dispersion of monomer in a liquid. It is often
stabilized with a surfactant or with polymers. This prepara-
tion involves an emulsion but the product is a colloidal dis-
persion of a polymer that is usually solid in the liquid. The
product is known as latex. Typically many vinyl polymers are
prepared with radical initiators in this way.
Flocculation Colloids are described as flocculated when
the individual particles have aggregated together to form

clusters. This occurs when the repulsive potential that pro-
vides stability in dispersion becomes less than the attraction.
Critical flocculation concentration and temperature are the
parameters above which the individual particles aggregate
to form clusters.
Fluoresceine isothiocyanate (FITC) Green fluorescent dye
used to ‘tag’ antibodies for use in immuno-fluorescence.
Gastrointestinal tract (GIT) Organs that are part of the
digestive tract, which include the esophagus, stomach, small
intestine, and large intestine (rectum and colon).
Inflammatory bowel disease (IBD) A chronic inflamma-
tory condition of the digestive tract. Ulcerative colitis and
Crohn’s disease are the most common forms of IBD.
Mononuclear phagocytic system (MPS) A system com-
prising blood monocytes and tissue macrophages.
Nanoparticles A material with dimensions less than 1000
nanometers and often below 100 nanometers.
Photon correlation spectroscopy (PCS) The correlation of
scattered photons is measured. This can be used to
determine the dynamic behaviour of particles or polymer
molecules at length scales determined by the reciprocal of
the scattering vector, Q = �4�/�� sin��/2� and if there is
a simple exponential decay characterised by a relaxation
time, t, the diffusion coefficient, D and hence hydrodynamic
radius, can be determined as follows: D = 1/�Q2.
Poly(lactide-co-glycolide) (PLGA) Copolyester of lactic
acid and glycolic acid.
Reticuloendothelial system (RES) A rather old term for
the network of phagocytes and endothelial cells throughout
the body.
Ribonucleic acid (RNA) A nucleic acid molecule similar to
DNA but containing ribose rather than deoxyribose. RNA is
formed upon a DNA template. There are several classes of
RNA molecules. They play crucial roles in protein synthesis
and other cell activities.
Scanning electron microscopy (SEM) Scanning electron
microscopy is performed by scanning a focused probe
across the surface of the sample to be studied. Secondary
electrons emitted from the sample are typically detected by
a photomultiplier system, the output of which is used to
modulate the brightness of a TV monitor that is rastered
in synchronization with the electron beam scan. The more
electrons a particular region emits, the brighter the image
at that point. SEM images typically contain a good deal of
topographical detail.
Transmission electron microscopy (TEM) The electron
beam is passed through a thin film sample (typically
∼1–200 nm thick). Bright field diffraction contrast images
are formed with the direct (undiffracted) beam. Dark field
images are formed with a selected diffracted beam.
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1. INTRODUCTION
In the last few years there has been a huge demand to mon-
itor different chemical environments, such as urban indoor
and outdoor atmospheres, food aromas, etc. Chemical sen-
sors are among the most promising devices to be exploited
for these applications, because they have the great advan-
tage of allowing an online measure suitable for remote
control [1].

The structure of a generic chemical sensor can be ide-
ally divided in two subunits: the sensing material and the
transducer. The sensing material interacts with the chemi-
cal species present in the environment by changing some of
its physico-chemical properties, while the transducer trans-
forms these variations in a readable signal, generally an elec-
tric signal.

The sensor performances in term of sensitivity, repro-
ducibility, and selectivity strictly depend on the proper-
ties of the sensing materials. For this reason great effort

has been made to develop sensing materials with improved
properties [2].

From this point of view, the exploitation of organic com-
pounds as sensing materials is particularly advantageous. The
progress made in designing synthetic receptors [3] allows the
orientation of the sensor selectivity toward different classes
of compounds via modulation of weak interactions occurring
between the sensing material and the analytes.

Among the different classes of receptors developed, por-
phyrins and metalloporphyrins represent one of the most
promising, because of the richness of their properties, their
stability, and the development of the chemistry of these
macrocycles that allow the possibility to modulate their prop-
erties by synthetic modifications or by changing the coor-
dinated metal. In these applications porphyrins mimic their
functions in biological systems, where they are able, for
example, to reversibly bind oxygen. Because generally target
analytes are also good ligands for metal ions, porphyrins rep-
resent a perfect match for the properties required to sense
materials.

For this reason research in this area has experienced
significant growth in the last decade and porphyrin based
chemical sensors are now going to be as famous as those
based on related phthalocyanines. In this chapter we want
to highlight their exploitation in sensors based on different
transduction mechanisms and devoted to detecting analytes
in both liquid and gaseous phase.

2. GAS PHASE OPTICAL SENSORS
Optical sensors are based on the variation of one optical
property, such as absorption or luminescence, of the sensing
material as a consequence of the interaction with the target
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analyte. A general setup of an optical sensor is reported in
Figure 1. Porphyrins have been called the “pigment of life”
and for these peculiar optical properties it is quite obvi-
ous that they have been considered as sensing materials for
optical sensors. The first examples reported in the literature
were related to gas detection and in particular to the devel-
opment of oxygen sensors.

2.1. Oxygen Sensors

These devices are based on the quenching of the phospho-
rescence of some metalloporphyrins due to their interaction
with molecular oxygen. The dependence of phosphorescence
quenching to the oxygen concentration is described by the
Stern–Volmer relationship

Io/I = 1+Ksv�PO2�

where Io represents the native phosphorescence of the
lumophore in the absence of oxygen. Ksv is the Stern–
Volmer constant and represents a useful parameter to
compare the sensor performances. Ksv is obtained experi-
mentally from the Stern–Volmer equation taking the partial
pressure of oxygen at which the initial sensor phosphores-
cence is decreased by 50% (Io/I = 2). In Table 1 we report
a list of the Ksv values of the some porphyrin based oxygen
sensors.

The most widely used metalloporphyrins for these appli-
cations are Pt and Pd derivatives, due to their high phospho-
rescence quantum yields and short lifetimes. The detection
limit of these porphyrin based sensors can be lower than
0.1 Torr of oxygen partial pressure and for this reason they
can be exploited for vacuum control, for determination of
surface pressure in wind-tunnel tests [4], or for determina-
tion of the metabolic activity of cell cultures [5].

In chemical sensors the sensing material should be
deposited as thin films onto the transducer surface. In these
devices porphyrins are generally deposited dispersed into a
supporting matrix. Although is not directly involved in the
sensing mechanism, the matrix is of critical importance for
sensor performance, because its oxygen permeability deter-
mines the detection limit of the resulting sensor.

Another fundamental feature to be considered in optical
devices is the photostability of the sensing material.

To obtain stable and reliable devices it is necessary to
improve the photostability of the lumophore and to obtain
a perfect match between matrix and lumophore properties
and for this reason a large part of the research in this
area has been devoted to improving sensor performances
by increasing porphyrin stabilities and by tuning the matrix
characteristics.

Source light Waveguide Sensing Material Detector

Figure 1. General setup of an optical sensor.

Table 1. Sensing properties of porphyrin-based luminescent oxygen
sensors.

Porphyrin POa
2 (Torr) Support Ref.

PtOEP 53�9 PS [7]
47�6 PS [28]
0�48 PS [6]
73 SR [10]
0�18 TMSP [14]
4�3 PS-PFS [15]
2�5 PS-TFEM [17]
2�6 IBM-TFEM [17]

166�7 IBM [17]
10 PS [16]
11 PS [17]
12�5 glass [22]
1�8 PEGMA [30]
33�3 PVC [16]
3�85 PS-PFS [15]
13�3 PDS [16]
1�2 IBM-TFPM [17]
28�6 PS [18]
12�9 CAB [13]
0�943 CAB [13]

204 PMMA [13]
2�82 PMMA [13]

PdOEP 0�56 PS-PFS [15]
0�76 PS [16]
0�18 PEGMA [30]
0�55 Sty-PFS [15]
1�51 CAB [13]
0�253 CAB [13]
8�0 PMMA [13]
0�238 PMMA [13]

PtOEPK 49�2 PS [7]
56�9 PS [8]
32 PS [13]

PdOEPK 5�6 PS [13]
PdCP 3�57 SR [13]

7�2 PS [13]
27�1 PMMA [13]

PdTPP 2�58 LB [13]
(arachidic acid)

PtTDCPP 8�0 SR [10]
PtTFMPP 3�7 SR [10]
PtBr8TPP 6�4 SR [10]
PtTFPP 11�1 PS [16]

55�6 PS [28]
PtTCPP 0�61 alumina [24]
PdTCPP 0�22 alumina [24]
PdalkTCPP 0�33 alumina [25]
Poly-PtTPP 1�54 ITO [26]
Poly-PdTPP 0�83 ITO [26]
ZnTFPP 1�64 PS [29]

aPO2 = 1/Ksv .

The first metalloporphyrins exploited in these sensors
were PtOEP (see Table 2 for abbreviations) and PdOEP
(Fig. 2) [6� 7], which showed significant photobleaching
under the operative conditions [6]. From this point of view
one of the approaches has been to modify the porphyrin
by introducing different substituents, in order to increase its
stability under operative conditions.
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Table 2. List of abbrevations.

OEP 2,3,7,8,12,13,17,18-octaethylporphyrin
OEPK 2,3,7,8,12,13,17,17-octaethyl-18-oxo-porphyrin ketone
OEPDK 3,3,7,8,13,13,17,17-octaethyl-2,12-dioxo-porphyrin diketone
TPP 5,10,15,20-tetraphenylporphyrin
Br8TMP 5,10,15,20-tetramesityl- �-octabromo-porphyrin
PVC poly(vinyl chloride)
PS poly(styrene)
CAB cellulose acetate butyrate
PMMA poly(methyl methacrylate)
TMSP trimethylsilyl-1-propine
EC ethyl cellulose
TCPP 5,10,15,20-tetrakis(4-carboxyphenyl)porphyrin
TFPP 5,10,15,20-tetrakis(pentafluorophenyl)porphyrin
CP coproporphyrin
TEHOPP 5,10,15,20-tetrakis(3,4-bis[2-ethylhexyloxy]

phenyl)porphyrin
TDSAPP 5,10,15,20-tetrakis(4-N -dodecyl-sulfonylamidophenyl)

porphyrin
TSPP 5,10,15,20-tetrakis(4-stereamidophenyl)porphyrin
PBMA poly(buthyl methacrylate)
PVP poly(vinyl pyrrolidone)
TMPyP 5,10,15,20-tetrakis(4-N -methylpyridyl)porphyrin
DTMABP 2,3,7,8,12,13,17,18-octamethyl-5,15-bis-

(4-trimethylammonium-yl-phenyl)porphyrin
TSPP 5,10,15,20-tetrakis(4-sulfonatophenyl)porphyrin
T(4-APP) 5,10,15,20-tetrakis(4-aminophenyl)porphyrin
PU poly(urethane)
PP-IX protoporphyrin IX
T(2-APP) 5,10,15,20-tetrakis(2-aminophenyl)porphyrin
TETMAPP 5,15-bis(2-aminophenyl)-2,8,12,18-tetraethyl-

3,7,13,17-tetramethylporphyrin
TMHPP 5,10,15,20-tetrakis(3-methoxy-4-hydroxyphenyl)porphyrin
TMPP 5,10,15,20-tetrakis(4-methoxylphenyl)porphyrin
SR silicon rubber
PFS poly(styrene-co-pentafluorostyrene)
PDS poly(dimethylsyloxane)
TFEM trifluoroethylmethacrylate
IBM isobutylmethacrylate
PEGMA poly(ethylene glycol methacrylate)
ITO indium tin oxide
o-NPOE 2-nitrophenyl octyl ether
TDMAC tridodecylmethylammoniumchloride
KTFPB potassium tetrakis[bis(3,5-trifluoromethyl)phenyl]borate
DBS dibutyl sebacate
AAO ascorbic acid oxidase
OA oleic acid
AP acetophenone
DOP dioctyl phthalate
NaTPB sodium tetraphenylborate

N HN

NNH

Figure 2. Molecular structure of OEP.

Oxochlorin, generally called porphyrin ketone (OEPK)
(Fig. 3), has been proposed by Papkovsky and co-
workers [8]; the dye showed higher photochemical stability
to respect OEP, conserving the optical properties useful
for phosphorescence sensing, with only shortened lifetime
values. Following this approach the same author proposed
also dioxobacteriochlorin, or octaethylporphyrin-diketone
(OEPDK) (Fig. 4), as sensing material, with the hope that
the introduction of a second oxo group at the periph-
eral positions resulted in a further increase of the pho-
tostability of the resulting porphyrin [9]. This result was
effectively achieved, but, on the other hand, Pd and Pt com-
plexes of these porphyrins showed weak phosphorescence
and reduced quantum yields, making them unusable for oxy-
gen sensing.

Following a similar approach, �-halogenated TPPs have
been proposed as sensing materials [10]. These porphyrins
have been widely used as oxidation catalysts, where they
were shown to be more resistant to degradation than
TPP. The same effect was obtained for photostability and
PtBr8TMP was indeed more stable than PtTPP under oper-
ative conditions.

On the other hand, significant effort has been devoted
to improving the characteristics of the supporting matrix, to
improve both stability and sensitivity of the resulting sen-
sor. The matrix can be either organic or inorganic, but the
most common materials used to encapsulate porphyrins are
organic polymers. A general requirement for these polymers
is to be oxygen permeable with a low diffusion barrier for
the gas. The permeability to oxygen of course strongly influ-
ences the characteristic of the resulting sensor.

A careful choice of polymer and plasticizer is necessary
to obtain reliable sensors. Of course polymers or additives
should not interfere with the sensing mechanism of the por-
phyrin; for example the widely used plasticizer 2-nitrophenyl
octyl ether cannot be exploited in luminescence based sen-
sors, because it acts as a quencher of the porphyrin lumines-
cence, interfering in the sensing mechanism [11].

Plasticizers are necessary to increase the oxygen perme-
ability of the organic polymers and for this reason they
strongly influence the working range of the resulting sensor.
Detailed studies of the plasticizer influence on the sensor
characteristics have been carried out for Pd and Pt com-
plexes of OEP and OEPK [12]. These studies showed that
addition of plasticizers to PVC, PS, CAB and PMMA poly-
mers allows the modulation of the O2 pressure working
range of the sensor, by effectively increasing the oxygen per-
meability of the polymer matrix. On the other hand, addition
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Figure 3. Molecular structure of OEPK.
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Figure 4. Molecular structure of OEPDK.

of plasticizers can induce a deviation from the linearity of
the Stern–Volmer relationship at higher oxygen concentra-
tion. This feature has been attributed to the presence of two
oxygen accessible sites in the polymeric thin films; one is eas-
ily accessible and the other one is an oxygen site difficult to
access. The different oxygen sites where the porphyrin can
be present result in different phosphorescence quenching
constants and consequently in the nonlinear Stern–Volmer
plot [13]. This effect is not favorable, because makes cali-
bration of the sensors more difficult.

An increase of the oxygen permeability can resolve
this problem and for this reason novel polymeric matri-
ces have been tested in recent years to obtain sensors with
improved performances [14–18]. Poly(TMSP) demonstrated
high oxygen permeability, and the detection limit for PtOEP
dispersed in poly(TMSP) film was less than 0.3% [14]. Fur-
thermore the Stern–Volmer plot was linear in the oxygen
low concentration range and PtOEP-poly(TMSP) based sen-
sors were promising for trace oxygen detection. PtOEP-
poly(TMSP) films showed a 3% decrease after 12 h of
continuous irradiation, indicating a promising photostability,
although this aspect was not completely characterized [14].

Another promising approach was related to the exploita-
tion of fluoropolymers, because the presence of fluorine
increases the oxygen permeability of the resulting matrix.
Furthermore these polymers are also stable toward photo-
oxidation, due the electron-withdrawing character of the flu-
orine. Fluoropolymers are obtained by co-polymerization
of a fluorinated monomer with a standard precursor, such
as styrene [15] or acrylate [16–19], in different composi-
tions. The high oxygen permeability of these fluoropolymers
resulted in a good linearity of the Stern–Volmer plots for
both PtOEP and PdOEP based sensors. For PdOEP sensors
the phosporescence of the sensing material was completely
quenched for 20% oxygen concentration. Furthermore the
photostability of these sensing films was enhanced and a
maximum of 3% decrease of the starting intensity was noted
after 24 h of continuous irradiation [16–18].

Nafion® has also been used as supporting matrix for
Pt, Pd, and Rh complexes of water-soluble porphyrins [19].
The resulting sensing films showed linear Stern–Volmer
plots, and promising sensitivity and photostability for prac-
tical applications, considering also the simple procedure for
the immobilization of the lumophores into the supporting
matrix.

Recently Douglas and Eaton [20] studied the response
characteristics of Pd and Pt complexes of OEP encapsulated
in different polymeric matrices, showing that it is possible

to develop luminescent oxygen sensors with a very broad
concentration working range, by combination of polymers
with different oxygen permeability and Pd and Pt OEP, hav-
ing different lifetimes. Deviations from the linearity of the
Stern–Volmer plots have been modeled by a Freundlich-
like isotherm, which can be used to obtain simple and pre-
cise calibration data. The heterogeneity inducing nonlinear
Stern–Volmer behavior was attributed to a distribution of
oxygen permeability present in the polymers and not to dis-
tribution of different lumophore lifetime. The same authors
showed that ambient humidity strongly influenced the sens-
ing behavior of PtOEP based luminescent sensors when a
hydrophilic polymer, such as EC or CAB, was used as sup-
porting matrix, while no significant effects were observed
for hydrophobic matrices, such as silicone rubber, PVC, or
PS [21]. Luminescence decay kinetics studies in the presence
of oxygen showed that the influence of humidity is in the
change of gas permeability, rather than modification of the
porphyrin distribution sites in the polymer. Addition of plas-
ticizers strongly reduced the humidity effects on the sensing
behavior.

Although polymers are the most widely used matrices, it is
also possible to disperse lumophore into inorganic supports,
such as glasses. The advantages of glasses can be related
to their transparency, chemical stability, and photostability.
The sol–gel technique is a simple way to disperse an organic
dye into a glass matrix. Lee and Okura prepared PtOEP
doped silica gel glasses by basic hydrolysis of tetraethylethyl
orthosilicate [22]. The addition of a surfactant, Triton X-100,
was necessary to give homogeneity to the resulting mono-
liths. Optical properties of PtOEP in silica glass were similar
to those observed in acetone solution, indicating that the
silica matrix does not interfere with the optical sensing of
PtOEP. Sol–gel films were dried at room temperature, at
150 and 180 �C. The best sensitivity was obtained at 150 �C,
although good results were obtained at room temperature,
showing that the sintering step is not necessary. Higher dry-
ing temperature resulted in a marked decrease of the sensor
performance, attributed by the authors to some variation
of the sol–gel microenvironment, although decomposition
of the dye cannot be excluded. Stern–Volmer plots showed
deviations from the linearity, evidencing the presence of dif-
ferent oxygen accessible sites in the matrix. High response
time and reversibility were observed for such sensors, and
these superior characteristics were attributed to the microp-
orous texture of the silica matrix. The stability of the PtOEP
doped glasses was optimal in the dark, while under irradia-
tion the results obtained were similar to those observed for
polymeric matrices.

Amao et al. explored also the possibility to avoid the need
for a supporting matrix, depositing a monolayer of the sens-
ing dye by a chemisorption technique [23� 24]. Pt and Pd
complexes of TCPP (Fig. 5) were deposited onto alumina
plates using the carboxy functional groups to directly attach
the lumophore to the inorganic surface. Excitation spec-
tra were similar to those observed in ethanol, an indication
of the absence of aggregation between macrocycles in the
chemisorbed film. Phosphorescence of the films was effec-
tively quenched by oxygen; Stern–Volmer plots were linear
at low oxygen concentration, while significant nonlinearity
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Figure 5. Molecular structure of TCPP.

was observed for higher concentrations. A good photosta-
bility was also observed, indicating that these films are suit-
able for oxygen sensing devices. To improve the sensitivity
of such a device, the same authors deposited monolayers
of a modified Pd porphyrin bearing a peripheral alkyl chain
substituent (Fig. 6) [25].

PtTPP and PdOEP thin films were also deposited by a
electropolymerization technique [26]. Indium tin oxide glass
slides were used as substrates and PtTPP polymeric films
were deposited by a CV technique. In the case of PdTPP it
was necessary to add 2,6-ditert-butylpyridine as catalyst for
the electropolymerization process. The sensitivities of the
developed devices were comparable to similar oxygen sen-
sors, but the long-term photostability was greatly improved.

The electropolymerization deposition technique is partic-
ularly promising for the fabrication of miniaturized devices,
because the sensing film can be directly deposited at the end
of the optical fiber.

The measurement of luminescence intensity is the most
exploited technique, because it is a simple technique. How-
ever, it can be affected by different parameters, the most
important being photobleaching or leaching of the dye and
the intrinsic sample fluorescence. These problems can be
overcome by measuring the luminescence decay time of
the sensing dye, because this measure is independent of
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Figure 6. Molecular structure of PdATTP.

the emitted light intensity and it is compatible with fiber
optics exploitation. In this case the Stern–Volmer equation
is related to the lumophore lifetime:

�o/� = 1+KsvpO2

Following this approach, different examples of oxygen sen-
sor based on phosphorescence lifetime decay have been
reported [27–29]. For example Trettnak and co-workers
reported for example an oxygen sensor comprised of simple
and low-cost optoelectronic components, such as light emit-
ting diodes (LEDs) and photodetectors [27], working in both
liquid and gaseous phase. The exploited lumophore was the
PtOEPK supported in a polystyrene matrix.

Amao et al. reported an oxygen sensor based on the
triplet–triplet reflectance quenching using laser flash photol-
ysis [28� 29]. PtOEP and PtTFPP immobilized on PS matri-
ces were used as sensing dyes and the authors obtained the
same results by using diffuse reflectance laser flash photol-
ysis and the classical luminescence lifetime measurements
by laser excitation [28]. Diffuse reflectance laser flash pho-
tolysis can also allow the use of nonphosphorescent com-
pounds as oxygen sensing dye, and this has been successfully
demonstrated by the exploitation of different Zn porphyrins
immobilized in various polymeric matrices [29].

More recently Douglas end Eaton pointed out that care-
ful attention should be paid for the Stern–Volmer analysis
of data using conventional phosphorimeters or instruments
incorporating pulsed xenon lamps [30], because of system-
atic errors in quantitative emission intensity measurements
due to the fact that the total emission of the lumophore is
not completely within the instrument gate time [31].

2.2. Nitrogen Oxides Sensors

Oxygen sensors based on phosphorescence quenching gen-
erally do not suffer interference due to the presence of
other gases, with the only exception being nitrogen oxides,
which are powerful luminescence quenchers. For this reason,
Papkovski and co-workers explored the potential exploita-
tion of PtOEP immobilized on PS matrices and PdCP-III
Langmuir–Blodgett films as NOx optical sensors. For both
films NOx acted as a strong luminescence quencher, but in
this case a fast chemical interaction of the dye with NOx and
consequent film degradation ruled out their exploitation in
the sensor field [32].

More recently the exploitation of Langmuir–Blodgett
(LB) films of substituted porphyrins as optical sensors for
NO2 detection has been deeply studied [33–37]. The sens-
ing mechanism is based on the variations of the optical
absorption spectra of LB films of TEHOPP, bearing the
2-ethylhexyloxyphenyl substituents at the peripheral posi-
tions (Fig. 7). The deposition of LB films was performed at
a higher rate than the conventional method; this resulted in
an inhomogeneous morphology of the resulting film, con-
stituted by grain assemblies of porphyrin, and incomplete
coverage of the sensor substrate. This structure, however,
is not detrimental for sensor applications, because it led to
porous films, which allows easy diffusion of the gas in the
bulk of the sensing material.

The change in the optical spectrum consisted of a red-
shift of the Soret band with the appearance of a new band
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Figure 7. Molecular structure of TEHOPP.

around 700 nm, which is consistent with a protonation of
the macrocycle core. The optical is highly sensitive to low
concentration of NO2, reaching the ppm level. The 60% of
relative absorbance change (at 434 nm) was obtained for
4.4 ppm of NO2 [33� 34], with the original spectrum fully
recovered after exposure to NO2, by fluxing with N2, indi-
cating a reversible interaction. The optical response is also
sensitive to the temperature and decrease with the increase
of the temperature. This effect was used to increase the
recovery rate after the measure, by heating the substrate at
350 �C for a few seconds [33� 34]. The adsorption isotherm
followed the Langmuir model.

The sensing behavior of two asymmetrically substi-
tuted porphyrins, obtained by substitution of two periph-
eral 2-ethylhexyloxyphenyl substituents by 4-nitrophenyl or
4-aminophenyl groups, toward NO2 detection was also stud-
ied [35]. While both porphyrins showed in the presence
of NO2 the same change in the optical spectra recorded
in solution, similar to those observed for the symmetri-
cal porphyrin, the LB films of these porphyrins showed a
different behavior, and only the 4-aminophenyl substituted
porphyrin was sensitive to NO2. This different behavior was
ascribed to a different arrangement of the porphyrin rings in
the LB films, with the 4-nitrophenyl substituted porphyrins
having a molecular orientation that did not allow a diffu-
sion of the gas and consequently the interaction with the
macrocycles [35].

The dependence of the sensing performances to the
LB film thickness was investigated for multilayer films of
TEHOPP ranging from 1 to 20 excursions. Comparison of
the response time taken at 50% and 90% of the overall
response allowed the interpretation of the sensing mecha-
nism in terms of surface and bulk interaction of the LB film
with the gas. The response time reached a minimum value
for films obtained by 5–10 excursions; after that the response

magnitude of the sensing layer can increase, but the effective
sensitivity of the film can decrease [36].

2.3. Other Gas Sensors

Porphyrin based optical sensors are not only limited to oxy-
gen or nitrogen oxide detection. Similar devices have been
tested, for example, for the detection of chlorine [38–40].
The first approach was based on the fluorescence changes
of TPP encapsulated on silicone rubber, induced by expo-
sure to chlorine [38]. The change observed can be attributed
also in this case to the formation of the porphyrin dication;
due to the insolubility of the porphyrin dication into the sili-
cone matrix, the measurement should be carried in a kinetic
mode and a faster reversibility can be obtained by temper-
ature control, by heating the film after each measurement.
This optical sensor cannot discriminate between chlorine,
hydrogen chloride, or nitrogen dioxide, because all of these
gases induce the protonation of the sensing film, which is
the sensing mechanism of this device.

A similar protonation process was observed after expo-
sure to gaseous chlorine by recording optical absorption
spectra of monolayers of TDSAPP deposited onto glass
plates [39]. In this case the influence of porphyrin orien-
tation on the sensor behavior was observed, with a faster
response for monolayer deposited at lower surface pressure,
where porphyrins are assumed to be oriented flat on the sur-
face and consequently more accessible to interaction with
gaseous chlorine. Also in this case heating the substrate after
the measurement reduced the recovery time of the device.
Similar behavior was observed for monolayers of TSPP [40].

Changes in the optical absorption spectra were exploited
in a similar fashion for HCl detection [41–43]. TPP and
substituted analogs were encapsulated in different poly-
meric matrices and changes in the reflectance spectra
induced by protonation of the macrocyclic cores were
used for the detection of gaseous HCl. An increase of
the sensor responses was observed when electron-releasing
substitutents, such as OH groups, were introduced at the
peripheral phenyl groups of the porphyrin rings, reaching a
detection limit in the sub-ppm range [42]. However, this syn-
thetic modification also induced longer response and recov-
ery times and to overcome this problem, different alkoxy
substituted TPPs encapsulated in various polymeric matrices
were tested as sensing elements [43]. The results obtained
showed that saturation of the sensors was reached for 4 ppm
of HCl concentration and that the sensor behavior was
mostly controlled by the polymeric matrices and not by the
length of the peripheral alkoxy chain. Best results were
obtained by using PBMA as supporting matrix [43].

Leray and co-workers used water-soluble porphyrins
(Fig. 8) encapsulated in PVP or PMMA matrices for ben-
zene detection [44]. These porphyrins are know to interact
with benzene in aqueous solution; the changes induced in
the optical spectra by interaction with benzene were simi-
lar in solution and in the polymeric matrices and consisted
in a hypochromic effect. Best results were achieved with
DTMABP and PVP as matrix, although the sensitivity and
response time were not sufficient for exploitation in urban
air monitoring, although the sensitivity was comparable to
other devices reported in the literature [44].
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Figure 8. Molecular structure of TMPyP and DTMABP.

The same author proposed sol–gel grafted Co porphyrins
for amine detection [45]. Grafting of the porphyrin to the
sol–gel matrix was achieved by introducing triethoxysilyl
groups at the peripheral positions of the porphyrin ring
(Fig. 9). Grafting the porphyrin resulted in the oxidation of
the coordinated cobalt atom to the +3 oxidation state. Dif-
fusion of amines was possible in solution and in the gaseous
phase and resulted in optical changes characteristics of axial
coordination to the metal center. The same interaction was
not possible in the case of Co(II)TMPyP, which was insensi-
tive to the presence of amines; this result was attributed to
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Figure 9. Molecular structure of silyl modified TPP.

a strong interaction of the cationic porphyrin to the anionic
centers of the inorganic matrix. Response time of the devel-
oped sensor was very long, due to a slower diffusion rate
than those observed in polymeric matrices [45].

Very recently Qin and co-workers proposed an optical
sensor for the detection of amines in the gaseous phase,
based on In(OEP)OH as sensing material [46]. The sens-
ing mechanism operating in such a device is similar to
that observed in potentiometric sensors later described (see
Section 4) and it is based on a monomer–dimer equilib-
rium of In(OEP)OH in polymeric films. In the presence of
lipophilic anion, in fact, this equilibrium can be expressed as

2 In�OEP�+ +H2O+R− ⇀↽ 	In�OEP�2OH
R +H+

Amines can break the dimer by coordination to the metal
center:

	In�OEP�2OH
R ⇀↽ In�OEP�OH+ 	In�OEP�RNH2
R

This reaction can be easily monitored by optical absorption
spectra, because the blueshifted Soret band of the dimer
(� = 390 nm) disappeared with the concomitant formation
of the absorption of the In(OEP)+ (� = 406 nm). The pres-
ence of water is necessary for the formation of the dimer
and all the measurements were carried at 80% of relative
humidity. In these conditions the sensor response to the dif-
ferent amines depends on the relative partition coefficient
of the amine into the polymeric films and to their ability as
coordinating ligand for the InOEP. In the best situation the
detection limit can reach 0.1 ppm in the case of butylamine,
while for the less lipophilic ammonia it is in the range of
10 ppm [46].

3. LIQUID PHASE OPTICAL SENSORS

3.1. Heavy Metal Ions

Porphyrin based optical sensors have been developed to
detect Hg and other heavy metals in solution [47–51]. These
sensors are based on the well-known ability of porphyrins
to coordinate a wide range of different metals in the inner
core. Coordination of the metal induces changes in both the
absorption and emission spectra that can be used for the
sensing mechanism.

Plaschke and co-workers immobilized water soluble TSPP
into silica glasses by the sol–gel technique [47]. Interaction
with Hg(II) ion was monitored by following the emission of
Hg porphyrin complex at 612 nm. The acid or basic catalysis
for the preparation of the sol–gel gave films with different
characteristics. The acidic prepared films were more stable
in terms of dye leaching but were insensitive to the pres-
ence of Hg ions, while the basic catalyzed films gave the
opposite behavior. This result was attributed to the differ-
ent morphologies of the films, with the acidic prepared films
more packed and less permeable to the diffusion of the Hg
ions. For this reason a dextran covalently linked porphyrin
was prepared and used in the basic sol–gel process; in this
case a better stability of the resulting film was observed. An
ideal detection limit of 2 �g/L of Hg(II) was obtained for
the basic catalyzed films, although the instability of the film
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toward dye leaching prevented the exploitation for sensing
applications [47].

To overcome the problem of the sensing element leach-
ing, the same group developed a polymeric matrix with a
covalently bound porphyrin [48]. The polymeric matrix was
a hydroxyethyl substituted PMMA, deposited onto a PMMA
disk. The change of absorption spectra after metal coordina-
tion was exploited to develop the optical sensor. Cd(II) and
Hg(II) ions were the target analytes and a detection limits
of 63 and 20 �g/L were obtained respectively for these ions,
with a response time of 10 min. The different ions can be
easily discriminated because they have different absorption
bands and for this reason a simultaneous determination is
possible. Due to the covalent binding the sensor was stable
over 6 weeks of working period, while a simple dispersed
porphyrin was completely leached from the polymeric mem-
brane within some days.

TMpyP was adsorbed in sol–gel matrix or grafted onto
a glass surface to develop optical sensors for the detec-
tion of Hg(II), Pb(II), and Cd(II) ions, by following changes
both in the absorption or in the emission spectra [49]. In
sol–gel the detection limit observed was 10−3 mol/L, but the
porphyrin–metal ion interaction was strongly limited by the
ion entrapping action of the silica matrix. When the por-
phyrin was grafted onto glass plates by covalent bonding
(Fig. 10), shorter response time and higher sensitivity were
obtained to respect the bulk sol–gel material.

An optical sensor for the detection of Hg(II) ions has
been developed by encapsulating TPP into a PVC mem-
brane [50]. Detection of Hg was carried out by following
the fluorescence quenching of the porphyrin operated by
coordination of the metal ion. More recently an increase in
the sensor performances has been obtained by using a por-
phyrin dimer as sensing element [51]. The presence of two
porphyrin rings in the sensing material allowed a higher sen-
sitivity and selectivity for the Hg(II) ion in the pH range of
2.4–8. A detection limit of 5�2× 10−7 mol/L with a response
time of 9 min was obtained. The presence of a wide range
of different ions, including Cd and Pb, did not affect the Hg
detection, with a relative error less than 5%, acceptable for
practical applications.
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Figure 10. Molecular structure of TPyP grafted on silica surface.

3.2. Anions

Metalloporphyrins have axial sites available for interactions
with different analytes. This approach has been exploited
for anion detection, by following optical changes due to the
interaction of metalloporphyrins with the target analytes.

Solid-state phosphorescent probes for the detection of
sulphite have been developed by immobilization of a
Pt(II)CP-I covalent conjugate with bovine serum albumin
on a preactivated biodyne ABC membrane [52]. A flow-
injection system for the determination of sulphite was devel-
oped by placing the membrane in a flow cell and using a
fiber optic phosphorescent detector. Quenching of the phos-
phorescence was observed at acidic pH and was attributed
to the formation of SO2. The detection limit reported for
this system was 10−5 mol/L.

Changes of the optical absorption spectra of metal com-
plexes of T(4-APP) or TMPyP immobilized in thin films
of Nafion® were exploited for the detection of different
anions, such as iodide and thiocyanate [53]. The selectivity
and sensitivity of such a films depended on both the coordi-
nated metal ion and the porphyrin used. Co(II)TMPyP gave
fast and reversible responses, with thiocyanate, showing also
a good long-term stability.

Polymeric membranes doped with In(III) porphyrin com-
plexes and a lipophilic dichlorofluorescein (DCF) derivative
were studied for the development of anion optical sensors
[54]. With InOEPCl DCF acted as axial ligand, and inter-
action of the chromophores induced modification of the
absorption spectrum of the diad. Anions competed with
DCF as axial ligand and this resulted in an increase of the
Soret band absorption, which can be used for optical sens-
ing. In the case of a In(III) complex of a picket-fence por-
phyrin, DCF was not coordinated, as evidenced the absence
of modification of the absorption spectrum. This complex
was exploited for the development of acetate anion or acetic
acid optical sensors.

More recently, Zhang and co-workers have developed an
optical chloride sensor based on the previously described
monomer–dimer equilibrium of In(OEP)OH in plasticized
PVC films [55]. In the absence of chloride anion, the
blueshifted Soret band of the In porphyrin dimer was
observed. Chloride acts as axial ligand for In porphyrin and
increasing the amount of chloride induced the breaking of
the dimer with the formation of the monomeric complex.
This resulted in an increase of the redshifted Soret band
of the monomeric species. A good selectivity toward a wide
range of different anions was observed, although the inter-
ference of salicylate was observed.

3.3. Other Analytes

PVC membranes doped with TPP and MnTPPCl were used
to develop an optical fiber optic sensor for the determina-
tion of berberine, an anti-inflammatory drug for the heart
[56]. The sensing mechanism was based on the fluorescence
quenching of TPP-MnTPPCl operated by berberine. The
sensor operated in the 7�5× 10−7 to 5�6× 10−4 mol/L work-
ing range of berberine concentration, with fast response
time and fair selectivity toward common interfering species.
The exploitation of the TPP-MnTPPCl mixture gave better
results than the use of the simple TPP.
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4. ELECTROCHEMICAL SENSORS

4.1. Potentiometric Sensors

Among the different examples of porphyrin based chemical
sensors, their exploitation as ionophores in the development
of ion selective electrodes (ISE) is probably one of the most
popular. These electrodes (Fig. 11) are generally comprised
of a polymeric membrane, where the sensing materials are
dispersed, an internal filling solution, and an electrode for
the electrical connection to the external circuit. Such sensors
respond to the activity of target ions by an intrinsic ion-
exchange mechanism between the organic polymeric phase
and the aqueous phases. In Table 3 we report the detection
limits of some porphyrin based ISEs reported in the liter-
ature. The basic theory describing the working mechanism
of such a sensor has been developed [58], but the contribu-
tion of the different constituents (e.g. ionophore, additives,
etc.) is still a matter of further researches. The membrane,
usually comprised of a PVC disk, has ion-exchange proper-
ties that depend on the ionic sites present in the polymeric
structure. The sensor responds to the activities of the ions
present in the sample and the selectivity depends on the
relative solubility of the ions into the polymeric membrane
solvent (plasticizer). It is the ionophore that drives the selec-
tivity of the sensor toward the target analyte. Under certain
conditions [58], the response of the ISE to the target analyte
concentration follows the Nernst equation:

E = Eo +RT /zF ln�ai�

The developed coordination chemistry of metalloporphyrins
has attracted interest for their exploitation in the devel-
opment of anion-selective sensors. In the absence of met-
alloporphyrins, there are no specific interactions and the

PVC + plasticizer 
(dibythilphtalate) + ionphore

Liquid contact: NaCl (0.01 mol/l)
External contact

Plastic case

PVC + plasticizer
(dibuthylphtalate)  +
ionophore

External contact

Plastic case

Conventional ISE

All-solid-state ISE

Figure 11. General structure of ISEs.

selectivity of ISE depends on the anion lipophilicities and
results in the so-called Hofmeister series. The presence of
metalloporphyrin in the membrane induces deviations on
this series, which depend in large part on the coordination
of the anion to the metalloporphyrin. After the first report
by Chaniotakis co-workers [59], the importance of coordi-
nation interactions has been demonstrated, in terms of both
the nature of the central metal and the substituents present
in the porphyrin ring [60� 61]. Metalloporphyrins can act as
neutral or charged ion carriers, depending on the oxidation
state of the coordinated metals. While coordinated metals
in a +2 oxidation state lead to neutral carriers, and met-
als in a +4 oxidation state lead to charged carriers, with
metals in a +3 oxidation state can give either neutral or
charged carriers, depending on both the coordination num-
ber of the metal and the nature of the incoming axial ligand
(neutral or anionic) [62]. The performances of metallopor-
phyrin based ISEs depend also on the addition on lipophilic
ionic additives, such as triphenylborate or trialkylammo-
nium salts, which improve the potentiometric behavior of
the resulting sensors, in terms of selectivity and long-term
stability. The nature of the positive effect of these addi-
tives has been studied in detail and both the nature and the
amount of the ionic additive to be added for the membrane
compositions can be rationally predicted [63� 64].

Furthermore, the origin of the so-called “super-
Nernstian” behavior reported for several metalloporphyrin-
based ISEs has recently been clarified [65]. These
non-Nernstian responses are characteristic of anion-selective
electrodes based on Mn(III), Sn(IV), In(III), and Ga(III)
porphyrins and are derived from a monomer–dimer equilib-
rium occurring in the PVC membrane. The occurrence of
this equilibrium and the degree of dimerization have been
demonstrated by ultravoilet-visible spectroscopy, following
the blueshifted Soret band characteristic of the hydroxy-
bridged dimer. Furthermore In and Ga complexes of picket-
fence porphyrins, which do not dimerize, showed slightly
sub-Nernstian slopes. A theoretical model based on the
dimerization equilibrium was shown to be able to predict
the super-Nernstian behavior of the resulting ISEs.

Different metalloporphyrins have been proposed in recent
years for the development of ISEs devoted to the detection
of various analytes [62, 66–69]. A free base TPP modified
with appended urea group (Fig. 12) has been proposed as
ionophore to develop an ISE for acetate and it was demon-
strated to be able to measure the concentration of acetic
acid in vinegar samples [70].

Among the shortcomings observed with these
metalloporphyrin-PVC based ISEs, one of the most impor-
tant is their reduced long-term stability because of the
ionophore leaching from the membrane. To avoid this prob-
lem, a covalent binding of the porphyrin to the polymeric
matrix has been proposed [71� 72]. This immobilization
effectively overcame the problem of ionophore leaching but
also contributed to reducing the interference of lipophilic
anion, such as salicylate, because of size exclusion from
the polymeric matrix. This steric effect also prevented
the super-Nernstian behavior due to metalloporphyrin
dimerization and the resulting Mn(III) porphyrin showed a
Nernstian behavior to iodide.
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Table 3. Sensing properties of porphyrin-based ISEs.

Ionic Detection limit
Porphyrin Analyte Membrane additive (mol/L) Ref.

CoTPPCl NO−
2 PVC/o-NPOE — 7�9× 10−6 [62]

PU — 10−5 [73]
PU TDMAC 10−5

PVC TDMAC 10−5

InOEPCl Cl− PU — 10−4

PU TDMAC 10−2

PU KTFPB 3× 10−5

PVC KTFPB 3× 10−5

SR/o-NPOE 2�5× 10−4 [74]
SR DBS 10−4

GaOEPCl F− PVC KTFPB 3�2 × 10−4 [73]
PU — 10−3

PU KTFPB 6�3× 10−4

MnOEPCl Cl− SR/o-NPOE o-NPOE 7�9× 10−4 [74]
SR DBS 1�3× 10−3

MnTPPCl Cl− SR/o-NPOE o-NPOE 3�2 × 10−4 [74]
SR DBS 1�6× 10−3

SCN− PVC/DOP NaTPB 5× 10−8 [68]
ZrOEPCl2 F− PVC/o-NPOE KTFPB 3�2 × 10−5 [70]
ZrTPPCl2 F− PVC/o-NPOE KTFPB 10−5 [70]
SnTPPCl2 salycilate PVC/o-NPOE NaTFPB 10−4 [67]

salycilate PVC/o-NPOE — 1�6× 10−4

OMoTPP(OEt) salycilate PVC/o-NPOE NaTFPB 10−5 [67]
UPFP acetate PVC/o-NPOE TDDMACl 3× 10−5 [70]
MnPPIXCl-PS I− PVC/o-NPOE 10−5 [71]
TSPP I− polypyrrole — 10−6 [82]
TAPP Zn2+ PVC/AP OA 3× 10−5 [81]
PPIXDME Zn2+ PVC/DOP NaTPB 1�5× 10−5 [80]

Although PVC is the most widely used membrane, some
examples of different matrices have been proposed for par-
ticular applications. Malinowska and co-workers have stud-
ied the potentiometric behavior of ISEs based on In(III),
Ga(III), and Co(III) porphyrin complexes encapsulated in
PU membranes, in comparison with that observed with con-
ventional PVC ISEs [73]. The same sensing mechanism
is observed in both membranes, although the presence of
endogeneous cationic sites in PU, instead of anionic sites as
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Figure 12. Molecular structure of urea-functionalized TPP.

in PVC, strongly influences the potentiometric response if
no lipophilic salt additives are added.

Silicon rubber has also been proposed for the devel-
opment of all-solid-state ISEs [74]. In these devices the
membrane is directly attached to the electrode surface, with-
out the presence of the internal solution (Fig. 11). Mn(III)
and In(III) porphyrins encapsulated in SR matrices were
used to develop chloride selective electrodes, suitable for
the measure of chloride in clinical samples. Silicon rubber
is necessary for the development of all-solid-state sensors
because of its adhesion properties to the electrode surfaces.
It was necessary to add plasticizers in order to obtain poten-
tiometric responses. In(III)OEPCl gave the best results as
ionophore, because of reduced interference from salicylate,
and an InOEPCl based ISE was demonstrated to be suitable
for serum chloride measurement.

Other than inorganic anions, metalloporphyrin based
ISEs have been exploited for the measurement of particu-
lar target analytes, such as aminoacids [75� 76], and drugs
[77� 78].

Free base porphyrins have also been used as ionophores
for cation selective electrodes [79� 80] although cation sens-
ing is far less developed than anion detection. TPP and TTP
encapsulated in PVC membranes have been used to develop
Ni(II)-selective sensors [79], although only moderate selec-
tivity was effectively achieved. More recently two examples
of Zn(II)-selective electrodes have been reported in the lit-
erature [80� 81] In the first example the PP-IX dimethyl
ester was encapsulated into a PVC membrane, along with
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sodium tetraphenylborate and dioctyl phtalate as plasticizer
[80]. The resulting Zn-ISE showed fast response time, good
long-term stability, pH range 2.1–4.0, and a working concen-
tration range of 10−5 to 10−1 mol/L. The second sensor was
developed using T(2-APP) as ionophore in PVC membranes
[81]. This ISE showed good selectivity toward other metal
ions in a pH range 3.0–6.0 and it was successfully applied
for the determination of Zn in pharmaceutical samples.

The development of ISEs that do not include a polymeric
support has also been investigated. Alternate deposition of
water soluble anionic TSPP and cationic polypyrrole was
used to obtain the deposition of a multilayer film onto a
2-aminothiol modified silver electrode [82]. This chemical
modified electrode (CME) was used as iodide ISE, showing
a Nernstian behavior and detection limit of 10−6 mol/L, with
fast response time and low resistance.

An interesting approach for the development of all-
solid-state ISEs has been the modification of the electrode
surfaces by an electropolymerization technique [83–85] T(2-
APP) and the related TETMAPP were used as precursors to
deposit polymeric films onto the surfaces of different elec-
trodes. Free base and Fe(III), Ni(II), Co(II), and Cu(II)
complexes of T(2-APP) were deposited by an electropoly-
merization technique onto the surfaces of different metal
electrodes [83]. The films obtained were not conductive,
probably because of the three-dimensional, spongelike struc-
ture of the polymeric film. They were tested as ISEs for the
detection of different anions and, in the case of the free
base, both anions and cations. It is interesting to note that
useful potentiometric data were obtained when the elec-
trode was positively polarized at positive potential before
use, so inducing positive charge on the film. These ISEs
generally showed sub-Nernstian slopes for iodide ions, with
detection limits ranging from 10−4 to 10−3 mol/L. However,
different parameters influenced the responses of these ISEs
and for this reason it was sometimes difficult to give a ratio-
nale for the results obtained. In the case of the electropoly-
merized electrodes developed by Volf and co-workers [84],
the anion selectivity pattern shown was attributed to coordi-
nation interactions in the case of polymeric films containing
metalloporphyrins, and to ion-exchange polyporphyrin free
base. When applied to the determination of amino acids
[85], a remarkable selectivity for cysteine was observed.

4.2. Amperometric and Voltammetric Sensors

The working mechanisms of these devices are based on the
well known ability of metalloporphyrins to catalyze oxidation
or reduction of different substrates. Thin films of metallo-
porphyrins have been deposited onto electrode surfaces to
develop chemical modified electrodes (CME) and the elec-
trocatalytic action of the developed CMEs has been used for
the detection of different analytes. Particular attention has
been devoted to the detection of NO, starting from the sem-
inal paper of Malinski and Taba [86]. NiTMHPP (Fig. 13)
was deposited by the electropolymerization technique to
give conductive films onto the surface of carbon fiber elec-
trodes. An additional layer of Nafion® was necessary to
avoid the interference of anion present in real matrices,
such as nitrite. A major advantage of this approach was the
extremely small dimension in which the electrodes can be
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Figure 13. Molecular structure of TMHPP.

fabricated. The sensor is miniaturized by thermal sharpening
of the electrode carbon fiber. The diameter of the carbon
fiber is reduced to 500 nm and the fiber is mounted into a
truncated needle (Fig. 14) [87]. The tip of the fiber (500 nm
length) is coated with the polyNiTMHPP by electropolymer-
ization and then an additional layer of Nafion® is added by a
dipping technique. The resulting CMEs were demonstrated
to be useful for the detection of NO in biological samples,
because the developed nanosensors induced minimal dam-
age for biological tissues, so allowing both in vitro and in
vivo measurements [86–89]. In Table 4 we report examples
of detection limits of some sensors reported in the literature.
Furthermore the small size of these sensors was necessary to
allow the monitoring of transient concentration of NO pro-
duced in physiological processes, because the half-life of this
reactive molecule is very short in biological samples. While
the miniaturization and the exploitation of these nanosen-
sors has been greatly improved, the exact mechanism of elec-
trochemical NO detection by the poly-NiTMHPP sensors is
still unclear. In the first reports by Malinski and Taba and
coworkers the electrocatalytic role of the coordinated Ni(II)
ion has been involved for the oxidative reaction of NO, and
coordination of NO and formation of the Fe-nitrosyl com-
plex [Fe(III)P]NO was confirmed by cyclic voltammetry and
spectroscopic data by Bedioui and co-workers [90]. On the
other hand the same authors showed that in the case of Ni

Figure 14. Sketch of the NiTMHPP-based nanoelectrode used for NO
measurement. Reprinted with permission from [89], T. Malinski et al.,
Eur. Surg. 34, 79 (2002). © 2002, Blackwell.
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Table 4. Porphyrin-based NO sensors.

Porphyrin Detection limit (Nmol/L) Additional layer Ref.

NiTHMPP 10 Nafion® [86]
1�5 [88]

27 Nafion®+ o-PD [95]
85 eugenol [94]
1 [89]
0�5 Nafion®, AAO, [96]

polylisine
CoTPPCl 1�2 Nafion® [88]
MnTCPPCl 100 Poly-pyrrole [88]

complexes the coordination of NO to the metalloporphyrin
is probably not involved in the electrocatalytic process [91].
The hypothesis that the role of the porphyrin layer could
not be related to the axial coordination chemistry of the
Ni ion was later confirmed, showing that the nonmetalated
poly-TMHPP coated CME presented the same electroct-
alytic activity toward NO detection [92]. The same authors
showed that the thickness of the porphyrin layer influenced
the efficiency of the NO detection, and a tentative oxidation
mechanism, where the porphyrin polymer acted as a three-
dimensional structure, was proposed [93].

The external Nafion® has been added to increase the
selectivity toward interfering anions present in biological
matrices, such as nitrite, which cannot diffuse through
the Nafion layer. On the other hand Nafion can increase
the interference of cation species of biological relevance,
such as catecholamines. For this reason, Ciszewski and
Milczarek proposed the exploitation of electropolymerized
eugenol as external layer, in order to preserve the selectiv-
ity toward anions and to reduce the interference of cationic
species [94]. Pontié and co-workers developed a NO multi-
layer microelectrode composed of a poly-NiTMHPP layer,
Nafion®, and o-phenylenediamine [95]. The developed sen-
sor showed a detection limit as low as 40 nmol/L, a NO
concentration expected in some biological system.

Mitchell and Michaelis reported a composite multilayer
electrode having poly-NiTHMPP as sensing material and
layers of Nafion®, acorbic acid oxidase, and either polylisine
or polypyridinium to preclude interferences by physiologi-
cal concentrations of both anionic and cationic electroactive
species [96]. The resulting microdevice was used for in-situ
NO detection, showing a NO detection limit of 8 nmol/L for
in vitro and 173 nmol/L for in vivo tissue sample analyses.

Several metalloporphyrins were later exploited to develop
CMEs devoted to the determination of different analytes
[97–99]. Reducing anions such as nitrite and sulfite has been
determined by dip coating modified glassy carbon electrodes
with a tetraruthenated cobalt porphyrin (Fig. 15) [97]. These
electrodes showed excellent performance for the determina-
tion of nitrite and sulphite, even at ppb level, both in con-
ventional and in flow injection conditions. The same authors
developed modified glassy carbon electrodes by deposition
of an electrostatically assembled film of the tetraruthen-
ated cobalt porphyrin and Zn(II)TSPP [98]. These elec-
trodes were successfully exploited for nitrite detection in
flow injection analysis with a detection limit of 10−5 mol/L.
The same electrode can be used for nitrate ion detection
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Figure 15. Molecular structure of the cobalt complex of
tetraruthenated-TPP.

after reduction to nitrite in a reductor column containing
copperized cadmium. Graphite electrodes functionalized by
cobalt(II)TPP permitted the detection of a wide range of dif-
ferent organohalides, including compounds that are indus-
trial pollutants [99]. A further advantage of these electrodes
was the absence of interference from oxygen.

5. NANOGRAVIMETRIC SENSORS
Nanogravimetric sensors are generally based on the piezo-
electric properties of crystalline quartz. Quartz crystal is cut
along a certain symmetrical axis, usually AT cut, to obtain
material able to sustain bulk electroacoustical oscillation at
frequencies from 5 to 30 MHz. The quartz property making
it interesting as a sensor is that the resonance frequency is,
in a limited linear range, inversely proportional to the mass
gravitating onto the surfaces of the quartz, as described by
the Sauerbrey law:

f = −Kqm

This behavior is exploited to turn quartz into a chemical
sensor when some chemically interactive material, able to
capture molecules from the environment, is used as coating.

The resolution of these transducers is generally in the
order of nanograms and for this reason such devices have
been called quartz microbalances (QMBs).

In recent years metalloporphyrins have been proposed as
sensing elements in mass transducers for the detection of
volatile organic compounds (VOCs) [100–103].

Different from optical and electrochemical transducers, a
QMB does not influence the selectivity of the sensing layer
because, since they respond to mass variations, any kind of
material–analyte interaction is recorded.

In the case of metalloporphyrins, both specific interaction,
such as coordination to the metal center or �–� interac-
tion with the aromatic system, and nonspecific interaction
contribute to the sensing mechanism, so allowing the detec-
tion of virtually any kind of VOC. This feature has been
confirmed by studying the adsorption isotherm of metallo-
porphyrin coated QMBs [100� 101]. In the case of ligands
that cannot give specific interaction, such as alkanes, the
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adsorption isotherm is linear and depends on the solubil-
ity of the analyte into the porphyrin matrix, according to
the Henry law. When specific interaction can occur, the
isotherm showed a Langmuir-like behavior at low concen-
trations, while at higher concentrations, after the saturation
of the specific sites only nonspecific interaction occur and
the isotherm became linear [100–103].

Because of the described sensing mechanism, the selec-
tivity of the metalloporphyrins as sensing materials can be
finely tuned by modifications of both coordinated metal and
peripheral substituents [100–103]. A huge number of the ele-
ments present in the periodic table have been coordinated
to the porphyrins and furthermore the organic chemistry of
these compounds is well developed, and a wide range of
different substituents can be introduced at their peripheral
positions. All together these characteristics increase the ver-
satility of these molecules as sensing elements for QMB sen-
sors, all showing outstanding properties of these materials
in terms of stability, sensitivity, and reproducibility.

Among the different factors influencing the selectivity, the
coordinated metal was demonstrated to be one of the most
important and this influence was interpreted according to
Pearson’s principle [104]. In Figure 16 the sensitivity prop-
erties of some metalloporphyrins toward model VOCs are
reported. The versatility of porphyrins as a chelating system
allows the development of a large set of different sensors by
changing the coordinated metal. Furthermore the selectivity
is influenced by tuning the peripheral substitution patterns
of the macrocycle, thus influencing the electronic distribu-
tion on the �-aromatic system of the porphyrin and modi-
fying the interaction of the metalloporphyrin with the axial
ligands [104].

Another important aspect is represented by the technique
chosen for the deposition of metalloporphyrin thin film onto
the quartz surface, because the morphology of the film can
also influence sensing of the material–analyte interaction.

Because of the stability and versatility of porphyrins,
different techniques are available for this purpose and in
the case of QMBs, the following have been successfully
exploited: (a) spray casting, (b) Langmuir–Blodgett, (c) self-
assembled monolayers, and (d) electropolymerization.

Spray casting is the simplest technique and consists of the
dissolution of the metalloporphyrin in an organic solvent
and then this solution is sprayed onto the QMB surface.

Figure 16. Sensitivities of metalloporphyrin-coated QMB toward differ-
ent VOCs.

On the other hand, this technique does not control the mor-
phology of the growing film and the reproducibility of the
film characteristics can be reduced [104].

Langmuir–Blodgett is a well-known method and allows
the deposition of ordered multilayers of porphyrins. It
was advantageous to study in detail the mechanism of the
metalloporphyrin–analyte interaction [105]. On the other
hand the porphyrin should be functionalized in order to have
the amphiphilic character necessary for the LB deposition.
Alternatively, porphyrin can be deposited in a mixture of
fatty acids, but this can be a problem in the case of QMBs,
because the adsorption properties of the fatty acid matrix
cannot be ignored.

The self-assembled monolayer technique consists of the
preparation of functionalized surfaces by chemisorption of
functionalized metalloporphyrins onto inorganic substrates.
In the case of QMBs, porphyrins bearing sulphide groups
at the peripheral positions (Fig. 17) have been chemisorbed
onto the gold pad of a QMB [106]. The performances of
these sensors have been measured with respect to model
volatile compounds of interest for practical applications.
While the sensitivities showed by these sensors were higher
compared to the corresponding casting coated sensors, the
presence of a single layer of the sensing material induced a
saturation of the specific sites at very low concentration of
the analytes. In Figure 18 the sensitivities of these sensors
toward different VOCs have been reported.

Very recently, a chemisorbed chiral porphyrin diad
(Fig. 19) has been used for enantiodiscrimination [107]. The
enantiodiscrimination properties of such a sensors toward
the enantiomeric pairs of chiral analytes have been studied.
While in the case of analytes bearing donor ligand atoms
no significant enantioselectivity was observed, a significant
degree of chiral discrimination has been observed in the case
of limonene. In Figure 20 we report the responses of the
diad toward saturated vapors of different compounds. The
results obtained fitted nicely with the changes observed on
the solution visible and CD spectra of the diad. This result

N HN

NNH

O

O

O

O

HS

SH

SH

HS

Figure 17. Molecular structure of thiol-functionalized TPP.
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Figure 18. Sensitivities of self-assembled monolayers of
metalloporphyrin-coated QMBs toward different VOCs.

was particularly encouraging for the potential development
of enantioselective chemical sensors.

The suitability of electropolymerization as a deposition
technique has been demonstrated for the development of
CMEs. In the case of QMBs, the quartz has been used as
a working electrode in an electrochemical cell to deposit
thin films of metal complexes of PP-IX [108]. The resulting
sensors showed promising performances for the detection of
VOCs.

QMB sensors have also been used to investigate the
molecular recognition properties of cast films of Zn(II) com-
plexes of porphyrin-resorcinol derivatives (Fig. 21) [109].
These compounds are known to form hydrogen bonded
inclusion complexes with appropriate guests and the selec-
tivity showed by these QMB sensors depended on both the
formation of hydrogen bond with peripheral OH groups
and coordination to the central Zn ion. Furthermore a size
dependence in guest selectivity was observed.

One of the drawbacks of QMBs is generally their low
resolution for some particular applications. To overcome
this problem it has been attempted, maintaining the mass
transduction principle, to use surface acoustic wave (SAW)
devices as transducers [110]. These devices exploit the prop-
agation of SAWs along layered structures consisting of a
piezoelectric substrate coated by a thin film of the sens-
ing material. Changes produced by the adsorption event on
the sensing material properties can affect both the phase
velocity and the propagation loss of the acoustic wave,
although the first is the most generally used. This effect
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Figure 20. The responses of diad-coated QMB toward saturated vapors
of enantiomeric pairs of chiral compounds.

can be easily converted in a frequency shift, provided that a
device is configured as a SAW oscillator. Metalloporphyrin-
coated SAWs showed positive results for VOC detection,
representing an interesting solution for applications in which
a high-resolution transduction is necessary, although this
approach is more difficult for practical applications, due
to the need for more complicated electronic circuits and
read-out instruments [110].

Cobalt(II) complexes of picket-fence or picnic-basket por-
phyrins have been exploited as SAW sensing coatings for
the detection of O2 [111]. The resulting devices were stable
toward oxidation and were shown to bind molecular oxy-
gen following a Langmuir isotherm. Although the responses
obtained were lower than those observed in solution, the
developed SAWs were demonstrated to be useful for the
measurement of a wide range of oxygen partial pressures.

6. MISCELLANEOUS
The richness of properties of porphyrins has allowed the
exploitation of other kind of transduction mechanisms,
although they are not common as these previously described.

The deposition of thin films of metalloporphyrins on the
gate of metal oxide semiconductor field effect transistors
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Figure 21. Molecular structure of the Zn complex of resorcinol
porphyrin.
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(MOSFETs) led to the development of the so-called chem-
FET [112–114]. LB films of different metal complexes of a
functionalized T(4-APP) (Fig. 22) used as sensing layers of
chemFET were tested for the detection of ambient gases
such as NO2, NH3, CO, and H2S. Also in this case the coor-
dinated metal induced the selectivity of the sensor and only
the Co derivative was sensitive to NO2, with 0.5 ppm as the
detection limit [112� 113]. More recently metalloporphyrins
were deposited on the MOSFET gates by a spray-coating
technique or by self-assembly, and the resulting sensors were
exploited for the detection of VOC [114]. The performances
of the sensors strongly depended on the gate thickness and,
among the deposition techniques, the deposition of mono-
layers showed better sensitivity and stability.

The Kelvin probe has also been used as a transducer to
test sensing properties of metalloporphyrin thin films [115].
The Kelvin probe is a well-established method for the mea-
surement of the work function and it has been extensively
studied for the characterization of metals and inorganic
semiconductor surfaces. It consists of a noncontact, nonde-
structive vibrating capacitor inducing an alternate current
between the sample and a vibrating tip, as a consequence of
the contact potential difference resulting from the different
work functions of the sample and the reference tip. From
the chemical sensor point of view, the Kelvin probe is a sim-
ple and relatively fast technique to monitor the variation
of surface potential during the adsorption and desorption
of gases from and to the vapor phase. Interaction of met-
alloporphyrin monolayers with different VOCs gave signif-
icant Kelvin probe signals, demonstrating the suitability of
this technique as a transducer [115]. Dimers of Ni(II)OEP
units linked by a butadiyne bridg (Fig. 23) were deposited
in mixture with arachidic acid as LB-thin films by Arnold
and co-workers [116]. These films were used as sensing lay-
ers in chemoresistive sensors and tested for the detection of
ammonia. This sensor worked at low temperature (50 �C)
and showed a detection limit of 30 ppm.

A novel oxygen sensor has been developed by chemisorp-
tion of a disulphide bearing two imidazole groups onto the
surface of CdSe; this ligand was used to hinge Fe(III)PP-IX
units [117� 118] The sensing event, based on the metallopor-
phyrin interaction with molecular oxygen, is communicated
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Figure 22. Molecular structure of modified T(4-APP).
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Figure 23. Molecular structure of the Ni complex of OEP-butadiyne
dimer.

to the semiconductor surface by the ligand and the trans-
duction mechanism was based on change of the photolumi-
nescence of the semiconductor. The detection limit obtained
was in the 0.1 atm oxygen pressure range [118].

A similar approach was used for the immobilization of
FeTPPCl on the GaAs surface and the resulting device was
able to detect NO in solution at very low concentration (3×
10−5 mol/L) [119]. This device, in fact, changes its electrical
resistivity after adsorption of molecules on the semiconduc-
tor surface. Higher resolutions were obtained when hemin
was directly chemisorbed, through the peripheral carboxylic
chain, to the GaAs surface [120]. This device was able to
detect NO at a concentration of 10−6 mol/L in physiological
solutions and for this reason it represents a fast and simple
method for the biosensing of NO.

7. SENSOR ARRAYS
Since its beginning chemical sensor science has been
devoted to the development of chemical sensors with
improved properties in terms of sensitivity, selectivity, repro-
ducibility, and stability. However, while the sensitivity,
reproducibility, and stability are properties necessary to be
satisfied, the selectivity needs to be further discussed.

An absolute selectivity of the sensing material (i.e., the
ability to detect only a single analyte in any complex mix-
ture) leads to a specific sensor. This kind of sensor is
required when we have to qualitatively and quantitatively
detect a target compound, such as a toxin, but it is not help-
ful when we have to assess the quality of an indoor environ-
ment or judge the edibility of a food sample. Furthermore
it should be considered that to obtain absolute selectivity
is a very difficult task and biosensors, where the almost
unique catalytic properties of enzymes were exploited, ful-
filled in some cases these requirements, whereas the devel-
opment of supramolecular chemistry concepts has been used
to improve the selectivity characteristics of chemical sensors.

For this reason a different concept of selective sensors was
introduced at the end of the 1980s [121]. In this approach
the sensors should not be specific, but they have to inter-
act with almost all the chemical compounds present in the
environment, but with different sensitivities. These sensors
should be used in an array configuration and in analogy to
the mammalian olfaction these arrays offered the chance to
develop artificial olfaction systems.

Although an absolute selectivity is strictly no longer essen-
tial, it is, however, of great importance that the sensors
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have different sensitivities toward the analytes characteriz-
ing the samples under measurement; in this way the sensor
responses will not be completely correlated and the maxi-
mum of chemical information can be extracted by the sensor
array, which can provide recognition and classification of the
different measured matrices.

Porphyrins are particularly suitable for this kind of appli-
cation, because they showed interesting properties as sens-
ing materials and their properties can be tuned by synthetic
modifications. For example their selectivity can be modified
by changing the coordinated metal and by tuning the periph-
eral substitution patterns of the macrocycle, thus influencing
the electronic distribution on the �-aromatic system of the
porphyrin and modifying the interaction of the metallopor-
phyrin with the axial ligands. Furthermore different trans-
duction mechanisms can be exploited with porphyrins and it
is possible to develop sensors operating both in the liquid
and in the gaseous phase.

7.1. Gas Phase Sensor Arrays:
Electronic Noses

Since 1995 a sensor array based on metalloporphyrin-coated
QMBs has been developed. The performance of the devel-
oped electronic nose, called LibraNose, has been tested in
different fields of applications, ranging from food to clinical
analysis [122–132].

For food analyses the objectives of the experiments were
different, depending on the particular matrices analyzed,
ranging from the recognition of storage time to assessment
of food quality.

In the case of the analysis of cod fish and veal meat
[122� 123], the aim of the analysis was the classification and
recognition of days of storage. In both cases the electronic
nose provided a good classification of the data, which was in
perfect agreement with the food aging. More recently cod-
fish fillet aging has been studied over a period of 17 days
and it was demonstrated that the electronic nose followed
the variation of the headspace chemical composition [129].
Furthermore it was showed that misclassification errors were
due to the nonlinear evolution of the headspace chemical
composition during the spoilage process and not to lack of
resolution of the sensor array.

For red wine the electronic nose was exploited to monitor
the aroma modification when the wine was exposed to the
air; a significant modification was observed three hours after
the opening of the bottle, with a qualitative agreement with
the expected variation of the taste: it is well known that red
wine needs contact with air to enhance its taste [123].

A significant result was obtained in the analysis of tomato
paste; in this case the aim of the experiment was the classifi-
cation of different tomato pastes produced by two different
cultivations: biological and traditional. The data obtained
with the electronic nose were compared with those obtained
by a human panel of trained tasters. Data analysis indicated
a good agreement between the classification obtained by the
electronic nose and the human panel, but electronic nose
showed a lower dispersion of the data and consequently a
better definition of classes [124� 125]. A similar comparison
was carried out for the analysis of UHT milk samples [123].
In this test, 13 different commercially available brands of

UHT milk were taken into consideration. Each of them was
analyzed with the electronic nose, while the panel searched
the presence and the intensity of a specific sensation, which
is a drawback for this particular product: the aroma of
burned milk. There was perfect agreement between senso-
rial analysis and electronic nose results and this was surpris-
ing because sensorial analysis was aimed at evaluating only
one of the aroma features, while the electronic nose data
were related to the whole aroma composition. The same
approach was recently followed for the analysis of fruit sam-
ples, such as peaches and nectarines, with the aim to define
a sensorial profile for these fruits [132].

A different experiment was aimed to measure the aroma
decay of oranges over a period of time of about one month,
while in the case of apples the study was devoted to the
measure of mealiness and skin damage. Results obtained
showed that electronic nose was able to correctly predict the
amount of defects (apple) and storage days (for oranges)
[128].

Electronic nose and spectroscopic techniques were
recently integrated to give a virtual instrument devoted to
the measurement of some analytical parameters of peach
samples [127]. The fusion of visible spectra and electronic
nose data gave an interesting method to probe fruit samples
in a nondestructive way.

Different olive oils have also been classified by electronic
nose analysis [130]. Two different electronic noses were
exploited in this study and their data were compared and
integrated.

Although food analysis has been the most explored
field of application for electronic noses, more recently the
medical field was also taken into consideration and the
application of the electronic nose to detect diseases was
proposed [133–136]. The hypothesis of these studies was
that body odor is correlated with human health. Human
odor is in fact correlated with the combined action of
both gland and bacterial population and any change of the
complex equilibrium regulating the organism can induce
a change in the nature and amount of volatile organic
compounds excreted by the organism. On the other hand
medicine recognizes that some pathologies produce unpleas-
ant characteristic odors (for example diabetes and hepatic
diseases). As a consequence the exploitation of electronic
nose, which is a noninvasive probe, can represent an eligible
tool for a preliminary diagnosis of diseases. In particu-
lar, the sensor array was able to detect 5a-androst-16-en-
3-one, a steroid present in human sweat and supposed to
be a male pheromone, with a resolution comparable to that
of human olfaction [133]. In a different paper correlation
between electronic nose measurements and the ovulation
cycle phases in fertile women has been claimed [135].

The metalloporphyrin-QMB sensor array was also
exploited for the analysis of the headspace of urines belong-
ing to patients affected by kidney diseases [134]. The
electronic nose showed good performance in distinguishing
samples containing blood, one of the pathologies induced by
the kidney disease, also giving some indication of the blood
amount.

More recently, LibraNose has been exploited for the
diagnosis of lung cancer [136]. Volatile organic compounds
present in expired breath may give a potential source of
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information about general metabolic conditions and, in par-
ticular, on lung physiology; and breath analysis carried out
by combined gas chromatography–mass spectroscopy evi-
denced that different volatile patterns occur in diseased indi-
viduals. The exploitation of the electronic nose to analyze
breath from individuals affected by lung cancer resulted in a
good classification among the groups of individuals accord-
ing to their known pathologies, discriminating them from a
sample of healthy people measured as reference. A number
of patients were measured after the surgical removal of the
cancer mass. In this case the nose considered these patients
to be healthy. These preliminary results demonstrated a very
promising field of application for electronic noses, with an
enormous impact for the early diagnosis of diseases.

Other than QMBs, the same authors proposed an elec-
tronic nose based on metalloporphyrin based optical sensors
[137]. The optoelectronic nose was developed by deposition
of thin films of two metalloporphyrins, CoTPP and RhTP-
PCl, a Mn(III) corrole and a sapphyrin as sensing materials
onto a transparent substrate. Commercial, low-price blue-
LEDs and photodetectors were used to develop the sensor
array. In order to reduce as much as possible the influence
of LED intensity fluctuations, a differential measurement
strategy was chosen and one position was left free of por-
phyrin and used as blank reference. In Figure 24 a sketch
of the array is reported. The array was exposed to different
concentrations of VOCs and was able to discriminate among
them. If compared with QMB sensors, optical transduction
was demonstrated to give higher resolutions for the same
sensing material (Table 5).

Very recently an optical sensor array was constituted of
LB films of FeTPPCl, MnTPPCl, CoTMPP, and CoOEP co-
deposited with arachidic acid [138]. The system used four
LEDs operating at different wavelengths (645, 615, 601, and
546 nm) as light sources. Fiber optics were used to illu-
minate LB films and to receive the reflected lights. The
responses of such a sensors were fast and reversible and the
array was able to discriminate the aroma of three different
capsicum samples.

Following a different approach, Suslick and co-workers
have recently reported a colorimetric electronic nose based
on metalloporphyrins [139–142]. The array is formed by
spots of different metalloporphyrins deposited onto a silica
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Figure 24. Sketch of the porphyrin-based optical sensor array.
Reprinted with permission from [137], C. Di Natale et al., Sens. Actua-
tors B 65, 220 (2000). © 2000, Elsevier Science.

support. The image of the array was digitalized by a scanner
before and after the interaction with VOC and color change
profiles represent the response of the array and are charac-
teristic of the analyzed VOC. In Figure 25 the colorimetric
changes observed have been reported. This electronic nose
approach has been called SmellSeeing™ [140� 141]. Reso-
lutions down to 2 ppm were obtained for such an array
and in some case responses in the range of 100 ppb were
recorded. The inherent simplicity, the absence of compli-
cated data analysis, the high sensitivity, and the fast and
reversible sensor responses make this approach particularly
attractive. Furthermore this approach did not suffer from
humidity variation, a parameter of significant importance for
practical applications.

Exploitation of this approach to the detection of bacterial
growth has been recently reported [142]. The SmellSeeing™
array was able to detect a wide range of VOCs, which can
be related to bacterial growth, in the ppb range. This results
in the detection of culture of E. coli bacteria in short time;
promising results were also obtained with the growth of skin
and mouth bacteria, making this array particularly promising
for the development of real-time, portable, and easy-to-use
sensors for bacteria identification.

7.2. Liquid Phase Sensor Arrays:
Electronic Tongues

While electronic noses are an established research and
development topic, surprisingly, only a few examples of the
relative concept applied to liquid samples have been devel-
oped, although multivariate analysis with arrays of ion selec-
tive electrodes were proposed in the late 1980s [143] and
the first electronic tongue, based on ion selective electrodes
functionalized with lipid membranes, was proposed at the
beginning of the 1990s by Hayashi et al. [144].

The excellent performance of metalloporphyrins in vapor
phase chemical sensors led to the exploration of the develop-
ment of liquid phase sensors based on metalloporphyrins as
sensing material, where the metalloporphyrins were immobi-
lized into PVC membranes. The developed electrodes were
integrated in an array to develop an electronic tongue based
on potentiometric sensors [145� 146]. The developed elec-
tronic tongue was integrated with a metalloporphyrin-QMB
based electronic nose in the fields of clinical and food anal-
ysis. In this way it was possible to extract information from
both the liquid and the headspace of the analyzed matrix,
resulting in a net increase of performances. This is the first
approach to develop a complete artificial sensorial system.
More recently CMEs were fabricated by the electropolymer-
ization of different metal complexes of TMHPP on glassy
carbon electrodes, using the cyclic voltammetric method
[147]. The resulting electrodes were used as potentiomet-
ric sensors and demonstrated higher resolution and stability
than the corresponding PVC based electrodes. These CMEs
were assembled in an array configuration and utilized to
analyze several samples. In particular, this array was able to
discriminate compounds, each one used as a model of the
five classical tastes. These preliminary results were a basic
step for the development of porphyrin based taste sensor
systems for a variety of applications.
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Table 5. Resolution of optical and QMB based porphyrin sensors.

CopNO2TPP RhTPPCl MnOMC

VOC range (ppm) c optic. c QMB c optic. c QMB c optic. c QMB

Acetic acid 70–200 0.28 ppm 2 ppm 0.2 ppm 4.1 ppm 0.1 ppm 1 ppm
Hexane 1000–4000 50 ppm 50 ppm 50 ppm 50 ppm 16.6 ppm 50 ppm
Ethanol 500–1500 5.2 ppm 16 ppm 1.7 ppm 16 ppm 1.3 ppm 8 ppm
Methanol 1000–3000 10 ppm 50 ppm 4.1 ppm 50 ppm 2.2 ppm 50 ppm
Triethylamine 500–2000 2.8 ppm 5.5 ppm 1.4 ppm 5 ppm 1.1 ppm 3 ppm

Figure 25. Color changes of metalloporphyrins array after VOC expo-
sure. Reprinted with permission from [139], N. A. Rakow and K. S.
Suslick, Nature 406, 710 (2000). © 2000, Macmillan.

7.3. Data Analysis for Sensor Arrays

Artificial sensorial systems are attempts to reproduce the
functions of the natural chemical senses (olfaction and
taste). Currently, a sort of standard electronic nose model
common to the available implementations of artificial olfac-
tion may be identified. In this model three major subsys-
tems may be identified: sampling, sensor array, and data
analysis. While sensor arrays are oriented to exploit the
analogies with natural receptors (e.g., cross-selectivity and
redundancy) the data analysis does not take advantage of
natural data treatment paradigms. The principles of data
processing of natural olfaction receptor signals are still
rather unknown and the differences in terms of sensors sig-
nals make them hardly applicable to process sensor data,
although the topic is evolving and first attempts to derive
analysis methodologies from natural paradigms have already
been proposed [148].

Electronic nose data analysis is rather based on tech-
niques borrowed from other disciplines and chosen among
that vast class of algorithms known as pattern recognition.

Pattern recognition in chemistry appeared at the end of
the 1960s. Among the first applications the use of the Learn-
ing Machine on behalf of the analytical chemists at the
Washington State University has to be mentioned. They clas-
sified molecules according to molecular structural categories
used to form patterns [149].

In the gas sensing area, multivariate methods of pat-
tern recognition are commonly required when sensor
arrays, composed of real, nonselective, cross-sensitive sen-
sors, are utilized. Pattern recognition, exploiting the cross-
correlation, extracts information contained in the sensor
outputs ensemble. Only a few of the manifold of pattern
recognition techniques introduced in other disciplines have
been utilized ([150–152] offer reviews of the most practiced
ones).

Formally, pattern recognition may be defined as “the
mapping of a pattern from a given pattern space into a class-
membership function” [153].

A pattern can be defined as an ordered set of real num-
bers. In analytical chemistry, the response of a multichan-
nel instrument to one sample (e.g., gas chromatographs and
spectrophotometers) is considered to form patterns. For a
sensor array, the responses of the sensors to a sample take
the name sensor pattern.

Class-membership space represents either a quantitative
or qualitative set of quantities. When quantification is con-
sidered the class-membership function turns out to be a
vectorial function defined in a metric space. In the case of
quality recognition, the class membership is an ensemble of
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abstract sets to which each measured sample is assumed to
belong. In the first case we prefer to talk of multicompo-
nent analysis while the term pattern recognition is usually
referred to for the second case.

Mathematically, a pattern is a vector belonging to its own
vector space. The vector space where the sensor responses
are represented is the sensor space. The simplest of these
representations considers one scalar response for each sen-
sor. This response is called the sensor feature and fea-
ture extraction is the operation that extracts, from a sensor
response, a number of synthetic descriptors to form patterns.

When a sensor (independently from its working principle)
is exposed to a gas or a mixture of gases, it gives a response
depending on the nature of the gas and its concentration.
Almost the totality of the examples reported in literature are
considered, as the sensor response is either the absolute or
the relative change in sensor signal measured in two steady-
state conditions: in the absence and in the presence of the
gas and when all the transients vanished.

Pattern recognition applied to several disciplines and
practical problems produced a huge number of algorithms
and techniques that are, in principle, applicable to classify
electronic nose data. Several of these techniques have been
actually utilized and frequently appear in literature. On the
other hand, there is not yet an analysis approach based on
natural olfaction paradigms. This makes the field almost
totally dependent on the developments achieved in other
fields. A comparison among the various techniques has also
been attempted by some authors, but since the variables
determining electronic nose performances are very numer-
ous (choice of sensors, samples, sampling systems, � � � ) the
results achieved are scarcely indicative enough for a sure
direction that is valid in general.

Nonetheless some of these techniques became classics
of this field (such as scaling and normalization, PCA, and
discriminant analysis) and nonetheless, they are often used
without a deep understanding of the hypotheses on which
they are based and the potentiality of these methods is not
yet fully exploited. As for the other components of electronic
noses (e.g., sampling system) a rethinking of the assump-
tions, the implementations, and the interpretation of the
methods and solution adopted is highly advised for mean-
ingful improvement in the field.

GLOSSARY
Chemical sensor A device that transforms chemical infor-
mation, ranging from the concentration of a specific sample
component to total composition analysis, into an analytically
useful signal (IUPAC). It is composed of two components:
a sensing material and a transducer system.
Electronic nose An analytical instrument which comprises
an array of electronic chemical sensors with partial speci-
ficity and an appropriate pattern-recognition system, capa-
ble of recognizing simple or complex odors [by Gardner and
Bartlett, Sensors Actuators 18–19, 21, (1994)]. An important
component of the electronic nose is also a sampling system,
which introduces the analytes into the sensor chamber.
Electronic tongue A multisensor instrument for liquid
analysis, based on broad selective liquid-phase chemical sen-
sor or arrays and pattern-recognition system.

Metalloporphyrin Metal complex of a porphyrin. The four
nitrogen atoms of the inner core of the macrocycle repre-
sent a square planar chelating system where the metal ion
is coordinated. The coordination sphere of the metal can
be completed by additional ligands coordinated at the axial
positions.
Porphyrin A tetrapyrrolic macrocycle in which the four
pyrrole rings are joined through their �-carbon atoms by
four methine bridges. They possess an 18-electron aromatic
system, with a conjugation path analogous to that of the
annulene series. They are the active nucleus of hemoglobin
and chlorophylls.
Sensor array A collection of sensors in which the sensors
are all exposed to the same sample, and the responses of
the sensors should be interpreted together.
Transducer A device that transforms energy from one kind
of system (for example, chemical) to another (for example,
physical). In the case of chemical sensors, the interaction of
the analyte with the sensing material produces a change in
physical/chemical properties, and the transducer generates
a proportionally related electrical or optical signal, suitable
for further processing.
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1. WHAT ARE VESICLES (LIPOSOMES)?

1.1. Introduction

Vesicles—more precisely “normal vesicles”—are a particular
type of polymolecular aggregate (polymolecular assembly)
of certain amphipathic molecules, formed in aqueous solu-
tion. A vesicle is composed of one or more closed shells
(which are usually 4–5 nm thick) that entrap a small volume
of the aqueous solution in which the vesicle is formed. Vesi-
cles are often spherical (under osmotically balanced condi-
tions) and can have diameters between about 20 nm and
more than 0.1 mm. If an analogous type of aggregate is
formed in a water-immiscible, apolar solvent, the aggregate
is called a reversed vesicle (see Section 4). In the following,
the term “vesicle” or “lipid vesicle” always stands for a nor-
mal type of vesicle and not for a reversed vesicle.

For the sake of simplicity, a so-called unilamellar vesicle
is first considered. It is a closed lamella with an aqueous
interior. The lamella is composed of amphipathic molecules,
compounds that comprise at least two opposing parts, a
hydrophilic part (which is soluble in water) and a hydropho-
bic part (which is not soluble in water but is soluble in an
organic solvent that is not miscible with water, in this con-
text also called “oil”). Amphipathic molecules have a “sym-
pathy” as well as an “antipathy” for water. Because of the
mixed affinities within the same chemical structure, amphi-
pathic molecules are also called amphiphiles (meaning “both

loving,” water as well as oil). They are surfactants, which
stands for “surface active agents” and means that they accu-
mulate at the surface of liquids or solids. The accumulation
of surfactant molecules on the surface of water (at the water-
air interface) leads to a reduction in the surface tension of
water, as a result of an alteration of the hydrogen bonds
between the interfacial water molecules.

The aqueous solution in which vesicles form is present
outside of the vesicles as well as inside. Figure 1 is a
schematic representation of a unilamellar spherical vesicle
formed by the amphiphile POPC (1-palmitoyl-2-oleoyl-sn-
glycero-3-phosphocholine) in water at room temperature.
The vesicle drawn in Figure 1 is assumed to have an outer
diameter of 100 nm. The bilayer has a thickness of only
about 4 nm, which corresponds in a first approximation to
about two times the length of an extended POPC molecule.

Lipid vesicles in the size range of 0.1 �m �=100 nm� can
be visualized by electron microscopy, for example, by the
freeze-fracture technique [1, 2], or by cryofixation [2, 3] (see
Fig. 2A and B). For vesicles in the micrometer range, light
microscopy can be applied [4] (see Fig. 2C).

Based on simple geometric considerations, one can calcu-
late the approximate number of lipid molecules present in
a particular defined vesicle. In the case of the unilamellar
vesicle shown in Figure 1 (outer diameter 100 nm), about
8�1 × 104 POPC molecules form the shell of one vesicle,
and all of these molecules are held together by noncova-
lent bonds. The single lamella of the giant vesicle shown in
Figure 2C (diameter ∼ 60 �m) contains about 2�6 × 1010

POPC molecules. The shell is a molecular bilayer with an
arrangement of the POPC molecules in such a way that
the hydrophobic (“water-hating”) acyl chains are in the inte-
rior of the bilayer and the hydrophilic (“water-loving”) polar
head groups are on the two outer sites of the bilayer, in
direct contact with either the trapped water inside the vesicle
or with the bulk water in which the vesicle is dispersed. Since
the bilayer shell in a sphere is necessarily curved, the num-
ber of amphiphiles constituting the inner layer is expected
to be smaller than the number of amphiphiles present in the
outer layer. For the 100-nm vesicle of Figure 1, the calcu-
lated number of POPC molecules is 3�74× 104 in the inner
layer and 4�36 × 104 in the outer layer, assuming a mean
head group area of one POPC molecule of 0.72 nm2 [5]
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Figure 1. Schematic representation of the cross section through a par-
ticular unilamellar, spherical vesicle that has an assumed outer diam-
eter of 100 nm and is formed in water from the surfactant POPC
(1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine). POPC constituting
the single, closed lamellar shell of the vesicle is represented as a filled
circle to which two tails are connected. The tails stand for the two
hydrophobic (water-insoluble) chains of POPC, and the filled circle
symbolizes the hydrophilic (water-soluble) phosphocholine head group.
POPC in the vesicle bilayer is present in the fluid-disordered state,
above Tm (see Section 2.3). The chemical structure of POPC, which is
a naturally occurring glycerophospholipid, is also shown. The glycerol
moiety with its stereospecifically numbered carbon atoms is localized
inside the dotted rectangle. The important molecular motions above Tm

are indicated: (1) conformational transitions in the hydrophobic tails;
(2) conformational transitions in the head group; (3) rotational diffu-
sion about the axis perpendicular to the surface of the bilayer; (4) lat-
eral diffusion within the bilayer plane; (5) vertical vibrations, out of the
bilayer plane; and (not shown) collective undulations of the membrane.
See text for nomenclature details and [392] for a detailed description
of the vesicle membrane dynamics.
s

and a bilayer thickness of 3.7 nm [6]. This is certainly a
rough estimation, and the real situation in a curved bilayer
is always asymmetric with different packing conditions (and
mean surfactant head group areas) in the inner and outer
layers [7, 8]. Whether vesicles are thermodynamically stable
or not (see Sections 2 and 6) depends critically on whether

Figure 2. Electron and light microscopic visualization of vesicles pre-
pared from POPC in water at ∼ 25 �C. (A and B) Transmission electron
micrographs of a suspension containing LUVs (FAT-VET100), prepared
by the extrusion technique (see Section 3.8 and Fig. 3). The samples
were analyzed by the freeze-fracture technique (A) and by cryo-fixation
(B). The length of the bars corresponds to 100 nm. (C) Light micro-
graph (differential interference contrast mode) of a single GUV pre-
pared by the electroformation method (see Section 3.3). Length of
the bar: 10 �m. The electron micrographs were taken by M. Müller,
E. Wehrli, and N. Berclaz, Service Laboratory for Electron Microscopy,
in the Department of Biology at the ETH Zürich. The light micrograph
was taken by R. Wick at the Department of Materials Science at the
ETH Zürich.

the chains are flexible enough to accommodate these asym-
metric constraints [7].

The mean head group area of a surfactant, abbreviated
a0, corresponds to the area that is occupied on average by
the polar head group packed within the vesicle’s bilayer as
a consequence of the actual molecular size and the interac-
tion between the neighboring surfactant molecules. A simple
geometric model that, in addition to a0, takes into account
the overall geometric shape of the surfactant as a critical
packing parameter (or “shape factor”), p �=v/�a0lc)), has
been developed [7–10] and successfully applied in a useful
simple theory toward an understanding of molecular self-
assembling systems at large [11]; v is the volume of the
hydrophobic portion of the molecule and lc is the critical
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length of the hydrophobic tails, effectively the maximum
extent to which the chains can be stretched out. According
to this simple theory, lipid bilayers and vesicles can be pre-
pared if p for a particular amphiphile has a value between
0.5 and 1.0 (conditions under which the surfactants will pack
into flexible, curved, or planar bilayers).

1.2. Terminology

There are a large number of amphiphiles that form vesicles.
The most intensively investigated are certain lipids present
in biological membranes, glycerophospholipids, lipids that
contain a glycerol-3-phosphate unit. Actually, the geometric
structure of vesicles as spherulites—which is the term origi-
nally used [12]—containing one (or more) concentric bilayer
shell(s) was elaborated for the first time with vesicle prepa-
rations made from (mixtures of) naturally occurring glyc-
erophospholipids [12, 13]. This is why it has been proposed
to call these aggregates lipid vesicles [14] or liposomes (actu-
ally meaning “fat bodies”) [15, 16]. Since the type of aggre-
gate shown in Figures 1 and 2 has not so much to do with
a “fat body,” it is in principle more appropriate to use the
term lipid vesicle or just vesicle instead of liposome [17]. In
any case, all of the terms liposome, lipid vesicle, and vesicle
are used here for the same type of polymolecular aggregate.
Sometimes, however, one also finds the term synthetic vesi-
cles [18, 19], referring to vesicles formed by synthetic, often
charged, nonnatural surfactants. Others use the term vesi-
cle exclusively for a closed unilamellar (not multilamellar)
aggregate of amphiphiles [20, 21], such as the one shown
schematically in Figure 1. Other names appearing in the lit-
erature are niosomes (vesicles prepared from nonionic sur-
factants) [22, 23], polymer vesicles or polymersomes (vesicles
prepared from polymeric surfactants) [24–26], and so on.
Table 1 summarizes different terms to describe a particular
type of vesicle. Whenever one uses one of these terms, one
should specify how it is used and how it is actually defined,
to avoid any possible confusion or misunderstanding.

1.3. Nomenclature and Chemical
Structures of Vesicle-Forming
Glycerophospholipids

Although the basic principles of vesicle formation are for
all types of vesicle-forming amphiphiles in the end the
same—independently of whether they are charged, neutral,
or polymeric—the descriptions in Sections 2 and 3 focus
on just one particular group of phospholipids, the so-called
phosphatidylcholines (PCs). POPC (see Fig. 1) is a partic-
ular PC, namely 1-palmitoyl-2-oleoyl-phosphatidylcholine,
more precisely, 1-palmitoyl-2-oleoyl-sn-glycero-3-phospho-
choline (also called 1-palmitoyl-2-oleoyl-sn-glycero-3-
phosphorylcholine). Since the nomenclature of glycerophos-
pholipids (such as POPC) is often not so well known to
those not working with this particular type of biological
molecule, a short overview of the main nomenclature rule
is given next. The nomenclature of lipids outlined and
used here has been proposed by the International Union
of Pure and Applied Chemistry–International Union of
Biochemistry (IUPAC-IUB) [27, 28].

POPC is a chiral phospholipid with one chiral center
at that carbon atom that is localized in the middle of
the glycerol moiety; POPC belongs to the glycerophospho-
lipids, the quantitatively most important structural group
within the class of phospholipids. Glycerophospholipids have
a glycerol backbone to which a phosphate group is bound
through a phosphoric acid ester linkage to one of the glyc-
erol hydroxyl groups. To designate the configuration of this
glycerol derivative, the carbon atoms of the glycerol moi-
ety are numbered stereospecifically (indicated in the chemi-
cal name as prefix -sn-). If the glycerol backbone is written
in a Fischer projection (see, for example, [29]) in such a
way that the three carbon atoms are arranged vertically and
the hydroxyl group connected to the central carbon atom is
pointing to the left, then the carbon atom on top is C-1,
the carbon atom in the middle is C-2 (this is the actual
chiral center common to all glycerophospholipids), and the
carbon atom at the bottom is C-3. With this convention,
the chemical structure of 1-palmitoyl-2-oleoyl-sn-glycero-3-
phosphocholine is defined. It is the naturally occurring form
of the two possible enantiomers. The mirror image of POPC
is 2-oleoyl-3-palmitoyl-sn-glycero-1-phosphocholine. In the
Cahn-Ingold-Prelog nomenclature system (also called the
R/S convention) [29], the configuration of C-2 in POPC
is R. (Another shorthand description of POPC sometimes
used is PamOleGroPCho or PamOlePtdCho [27, 28]; Pam
stands for palmitoyl, Ole for oleoyl, Gro for glycerol, P for
phosphate, Cho for choline, and Ptd for phosphatidyl).

All naturally occurring diacylglycerophospholipids that
have a zwitterionic phosphocholine head group are also
called 3-sn-phosphatidylcholines, or just phosphatidyl-
cholines. In the biochemical and biophysical literature, phos-
phatidylcholine is also called lecithin (or l-�-lecithin because
of its stereochemical relationship to the naturally occurring
l-�-glycerol-phosphate). Therefore, POPC is a lecithin. The
name lecithin implies that egg yolk (lekithos in Greek) con-
tains large amounts of phosphatidylcholines. According to
the IUPAC-IUB, the use of the term lecithin is permitted but
not recommended [27]. It is indeed better to avoid using this
term since it may have another meaning in the food tech-
nology literature. The International Lecithin and Phospho-
lipid Society (ILPS) of the American Oil Chemists Society
(AOCS) defines lecithin as a mixture of lipids obtained from
animal, vegetable, or microbial sources, which includes PCs
but also contains a variety of other substances, such as sphin-
gosylphospholipids, triglycerides, fatty acids, and glycolipids
[30].

Egg yolk is one of the cheapest commercial sources for
the isolation of phosphatidylcholines; the other one is soy-
beans. Phosphatidylcholines from egg yolk contain a num-
ber of chemically different phosphatidylcholines. All of these
PCs have, however, the same glycerol backbone and the
same polar head group (phosphocholine). They only differ
in the acyl chains esterified with the glycerol hydroxyl groups
at C-1 and C-2 (see Table 2) [31].

Many studies on the preparation and characterization of
lipid vesicles have been carried out with egg yolk PC. On
average, in position C-1 in egg yolk PC is often palmitic acid,
and in position C-2, oleic acid [31]. POPC is therefore a
representative PC molecule for egg yolk PCs. In contrast to
egg yolk PCs, however, POPC has a well-defined chemical
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Table 1. List of some of the terms used to describe a particular type of vesicle.

Term Meaning and use of the term in the literature

Algosome Vesicle prepared on the basis of 1-O-alkylglycerol [485].
Archaesome Vesicles prepared from archaebacterial, bolaamphiphilic lipids [359, 486].
Bilosome Vesicle prepared from a particular mixture of non-ionic surfactants (1-monopalmitoyl-glycerol), cholesterol, dihexade-

cylphosphate (5:4:1 molar ratio), and bile salt (particularly deoxycholate) [487].
Catanionic vesicle Vesicle prepared from a mixture of a cationic and an anionic surfactant [59, 488].
Cerasome Vesicle with a silicate framework on its surface [366, 489].
Ethosome Vesicle that contains in the final preparation a considerable amount of ethanol (prepared by a particular method described

in Section 3.20) [229–231].
Fluorosome SUV containing a fluorescent dye embedded in its bilayer to monitor the entry of molecules into the bilayer [490–492].
Hemosome Hemoglobin-containing vesicle [493].
Immunoliposome Vesicle as a drug delivery system that contains on the external surface antibodies or antibody fragments as specific

recognition sites for the antigen present on the target cells [69, 373, 494].
Lipid vesicle Vesicle prepared from amphiphilic lipids [31, 69].
Liposome Vesicle prepared from amphiphilic lipids [31, 69].
Magnetoliposome Vesicle containing magnetic nanoparticles (e.g., magnetite Fe3O4) [495–498].
Marinosome Vesicle based on a natural marine lipid extract composed of phospholipids (PCs and phosphatidylethanolamines) contain-

ing a high amount (∼65%) polyunsaturated aycl chains [499].
Niosome Vesicle prepared from non-ionic surfactants [23, 500]. In some cases, at room temperature polyhedral niosomes exist,

which transform into spherical niosomes upon heating, cholesterol addition, or sonication [501–503].
Novasome Oligo- or multilamellar vesicle prepared by a particular technology that involves the addition of vesicle-forming surfactants

in the liquid state (at high temperature) to an aqueous solution (Section 3.10) [185].
Phospholipid vesicle Vesicle prepared from (amphiphilic) phospholipids [71].
PLARosome Phospholipid-alkylresocinol liposome: phospholipid vesicle containing resorcinolic lipids or their derivatives [504].
Polymer vesicle Vesicle prepared from polymeric amphiphiles, such as di- or triblock copolymers [24, 26].
Polymerized vesicle Vesicle prepared from polymerizable amphiphiles that were (partially) polymerized after vesicle formation [33, 352, 353,

505].
Polymersome Vesicle prepared from polymeric amphiphiles, such as di- or triblock copolymers [24, 26].
Proliposomes A preparation that upon mixing with an aqueous solution results in the formation of vesicles. The preparation contains

vesicle-forming amphiphiles and an alcohol (ethanol, glycerol, or propyleneglycol) (see Section 3.19).
Dry (ethanol-free) granular preparations of vesicle-forming amphiphiles, which upon hydration lead to vesicle formation,

are also called proliposomes (Section 3.19) [506].
Proniosomes A dry, granular product containing mainly (but not exclusively) non-ionic surfactants which, upon the addition of water,

disperses to form MLVs [507].
Reversed vesicle Inverted vesicle formed in a water-immiscible, apolar solvent in the presence of a small amount of water (Section 4) [508].
Spherulite Onion-like vesicle prepared with spherulite technology, which involves the use of shear forces (Section 3.11).
Sphingosome Vesicle prepared on the basis of sphingolipids present in human skin [69, 509].
Stealth liposome Sterically stabilized vesicle, achieved through the use of co-amphiphiles that have PEG (poly(ethyleneglycol))-containing

hydrophilic head groups [510–512]. Stealth liposomes are not so easily detected and removed by the body’s immune
system (they are long-circulating in the blood). The name stems from an analogy to the American “Stealth bomber”
aircraft, which is not easily detected by radar. Alternatively to PEG, polysaccharides have also been used [373].

Synthetic vesicle Vesicle prepared from synthetic surfactants (surfactant mixtures) that are not present in biological membranes. The
surfactants usually have a single hydrophobic tail [17, 488].

Toposome Vesicle that has a surface that is site-selectively (toposelectively) modified in a stable manner at specific and deliberate
locations (e.g., through chemical modifications or chemical functionalizations) [513].

Transfersome Ultradeformable ethanol-containing mixed lipid/detergent vesicle claimed to transfer water-soluble molecules across
human skin (Section 3.28) [275, 276].

Ufasome Vesicle prepared from unsaturated fatty acid/soap mixtures [330].
Vesicle General term to describe any type of hollow, surfactant-based aggregate composed of one or more shells. In the biological

literature, the term vesicle is used for a particular small, membrane-bounded, spherical organelle in the cytoplasm of
an eukaryotic cell [97].

Virosome Vesicle containing viral proteins and viral membranes, reconstituted from viral envelopes, the shells that surround the
virus [69, 514–516].

Note: In this chapter, all of the terms listed in the table are called vesicles (or lipid vesicles), independent on the chemical structure of the amphiphiles (surfactants)
constituting the vesicle shell(s).

structure. For more basic studies, POPC may be more suited
than the egg yolk PC mixture. For applications, however, the
cheaper egg yolk PCs may be advantageous.

Although lipid vesicles prepared from egg yolk PCs
are similar in many respects to vesicles prepared from

POPC, the properties of POPC vesicles at a particular
fixed temperature may be very different from those of
the chemically related DPPC (1,2-dipalmitoyl-sn-glycero-3-
phosphocholine) vesicles, for example. The reason for this
is outlined in Section 2.
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Table 2. Main approximate fatty acid content in egg yolk and soybean PCs (see [31]).

Relative abundance in phospholipids

Egg yolk Soybeans

at at at at
Total sn-1 sn-2 Total sn-1 sn-2

Fatty acid (trivial name) Abbreviation (%) (%) (%) (%) (%) (%)

Hexadecanoic acid C 16:0 ∼35 ∼69 ∼2 ∼17 ∼34
(palmitic acid)

Octadecanoic acid C 18:0 ∼14 ∼26 ∼1 ∼8
(stearic acid)

Cis-9-octadecenoic C 18:1c9 ∼27 ∼5 ∼49 ∼23 ∼30 ∼16
acid (oleic acid)

Cis, cis-9,12-octadecadienoic acid 18:2c9c12 ∼48 ∼24 ∼71
(linoleic acid)

Cis, cis-6,9- 18:2c6c9 ∼6 ∼11
octadecadienoic acid

All cis-9,12,15- 18:3c9c12c15 ∼9 ∼4 ∼13
octadecatrienoic acid

All cis-5,8,11,14,17- 20:5c5c8c11c14c17 ∼4 ∼7
eicosapentaenoic acid

All cis-4,7,10,13,16,19- 22:6c4c7c10c13c16c19 ∼13 ∼25
docosahexaenoic acid

Note: The abbreviation 16:0, for example, indicates that the linear fatty acid has 16 carbon atoms without any double
bonds; 18:1c9 indicates that the linear fatty acid is composed of 18 carbon atoms with one cis double bond in position
9,10 (starting at position 9), where the carboxy C atom is carbon number 1.

1.4. There Are Not Only Unilamellar Vesicles

Vesicles are not only classified by the chemical structure of
the molecules constituting the vesicle shell(s) as reported
in Table 1, but also according to their size, lamellarity
and morphology, and method of preparation (see Table 3).
Small unilamellar vesicles (SUVs) have one lamella and
diameters of less than about 50 nm. So-called large unil-
amellar vesicles (LUVs) have one lamella and diameters
between about 50 nm and about 500 nm (see Fig. 1 and
Fig. 2A and B). Giant vesicles (GVs) can be observed by
light microscopy and have diameters of more than about
0.5–1 �m (Fig. 2C). Oligolamellar vesicles (OLVs) have a
few and multilamellar vesicles (MLVs) have many concen-
trically arranged lamellae. Multivesicular vesicles (MVVs)
contain nonconcentrically arranged vesicles within a larger
vesicle.

As described in detail in Section 3, the preparation of
vesicle suspensions generally involves the use of a particular
technique, a particular preparation method. Depending on
the technique applied, the vesicle suspensions are charac-
terized by a certain degree of homogeneity, a certain mean
size and mean lamellarity, and a certain trapped volume.
The trapped volume is the aqueous volume that is encapsu-
lated by the lipid vesicles, expressed as microliters of aque-
ous solution per micromole of lipid (=liters/mol). A trapped
volume of 1 �l/�mol means that in a vesicle suspension con-
taining 1 �mol lipid, for example, only 1 �l of the aqueous
solution is trapped by the vesicles. The spherical unilamel-
lar POPC vesicle shown in Figure 1 has a trapped volume
of about 3 �l/�mol, as calculated based on simple geomet-
ric considerations. This means that in a vesicle suspension

prepared from 10 mM POPC (=7�6 g/liter), only 30 �l out
of 1 ml is trapped by the vesicles (3 volume %). The total
lipid-water interfacial area in this vesicle suspension is 4�3×
103 m2!

Since, in many cases, the vesicle suspensions prepared
by one particular technique are not further characterized
with respect to mean size, size distribution, and lamellarity,
the vesicles are just named according to the method used.
Examples include REVs (reversed-phase evaporation vesi-
cles, vesicles prepared by the so-called reversed-phase evap-
oration method), VETs (vesicles prepared by the so-called
extrusion technique), etc.; see some entries in Tables 1
and 3.

2. VESICLES AND THE LIQUID
CRYSTALLINE STATES
OF SURFACTANTS

2.1. Introduction

Since in most cases, lipid vesicles can be considered as dis-
persions of a liquid crystalline state of a vesicle-forming
surfactant, it is useful to give a short introduction to some
of the liquid crystalline phases of amphiphilic molecules,
particularly focusing on the so-called L· �- and L· �- or L· ′�-
phases, which are considered to be the relevant thermody-
namic equilibrium states of most glycerophospholipids under
the conditions in which vesicle formation is observed. For a
recent excellent general review on surfactant liquid crystals,
see [32].
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Table 3. List of some of the abbreviations often used for a particular type of ve sicle.

Abbreviation Meaning of the abbreviation Characteristics

DRV Dehydrated-rehydrated vesicle (or
dried-reconstituted vesicle)

Vesicle prepared by the dehydration-rehydration method (Section 3.7) [31]

EIV Ethanol-injected vesicle Vesicle prepared by the ethanol injection method (Section 3.18)
FATMLV Vesicle prepared by repeatedly

freezing and thawing a MLV sus-
pension

Equilibration and homogenization procedure (Section 3.6) [133]

v FPV Vesicle prepared with a French
press

Unilamellar vesicle or OLV prepared with a French press for vesicle size homogeniza-
tion (Section 3.8) [72]

GUV Giant unilamellar vesicle Unilamellar vesicle with a diameter larger than about 500 nm
GV Giant vesicle Vesicle with a diameter larger than about 500 nm
IFV Interdigitation-fusion vesicle Vesicle prepared by the interdigitation-fusion method (Section 3.21) [232, 517]
LUV Large unilamellar vesicle Unilamellar vesicle with a diameter between about 50 nm and 500 nm
LUVET Large unilamellar Vesicle pre-

pared by the extrusion technique
Vesicles prepared by the extrusion technique are usually large and mainly unilamellar

(Section 3.8)
MLV Multilamellar vesicle The vesicle contains several concentrically arranged lamellae osmotically stressed after

formation because of an exclusion of solute molecules during their formation [76]
MVL Multivesicular liposome A large vesicle that contains internal, nonconcentrically arranged vesicular compart-

ments; also called MVV [211, 212]
MVV Multivesicular vesicle A large vesicle that contains internal, nonconcentrically arranged vesicular compart-

ments; also called MVL [210]
OLV Oligolamellar vesicle The vesicle contains a few concentrically arranged lamellae
REV Reversed-phase evaporation

vesicle
Vesicle prepared by the reversed-phase evaporation technique (Section 3.14)

RSE vesicle Rapid solvent exchange vesicle Vesicle prepared by the rapid solvent exchange method [238]
SPLV Stable plurilamellar vesicle Similar to MLV but not osmotically stressed after its formation [76]
SUV Small (or sonicated) unilamellar

vesicle
Unilamellar vesicle with a diameter of less than about 50 nm, as typically obtained by

sonicating MLVs (Section 3.5)
ULV Unilamellar vesicle Vesicle with only one lamella
UV Unilamellar vesicle Vesicle with only one lamella
VET Vesicle prepared by the extrusion

technique
Vesicles prepared by the extrusion technique are usually large and mainly unilamellar

(Section 3.8)

Note: The abbreviations are based on the size and morphology, the lamellarity, or method of preparation.

2.2. Lamellar Phase and “Gel Phase”

A liquid crystalline state (also called the “mesophase”) of a
substance is a state between a pure crystal (characterized by
a high order of rigid molecules) and a pure liquid (charac-
terized by rapid molecular motions of disordered molecules)
[32]. There are dozens of different liquid crystalline states,
all characterized by a different degree of molecular mobility
and order. Liquid crystals can be produced either by heat-
ing a particular crystalline solid—called a “thermotropic liq-
uid crystal”—or by dissolution of particular substances in a
solvent—called a “lyotropic liquid crystal.” Many surfactants
in water form lyotropic liquid crystalline phases, such as the
lamellar phase (L· �), the so-called gel phase (L· � or L· ′�), the
normal or reversed hexagonal phase (HI or HII), or one or
more of the known cubic phases (Ia3d, Pn3m, Im3m). The
type of phase formed depends on the chemical structure
of the surfactant used and on the experimental conditions
(such as concentration and temperature, or the presence of
other compounds).

In the L· �-phase (also called the liquid-analogue [33] or
liquid-disordered state [34, 35]), the surfactant molecules
are arranged in bilayers, frequently extending over large

distances (1 �m or more) [32]. The hydrophobic chains are
rather disordered, with a lot of gauche conformations in
the saturated hydrocarbon parts of the hydrophobic chains,
making the bilayers fluid, characterized by fast lateral and
rotational diffusions of the surfactant molecules, similar to
a liquid. Comparable molecular motions are also present
in the liquid-disordered state of vesicles. In the case of
SUVs prepared from POPC, for example, the lateral diffu-
sion coefficient seems to be on the order of 3–4×10−8 cm2/s,
as determined between 5 �C and 35 �C [36]. The rotational
correlation time is on the order of 10−9 to 2 × 10−8 s [37].

The L· � (or L· ′�-)-phase of surfactant molecules (also called
solid-analogue [33] or solid-ordered state [34, 35]) closely
resembles the L· �-phase in the sense that the surfactant
molecules are also arranged in bilayers. The viscosity is
very high, however. This is a consequence of the rigid-
ity of the individual surfactant molecules which are mostly
present with all-trans conformations in the saturated hydro-
carbon parts of the hydrophobic chains. The motion of the
molecules is rather restricted, similar to the molecules in
a crystal. To specify the relative arrangement of the lipid
molecules, the gel phase may be abbreviated as L· ′� or L· �,
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depending on whether the alkyl chains are tilted (P· ′�) or not
titled (L· �) with respect to the normal of the lipid bilayer.
If it is not known whether the chains are tilted, L· � is often
used as a general abbreviation.

The phase behavior of a number of phosphatidylcholines
[38, 39] and a number of other lipids and lipid mixtures
[38, 40] has been determined and reviewed.

2.3. Main Phase Transition Temperature Tm

of Glycerophospholipids

In the case of conventional glycerophospholipids, either
DPPC or POPC, the P· ′�-phase is formed at thermodynamic
equilibrium at temperatures at least 5–10� below a lipid spe-
cific temperature called the main phase transition temper-
ature (or lamellar chain melting temperature) �Tm�. Tm is
also called the lamellar gel-to-liquid crystalline phase transi-
tion temperature and can be determined, for example, as the
endothermic peak maximum in heating scans of differential
scanning calorimetry (DSC) measurements [41–43]. Above
Tm the lipids are in the L· �-phase.

Between the L· �- (or P· ′�-) phase and the L· �-phase, an
intermediate gel phase, called the ripple phase (abbreviated
as P· ′�) is often observed at high water content in the case
of PCs [44]. This particular lipid phase takes its name from
the fact that in freeze-fracture electron micrographs, a “rip-
ple” structure can be seen if the lipid dispersion is rapidly
frozen from the particular temperature interval in which the
ripple phase is formed [44–47]. The transition from the “gel
phase” to the “ripple phase” is called pretransition.

With respect to certain practical aspects in the methods
for lipid vesicle preparations described in Section 3, the Tm
value of the lipid (or the lipid mixtures) used is important to
know. In the case of dilute POPC-water systems, for exam-
ple, Tm is around −3 �C [48, 49]. If the water content is
decreased below ∼10 wt%, Tm increases above 0 �C, until it
reaches a value of 68 �C in the anhydrous system [49].

A list of different Tm values for a number of dilute aque-
ous phosphatidylcholine systems (MLVs) is given in Table 4.
For a more detailed list of Tm values, including other gly-
cerophospholipids, see [38, 40, 50]. Please note that in the
case of phospholipids with charged head groups, the Tm val-
ues depend on the degree of protonation and may depend
considerably on the chemical nature of the counter-ions
present [51]. Furthermore, measurements carried out with
SUVs give values about 4–5� lower than the Tm values
obtained from MLVs [43, 52, 53].

3. METHODS FOR PREPARING
NORMAL VESICLES

3.1. Introduction

The thermodynamic equilibrium state of glycerophospho-
lipids (and many other bilayer-forming amphiphiles) in
water (or in a particular aqueous solution) is—probably
under most experimental conditions—a stacked bilayer
arrangement of the surfactant molecules, either as L· �-phase
(above Tm) or as L· �-, P· ′�- (or P�′)-phase (below Tm) in equi-
librium with excess aqueous phase (see Section 2).

Table 4. Main P�′ -L· � phase transition temperature (Tm) values of
dilute aqueous dispersions of certain common bilayer-forming phos-
phatidylcholines, data taken from [39] and [518] (for soybean PCs).

Phosphatidylcholine Tm (�C)

DMPC (1,2-dimyristoyl-sn-glycero-3- 23.6 ± 1.5
phosphocholine), 14:0/14:0

DPPC (1,2-dipalmitoyl-sn-glycero-3- 41.3 ± 1.8
phosphocholine), 16:0/16:0

DSPC (1,2-distearoyl-sn-glycero-3- 54.5 ± 1.5
phosphocholine), 16:0/16:0

POPC (1-palmitoyl-2-oleoyl-sn-glycero-3- −2.5 ± 2.4
phosphocholine), 16:0/18:1c9

SOPC (1-stearoyl-2-oleoyl-sn-glycero-3- 6.9 ± 2.9
phosphocholine), 18:0/18:1c9

DOPC (1,2-dioleoyl-sn-glycero-3- −18.3 ± 3.6
phosphocholine), 18:1c9/18:1c9

Egg yolk PCs (see Table 2) −5.8 ± 6.5
Soybean PCs (see Table 2) −15 ± 5
Hydrogenated soybean PCs 51–52

Note: 16:0/18:1c9, for example, indicates that the linear acyl chain at sn-1
has 16 carbon atoms without any double bonds; the linear acyl chain at sn-2 has
18 carbon atoms with one cis double bond in position 9,10 (see also Table 2).

Upon dispersing in an aqueous solution, vesicles gener-
ally form from an amphiphile (or a mixture of amphiphiles)
that forms a lamellar L· �-phase at thermodynamic equilib-
rium. Depending on how the dispersion is actually prepared
(in other words, which method or technique is applied), the
vesicles formed by the dispersed amphiphiles are either very
heterogeneous or rather homogeneous and are mainly small
(below about 50 nm), mainly large (between about 50 nm
and 500 nm), or mainly very large (above about 500 nm). It
all depends on the lipid (or lipid mixture) used, on the aque-
ous solution, and particularly on the preparation method.

In the following, the principles of some of the best known
and widely used methods for the preparation of lipid vesicle
suspensions—mainly on a laboratory scale of a few milliliters
up to about 100 ml—will be described. For each method,
a different vesicle preparation with different typical general
characteristics is obtained.

It is important to point out once more that in most of
the cases the resulting vesicle suspension is not at ther-
modynamic equilibrium, but represents only a metastable,
kinetically trapped state. The equilibrium phases are L· �, P�′ ,
L· � or L· ′�, as discussed in Section 2. A particular vesicle
dispersion prepared is therefore physically (with respect to
vesicle size and lamellarity) not indefinitely stable; it may
slowly transform into the thermodynamically most stable
state (stacked bilayers), as a result of a so-called aging pro-
cess [54, 55]. This aging may occur either through the fusion
of vesicles or because of an exchange of amphiphiles that
are not aggregated (free, monomeric surfactant) [55]. This
latter process—called Ostwald ripening (in analogy to the
corresponding process occurring in emulsion systems)—is
expected to be particularly relevant in the case of synthetic
short-chain amphiphiles with a high monomer solubility
(10−8 M). In the case of DPPC (and probably also POPC),
the monomer solubility is on the order of 10−10 M [56],
which means that aging through an Ostwald ripening process
is less likely in these cases.
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Although often only metastable, vesicle suspensions may
be stable for a prolonged period of time, for example, for
days, weeks, or months, provided that the vesicle-forming
amphiphiles are chemically stable during this period of time
[57, 58].

In the presence of other amphiphilic molecules (cosurfac-
tants), the situation may change, particularly if the cosur-
factant tends to form micellar aggregates, characterized by
a packing parameter p ∼ 1/3 (relatively large head group
cross-sectional area, a0). In this case mixed micelles may
exist at thermodynamic equilibrium (in equilibrium with
cosurfactant monomers), if the micelle-forming surfactant is
present to a large extent. Such mixed micellar systems are
used as a starting solution in the case of the so-called deter-
gent depletion method described in Section 3.27. Further-
more, there are also known cases where there appear to be
thermodynamically stable vesicles (particularly composed of
mixtures of surfactants) [59, 60] (see Section 6).

The presence of cholesterol (or other sterols)—molecules
that are water insoluble and do not form vesicles alone—
may also influence the properties of lipid vesicles, depending
on the amount of cholesterol present [61, 62]. In the case of
DPPC, for example, up to 33 mol% cholesterol, the Tm value
of hydrated bilayers changes only slightly [63]. With increas-
ing cholesterol concentration, however, the phase transition
temperature is completely eliminated at 50 mol% (1:1 molar
ratio of DPPC to cholesterol). The fluidity of the bilayer
membrane is thereby changed, resulting in an increase in the
fluidity below Tm of the PC and a decrease in fluidity above
Tm, a state of the membranes that is intermediate between
solid-ordered and liquid-disordered (see Section 2.3). This
state is called liquid-ordered [34].

For all of the methods outlined in the following, more
detailed descriptions can be found in the original litera-
ture cited. Furthermore, most of the generally known meth-
ods have already been summarized before—more or less
extensively—in review articles or books about lipid vesicles
(liposomes) [14, 31, 64–75].

Most of the methods can be roughly divided into two
groups:

(i) Methods that are based on the simple swelling of ini-
tially dried, preorganized lipids and the mechanical
dispersion and mechanical manipulation of the dis-
persed bilayers (Sections 3.2–3.12).

(ii) Methods that involve the use of (a) a cosolvent in
which the lipids are soluble (Sections 3.14–3.26 and
3.30), (b) an additional non-bilayer-forming “helper
amphiphile,” a coamphiphile (Sections 3.27 and 3.30),
or (c) certain ions that influence the initial aggre-
gational state of the lipids (Sections 3.13 and 3.29).
All three type of molecules control the assembly pro-
cess of the bilayer-forming amphiphile in a particu-
lar way during the vesicle preparation process, and
all three types of molecules may at the end be dif-
ficult to remove completely from the final vesicle
suspensions.

3.2. MLVs, GUVs, or Myelin Figures
Formed by Thin Lipid Film Hydration

One of the easiest ways to prepare a vesicle suspension
is to disperse a dried lipid film in an aqueous solution
[13, 76, 77]. The vesicle-forming and swellable [78]
amphiphile is first dissolved in an organic solvent in
which the amphiphile is soluble (usually chloroform). This
solution is then placed inside a round-bottomed flask, and
the solvent is completely removed by rotatory evaporation
under reduced pressure, followed by high-vacuum drying
overnight. The remaining amphiphiles form a dry thin film
that is oriented in such a way as to separate hydrophilic and
hydrophobic regions from each other [31]. If an aqueous
solution is added to this film at a temperature above the
main phase transition temperature Tm (see Section 2.3),
the head groups of the dry lipids become hydrated and
hydrated bilayers form. The hydration and swelling process
is usually speeded up by gentle or vigorous shaking (using a
vortex mixer), thereby dispersing the bilayers in the aqueous
solution, resulting in the formation of mainly MLVs, which
are very heterogenous with respect to size and lamellarity.
Lipid film thickness and extent of shaking have an influence
on the properties of the resulting vesicle suspension. The
interlamellar repeat distance in equilibrated, completely
hydrated PC bilayers above Tm is around 6.5 nm [79, 80].
This means that in a MLV formed from POPC as example,
the aqueous space between two neighboring lipid lamellae is
about 2.5 nm thick (taking into account a bilayer thickness
of 4 nm). On average, a MLV may be composed of up to
10 bilayers [81].

The formation of closed bilayers (vesicles), in contrast to
open bilayers, can be easily understood on the simple basis
that interactions between the hydrophobic chains of the
amphiphiles and the water molecules—as would be the case
in open bilayers—are energetically unfavorable and there-
fore rather unlikely.

The preparation of MLVs by the dispersal of a dried lipid
film (also called hand-shaken MLVs [31]) is often a first step
in the preparation of more defined vesicle suspensions (see,
for example, Sections 3.5 and 3.8). With respect to the equi-
libration of water-soluble molecules between the bulk aque-
ous medium and the inner aqueous compartments of MLVs,
ionic species may be unevenly distributed [76]. A more even
distribution can be achieved by applying freeze/thaw cycles
(see Section 3.6).

The experimental conditions under which a dried lipid
film is hydrated affect the resulting lipid aggregates
obtained. In the case of phospholipid mixtures contain-
ing 90 mol% PC and 10 mol% of a negatively charged
phospholipid (egg yolk phosphatidylglycerol, bovine brain
phosphatidylserine, or bovine heart cardiolipin), the dried
lipid film prepared inside a test tube can first be prehydrated
at 45 �C with water-saturated nitrogen gas for 15–25 min.
Afterward, an aqueous solution containing water-soluble
molecules to be entrapped (e.g., 100 mM KCl and 1 mM
CaCl2) is gently added, and the tube is sealed under argon
and incubated at 37 �C for 10–15 h. During this incubation,
the lipid film is completely stripped from the glass surface
and forms vesicular aggregates as a kind of white, float-
ing precipitate in the aqueous solution. The analysis of this
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precipitate indicated the presence of many mainly unilamel-
lar giant vesicles (not MLVs) with diameters on the order
of tens of micrometers up to more than 300 �m [82]. In
addition, much smaller vesicles, large multilamellar vesicles
as well as myelin figures (see below) and undispersed lipid
material, could also be observed [82]. In the case of egg
PC alone (no negatively charged phospholipids present), no
giant unilamellar vesicles (GUVs) formed under the experi-
mental procedure used [83]. It therefore seems that electro-
static repulsions between the charged head groups facilitate
the formation of unilamellar membranes by opposing the
intrinsic adhesive force between the membranes [83]. If diva-
lent cations (1–30 mM Ca2+ or Mg2+) are present, giant
vesicle formation is also observed with zwitterionic phospho-
lipids alone (POPC), with the use of a procedure almost
identical to the one just described [84]. Divalent cations
seem to promote giant unilamellar vesicle formation in the
case of POPC due to a binding of the ions to the free phos-
phate oxygen of the lipid head group, which is known to
alter the mean head group conformation [85] and the fluid-
ity of the lipid bilayer [86], and which makes a zwitterionic
PC molecule positively charged overall [87].

In an independent study and with a different experimental
procedure, the formation of giant vesicles from PCs (DOPC
or soybean PCs) in the presence of Mg2+ (<10 mM) has
also been observed [87].

The general role of ions (including buffer ions)—as well
as dissolved gas molecules—in vesicle formation and in
physical chemistry at large is an open question [88] (see
Section 6).

The preparation of MLVs by thin lipid film hydration gen-
erally involves the use of round-bottomed flasks and gentle
shaking. If flat-bottomed flasks are used instead and if addi-
tionally the lipid swelling process occurs undisturbed (no
shaking) above Tm of the lipids [89] over a period of several
hours, the vesicles formed are no longer mainly multilamel-
lar but rather mainly unilamellar, with diameters between
0.5 and 10 �m [90] or even at 300 �m [91]. These are GUVs.

The preparation of GUVs by simple hydration of cer-
tain amphiphiles deposited from an organic solution (e.g.,
a chloroform-methanol mixture) on a flat surface can be
considerably improved to yield a higher fraction of unilamel-
lar vesicles by using a roughened flat disk of Teflon (poly-
tetrafluoroethylene) [92]. The vesicles formed (e.g., from
DMPC after a slow swelling at a temperature of 30–35 �C)
can be harvested by gentle pipette aspiration for further
individual investigation and micromanipulation [92, 93]. The
sizes of the vesicles thus formed are in the range of 20–
40 �m [93� 94].

The slow swelling of dried phosphatidylcholines with the
addition of water had already been observed and investi-
gated by light microscopy in the middle and at the end of
the nineteenth century by Rudolf Virchow [95] and Otto
Lehmann [96]. The elongated, tubular structures that are
observed to grow from a deposit of PC molecules (e.g., egg
yolk PCs) with the addition of water under undisturbed con-
ditions (no shaking) are called myelin figures, as named
by Virchow [95] while making these observations with a
(PC-containing) lipid extract from myelin, the isolating lipid
sheath surrounding the elongated portion of nerve cells [97].
Myelin figures are structures dozens of micrometers long

and a few micrometers thick. In the case of egg yolk PCs
and 25 �C, water addition leads to the formation of myelin
figures that have a diameter of about 20 �m and a length of
several hundred micrometers [98]. Myelin figures are cylin-
drical, rodlike structures composed of many lamellae formed
by the amphiphiles, stacked coaxially around the rod axis,
with water between all of the bilayers [98, 99].

The conventional solid surface on which the lipid film is
initially dried—glass, as described above—has been replaced
by a support made from microcrystals (such as zeolite X with
a crystallite size of 400 nm) [100]. Using very dilute mixtures
of egg yolk PC and the positively charged amphiphile hex-
adecyltrimethylammonium bromide, the swelling in water
(or 5 mM NaCl) of the very thin dried film deposited on zeo-
lite X led neither to the formation of MLVs nor to GUVs or
myelin figures, but to uniform SUVs with diameters around
22 nm [100]. In general, the size distribution can be con-
trolled to some extent by the topography of the surface upon
which the phospholipid film is deposited [101].

3.3. GUVs Prepared
by the Electroformation Method

If the swelling of PCs (or other phospholipids) in water (or
in an aqueous solution with low ionic strength) is carried
out in a controlled way by applying an alternating electric
field, instead of myelin figures, GUVs form, with diameters
typically between 5 and 200 �m, depending on the chemical
structure of the lipids used, on the lipid composition, on the
swelling medium, and on the external electric field parame-
ters [102–104]. The vesicles are often formed under a light
microscope in a specially designed cell on platinum wires
that are positioned at a certain fixed distance [103, 104]. This
so-called electroformation method has been proved to be
rather powerful for the investigation (including microinjec-
tion [105, 106]) of individual GUVs of defined size by light
microscopy [103–110].

The mechanism of GUV electroformation in an alternat-
ing electric field is not fully understood. It is likely, however,
that the electroosmotic motion of the water molecules is
responsible for a controlled swelling and separation of the
bilayers deposited on the platinum wires, leading to the for-
mation of unilamellar vesicles on or close to the metal wires
[103, 109]. The individual giant vesicles formed seem to be
connected to the platinum wires through thin lipid bilayer
tubes (so-called tethers [111, 112]) and possibly myelin-like
protrusions [113].

In comparison with other methods for the preparation of
giant unilamellar PC vesicles, the electroformation method
offers several advantages with respect to reproducibility and
later vesicle manipulations [114].

3.4. MLVs Prepared by Hydration
of Spray-Dried Lipids

Instead of the preparation of a thin lipid film first, followed
by hydration (Sections 3.2 and 3.3), the lipids can first be
spray-dried and then hydrated [115]. With respect to the
reproducibility and mass production of MLVs, the spray-
drying method has several advantageous over the thin-film
dispersion method, although it seems that lipids with low Tm
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(e.g., egg yolk PCs) cannot be used, because of adhesion to
the containers in which the vesicles are prepared [115].

In the spray-drying method, the vesicle-forming
amphiphiles are first dissolved in chloroform or methylene
chloride (in which, advantageously, mannitol is dispersed)
and then spray-dried with a commercial spray-dryer. Vesicle
formation is observed after hydration of the spray-dried
lipids and vortexing above Tm of the amphiphile used.
The presence of the mannitol prevents adhesion of the
(saturated) lipids to the reaction containers and leads to a
better hydration behavior. (The role of sugars in surfactant
assembly at large has hardly been touched on.)

The vesicles prepared are rather heterogeneous with
respect to size and lamellarity. One of the homogenization
procedures described below may follow the spray-drying and
hydration step.

3.5. SUVs (and Possibly LUVs) Prepared
by Sonication (and Storage)

The treatment of a MLV suspension with ultrasound at a
temperature at least about 5 �C above Tm leads to a homog-
enization of the vesicles by reducing the size of most of the
vesicles to probably the smallest possible diameter (about
20 nm in the case of egg yolk PC mixtures [10, 116] or
POPC), due to simple molecular packing considerations.
The vesicles thus prepared are unilamellar and called SUVs,
an abbreviation that stands for sonicated unilamellar vesicles
or small unilamellar vesicles. If the sonication is performed
below Tm, structural defects within the bilayers are observed
that result in an increased bilayer permeability [117, 118].

So-called probe sonication (the insertion into the vesicle
suspension of a metal rod that releases ultrasound waves
from the tip of the rod) [119–121] is more efficient than
bath sonication [31, 122]. In both cases, however, the sizes of
the vesicles (20–50 nm usually) in the sonicated suspension
depend on the sonication time [122], on the lipid composi-
tion, and on whether other compounds (such as cholesterol)
are present [14, 119, 123]. Furthermore, the vesicle suspen-
sion may not be free from larger MLVs, and a separation
step, for example, size exclusion chromatography (using, for
example, sepharose 4B) or high-speed centrifugation, is usu-
ally necessary [119, 121, 124]. A centrifugation step may also
be used in the case of probe sonication to remove the pos-
sibly released metal particles from the tip of the metal rod
[125].

The ultrasound used in the treatment of MLVs consists
of pressure waves with frequencies around 20 kHz, and the
ultrasound propagation gives rise to periodic changes in
local pressure and temperature [126]. Therefore, the heat
generated during sonication has to be controlled and com-
pensated for by cooling, otherwise the vesicle-forming lipids
may undergo a partial chemical degradation [125, 127]. Fur-
thermore, it has been reported that nonvesicular aggregates
may be generated as a result of the high-energy input into
the system, and the ultrasound treatment may lead to a dras-
tic decrease in the surface tension of sonicated MLV suspen-
sions due to the accelerated movement of lipid molecules
form the vesicles to the water-air interface [128]. This pro-
cess is usually much slower in the case of vesicles that have

been prepared under milder conditions, such as by extrusion
(Section 3.8) [128].

Based on this latter observation, more uniform and
reproducible SUV preparations may be obtained by anneal-
ing at elevated temperatures (50 �C in the case of
DMPC:1,2-dimyristoyl-sn-glycero-3-phosphoserine vesicles),
followed by a removal of possibly present large aggregates
by centrifugation at 100�000 × g (30 min at 37 �C in the
particular case) [129].

If carefully prepared SUVs from the saturated DPPC at
a concentration in the range of 20–120 mM (in a 20 mM
piperazine-N ′�N ′′-bis(2-ethanesulfonic acid) buffer, pH 7.4,
containing 10 mM NaCl) are kept at a temperature consid-
erably lower than the Tm of DPPC (which is around 41 �C;
see Table 4), then the vesicles fuse into uniform LUVs with
a diameter of about 70 nm (after 7 days at 4 �C) or 95 nm
(after 3–4 weeks at 4 �C) [130]. At higher temperatures
(21 �C) but still below Tm, the fusion process is slower [131],
whereas at 50 �C (above Tm), no appreciable fusion occurs
over a period of at least 5 days [130]. A similar fusion of
SUVs below Tm is observed for DSPC, resulting in vesicles
of about 60- and 100-nm diameter [132], with an apparently
higher fusion rate [130].

The implications of these experimental observations are
twofold: (a) LUVs of about 70 or 100 nm can be prepared
from saturated PCs by simple storage of SUVs below Tm.
(b) SUVs should not be stored below Tm, if one likes to
keep the vesicle sizes small; otherwise the vesicles may fuse
to form larger vesicles.

In general, SUVs are often prepared in a first step to
fuse them in a second step to LUVs by using another
methodology, for example, in the case of the cochleate-
cylinder method (see Section 3.13) or in the case of the
interdigitation-fusion method (see Section 3.21).

3.6. MLVs and MVVs (and Possibly
LUVs) Prepared by Repetitive
Freezing and Thawing

A MLV suspension—as prepared by the thin-film disper-
sion method—is put, for example, inside a thick-walled test
tube and repetitively (3–6 or, better, 10 times) completely
frozen in liquid nitrogen (at −195 �C) and then thawed in
a water bath kept at a temperature above Tm. In this way,
the vesicle suspension undergoes a sort of equilibration pro-
cedure caused by the water crystals and transient rigidifi-
cation of the lipid molecules. It is a kind of homogeniza-
tion process, and it has been reported that the population
of MVVs may increase [133] and that the amount of very
small vesicles tends to decrease [134, 135], depending on the
lipid used and on the salt content [136]. It may also be that
freeze-thaw cycles lead to a fragmentation of large MLVs
into large or small unilamellar vesicles [136, 137]; it all very
much depends on the experimental conditions, such as type
and concentration of lipid (or lipid mixture) and salt content
[136, 138].

A further effect of freezing and thawing of vesicle sus-
pensions is the removal of dissolved gas [88], which has not
yet been explored. It is known that removal of dissolved gas
strongly affects hydrophobic interactions and colloidal sta-
bility, as well as the structure of water [88, 139].
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Freeze-thaw cycles have been applied to a series of
phospholipid vesicular suspensions, particularly focusing on
phospholipids with unsaturated acyl chains (DOPC) and
DOPC/DOPA mixtures (DOPA is the abbreviation for
the negatively charged 1,2-dioleoly-sn-glycero-3-phosphate)
[136]. It has been shown that freeze-thaw cycles can be
applied successfully to the preparation of mainly LUVs start-
ing from MLVs, depending on the experimental conditions
[136]. With the use of a 0.1 M Hepes (4-(2-hydroxyethyl)-
1-piperazineethanesulfonic acid) buffer of pH 8.0 contain-
ing 0.1 M KCl and 5 mM EDTA, 10 freeze-thaw cycles of
aqueous suspensions of DOPC (or POPC) MLVs, for exam-
ple, led to suspensions that contained about 98% unilamel-
lar vesicles with diameters below 200 nm. The remaining
2% were multilamellar. The vesicles obtained by repeti-
tively freezing and thawing MLVs are often abbreviated as
FATMLVs [140]. In the case of DOPC/DOPA (80:20 mol%),
almost no MLVs could be detected after the freeze-thaw
procedure; the vesicles again had diameters below 200 nm
after 10 freeze-thaw cycles [136]. After 50 cycles, the vesi-
cle diameters decreased to below 100 nm [136]. In the
case of saturated PCs (DMPC or DPPC), MLV suspensions
remained essentially multilamellar, even after 10 freeze-
thaw cycles under the conditions used [132].

Fusion of SUVs into larger vesicles upon repetitive freez-
ing and thawing [31, 136, 140, 141] seems to occur efficiently
only in pure water (without added salt) [136]. Furthermore,
freeze-thaw cycles may not only affect the mean vesicle size
and lamellarity, but also the entrapment efficiency for water-
soluble molecules [142–145]. In some cases, the trapping
efficiency may be dramatically increased [142]. Furthermore,
the composition of the aqueous solution may generally influ-
ence the freeze-thaw behavior of the vesicles; all of the
freeze-thaw effects depend on the experimental conditions
[136, 138].

Depending on the phospholipid(s) used, freezing and
thawing of SUVs may lead to the formation of giant MLVs
with diameters ranging from 10 to 60 �m in the presence of
salt (30–500 mM KCl, in the case of phospholipid mixtures
containing egg yolk phosphatidylethanolamine and bovine
brain phosphatidylserine, 7:3, mol/mol, at pH 7.0, for exam-
ple) [146].

Although the process is not completely understood,
freeze-thaw cycles often precede a further downsizing of the
vesicles, for example, by extrusion (Section 3.8).

3.7. MLVs Prepared
by Dehydration and Rehydration

The dehydration of a vesicle suspension followed by a con-
trolled rehydration at a temperature above Tm leads to the
fusion of small vesicles present in the suspension, result-
ing finally in the formation mainly of MLVs [147–149]. This
procedure is based on the instability of dried SUVs and
a lipid lamellae formation (SUV fusion) during the water
removal. The resulting vesicle suspensions are referred to
as dehydration-rehydration vesicles or dried-reconstituted
vesicles (DRVs) [31]. DRVs are often prepared to obtain
high entrapment efficiencies (high encapsulation yields) for
water-soluble enzymes and other water-soluble molecules.
The entrapment efficiency is defined as the percentage

amount of the encapsulated molecule in relation to the total
amount of molecules present during the vesicle formation
and entrapment process.

In a typical, originally described preparation of DRVs
[148], SUVs of the appropriate lipid composition are first
prepared in distilled water by probe sonication. After cen-
trifugation to remove large vesicles and titanium particles
released from the sonicator probe (see Section 3.5), the
SUV suspension is mixed with an equal volume of an aque-
ous solution of the compounds to be trapped. After rapid
freezing of the mixture, it is lyophilized with the use of a
commercial freeze-dryer at reduced pressure. After freeze-
drying, the preparation is rehydrated with a volume of dis-
tilled water equivalent to one-tenth of the total volume of
the initial SUV suspension. The use of a small volume nec-
essarily has a positive effect on the entrapment yield. The
rehydration is usually aided by light vortexing and equilibra-
tion for 30 min. Nonentrapped molecules are removed by
centrifugation or dialysis after an appropriate dilution of the
vesicle preparation [148].

Since DRVs are generally not uniform with respect to
size and lamellarity, a second downsizing process often fol-
lows a DRV preparation, such as extrusion (Section 3.8) or
microfluidization (Section 3.9).

The essential process in the preparation of DRVs is the
disintegration of the initially prepared SUVs during the dehy-
dration step, which finally results in high entrapment yields
of the DRVs. If the experimental conditions during dehydra-
tion (during freeze-drying) are such that the vesicles remain
largely intact, the rehydration will not lead to exception-
ally high entrapment yields of DRVs. One particular such
case is the use of lyoprotectants, chemicals that protect the
lipid vesicles against drying stress (also called cryoprotec-
tants [150]), such as trehalose [151], glucose [152], sucrose
[153], or maltose [154], used typically at concentrations of
10% (wt/wt) [153]. For a particular lyoprotectant, the lyopro-
tection effect is very much dependent on the type of vesi-
cle-forming lipid used, on the bilayer composition, on the
size of the vesicles, on the temperature at which the vesi-
cles are kept before rehydration, and on the freezing rate
[153, 155, 156]. Lyoprotectants are thought to prevent the
increase in the Tm of the lipid during dehydration (see Sec-
tion 2.3), to bind water molecules and to interact with the
polar head groups of the lipids. In the latter case, water
molecules around the head groups would be replaced by the
lyoprotectants, thereby protecting the vesicles from aggrega-
tion and fusion during the freeze-drying process [157, 158].
In the particular case of POPC, the presence of sucrose or
sorbitol results in a value of Tm in an almost dry state of less
than 6 �C, in comparison with about 60 �C in the absence of
lyoprotectant [159] (see Section 2.3).

Lyoprotectants are only effective in protecting the lipid
vesicles if the proper concentrations of the added lyopro-
tectants are used. If, for example, the potentially effective
lyoprotectant sucrose is used at a concentration below the
one known to preserve the stability of vesicles during dehy-
dration [157], DRVs can be prepared from SUVs, which
are characterized by high entrapment yields and a size no
greater than that of the initially prepared SUVs, but also
not as large as the size obtained in the absence of sucrose:
90–200 nm in the presence of low sucrose concentrations
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(<150 mM, with an optimal entrapment efficiency at a molar
ratio of sucrose to lipid of 1), in comparison with about
1–6 �m in the absence of sucrose [160].

3.8. LUVs Prepared
by the Extrusion Technique

This method is one of the most popular for the reproducible
preparation of rather homogeneous vesicle suspensions con-
taining LUVs, often with a mean diameter of about 70 nm or
100 nm [161–163]. The principle of the method is the follow-
ing (see Fig. 3): a MLV suspension is passed under moderate
pressure repetitively (usually 10 times) at a temperature
at least 5 �C above the Tm [164, 165] through the pores
of track-etched polycarbonate membranes. The pores are
almost cylindrical, and vesicles (unilamellar or multilamel-
lar) that are larger than the mean pore diameter are reduced
in size and lamellarity during the passage through the pores,
resulting in a final mean vesicle size that corresponds in
a first approximation to the mean size of the pores. Vesi-
cles smaller than the pore diameters pass through the pores
without significant size change. Usually a MLV suspension is
first passed 10 times through polycarbonate membranes with
a relatively large mean pore diameter of 400 nm, followed
by a passage 10 times through membranes with 200-nm
pores and, finally, 100-nm pores. If desired, membranes with
50-nm pores or even 30-nm pores can be used for final extru-
sions. The corresponding vesicle suspensions obtained are
abbreviated as VET400, VET200, VET100, VET50, or VET30.
VET stands for “vesicles prepared by the extrusion tech-
nique.” The subscript indicates the pore size of the mem-
branes used for final filtrations. The mean vesicle diameter
of VET200 is usually less than 200 nm because of the pres-
ence of vesicles considerably smaller than 200 nm in the
original vesicle suspension [166, 167], unless the very small
vesicles are first eliminated by freeze-thaw cycles [162, 163]
(see Section 3.6). If freezing-thawing is used as a homoge-
nization method before extrusion, the resulting vesicles are
often abbreviated as FAT-VET (e.g., FAT-VET100: repeti-
tively frozen and thawed vesicles that have been repetitively
extruded through polycarbonate membranes with mean pore
diameters of 100 nm for final extrusions).

In the early stages of the development of the extrusion
technique, freeze-thaw cycles were not performed [166, 168,
169], and, depending on the application, it may even be bet-
ter to avoid it, for example, in the case of the preparation
of vesicles containing entrapped enzymes that may be inac-
tivated during freeze/thaw cycles [75].

VET100- or FAT-VET100 suspensions are generally rather
monodisperse, containing vesicles with a mean diameter
close to 100 nm. The mean vesicle diameter of VET50 or
VET30 is generally larger than 50 nm or 30 nm, respectively.
This observation can be explained on the basis of the pos-
sible mechanism by which the vesicles transform during the
passage through the pores [170–172]: most likely, spherical
vesicles change their shape to cylindrical structures within
the pores. Because of a velocity profile inside the pores—
with a low velocity close to the pore wall and a high velocity
toward the center of the pores—the cylinders pearl off ellip-
soidal vesicles, which then relax in size and transform into
spheres upon leaving the pores. Figure 3 shows a schematic

~ 6000 nm

~ 100 nm

A

B

Figure 3. Illustration of the extrusion technique, which is the most
popular technique for the reproducible preparation of sub-micrometer-
sized unilamellar lipid vesicles from a heterogeneous multilamellar
vesicle suspension (see Section 3.8). (A) Schematic representation
showing (more or less) cylindrical pores with a mean diameter of 100
nm (as an example), spanning a polycarbonate membrane of about 6
�m thickness; MLVs; a MVV; and LUVs before and LUVs after repet-
itive extrusions (passages through the pores). (B) Transmission electron
micrograph of a commercial polycarbonate membrane (Nucleopore)
with pores that have a nominal mean diameter of 100 nm. Length of
the bar: 100 nm. The electron micrograph was taken by E. Wehrli, Ser-
vice Laboratory for Electron Microscopy, at the Department of Biology
at the ETH Zürich.

drawing of the extrusion method (Fig. 3A) together with an
electron micrograph of a top view of a section of a 100-nm
polycarbonate membrane (Fig. 3B).

There are several commercially available devices that
have been developed for the preparation of extruded vesicle
suspensions [173] with volumes between 0.2 ml and 1.0 ml
(e.g., LiposoFast [174]), between 1.0 ml and 10 ml (called the
Extruder [163]), between 100 ml and 800 ml (the Extruder),
or between 200 ml and 1 l (e.g., the Maximator [175]).
A comparison between lipid vesicles prepared with the dif-
ferent devices (and the same set of lipids) has been per-
formed [173], and it has been found—with the exception of
FAT-VET50—that the vesicles prepared with the LiposoFast
were smaller than the vesicles prepared with the Maximator,
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most likely because of higher flow rates and pressure drops.
In the case of FAT-VET50, the vesicles had the same mean
diameter (around 50–60 nm) [173].

Since the vesicles prepared by the extrusion techniques
are large (LUVs as defined in Table 3) and mainly unil-
amellar, extruded vesicle suspensions are often abbreviated
as LUVET (e.g., LUVET100, meaning large unilamellar
vesicles prepared by the extrusion technique, using for
final extrusions polycarbonate membranes with 100-nm pore
diameters) [161]. FAT-VET200 and particularly FAT-VET400
suspensions usually contain a considerable amount of oligo-
lamellar vesicles [162].

The extrusion technique can be applied as final down
sizing and homogenization in principle for any type of vesi-
cle suspension, MLVs, DRVs (Section 3.7), or REVs (Sec-
tion 3.14), resulting in MLV-VET, DRV-VET, or REV-VET
suspensions, respectively.

With a so-called French press cell—a device that does
not contain any polycarbonate membranes at all but is often
applied for the disintegration of biological cells—a vesicle
suspension can be “extruded” through a small orifice at
high pressure, resulting in the formation of unilamellar or
oligolamellar vesicles with diameters between about 30 and
80 nm, depending on the pressure [31, 66, 71, 176, 177].
These vesicles are referred to as vesicles prepared by the
French press (FPVs) [72]. The mechanism of the change in
vesicle size in a French press is very different from the actual
extrusion technique using polycarbonate membranes [66]. In
the French press, shear forces seem to play a particular role
[66] (see also Section 3.11).

3.9. LUVs and OLVs Prepared
by the Treatment of a MLV Suspension
with a Microfluidizer

Vesicle suspensions containing a mixture of mainly large
MLVs can be downsized at a temperature above Tm with
a high-pressure homogenizer (a microfluidizer) [178–181].
The resulting vesicles usually have a relatively narrow size
distribution centered around a value between about 50 and
300 nm [179–181]. The mean size of the vesicles obtained
(LUVs and OLVs) depends on the experimental conditions,
such as homogenization pressure [182], number of cycles
[181–183], ionic strength [181], lipid concentration [183],
and lipid composition [182]. Relatively high lipid concentra-
tions can be used, and a large-scale production is possible
[181, 184]. To achieve high entrapment yields, a microflu-
idization step can be performed on vesicles first prepared by
the dehydration-rehydration method, which itself results in
high entrapment yields [180] (see Section 3.7).

3.10. Preparation of Oligolamellar
and Multilamellar Novasomes

Novasomes, also called novasome vesicles [185], can be man-
ufactured from a variety of amphiphiles (including PCs and
many nonphospholipid surfactants) by a unique and cheap
process on a laboratory scale (a few milliliters) or for indus-
trial bulk applications.

The bilayer-forming amphiphile (including any bilayer-
modulating molecules to be added, such as cholesterol) is

first heated above the melting temperature (above about
70 �C in the case of POPC; see Section 2.3) to give a liq-
uid. This liquid is then injected at high velocity (10–50 m/s)
through small channels with 1–3-mm diameters (or through
a needle) with turbulent mixing into excess aqueous phase
and immediately cooled to room temperature. The rapid
injection leads to the formation of tiny droplets of the
amphiphiles that are quickly converted into small aggre-
gates. The subsequent cooling under conditions of contin-
ued turbulence then leads to the formation of vesicles (the
Novasomes) within milliseconds [185]. Novasomes are OLVs
or MLVs with diameters typically between 200 nm and
1 �m, depending on the experimental conditions. The size
of the vesicles is controlled by the chemical structure of the
amphiphile used and by the hydrodynamic shearing during
the fusion of the small aggregates during the cooling pro-
cess. Furthermore, the diameter of the exit channel plays a
role [185].

3.11. Preparation of Multilamellar
Spherulites

Spherulites (also called onions or multilamellar spherulites)
are relatively uniform, densely packed MLVs that are pre-
pared by shearing of a lyotropic lamellar phase under con-
trolled conditions [186, 187]. The MLVs formed show very
little polydispersity and can have mean diameters some-
where within 100 nm and 20 �m [188] or within 200 nm and
50 �m [187], depending on the formulation (i.e., the chem-
ical structure of the amphiphile and possible additives) and
the shear rate.

The starting lamellar phase is concentrated and composed
of a stack of bilayers of the amphiphiles, separated by water
layers. This lamellar phase can be composed of a large
number of different amphiphiles or mixtures of amphiphiles
[189–192], including soybean PCs [193]. During the shearing,
which is performed in specially prepared Couette cells [186],
the lamellar phase reorganizes into spherical or polyhedral
microdomains [186], which can be dispersed in an excess
amount of aqueous phase. The process is called spherulite
technology [186, 187, 189]. Spherulites can be considered
droplets of dispersed lamellar phase [188, 193], and the tech-
nology allows the entrapment of a variety of different water-
soluble compounds at high yields, including enzymes [194],
nucleic acids [195], and metal ions for nanoparticle synthesis
[187, 190].

The formation of spherulites is a direct consequence of
global packing constraints [196].

3.12. MLVs Prepared by the Bubble Method

This method is based on the bubbling of an inert gas (nitro-
gen) over several hours through a coarse dispersion of (ini-
tially) nonhydrated lipid particles (containing phospholipids
or non-ionic surfactants) and results in vesicle preparations
with a clearly non-uniform size distribution [197]. The actual
bubbling unit consists of a round-bottomed flask with three
necks, one used for a water-cooled reflux, one for a ther-
mometer, and one for the gas supply. A continuous stream
of gas bubbles is generated at the bottom of the flask.
A coarse vesicle dispersion is first formed usually with a
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homogenizer, and the gas bubbling is carried out at a tem-
perature above the Tm of the lipids (actually at 80 �C in
the case of a mixture of hydrogenated soybean PCs and
dicetylphosphate (10:1, mol:mol). The Tm of hydrogenated
soybean PCs is about 51–52 �C (see Table 4). Depending
on the experimental conditions, the resulting vesicles have a
mean diameter between 200 and 500 nm [197].

3.13. LUVs and GUVs Prepared
by the Cochleate Cylinder Method

A so-called cochleate cylinder is a precipitate of a cylindri-
cal, cigar-like phospholipid aggregate that looks like a snail
with a spiral shell (its Greek name is cochleate [198]).

In the standard procedure, cochleate cylinders form upon
stepwise addition of Ca2+ to SUVs prepared by bath son-
ication from phospholipid mixtures containing negatively
charged amphiphiles, such as phosphatidylserine (or phos-
phatidylglycerol) [31, 199].

Cochleate cylinders are rolled bilayers that do not contain
an interlamellar aqueous space. The divalent cation brings
the negatively charged lipids into close contact and excludes
water. A majority of the lipid present must therefore be neg-
atively charged [198], and an excess of Ca2+ with respect to
the negative charges present has to be added.

Instead of adding Ca2+ to the SUVs prepared, the vesicle
suspension can also be dialyzed against an aqueous solution
that contains the required amount of Ca2+ ions [198]. Fur-
thermore, instead of SUVs, unilamellar vesicles prepared
by the detergent-depletion method (see Section 3.27), with
d-glucopyranoside as a detergent, can be applied [198].

Once cochleate cylinders are prepared, LUVs are formed
under the appropriate conditions upon removal of the Ca2+

ions by the complexing agent EDTA (ethylenediaminete-
traacetate) at a controlled pH of around 7.4. Experimentally,
the cochleate cylinders are first separated from the bulk
Ca2+-containing solution by centrifugation to form a tight
pellet, which is further used and made free from lipid-bound
Ca2+ by one of three different procedures, with the use of
EDTA (direct EDTA addition, rotatory dialysis, or agarose
plug diffusion [198]). EDTA binds Ca2+, which leads to an
unrolling of the bilayers and then to a formation of (not very
uniform) unilamellar vesicles with diameters in the range of
below 1 �m to about 10 �m, depending on the experimental
conditions used, such as the Ca2+ complexation procedure
(see above) [198]: while the direct EDTA addition results in
vesicle sizes below 1 �m, rotatory dialysis yields vesicles with
an average size of 0.5–1 �m, and the agarose plug diffusion
method gives vesicles below 1 �m or 5–10 �m, depending
on the procedure.

3.14. LUVs, OLVs, MLVs, and SPLVs
Prepared by the Reversed-Phase
Evaporation Technique

For vesicles prepared by the so-called reversed-phase evap-
oration technique, cosolvents are used [31, 200]. The
bilayer-forming amphiphile (e.g., POPC) is first dissolved
in a water-immiscible organic solvent of low boiling point
(e.g., diethylether, isopropylether, or mixtures of these
ethers with chloroform or methanol). This solution is then

mixed with an aqueous solution in which the final vesicles
are to be formed. After vortexing and brief sonication in a
bath-type sonifier, a reverse emulsion (a so-called water-in-
oil emulsion, abbreviated w/o emulsion) is formed in which
aqueous droplets are stabilized for a certain period of time
by the amphiphiles at the interface between the droplets
and the bulk organic solution. The organic solvent is then
removed under reduced pressure at a temperature above
Tm. During the solvent removal, the reversed emulsion col-
lapses and is transferred into bilayered vesicles. The result-
ing vesicles (abbreviated REVs) are often unilamellar or
oligolamellar vesicles [200], and the size is usually not very
uniform, ranging from about 200 nm to 1 �m [200] or even
more. Therefore, a homogenization step, such as extrusion
(Section 3.8), often follows REV preparation [169, 201].

Vesicles prepared by the reversed-phase evaporation tech-
nique are useful for obtaining high encapsulation yields for
water-soluble molecules (similar to the DRV preparation
described in Section 3.7).

In a modification of the originally developed REV
method, the experimental conditions are altered in such a
way that the phospholipid/water ratio in the water-in-oil
emulsion is changed; and the vesicles formed are no longer
mainly uni- or oligolamellar, but mainly MLVs with sizes
above 600 nm, thereby allowing higher encapsulation yields
for water-soluble compounds [202–204].

With the aim of applying the principles of the REV
method to large scale productions, the original method has
been modified with the use of the nontoxic and cheap super-
critical fluid CO2 [205]. CO2 has a critical temperature of
31 �C and a critical pressure of 73.8 bar [205], above which
CO2 exists as liquid. For the preparation of DPPC vesicles,
the temperature was set at 60 �C (well above Tm; see Table 4)
and the pressure was kept at 200 bar [205]. The resulting
suspension contains mainly unilamellar vesicles with diame-
ters between ∼0.1 and 1.2 �m and high trapping efficiencies
[205].

Another procedure that is rather similar to the origi-
nally developed preparation of REVs has been described;
it resulted in the formation of stable MLVs (SPLVs, sta-
ble plurilamellar vesicles [76], to distinguish them from the
MLVs obtained by the thin-film method, as described in Sec-
tion 3.2). In the case of SPLVs, a dry phospholipid film is
first dissolved in diethyl ether. After the addition of a buffer
solution, the two-phase mixture formed is emulsified with
a sonication bath, during which a gentle stream of nitro-
gen gas is passed over the mixture, until the ether is almost
completely evaporated. The resulting mass (“cake”) is resus-
pended in buffer solution, followed by a pelleting by cen-
trifugation and washing with buffer [76].

3.15. LUVs Prepared From
W/O- and W/O/W-Emulsions

This multistep procedure for the formation of vesicles
[206, 207] is very similar to the reversed-phase evapora-
tion method (Section 3.14). It starts with the preparation
of a w/o emulsion containing the water-soluble molecules
to be entrapped in the final vesicle preparation. The emul-
sion is formed from soybean PCs, cholesterol, and benzene
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(or methylene chloride). This w/o emulsion is then emulsi-
fied with another aqueous phase to form a water-in-oil-in-
water emulsion (w/o/w emulsion), paralleled by evaporation
of the solvent molecules, which is speeded up by mechani-
cal agitation and a stream of nitrogen gas [207]. The mainly
unilamellar vesicles thus obtained have a reported mean
diameter of about 400 nm [207]. The size of the vesicles
(apparently always between 50 and 500 nm) depends on the
experimental conditions, such as the intensity of the second
emulsification step (to form the w/o/w emulsion) [206] and
the chemical nature of the organic solvent used [207]. With
increasing boiling point of the solvent, the mean size of the
vesicles tends to decrease [207].

3.16. MLVs, GUVs, and MVVs Prepared by
the Solvent-Spherule (W/O/W Emulsion)
Method or DepoFoam Technology

This particular method is called the solvent-spherule method
by its inventors [208], since solvent spherules (surfactant-
stabilized o/w emulsion droplets) are the starting system
from which the oil (the solvent) is removed in a particular
way, resulting in the formation of micrometer-sized MLVs
[208]. The method is conceptually similar to the methods
described in Sections 3.14 and 3.15.

The vesicle-forming amphiphiles (necessarily containing
a small amount of negatively charged surfactants) are first
dissolved in a 1:1 (v/v) mixture of chloroform and diethyl
ether. This lipid solution is placed under the surface of an
aqueous solution (5% glucose) with a glass capillary pipette.
After agitation for about 1 min, surfactant-stabilized sol-
vent spherules (droplets) form in the aqueous phase (w/o/w
emulsion). The volatile solvent mixture is then removed in
a particular way by careful dropwise addition to a flask to
which a stream of nitrogen gas is added. The flask is kept
at 37 �C and gently swirled. The average size of the MLVs
formed is affected by the lipid concentration and the size of
the lipid spherules formed by mechanical agitation.

In a modification of the method, which involves the addi-
tional use of triolein and a certain complex way of mixing,
evaporation and centrifugation steps, GUVs in the 5–10-�m
size range can be prepared, depending on the experimental
conditions (strength and duration of the initial vortexing to
form the o/w emulsion droplets) [31, 209].

In a further variation of the method, multivesicular vesi-
cles (MVVs), with sizes between about 5 and 30 �m, can
be prepared by a similar stepwise procedure (which involves
pelleting by centrifugation), using a particular lipid mix-
ture and, as solvents chloroform, diethyl ether and triolein
[31, 210]. The technology for the preparation of this type of
MVV is known as DepoFoam technology [211].

DepoFoam technology is a double emulsification process
that has been developed based on initial observations [210]
of the formation of MVVs. The vesicles formed are mul-
tivesicular vesicles (also called multivesicular liposomes),
micrometer-sized vesicles that contain internal, nonconcen-
trically arranged compartments. The internal packing is
comparable to the way gas bubbles are packed in a gas-liquid
foam [211, 212]. The contacts between the compartments
exhibit a tetrahedral coordination.

The first step in the formation of DepoFoam MVVs is
the preparation of a w/o emulsion by dissolving a mixture
of vesicle-forming amphiphiles (e.g., phospholipids) con-
taining at least one neutral lipid (e.g., triolein) in one or
more volatile, water-immiscible organic solvents (e.g., chlo-
roform) and the addition of an aqueous solution containing
water-soluble molecules to be entrapped in the final vesicles
formed. In a second step, the w/o emulsion is mixed with
a second aqueous solution, followed by mechanical mixing
to yield solvent spherules suspended in the second aqueous
phase (a w/o/w emulsion [212]). The organic solvent is then
removed from the spherules by evaporation at reduced pres-
sure or by passing a stream of nitrogen gas over or through
the suspension [211]. The properties of the MVVs formed
(such as captured volume) depend on the experimental con-
ditions, such as molar fraction of the neutral lipid [210].

The presence of a neutral lipid like triolein is important
since it allows a particular type of compartmentation [211].
Triolein acts as a hydrophobic space filler at bilayer inter-
section points and stabilizes these junctions. Furthermore,
triolein is also present as oil droplets dispersed in the encap-
sulated aqueous space [211].

3.17. GVs Prepared from an Organic/Aqueous
Two-Phase System

Giant vesicles—claimed to be unilamellar [213]—can be
prepared rapidly by first dissolving the vesicle-forming
amphiphiles in a chloroform-methanol solution in a round-
bottomed flask, and then adding carefully along the flask
walls an aqueous solution (water or buffer) that may also
contain water-soluble molecules to be entrapped. After
removal of the organic solvent in a rotatory evapora-
tor under reduced pressure and at elevated temperature
(40 �C), a suspension is obtained that contains many giant
vesicles with diameters up to 50 �m, which can be removed
for further investigation [213, 214].

3.18. SUVs and LUVs Prepared
by the Ethanol Injection Method

This method is a rather simple one that uses ethanol as
a cosolvent and does not require homogenization devices
[31, 215, 216]. The bilayer-forming amphiphile (e.g., POPC
or another PC) is first dissolved at a certain concentra-
tion in ethanol (or methanol [217]). A transparent solu-
tion is obtained. If a small amount of this ethanolic (or
methanolic) lipid solution is now rapidly added at a temper-
ature above the Tm to an aqueous solution, the formation
of vesicles is observed. The reason for vesicle formation is
the miscibility of ethanol (or methanol) with water and the
migration of alcohol molecules—originally surrounding the
lipid molecules—away from the lipids into the bulk solution.
Depending on the experimental conditions (e.g., lipid con-
centration in the alcohol, speed of adding the alcoholic lipid
solution, final concentration in the aqueous suspension, and
stirring rate), the vesicles formed are more or less homoge-
neous with respect to size and lamellarity. The most impor-
tant factor seems to be the concentration of the lipid in the
alcohol injected into the buffer solution.
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Vesicles prepared from DMPC (at 35 �C) or DPPC (at
55 �C), for example, were mainly unilamellar vesicles with
diameters between about 30 nm and about 120 nm if the PC
concentration in the ethanolic solution was varied between
about 3 mM and about 40 mM (with an ethanol concen-
tration in the buffer after the addition of 2.5–7.5%, v/v)
[210]. Similar results were obtained with a mixture of soy-
bean phospholipids [218].

In the case of POPC injected as a methanolic solution,
POPC concentrations in methanol up to 25 mM result in
vesicles with diameters between 40 and 70 nm [217].

The ethanol (or methanol) present in the final vesicle sus-
pension may be removed almost completely by dialysis if
required [216].

One of the limitations of the method is the limited
solubility of the phospholipids in the alcohol (e.g., 40 mM
soybean PC in ethanol [218]). This necessarily results in rel-
atively dilute vesicle suspensions (a few millimolar). Fur-
thermore, whereas entrapment yields for ethanol-soluble
substances are high [218], the encapsulation efficiency for
water-soluble compounds is low [218], unless a sophisti-
cated cross-flow injection technique is used [219], which also
allows an upscaling to at least several 100 ml [220].

The ethanol injection method has also been combined
with high-speed homogenization [221, 222], thereby allow-
ing the preparation of uniform vesicles with a diameter of
170–200 nm on an industrial scale [222].

In a further modification of the method, an ethanolic lipid
solution is not injected into an aqueous solution, but water is
poured into a concentrated lipid-ethanol solution, followed
by the removal of the ethanol in an evaporator and the addi-
tion of water [223]. The particular lipid mixture contained
a defined amount of soybean PC, cholesterol, �-sitosterol
�-d-glucoside, and oleic acid, and the resulting polydisperse
vesicles had mean diameters between about 150 nm and
1.3 �m, depending on the experimental conditions [223].

3.19. ULVs and OLVs Prepared
by the Proliposome Method

This method is related to the ethanol injection method
described in Section 3.18 in the sense that ethanol is also
used as a cosolvent. An initial mixture (called prolipo-
some mixture [224]) containing vesicle-forming amphiphiles
(egg PCs [225], soybean PCs, or hydrogenated soybean PCs
[224]), ethanol (or glycerol or propyleneglycol), and water is
converted into vesicles by a dilution step [224–226]. It is a
method that seems to be particularly applicable to the bulk
production of lipid vesicles.

The vesicles (liposomes) only form after water addition
since the proliposome mixture does not contain enough
water to trigger vesicle formation. The proliposome mixture
is probably built up of extended hydrated lipid bilayers that
are separated by an ethanol-rich hydrophilic medium [224].

The encapsulation efficiencies for water-soluble or bilayer
soluble compounds are rather high [224, 226]. The vesicles
formed by the proliposome method may be predominantly
unilamellar or oligolamellar vesicles with a broad size distri-
bution between 20 nm and about 400 nm [218]. The mean
size and lamellarity of the vesicles obtained seem, however,
to depend on the actual experimental conditions. In the case

of vesicles formed from a “proliposome mixture” containing
egg yolk PC:ethanol:water at a ratio of 100:80:20 (w/w/w),
the mean size varied between 100 nm and 1.2 �m, and most
vesicles were oligo- or multilamellar [225].

In a modification of the actual proliposome method, a
large-scale production of lipid vesicles could be achieved by
diluting about 10–20 times—with an aqueous phase using
a dynamic mixing device above Tm of the lipids—a water-
miscible solvent mixture composed of N -methylpyrrolidone
and tert-butyl alcohol (1:4, v/v) containing POPC:1,2-
dioleoyl-sn-glycero-3-phosphoserine (7:3, mol/mol) and a
drug to be entrapped [227]. The resulting mean size of the
mainly unilamellar vesicles formed after the dilution varied
with the composition of the aqueous phase between about
50 and 150 nm [227].

Please note that the term “proliposome” has also been
used for particular dry granular phospholipid preparations
which, upon dispersion in water, result in the formation of
MLVs [31, 228]. These preparations do not contain ethanol
at all.

3.20. Preparation of
Multilamellar Ethosomes

With a third method in which ethanol plays an important
role, so-called ethosomes can be prepared. Ethosomes are
lipid vesicles that contain in the final preparation a consid-
erable amount of ethanol. Ethosomes are prepared by first
dissolving a phospholipid (such as soybean PC mixtures) in
ethanol. Water is then slowly added in a fine stream with
constant mixing to a specially prepared container, followed
by an equilibration of the system at 30 �C. The final vesicle
preparation contains 2% (w/w) soybean PCs and 30% (w/w)
ethanol and seems to be particularly useful in pharmaceu-
tical applications for drug transport across the skin (trans-
dermal drug delivery) [229–231]. The vesicles formed are
mainly MLVs and are apparently relatively monodisperse,
with a mean reported diameter of about 150 nm [229]. The
size of the vesicles seems to increase with decreasing ethanol
concentration [229]. At 20% (w/w) ethanol, the mean etho-
some diameter is around 190 nm; at 45% (w/w) it is around
100 nm [229]. The mean vesicle size is also dependent on
the lipid concentration. At 30% (w/w) ethanol, the vesicles’
mean diameter varies from about 120 nm to about 250 nm
on going from 0.5% (w/w) to 4% (w/w) soybean PCs [229].

In transdermal drug delivery applications, the ethanol
present in an ethosome preparation may act as a skin per-
meation enhancer because of the interaction with the lipid
layers of the skin’s horny layer (stratum corneum), thereby
allowing the passage of drugs across the skin.

3.21. GVs Prepared by the
Interdigitation-Fusion Method

A fourth method that uses ethanol is based on the fact
that under certain conditions certain glycerophospholipids
are known to form bilayers that have interpenetrated (inter-
digitated) hydrophobic chains. This means that the methyl
groups localized at the end of the hydrophobic chains of a
monolayer in a bilayer are in contact with the methylene
groups of the hydrophobic chains of the other monolayer
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and vice versa. Such interdigitated structures (interpene-
trated lamellar sheets) are formed upon the addition of
ethanol to SUVs prepared from specific saturated PCs (e.g.,
DPPC), at a temperature below Tm. When the temperature
is increased above Tm, the interdigitated lamellar sheets fuse
and transform into vesicles that are mainly unilamellar and
have diameters above 1 �m (called IFVs, vesicles prepared
by the interdigitated fusion method [232]).

The trapped volume of the IFVs depends on the chemical
structure of the lipid, the concentration of ethanol used to
induce interdigitation fusion, and the size of the precursor
SUVs [232].

3.22. ULVs and MLVs Prepared
by the Coacervation Technique

The starting system in this method of vesicle preparation
is a mixture of naturally occurring egg yolk phospholipids
(including about 81% PCs), an alcohol in which the phos-
pholipids are soluble (methanol, ethanol, n-propanol, or
2-propanol), and water [233]. Under appropriate conditions,
phase separation is observed in this three-component sys-
tem, corresponding to a region in the phase diagram that
is related to a so-called coacervation. Coacervate is an old
term used in colloid chemistry [234]. It refers to a system
in which an amphiphile-rich aqueous phase is in equilibrium
with an amphiphile-poor aqueous phase. It seems that coac-
ervates actually correspond to the so-called sponge phase
(the L3-phase), a disordered version of the bilayered bicon-
tinuous cubic phase [235].

After the initial coacervation system is dialyzed against
water, vesicles form that seem to be either relatively homo-
geneous and unilamellar vesicles (in the case of methanol
or propanol) or mainly MLVs (in the case of ethanol), rang-
ing in size from about 100 nm to 1 �m, depending on the
experimental conditions used [233].

3.23. Vesicles Prepared by the Supercritical
Liposome Method

With the use of a specially designed, technically rather
complex apparatus, vesicles with an average size of about
200 nm can be prepared by mixing at low pressure an
aqueous solution with supercritical CO2 (kept at high pres-
sure (25 MPa) and 60 �C) containing the vesicle-forming
amphiphile (POPC:cholesterol, 7:3, mol/mol). The mean
vesicle sizes vary with the experimental conditions, such as
geometric dimensions of the important parts of the appara-
tus [236].

3.24. Vesicles Prepared by the Ether
Injection Method

Vesicles can be prepared by slowly injecting (at 0.2 ml/ml)
a diethyl ether/phospholipid solution into an aqueous phase
that has been warmed to a temperature (55 �C) above the
boiling point of diethyl ether [31, 237]. The diethyl ether
vaporizes upon contact with the aqueous phase, and the
dispersed lipids form preferentially (but not entirely) uni-
lamellar vesicles. These vesicles can then be sized down by
extrusion (see Section 3.8) or simple Millipore filtration. In

the latter case, the reported vesicle diameters are in the
range of 100 to 300 nm [237].

3.25. OLVs Prepared by the Rapid
Solvent Exchange Method

The rapid solvent exchange (RSE) method has been specif-
ically designed for the preparation of vesicles from phos-
pholipid-cholesterol mixtures containing high amounts of
cholesterol [238]. The method is based on a rapid transfer
of the vesicle-forming lipids from an organic solvent to an
aqueous buffer solution in which the vesicles are meant to
be formed. This rapid solvent exchange avoids the transient
formation of solid lipid mixtures, which often demix (phase
separate) and result in inhomogeneous vesicle preparations.

The lipids and the membrane soluble additives (i.e.,
cholesterol) are first dissolved in a solvent that is not misci-
ble with water (e.g., chloroform or methylene chloride). This
lipid solution is then added to an aqueous solution above
the Tm of the lipids in a particular manner at reduced pres-
sure with a specially designed apparatus in such a way that
the solvent is rapidly (within 1 min) and almost completely
evaporated, as a result of pressure changes during the injec-
tion process.

Vesicles prepared by the RSE strategy from POPC, for
example, are oligolamellar with an expected lamellar repeat
distance of 6.5 nm (see Section 3.2) and an entrapped vol-
ume of about 4.5 liters/mol [238].

3.26. Vesicles Prepared from an Initial
O/W Emulsion

In this simple method [239], an o/w emulsion is first formed
by bath sonication from a vesicle-forming amphiphile (egg
yolk PC and cholesterol), an aqueous solution (containing
the water-soluble molecules to be entrapped), and n-decane.
This o/w emulsion is then transferred to a second aqueous
solution, which gives two separated phases, an upper organic
phase and a lower aqueous phase. The two-phase system is
centrifuged at 3500 × g for 10 min, resulting in the move-
ment of the amphiphiles from the organic phase into the
aqueous phase and, as a consequence, the formation of vesi-
cles in the lower aqueous phase, which is separated from the
upper phase. The resulting vesicles, which may contain small
amounts of n-decane in the bilayer, have a diameter in the
range of 50–200 nm and are characterized by relatively high
encapsulation yields [239].

3.27. ULVs Prepared
by the Detergent-Depletion Method

If a bilayer-forming lipid is mixed in an aqueous solu-
tion with a micelle-forming surfactant (often called deter-
gent, from the Latin word detergere, meaning to wipe
off or to clean) under such conditions that the deter-
gent molecules “dominate,” mixed detergent/lipid micelles
are formed [240–243]. These aggregates are composed
of bilayer-forming amphiphiles as well as micelle-forming
amphiphiles and are disc-like, sheet-like, or cylindrical
structures.
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In the detergent-depletion method (also called the
detergent dialysis or detergent removal method), the starting
system from which the vesicles are formed is mixed deter-
gent/lipid micelles. The micelle-forming detergent molecules
(with their large a0; see Section 1.1) are expected to be
distributed in the mixed-micelle aggregate in such a way
that they particularly occupy the highly curved edges of
the aggregates [31]. The micelle-forming surfactant is also
present in a relatively high amount in the bulk phase as
nonaggregated, monomeric detergent, at a concentration

hydration,
mechanical treatment

at T > Tm

'oil' removal
at T > Tm

detergent
removal
at T > Tm

solvent
exchange
at T > Tm

(i)

(ii)
w/o-emulsion w/o/w-emulsion

(iii) (iv)

'oil'

aqueous solution

Figure 4. Simplified schematic representation of the principal pathways
for the preparation of (normal) lipid vesicles in the case of “conven-
tional amphiphiles” (surfactants that do not form a true vesicle phase
at thermodynamic equilibrium). The pathways involve, as starting state
of the amphiphiles, (i) preorganized dry lipids, which are hydrated
and (possibly) mechanically manipulated above the Tm of the lipids;
(ii) preorganized lipids in w/o emulsions (or w/o mircoemulsions or
reversed micelles) or w/o/w emulsions prepared in a volatile solvent
that is removed during the vesicle preparation procedure above Tm of
the lipids; (iii) preorganized lipids in the presence of micelle-forming
detergents (mixed detergent/lipid micelles) existing in dynamic equilib-
rium with free detergent monomers that are removed during the vesicle
preparation procedure above the Tm of the lipids; or (iv) lipids dissolved
in a solvent that is miscible with water and is exchanged with water dur-
ing the vesicle preparation procedure above the Tm of the lipids. Once a
vesicle suspension is formed, the mean vesicle size and size distribution
can always be altered by mechanical treatments above Tm.

corresponding in a first approximation to a value a bit
lower than the detergent’s cmc, the critical concentration for
micelle formation determined separately under comparable
conditions.

The amount of monomeric detergent in the mixed
micellar system is important, as it is this nonaggregated
amphiphile that is removed from the solution during the
detergent removal process, which finally leads to the for-
mation of vesicles [31, 66, 69, 71, 244–247]. The principle
of the detergent-depletion method is the following: mixed
detergent/lipid vesicles, present in rapid equilibrium with
detergent monomers, are put into a dialysis bag or another
dialysis device [31] at a temperature above Tm of the lipid
used [248]. The dialysis membrane is characterized by a per-
meability for the monomers, whereas the much larger mixed
micelles cannot pass the membrane. Then, at a temperature
above Tm [248], the dialysis device is put in contact with a
buffer solution in which the mixed micelles were formed.
Since the monomers can pass the dialysis membrane, the
amount of monomers in the solution inside the dialysis
device continuously and slowly decreases, and detergent
monomers move from the mixed micellar aggregate into the
bulk solution. This process continues until the amount of
detergents in the micellar aggregates is so low that mixed
micelles can no longer exist, and extended mixed bilayer
fragments (sheets) and finally mixed lipid/detergent vesi-
cles form. Extensive dialysis leads to the formation of vesi-
cles that are almost (but not necessarily completely [249])
free from detergent molecules. These vesicle suspensions are
often to a large extent unilamellar and have a narrow size
distribution. The mean size depends on the experimental
conditions, such as type of detergent used, initial lipid and
detergent concentrations in the mixed micellar solution, and
speed of detergent removal [247, 250–252].

Table 5 lists detergent molecules that are often used
for the preparation of vesicles by the detergent-depletion
method, together with characteristic size ranges of the
mainly unilamellar vesicles formed.

In the case of a system containing egg yolk PC and
the bile salt sodium taurochenodeoxycholate (which aggre-
gates itself stepwise into a particular type of unconven-
tional, small micelles [253–255]), the mixed micelle-mixed
vesicle transformation process—initiated by a rapid dilution
process—has been investigated by time-resolved static and
dynamic light-scattering measurements [256]. The scatter-
ing data analysis indicates that the key kinetic steps during
vesicle formation are the rapid appearance of disc-like inter-
mediate micelles, followed by growth of these micelles and
closure of the large discs formed into vesicles [256].

In addition to detergent removal through dialysis, gel
permeation chromatography [256, 257] (which is based on
the partitioning of detergent monomers into the pores of a
swollen gel matrix) or so-called Bio Beads [246, 247, 258,
259] (which bind detergent monomers) can also be applied.

In the case of saturated PCs like DMPC and DPPC and
octyl-�-d-glucopyranoside, the originally developed deter-
gent-dialysis method has been modified slightly because of
the relatively high Tm value of these lipids (see Table 4)
[248]. The important modification is a slow dilution step
before the actual dialysis procedure [248], resulting in
mainly unilamellar vesicles with a mean diameter of 98 nm



Preparation of Vesicles (Liposomes) 61

Table 5. Some of the detergents most often used for the preparation of vesicles by the detergent depletion method
(Section 3.27) and approximate mean sizes of the vesicles formed in the case of egg yolk PCs.

cmc at Method for removing Reported approximate
Detergent 25 �C (mM) the detergent vesicle diameters (nm) Refs.

Sodium cholate ∼11 Gel permeation chromatography 30 [257]
Dialysis 60 [244]

70 [252]
60–80 [245]
80–100 [251]
50–150 [519]

Sodium glycocholate ∼10 Dilution and dialysis 30–100 [143]
Sodium deoxycholate ∼4 Dialysis 150 [252]
Sodium chenodeoxycholate ∼5 Dialysis 160 [252]
n-Octyl-�-d-glucopyranoside ∼23 Dialysis 180 [245, 524]

230 [525]
Bio Beads 300–500 [246]

250 [526]
C12EO8 (n-dodecyl ∼0.08–0.09 Bio Beads 60–90 [247]

octaethylenglycol
monoether)

25–80 [527]
120 [526]

CHAPS (3-[(3- ∼5–10 Dialysis 380 [519]
cholamidopropyl)
dimethylammonio]-
1-propane sulfonate)

Note: The size of the vesicles may very much depend on the experimental conditions (see text). In particular, the resulting sizes may
also depend on the presence of bilayer soluble substances (e.g., cholesterol [245, 246]) or in particular cases (cholate) on the presence of
divalent cations (e.g., Ca2+) [519]. The approximative cmc values given in the table are taken for the bile salts from [520]; for C12E8 from
[521, 522]; for CHAPS from [522, 523]; and for n-octyl-�-d-glucopyranoside from [522].

(DMPC) and 94 nm (DPPC) under the corresponding con-
ditions used [248].

It is quite generally possible to first simply dilute the
mixed micellar system, followed by dialysis to completely
remove the detergent [260]. If the detergent is not com-
pletely removed, the vesicle preparation by simple dilution
will always contain detergent molecules, even if the dilution
is 100- or 200-fold [250].

In a particular case [261], SUVs with a mean diameter of
23 nm were first prepared by sonication from egg yolk PC
at a concentration of 20 mM. The detergent sodium deoxy-
cholate was then added to give an aqueous mixture at a ratio
of deoxycholate to PC of 1:2 (mol/mol). This mixture con-
tained vesicles that were considerably larger than the SUVs
used, because of the uptake of the detergent molecules.
Deoxycholate was then removed to about 96–98% first by
gel filtration and then almost completely by a second gel
filtration. The final preparation—containing less than one
deoxycholate molecule per PC molecule—were dispersed
unilamellar vesicles with a mean diameter of 100 nm [261].
The same mean vesicle sizes were also obtained if instead of
SUVs a dry egg yolk PC film was treated with deoxycholate,
followed by bulk sonication and detergent removal [261].

Large-scale production of vesicles by detergent dialysis is
possible (e.g., [262]), and commercial devices are available
under the trade names Liposomat and Mini Lipoprep.

The detergent depletion method is the method of
choice for the reconstitution of water-insoluble membrane-
associated proteins, which in a first step are extracted from
the biological membrane by a mild detergent that does not
lead to an irreversible protein denaturation [258, 263]. The

membrane protein-containing mixed detergent/lipid micelles
are then converted to membrane protein-containing vesicles
by one of the detergent removal techniques described above.

3.28. (Mixed) Vesicles Prepared
by Mixing Bilayer-Forming
and Micelle-Forming Amphiphiles

As mentioned in Section 3.27, mixed lipid/detergent vesi-
cles form transiently during detergent removal from
detergent/lipid micelles. Such mixed vesicles can also
be prepared by adding to preformed lipid vesicles
(prepared by any method) above Tm an appropriate
amount of a particular detergent [264, 265] or by sim-
ply diluting a mixed detergent/lipid micellar solution [266].
Examples of detergents that have been used include
sodium cholate [267], n-octyl-�-D-glucopyranoside [268],
or 3-[(3-cholamidopropyl)dimethylammonio]-1-propane sul-
fonate (CHAPS) [269]. The size of the resulting mixed
lipid/detergent vesicles depends on the experimental condi-
tions, such as the size (and lamellarity) of the initial vesicles,
the chemical structure of the lipid, the lipid concentration,
the chemical structure of the detergent, and the detergent
concentration.

Phosphatidylcholines like POPC, SOPC, DMPC, DPPC,
or the mixtures extracted from egg yolk or soybeans are the
amphiphiles whose mixed lipid/detergent vesicle (bilayer)
formation has been studied most extensively. These PCs all
have two long hydrophobic acyl chains containing 14 to 18
or 22 carbon atoms (see Tables 2 and 4).
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PCs with two short acyl chains, containing fewer than
10 carbon atoms, do not form bilayers (vesicles) in
dilute aqueous solution, but rather micelles (as long as
the concentration is kept above the cmc) [270, 271].
While a very short-chain PC (1,2-dibutanoyl-sn-glycero-3-
phosphocholine) forms more or less spherical micelles, an
increase in the chain length up to eight carbon atoms leads
to the formation of extended, elongated micellar struc-
tures. All of these short-chain PCs are detergents in the
sense of the term used here (Section 3.27) [272], and unil-
amellar vesicles composed of long-chain PCs and short-
chain PCs can easily be prepared, for example, by the
addition of a micellar solution of 1,2-diheptanoyl-sn-glycero-
3-phosphocholine (final concentration 5 mM) to a DPPC
dispersion (final concentration 20 mM) in an aqueous solu-
tion [273]. The resulting vesicles are rather stable and have
mean diameters below as well as above 1 �m [274], depend-
ing on the experimental conditions, such as the ratio of the
short-chain PC to the long-chain PC and cholesterol content
[274].

One particular type of mixed lipid/detergent vesicular
system (also containing ethanol)—not prepared by deter-
gent dialysis, but by simple detergent and lipid mixing—are
the so-called Transfersomes, vesicles that are claimed to be
able to transfer water-soluble drugs through the skin to the
blood circulation (transdermal drug delivery), particularly
through the outermost physical barrier of the skin, the horny
layer, called the stratum corneum. Transfersomes seem to
be ultradeformable and may squeeze through the stratum
corneum pores, which have diameters only one-tenth of the
size of the Transfersomes. In this way, encapsulated water-
soluble drugs may be transported across the skin [231].
Transfersomes are prepared by mixing an ethanolic solution
of soybean PCs with (for example) sodium cholate to yield
a suspension typically containing 8.7% (w/w) soybean PCs
and 1.3% (w/w) cholate as well as approximately 8.5% (v/v)
ethanol [275, 276]. For a reduction in vesicle size to about
500 nm, the suspension was treated by sonication, freeze-
thaw cycles, and processing with a homogenizer.

In the case of the particular non-ionic industrial
amphiphile Brij 30 (n-dodecyl tetraethylene glycol ether,
abbreviated as C12E4 or C12EO4, also called Laureth-
4), vesicles have been prepared by simple dilution from
so-called hydrotrope solutions, which contained in addition
to C12EO4 the micelle-forming surfactant sodium xylene sul-
fonate [277]. Through a detailed elaboration and analysis
of the three-component phase diagram containing C12EO4,
sodium xylene sulfonate, and water, the conditions under
which vesicles form have first been established. Appropri-
ate starting conditions were then chosen, and a correspond-
ing dilution resulted finally in the desired vesicular system,
which contained not only the vesicle-forming amphiphile,
but also the hydrotrope (as constituent of the aqueous
phase) [277].

3.29. Vesicles Prepared from Lipids
in Chaotropic Ion Solutions

This method is related to the detergent-depletion method
described in Section 3.27. Chaotropic substances (e.g.,
urea, guanidinium hydrochloride, potassium thiocyanate,

trichloroacetate, or trichlorobromate) are known to disturb
(break) the structure of water, and lipids are soluble in
chaotropic solutions [278]. Solutions of trichloroacetate, for
example, dissolve PCs as micellar solution [279], through
a binding of the ions to the head groups, which leads to
an increase in a0 (see Section 6). If a SUV suspension
prepared from phospholipids in buffer solution by probe
sonication is mixed with an aqueous solution containing
sodium trichloroacetate, a micellar solution is first obtained
(at about 1–3 M sodium trichloroacetate in the case of
0.1–0.5 mM phospholipids). This solution is then exten-
sively dialyzed against a buffer solution to remove all of
the chaotropic ions, resulting in the formation of uni- or
oligolamellar vesicles with diameters between 10 and 20 �m,
although many small vesicles are also present [278]. If
freeze-thaw cycles are used, the amount of chaotropic ions
needed to generate giant vesicles is lowered considerably
[278].

3.30. GVs Prepared from a W/O Emulsion
with the Help of a Detergent

This method involves the use of nonphospholipid
amphiphiles in a four-step procedure [280]. First, a w/o
emulsion is formed by homogenization of an aqueous
solution, n-hexane and a mixture of soybean phospholipids
and the non-ionic surfactant Span 80 (sorbitan monooleate).
Second, n-hexane is removed by rotatory evaporation from
the emulsion under reduced pressure, resulting in the
formation of a water-in-lipid mixture. Third, this mixture is
mixed with an aqueous solution containing a water-soluble
detergent (such as sodium dodecyl sulfate, hexadecytrimethy-
lammonium bromide, or Tween 80 (POE (20) sorbitan
monooleate, which is a modified sorbitan monooleate that
contains on average a total of 20 hydrophilic oxyethylene
units). Fourth, the highly water-soluble detergent is removed
by dialysis, leading to the formation of micrometer-sized
vesicles.

4. PREPARATION OF
REVERSED VESICLES

There seems to be a kind of symmetry among most self-
organized surfactant aggregates with regard to the distri-
bution of the hydrophilic and the hydrophobic parts of
the surfactants in the aggregate [281–283]. There are (nor-
mal) micelles (L1-phase) and reversed micelles (L2-phase),
a (normal) hexagonal phase (HI� and a reversed hexagonal
phase (HII�, and (normal) emulsions (oil-in-water, o/w) and
reversed emulsions (water-in-oil, w/o) [235]. In the case of
vesicular aggregates, the existence of reversed vesicles has
been demonstrated [283], for example, for a system con-
taining the non-ionic surfactant tetraethyleneglycol dodecyl
ether (n-dodecyl tetraethyleneglycol monoether, abbreviated
R12EO4, C12EO4, or C12E4�, the solvent n-dodecane, and
water [281, 282]. These reversed vesicles form first upon
the preparation of a mixture composed of 1 wt% water and
99 wt% of a n-dodecane solution which contains 2.5 wt%
C12EO4 [281]. After equilibration at 25 �C, a two-phase sys-
tem forms that is composed of a lamellar liquid crystalline
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phase that is in equilibrium with an excess n-dodecane
phase. When these two phases are mixed by hand-shaking, a
heterogeneous dispersion of mainly multilamellar reversed
vesicles forms with diameters of the reversed vesicles from
less than 1 �m to 10–20 �m [281]. Strong vortexing leads to
a reduction in size below 200 nm [282]. Without water, no
reversed vesicles form.

A reversed vesicle formed in an oil (in a water-immiscible,
apolar solvent) is composed of an oily core and one or sev-
eral closed “reversed” surfactant bilayer shells. The reversed
bilayers are organized in such a way that the hydrated
hydrophilic head groups of the amphiphiles are facing
toward the center of the reversed bilayer, while the hydro-
carbon chains are in contact with the oil [281].

The particular type of reversed vesicles formed from
R12EO4, water, and n-dodecane seem to be rather unstable
and convert back into the thermodynamically stable two-
phase system within hours or days [281]. Considerably more
stable reversed vesicles can be obtained from a mixture of
the non-ionic surfactants sucrose monoalkanoate (which is,
to at least 95%, a monoester containing 10 wt% tetrade-
canoyl, 40 wt% hexadecanoyl, and 50 wt% octadecanoyl
chains [283]), hexaethyleneglycol hexadecyl ether (abbrevi-
ated R16EO6, C16EO6, or C16E6�, n-decane, and water [284].
The two surfactants are mixed at a weight ratio of sucrose
monoalkanoate to C16EO6 of 85:15, and vesicle formation
is observed at typically 3 wt% surfactant in n-decane with a
typical weight ratio of surfactant to water of 6 [283]. Treat-
ment of the vesicle suspension with a probe sonicator at
30 �C leads to a reduction in the reversed vesicle size to
about 150–300 nm, depending on the experimental condi-
tions, such as the water-to-surfactant ratio and the surfactant
concentration [284].

The formation by vortexing of micrometer-sized reversed
vesicles (and reversed myelin figures) has also been observed
in m-xylene at a surfactant-to-water weight ratio around 0.8
for a number of polyethyleneglycol oleoyl ethers (abbrevi-
ated R18�1EOx or C18�1EOx, with mean values of x vary-
ing between 10 and 55) [285]. Furthermore, it seems that
some phospholipids can also form reversed vesicles under
particular conditions, as reported in the case of a system
containing soybean phosphatidylethanolamine and triolein,
saturated with water through vapor equilibration [286]. The
particles formed—which are most likely reversed vesicles—
have diameters in the range of 500 nm to 1.7 �m [286].

5. CHARACTERIZATIONS AND
APPLICATIONS OF VESICLES

5.1. Characterizations of Vesicles

There are a number of typical properties that characterize
a vesicle suspension, particularly the mean vesicle size, the
vesicle size distribution, the mean number of lamellae per
vesicle, and the chemical and physical stability [287]. All of
these properties depend on (i) the chemical structure of the
amphiphiles (or mixtures of amphiphiles) from which the
vesicles are formed; (ii) the solution in which the vesicles are
formed (e.g., salt and buffer content in the case of (normal)
vesicles and aqueous solutions); and (iii) the method of vesi-
cle preparation (see Section 3). A minimal characterization

of a vesicle suspension prepared is always needed. In many
cases, a routine size measurement is appropriate, particu-
larly by photon correlation spectroscopy (PCS), also called
dynamic light scattering or quasi-elastic light scattering. PCS
provides information about the homogeneity of a vesicle
suspension, and it is relatively straightforward to find out
whether the vesicles in a preparation are relatively monodis-
perse or whether they are polydisperse. For monodisperse
and spherical vesicles, the mean hydrodynamic diameter
of the vesicles can be determined relatively easily. In the
case of polydisperse vesicle preparations and/or nonspher-
ical vesicles, the interpretation of the scattering curves is
more delicate, and it is recommended to apply additional
methods as well, such as electron microscopy. A most proba-
ble vesicle size can be obtained by cryotransmission electron
microscopy (cryo-TEM), although this method is limited to
sizes below about 250 nm, and the sizes and morphologies
obtained have to be taken with caution [288–290]. The use
of different independent methods is always recommended.

Table 6 lists a number of methods that are used for char-
acterizing vesicle suspensions. In many cases, fluorescently
labeled amphiphiles are used in the vesicle membranes at
a concentration of 1–2 mol%. These amphiphiles contain
fluorescent groups, and the behavior of these molecules is
then taken as a measure for the behavior of the bulk vesicle-
forming amphiphiles, for example, for the determination of
the lateral diffusion coefficient of the amphiphiles. Since the
fluorescent groups are sometimes rather bulky, the kinetic
constants obtained with these labeled molecules may be dif-
ferent from the actual membrane-forming lipids [291, 292].
The same is true for nitroxide-labeled amphiphiles used
for ESR (electron spin resonance) measurements [292] (see
Table 6).

For the detection of the internal aqueous volume in (nor-
mal) vesicles—usually expressed as microliter of trapped
aqueous solution per micromole of amphiphile (�l/�mol)—
dye molecules are often used, which can be easily quantified
spectroscopically. Meaningful results, however, can only be
obtained if the dye molecules do not interact with the vesi-
cle membrane (no incorporation inside the membrane, no
adsorption to the membrane).

In the case of permeability measurements, the use of dye
molecules is convenient, and the release of vesicle-trapped
molecules into the external medium can easily be quanti-
fied. In this case, however, one should always be aware that
the permeability measured is the permeability of the partic-
ular dye molecules used under the particular experimental
conditions. In this respect, NMR methods that are based
on the use of paramagnetic shift reagents are better. The
external addition of the shift reagents allows a distinction
between the particular solute molecules present inside the
vesicles and the solute molecules present outside of the vesi-
cles, presuming that the shift reagent does not permeate the
membranes. This has first to be proved. The permeability
may very much depend on the experimental conditions, such
as the presence of certain buffer species [293].

The list in Table 6 is certainly not complete. However, it
gives a few hints about the general principles and problems
of the vesicle characterization and lists some of the meth-
ods and techniques used. Depending on the vesicle prepara-
tion, a particular characterization may be more useful than
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Table 6. Some of the principles and analytical methods used for characterizing the properties of vesicles (see also [66, 287]).

Property Methods used and comments Ref.

Mean vesicle size
and size distribution

PCS
Analysis of the time dependence of intensity fluctuations in scattered laser light due to

the Brownian motion of the vesicles, which is related to the mean hydrodynamic radius
(Rh) of the vesicles. If the vesicle suspension is very polydisperse and/or contains non-
spherical vesicles (e.g., caused by an osmotic imbalance between the inside and the
outside of the vesicles), the size analysis is rather complex and difficult

[2, 31, 528–531]

SLS
Average scattering intensities are measured as a function of the scattering angle and the

vesicle concentration, allowing the determination of the mean radius of gyration (Rg)
of the vesicles

[532–534]

FFEM
Replicas of fractured vesicles are analyzed. The vesicles are fractured at low temperature

(−100 �C) under conditions where the water is in an uncharacterized (amorphous),
“glassy” solid state. Nonequatorial fracturing leads to replicas that do not represent the
“true” vesicle size

[1, 2, 136, 162, 300, 535]

Cryo-TEM
The vesicles are directly observed at low temperature (−170 �C) after rapid freezing

(∼106 �C/s)—under conditions where the water is in an amorphous solid state—to
represent the state of the vesicles at the temperature from which the sample is cooled.
The observed diameters of the vesicles correspond to the “true” vesicle diameters. Only
applicable for vesicles with sizes below ∼250–500 nm. Not free of “artefacts” (“arti-
facts”), i.e., formation of microstructures due to specimen preparation, electron optics,
or radiolytic effects [288–290]

[2, 3, 536]

LM
Only for GVs

[4, 66, 89, 91, 536]

Size exclusion chromatography
Conventional and high-performance liquid chromatography (HPLC) separation based on

the principle that the partitioning behavior of vesicles in the pores of a solid column
matrix depends on the size of the vesicles

[66, 386, 537]

NMR
Size determinations possible from 31P-NMR spectra of phospholipid vesicles that have

sizes below 1 �m with the help of a comparison with simulated spectra. For spectra
simulation, the dynamics of the vesicles and the phospholipids in the vesicle membranes
are considered

[136]

AFM
The vesicles have to be deposited on a solid surface, which may lead to vesicle deformations

and vesicle aggregations

[538, 539]

SANS
Measurements in D2O that may influence the vesicle size via altered head group interac-

tions. Relative complex analysis involving fitting of experimental data

[540, 541]

Bilayer thickness X-ray
Based on the interaction of X-rays with the electrons of the amphiphiles in the vesicles

[80, 300, 542]

Cryo-TEM [543]

SANS
Measurements in D2O. Bilayer thickness determinations possible in the gel, in the ripple,

and in the lamellar phase of the vesicle-forming surfactants (see Section 2)

[540, 541, 544–546]

Vesicle shape
and morphology

LM
Only for GVs. Detection of MVVs

[547–552]

FFEM
Detection of MVVs

Negative staining EM
Heavy metal ions have to be added to the vesicle dispersion, which always alters the

vesicles. Furthermore, the vesicles are observed in a dry state

[12]

continued
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Table 6. Continued

Property Methods used and comments Ref.

Cryo-TEM
Only for vesicles with sizes below ∼250–500 nm

[553]

Lamellarity Cryo-TEM
Only for vesicles with sizes below ∼250–500 nm

[3, 293]

Negative Staining EM
Addition of heavy metals (osmium tetroxide) needed. The number of lamellae detected

may not represent the “true” number of lamellae

[12, 31]

NMR
31P-NMR in the case of phospholipid vesicles. Externally added membrane-

impermeable Mn2+ influences the 31P-NMR signal of the phospholipids in the out-
ermost monolayers by broadening the resonance beyond detection. The resonances
of the inner phospholipids are unaffected. Paramagnetic shift reagents may also be
used (e.g., Pr3+ and Eu3+)

[161, 162, 293, 554]

Fluorescence quenching
An appropriate amphiphilic fluorescent probe molecule is used in the vesicle prepara-

tion, and the fluorescence of the amphiphiles in the outermost layers is quenched
by adding to the vesicles a membrane-impermeable reagent

[555]

SAXS
Based on the interaction of X-rays with the electrons of the amphiphiles in the vesicles

[556]

Chemical modification
Functional groups present in the hydrophilic head groups of the amphiphiles in the

external layer(s) of the vesicle and exposed to the bulk aqueous solution are chem-
ically modified by externally added reagents that do not permeate the membranes
and therefore do not react with the amphiphiles that are present in the inner layer(s)
of the vesicles with their head groups exposed to the trapped aqueous space. The
chemically modified amphiphiles are then quantified

[31]

Lipid domains in the mem-
branes (rafts)

Two-photon fluorescence microscopy
Use of membrane soluble fluorescent probes. Only for GVs

[557]

NMR
31P-, 13C-, or 2H-NMR

[558, 559]

Confocal fluorescence microscopy
Distinction between solid-ordered and fluid-disordered domains in vesicle membranes

made with two fluorescent probes that have different affinities for the two domains.
Only for GVs

[560]

Phase transition tempera-
ture (Tm)

DSC
A vesicle sample and an inert reference are heated independently to maintain an iden-

tical temperature in each. In endothermic solid-ordered/liquid-ordered phase tran-
sitions, heat is required in excess in the vesicle sample over the heat required to
maintain the same temperature in the reference

[43, 300, 540]

Fluorescence
Fluorescence polarization measurements of a membrane soluble fluorescent probe

(e.g., 1,6-diphenylhexatriene, DPH)

[31, 561, 562]

CD
Induced circular dichroism below the Tm of an achiral probe (1,6-diphenylhexatriene,

DPH) embedded inside the vesicle membrane constituted by chiral amphiphiles. No
CD signal above Tm

[563]

Mobility of the
amphiphiles in the vesi-
cle membranes

NMR
1H-, 2H-, 13C-, 31P-NMR

[37, 564–567]

ESR
Use of spin-labeled amphiphiles

[568]

Quasi-elastic neutron scattering [569, 570]

continued
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Table 6. Continued

Property Methods used and comments Ref.

Fluorescence
Use of fluorescent amphiphiles

[571]

Fluorescence correlation spectroscopy
Analysis of the translational diffusion of a fluorescent probe. Only for GVs

[560]

Fluorescence recovery after photobleaching
Lateral diffusion of fluorescently labeled amphiphiles determined by first bleaching

the lipids with an intense laser pulse, and then analyzing the fluorescence recovery
kinetics in the bleached area, due to the diffusion of unbleached molecules into the
previously bleached area

[37]

Molecular conformation of the
amphiphiles in the vesicle
membranes

NMR
13C- or 2H-NMR using labeled phospholipids

[300, 559, 564, 565, 572]

FT-IR and Raman
Determination of the equilibrium conformational characteristics of the amphiphiles

[37, 300, 573]

CD
For vesicles composed of chiral amphiphiles

[563]

Membrane fluidity and order Fluorescence
Use of fluorescent membrane probes. Measurements of static or time-resolved fluores-

cence anisotropy

[37]

NMR
Use of partially and specifically deuterated amphiphiles

[300, 564]

ESR
Use of amphiphiles that have a nitroxide radical. The ESR spectrum of these

amphiphiles is sensitive to the motions of the molecules

[37]

Transmembrane lipid diffusion
(flip-flop)

ESR
Use of spin-labeled amphiphiles (nitroxide radical)

[292, 574]

Fluorescence
Use of fluorescently labeled amphiphiles

[292]

Surface charge Zeta potential measurements, microelectrophoresis
Problematic, since the method is derived from classical theories of the double layer that

do not include specific ion effects (see Section 6). Limited to particular background
salt conditions (usually NaCl)

Internal volume and entrap-
ment (encapsulation) yield

Use of dye molecules
The dye molecules (often fluorescent) are water-soluble and should not interact with

the vesicle membrane. The dye molecules are entrapped during vesicle preparation,
and the amount of entrapped dye molecules is determined quantitatively either after
separation of the nonentrapped molecules from the vesicles or by addition to the
vesicles of a membrane-impermeable reagent, which leads to a complete quenching
of the fluorescence of the externally present dyes (e.g., calcein with quencher Co2+)
[575]. Simple dilution of the externally present dye may also be possible [577]

[31, 66, 575–577]

NMR
17O-NMR of the water oxygen. Addition of the membrane-impermeable paramagnetic

shift reagent DyCl3 to the vesicles below Tm leads to a shift in the 17O resonance
corresponding to the external water. The internal water peak remains the same.
Above Tm, only one peak is observed because of rapid water equilibration

[554]

Membrane permeability Use of dyes or radioactively labeled molecules
Determination of the release of dye molecules entrapped inside the aqueous interior

of the vesicles as a function of time under particular storage conditions

[31, 578]

NMR
Use of 1H- or 17O-NMR and an externally added membrane-impermeable param-

agnetic shift reagent (Mn2+, Pr3+) to distinguish between internal and external
permeants

[579–582]

continued
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Table 6. Continued

Property Methods used and comments Ref.

Use of ion-selective electrodes
The ions present outside of the vesicles can be detected

[583]

Chemical stability Thin-layer chromatography
Analysis of possible degradation product due to hydrolysis and oxidation reactions

[72]

High-performance liquid chromatography
Analysis of possible degradation product due to hydrolysis and oxidation reactions

[72]

Physical stability Turbidity, PCS, FFEM, Cryo-TEM, and others
Analysis of possible size changes during storage due to vesicle aggregation and fusion

[66, 69, 584]

Abbreviations: AFM, atomic force microscopy; CD, circular dichroism; cryo-TEM, cryo-transmission electron microscopy (also called cryo-fixation); DSC, differential
scanning calorimetry; EM, electron microscopy; ESR, electron spin resonance (also called electron paramagnetic resonance, EPR); FFEM, freeze-fracture electron
microscopy; FT-IR, Fourier transformed infrared; LM, light microscopy; NMR, nuclear magnetic resonance; PCS, photon correlation spectroscopy (also called dynamic
light scattering (DLS) or quasi-elastic light scattering (QELS)); SANS, small-angle neutron scattering; SAXS, small-angle X-ray scattering; SLS, static (or classical)
light scattering.

another, and certain methods may not be applied at all
(e.g., 31P-NMR obviously cannot be used for the determina-
tion of the lamellarity of vesicles that are not composed of
phosphorous-containing amphiphiles).

5.2. Applications of Vesicles

Lipid vesicles are used successfully in many different fields
as interesting and versatile submicrometer- or micrometer-
sized compartment systems [69, 294–297]. This wide appli-
cability of vesicles and the broad interest in vesicles can be
understood at least on the basis of the following four rea-
sons:

(i) Lipid vesicles can be considered membrane or
biomimetic systems [298, 299], since the molec-
ular arrangement of conventional vesicle-forming
amphiphiles in a vesicle is a (more or less curved)
bilayer, like the lipid matrix in biological cell mem-
branes [97, 300] or in the outer coat of certain viruses
[97].

(ii) Vesicles prepared from amphilphiles present in bio-
logical systems allow applications as biocompatible
and biodegradable systems.

(iii) Water-soluble as well as certain water-insoluble
molecules can be entrapped inside the aqueous or
hydrophobic domains of the vesicles, allowing the
use of vesicles as carrier systems and nanometer- or
micrometer-sized reaction compartments.

(iv) Vesicles can be prepared not only from the conven-
tional PC type of bilayer-forming amphiphiles, but
also from a large number of different nonphospho-
lipid surfactants (or mixtures of surfactants), allowing
the preparation of application-tailored and specifi-
cally designed and functionalized systems.

Among the more than 30,000 known surface active com-
pounds [301], a large number of surfactants and surfactant
mixtures (including many nonphospholipid amphiphiles)
have been reported to form vesicles. The basic principles
that lead to the formation of vesicles are the same for all,
that is, the requirements of (i) an effective packing param-
eter p (=v/a0l�eff ≈ 1 (see Section 1.1), (ii) chain flexibility
(T > Tm), and (iii) sufficiently low amphiphile concentration

(global packing constraints) [7]. Examples of vesicle-forming
amphiphiles include

• cationic di-n-alkyldimethylammonium ions [302, 303]
(such as di-n-dodecyldimethylammonium bromide
(DDAB) [304] and other di-n-dodecyldimethylammo-
nium halides [305] and di-n-octadecyldimethylammo-
nium chloride [306–308] or bromide [308, 309] or other
counter-ions [310]);

• the cationic oleyldimethylaminoxide [311];
• anionic phospholipids (such as egg yolk phosphatidic

acid mixtures and ox brain phosphatidylserine mixtures
[312, 313]);

• anionic di-n-alkylphosphates [314–316] (e.g., di-n-do-
decylphosphate [317], di-n-hexadecylphosphate [318–
322], and various di-polyprenylphosphates [323, 324]);

• anionic linear and branched monoalkylphosphates
(such as different polyprenylphosphates [325], n-
dodecylphosphate [326], 6-propylnonylphosphate [327],
4-butyloctylphosphate [327], and 2-pentylheptyl-
phosphate [327]);

• anionic tridecyl-6-benzene sulfonate in the presence of
salt (sodium chloride) [328];

• anionic fatty acid/soap mixtures (e.g., n-octanoic acid/n-
octanoate [329], n-decanoic acid/n-decanoate [329–
331], oleic acid/oleate [332–334]);

• anionic surfactant/alcohol mixtures (such as sodium
n-dodecylsulfate/n-dodecanol [329, 335] and sodium
n-decanoate/n-decanol [336], or sodium oleate/n-
octanol [337], which can form a highly viscous phase of
densely packed vesicles);

• mixtures of cationic and anionic surfactants, so-called
catanionic mixtures (such as n-hexadecyltrimethyl-
ammonium tosylate/sodium n-dodecylbenzenesulfonate
[20, 59], n-hexadecyltrimethylammonium bromide/
sodium n-octylsulfate [338–342], and sodium n-dode-
cylsulfate and di-n-dodecyldimethylammonium bro-
mide [343, 344]);

• ganglioside GM3 [345, 346];
• phosphatidylnucleosides (such as 1-palmitoyl-2-oleoyl-

sn-glycero-3-phosphocytidine [347, 348]);
• diblock copolymers [24] (such as the ethylene oxide

(EO)/butyleneoxide (BO)diblockcopolymersEO6BO11,
EO7BO12, EO11BO11, EO14BO10, and EO19BO11 [349]);
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• triblock copolymers (such as the ethylene oxide
(EO)/propylene oxide(PO)/ethylene oxide (EO) tri-
block copolymer EO5PO68EO5 (called Pluronic L121)
[350] and the polymerizable poly(2-methyloxazoline)/
poly(dimethylsiloxane)/ poly(2-ethyloxazoline) triblock
copolymers [351]);

• polymerizable amphiphiles [33, 352, 353];
• perfluorated surfactants [354] (such as short-chain per-

fluorophosphocholines [355] and perfluoroalkyl PCs
[356]);

• bolaamphiphiles, which are membrane-spanning amphi-
philes with two hydrophilic head groups at the two ends
of the molecule and actually form vesicles containing
not bilayered but monolayered shells [357–360];

• gemini surfactants that contain two hydrophobic tails
and two hydrophilic head groups linked together with
a short linker [361, 362];

• industrial, not very well defined surfactant/cosurfactant
mixtures (such as N -methyl-N -alkanoyl-glucamine/
octanol or oleic acid mixtures [363]);

• calixarene-containing [364] or cryptand-containing
amphiphiles [365];

• fullerene-containing amphiphiles with two hydrophobic
chains and two charged head groups [366];

• double-chain amphiphiles with a polar alkoxysilyl head
group, allowing the preparation of a kind of organic-
inorganic hybrid vesicle, called cerasomes [367];

• triple-chain amphiphiles containing three hydrophobic
chains and two charged polar head groups [365, 368];

and many more (e.g., [33, 358, 369]).
Finally, complex vesicle-based surfactant aggregates can

be prepared (e.g., large vesicles composed of one or more
types of amphiphiles may contain vesicles of another type
of amphiphile), based on principles that include the specific
molecular recognition between different types of vesicles ini-
tially prepared by one of the established methods described
in Section 3 [370–372].

It is rather obvious that one consequence of the fact that
vesicle formation is observed from so many different classes
of amphiphiles (or mixtures of amphiphiles) is the very
broad range of applications in very different fields. Vesicles
are applied—or investigated for potential applications—at
least in the following areas:

• in pharmacology and medicine [69, 73, 296, 297, 373–
378] as parenteral or topical drug delivery systems
[297, 379–381], in the treatment of infectious diseases,
in anticancer therapy, as gene delivery systems, as
immunoadjuvants, and as diagnostics;

• in immunoassays [382–385];
• in chromatographic separations using immobilized vesi-

cles [386, 387];
• in cosmetics as formulations for water and nutrient

delivery to the skin [388–391];
• in a variety of biophysical investigation of biological

membrane components, including the reconstitution
and use of membrane-soluble proteins [4, 69, 258, 263,
392];

• in research on membrane-soluble ion channels [393–
399];

• in research related to the question of the origin and
evolution of life, as models for the precursor structures
of the first cells [400];

• in research aimed at constructing artificial (or minimal)
cells [401, 402], for example, for potential biotechno-
logical applications [402];

• in food technology and nutrition as carrier systems
for food additives and ingredients and for the control
of certain food processes (e.g., cheese ripening) [403–
405];

• in agrochemistry [406];
• as nanometer- or micrometer-sized bioreactors contain-

ing catalytically active enzymes [75, 407–411];
• in nanoparticle technology [190, 299, 412–414], for

example, for the preparation of semiconductor particles
[412];

• in catalytic processes as simple models for enzymes
[415–420] or simple models of other protein functional-
ities (e.g., as catalysts for the unfolding [421] or folding
[387, 422] of proteins);

• in biosensor developments [423–425], particularly for
the controlled preparation of bilayers adsorbed to solid
surfaces [426–429];

• in the extraction of heavy metal ions with the help of
functionalized, metal-sorbing vesicles [430];

• as supramolecular, nanostructured polymeric materials
(as polymerized vesicles) [431–433];

• in biomineralization [434–436];
• as templates for the synthesis of inorganic mesoporous

materials [437, 438] or biomaterials [436] and in the
preparation of hollow polymer capsules [356, 439–441];

• as templates for modifying the distribution of reaction
products, for example, in reactions that lead to prod-
ucts that are only sparingly soluble in the absence, but
soluble in the presence, of vesicles [442, 443];

• as a medium for the preparation of size-defined poly-
mer particles from monomers that are soluble in the
vesicle shell [444];

• as supramolecular, self-assembly-based devices [33,
298, 299, 358, 445], for example, for the conversion of
light energy into chemical energy (artificial photosyn-
thesis) [446, 447], for signaling and switching [448, 449],
for the construction of molecular wires [450], and for a
number of different redox processes [418];

and many more (e.g., [295, 299]).
One illustration of vesicles loaded with water-soluble

molecules is shown in Figure 5. A cryo-transmission elec-
tron micrograph of POPC vesicles containing the protein
ferritin is shown. The vesicles were prepared in the pres-
ence of ferritin, and the nonentrapped protein molecules
were separated from the vesicles by size exclusion chro-
matography after vesicle preparation [451, 452]. Since this
particular protein has a dense iron core with a size of about
8 nm, it is visible by electron microscopy, and the actual
number of protein molecules per individual vesicle can be
directly counted. This type of loaded vesicles can be used,
for example, in basic studies on vesicle transformation pro-
cesses [451, 452]. If the vesicles contain catalytically active
proteins (enzymes), they may be used in drug delivery or as
small bioreactors [75, 410, 411].
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Figure 5. Cryo-transmission electron micrograph of two unilamel-
lar vesicles that have been prepared from POPC by the reversed-
evaporation technique (see Section 3.14) loaded with the iron storage
protein ferritin, followed by extrusion (REV-VET100). Nonentrapped
ferritin molecules were removed by size-exclusion chromatography.
Each black spot inside the vesicles represents one iron core (the core
of an individual protein). The length of the bar corresponds to 100 nm.
The electron micrograph was taken by M. Müller and N. Berclaz, Ser-
vice Laboratory for Electron Microscopy, at the Department of Biology
at the ETH Zürich. See [451, 452] for experimental details and for an
application of ferritin-containing vesicles in the investigation of vesicle
transformation processes.

Conceptually, an interesting principle of vesicle applica-
tions is vesicle transformation (at the site of application) to
another type of surfactant assembly as a result of tempera-
ture changes that lead to changes in the surfactant packing
parameter p (see Section 1.1). One particular example is
the transformation of a 1-monoolein MLV suspension (L· �-
phase) into a 1-monoolein bicontinuous cubic phase [9, 453–
456].

There is no doubt that the number of applications will
increase with increasing molecular complexity of the vesicu-
lar systems. Vesicles—and other surfactant assemblies (e.g.,
hexagonal and cubic phases)—will be applied more and
more in all fields related to nanoscience and nanotechnol-
ogy. The title of a recent publication in the field of vesi-
cle drug delivery is an example of one of the directions
in which vesicle research and application may go: “Biotiny-
lated Stealth Magnetoliposomes” [457], a particular vesicle
preparation that combines steric stabilization (Stealth) with
molecular recognition (biotin) and magnetic nanoparticle
properties. In other words, it is likely that the complexity
of the vesicles prepared and investigated will increase to
make them functional, possibly by combining the principles
of supramolecular chemistry and surfactant self-assembly, to
prepare nanometer- or micrometer-sized synthetic systems
that may carry out some of the functions biological systems
do rather efficiently [458, 459].

6. CONCLUDING REMARKS
There are many different methodologies that have been
described in the literature for the preparation of lipid
vesicles. Some (but not all), and certainly the most promi-
nent and well known, are mentioned in this review, focusing
on normal lipid vesicles (Section 3), although reversed vesi-
cles are briefly mentioned as well (Section 4).

As outlined in Sections 1 and 2, the use of a number
of different terms in the field of vesicles (and surfactant
assemblies at large) is often rather confusing, and confusion
even exists over the general use of the term “surfactant.”
It is worth pointing out that a reduction in the surface ten-
sion of water by surfactants can be achieved not only with
classical micelle-forming, single-chain amphiphiles (such as
sodium n-dodecyl sulfate, SDS) [460], but also with typical
vesicle-forming double-chain phospholipids (such as SOPC
or DPPC). Certainly, the kinetics and extent of adsorption of
a particular surfactant at the water-air interface very much
depend on the precise experimental conditions [461]. In the
case of DPPC, for example, the equilibrium surface tension
and rate of monolayer formation at the water-air interface
depend on the temperature [462]. Below Tm, in the solid-
ordered state of the molecules (see Section 2), the decrease
in the surface tension of water by DPPC is considerably
lower than that above Tm [462]. However, there is no doubt
that glycerophospholipids like SOPC, POPC, or DPPC are
surfactants in the sense of the definition of this term given
in Section 1.1.

Since in dilute aqueous solution many of the bilayer-
forming surfactants known (at least the most studied phos-
pholipids) at thermodynamic equilibrium do not form a true
vesicle phase (with a defined vesicle size, size distribution,
and lamellarity), but under the appropriate conditions rather
form a lamellar phase (L· �, L· �, L· ′� or P′

�) with extended
stacked bilayers, the preparation of vesicle dispersions nec-
essarily involves the use of a particular method, a particular
technology.

Depending on the experimental conditions, as mentioned
in Section 3, depending on the chemical structure of the
amphiphile or mixtures of amphiphiles used, the amphiphile
concentration, the substances that may be encapsulated in
the vesicle’s aqueous interior or in the vesicle membrane,
etc., there may be one particular method that is more advan-
tageous in comparison with others.

Some of the methods described in Section 3 involve the
use of organic solvents. This may be a problem for cer-
tain applications. Some methods can be scaled up to a bulk
preparation [287], some methods involve mechanical treat-
ments that may cause an inactivation of sensitive molecules
one may like to entrap [75]; some methods are cheaper than
others; some methods lead to very small vesicles (SUVs);
other methods lead mainly to MLVs or LUVs or GUVs,
or even MVVs; some methods are fast; some methods are
relatively time consuming, etc.

There is no “best method.” The choice of a certain
method that may be useful very much depends on the par-
ticular problem one is trying to solve [67]. There are, at least
in the case of the conventional type of phospholipids (or in
the case of lipid mixtures containing phospholipids, partic-
ularly PC), a few general findings that are often valid; but
one should be aware of the existence of possible exceptions:

• The hydration of a dried thin lipid film above the Tm of
the lipids usually leads to the formation of MLVs if the
film is dispersed vigorously (vortexing or hand-shaking)
(see Section 3.2).

• The hydration of a dried thin lipid film above the Tm
of the lipids usually leads to the formation of GUVs if
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the film is undisturbed while being hydrated slowly (see
Section 3.2).

• The electroformation method can be used for the
preparation of GUVs with diameters between about 10
and 50 �m (or more) in the case of certain lipids (and
lipid mixtures) and buffers with low ionic strength (Sec-
tion 3.3).

• Relatively homogeneous preparations of SUVs with
diameters around 50 nm or below can often be
obtained by probe sonication (Section 3.5), although
degradation of the surfactants and consequences of the
possibly present metal particles (which may be a source
of nucleation for vesicle transformation processes) have
to be taken into account.

• Rather homogeneous preparations of LUVs with diam-
eters around 50 or 100 nm can be obtained by the
extrusion technique as FAT-VET50 or FAT-VET100 (Sec-
tion 3.8, Fig. 3).

• The dehydration-rehydration method usually results in
high encapsulation yields (Section 3.7).

• Freeze-thaw cycles may lead to vesicle size homoge-
nization and solute equilibration between the external
bulk solution and the trapped aqueous solution (Sec-
tion 3.6).

• The detergent-depletion method often results in rather
uniform vesicles with sizes below 100 nm, although the
possibility of an incomplete removal of the detergent
should be considered (Section 3.27, Table 5).

• The use of volatile cosolvents (oils) during vesicle
preparation is often based on the principle that either
w/o or w/o/w emulsions are formed from which the sol-
vent is removed, limiting the solvents to all those that
have a boiling point considerably lower than the boiling
point of water (Sections 3.14–3.17, 3.24, and 3.25).

The physicochemical properties (such as chemical and
physical stability, membrane permeability) of the vesicles
formed very much depend on the surfactant (or surfactant
mixtures) used. Depending on the surfactant, the charac-
teristic properties may be very different from those of the
conventional PC type of vesicles. Furthermore, the whole
equilibrium phase behavior may be different, and cases are
known where even true vesicle phases seem to form “spon-
taneously” [7, 463–465] and seem to exist at thermodynamic
equilibrium [7, 59, 60, 463]. In these cases, vesicles of a cer-
tain size and lamellarity just form by mixing, independent
of the method of preparation. The stability of the vesicles
is understood in the case of the so-called catanionic vesicles
(which are composed of a mixture of positively and neg-
atively charged amphiphiles) on the basis of a most likely
uneven distribution of the amphiphiles in the two bilayers.
This allows the required differences in curvature and molec-
ular packing in the two halves of a bilayer [60, 466], simi-
lar to the case of lipid vesicles prepared from mixtures of
long-chain and short-chain PCs (Section 3.28) [273, 274].
With respect to the spontaneity in the formation of this type
of vesicles, it has been argued, however, that shear forces
present during the preparation (mixing of solutions) play an
important role in vesicle formation [467].

An interesting case of unilamellar vesicles as thermo-
dynamic equilibrium state has been described in the case

of certain ionized phospholipids (e.g., 1,2-dimyristoyl-sn-
glycero-3-phosphoglycerol, DMPG) [468–472]. Under the
experimental conditions used, unilamellar DMPG vesicles
apparently only form at the critical temperature (T ∗) of
31.6 �C [471], which is different from Tm. Above T ∗ MLVs
are formed; below T ∗ the phospholipids arrange into a
sponge phase [471]. Further investigations are needed to
fully understand this critical phenomenon and to clarify
whether this unilamellar vesicle formation is a particular
case or whether it can be more generally observed.

With the exception of a few cases—such as the detergent
depletion method (Section 3.27) (e.g., [256])—the general
mechanism of vesicle formation is not yet completely under-
stood in its details, although general principles have been
elaborated [7, 69, 473–477].

From a more practical point of view, and by looking at all
of the methods described in Section 3, it is evident that the
vesicles often form from a preorganized state of the lipids.
This preorganization may be

(i) Lamellar sheets present in a dry film deposited on a
solid surface (Sections 3.2 and 3.3) or in the ethanolic
pro-liposome state (Section 3.19).

(ii) W/o or w/o/w emulsion droplets (Sections 3.14, 3.15,
and 3.30).

(iii) Mixed micelles in the case of the detergent-depletion
method (Section 3.27) or micelles in the case of
chaotropic ion solutions (Section 3.29).

In a few cases, the vesicle formation is triggered as a
result of a direct contact of a nonorganized state of the
lipids with an aqueous environment, as in the case of the
Novasome technology (Section 3.10), the ethanol injection
method (Section 3.18), or the ether injection method (Sec-
tion 3.24). A simple summarizing schematic representation
of some of the different pathways for the formation of (nor-
mal) lipid vesicles is given in Figure 4. It is expected that
more methods for the preparation of vesicles will be devel-
oped, although the general pathways may remain the same.
The range of pre-organized starting systems from which vesi-
cles can be formed may be expanded, and more will probably
soon be understood for the vesicle formation at large.

(Normal) vesicles are just a particular state of aggre-
gation of surfactants (or surfactant mixtures) in an aque-
ous solution that are topologically closed with an internal
aqueous space. Vesicles can be unilamellar or multilamellar,
and the general principles of surfactant assembly have been
outlined [7–11]. As mentioned above, vesicles sometimes
appear to be thermodynamically stable, sometimes not.
Like all self-assembled amphiphile aggregates—micelles,
microemulsions, cubic phases, even biological membranes,
etc.—the formation of vesicles depends on only a few things:
(i) local curvature, (ii) global packing constraints (includ-
ing interaggregate interactions), and (iii) flexibility of the
hydrophobic chain(s). All of the methods described essen-
tially depend on satisfying these criteria.

Physicochemical conditions of inside and outside of vesi-
cles often differ greatly. This is a consequence of the closed
topology. This fact, together with adverse packing condi-
tions, can often result in a stable state of so-called supra-self-
assembly (e.g., surfactant micelles existing inside surfactant
vesicles) [478–480].
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The basic principles that underlie self-assembly of vesicles
are quite general and are firmly based in thermodynamics
and statistical mechanics [7, 9, 10, 481]. The requirements
for “designing” a vesicle are conceptually simple: a packing
parameter close to unity (which means effectively a double-
chain surfactant or mixed single-chain surfactants), flexible
hydrophobic chains (a temperature above Tm), and control
of inter- and intraaggregate interactions. Local and global
packings are the key principles to consider.

Vesicles, however, are a very small part of a much larger
class of self-assembled surfactant aggregates that include
cubic phases, which are usually bicontinuous structures of
zero average curvature. “Bicontinuous” means that both the
aqueous and “oily” parts of the structure are continuously
connected over the whole system. Cubic phases or bicontinu-
ous structures in general are ubiquitous in biology for direct-
ing biochemical traffic [11]. Likewise, hexagonal phases and
microtubules are close to lamellar (and vesicular) phases in
a phase diagram [11].

Although these things are known and are even beginning
to be understood, quantitative predictions remain a prob-
lem. This can be traced to the fact that the underlying the-
ory of molecular forces that underpins physical chemistry
and colloid and surface science is flawed [482, 483]. Previ-
ous theories cannot deal with specific ion effects (so-called
Hofmeister series), dissolved gas, and other solutes that
change the water structure. There is rapid development in
this area at the moment, which is likely to provide pre-
dictability in vesicle design [482–484], which is certainly what
one is aiming for.

GLOSSARY
Amphiphile A molecule that comprises at least two oppos-
ing parts, a solvophilic (for example “hydrophilic”, meaning
water-loving) and a solvophobic (for example “hydrophobic”,
meaning water-hating). Amphiphiles are surfactants.
Detergent A surfactant that in dilute aqueous solution
forms micelles, spherical or non-spherical aggregates that
contain in the interior of the aggregate the hydrophobic part
of the surfactant and on the surface the hydrophilic part of
the surfactant.
Glycerophospholipid A particular phospholipid that con-
tains a glycerol backbone to which a phosphate group is
bound.
Lamellar phase, L� A particular liquid crystalline equi-
librium state of surfactant molecules, also called liquid-
disordered state. In an aqueous environment, the surfactant
molecules are arranged in layers in which the hydrophobic
part of a surfactant is in the interior of the layer and the
hydrophilic part on the two surfaces of the layer, exposed to
the aqueous environment.
Liposome Vesicle prepared from amphiphilic lipids.
Phase transition temperature, Tm Characteristic tempera-
ture (also called lamellar chain melting temperature) of
surfactants that form a lamellar phase. Above the phase
transition temperature, the surfactant molecules are in a
liquid-disordered state, below in a solid-ordered state.

Phosphatidylcholine, PC A particular glycerophospholipid
that contains a choline group in the hydrophilic part, bound
to the phosphate.
Phospholipid A surfactant that is present in some of the
biological membranes and contains at least one phosphate
group.
Reversed vesicle Inverted vesicle formed in a water-
immiscible, apolar solvent in the presence of a small amount
of water.
Surfactant A molecule that is surface active, meaning that
it accumulates at the surface of liquids or solids. Surfactants
are amphiphiles.
Vesicle General term to describe any type of hollow, sur-
factant-based aggregate composed of one or more shells. In
the biological literature, the term vesicle is used for a par-
ticular small, membrane-bounded, spherical organelle in the
cytoplasm of an eukaryotic cell.
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1. INTRODUCTION
Bioactive materials are of increasing interest for techno-
logical and nanotechnological applications [1]. Biological
macromolecules, and even whole cells, have been inti-
mately linked to inorganic or organic matrices to exploit
their specific functions that are otherwise extremely diffi-
cult to mimic only with inorganic–organic molecules. These
nanobiocomposites are very frequently based on proteins.
Proteins are biological macromolecules able to perform a
wide range of functions: (i) antibodies selectively recognize
and strongly bind antigenes; (ii) carriers selectively recog-
nize and reversibly bind small molecules transferring them
from one location to another in living organisms; (iii) recep-
tors selectively recognize specific compounds and trigger
intra- and intercellular signals; (iv) enzymes recognize spe-
cific substrates and catalyze their transformation into prod-
ucts. Proteins achieve their functions via a fine tuning of
the three-dimensional structure and conformational dynam-
ics. Proteins are labile molecules and their native active
state is stabilized over inactive, denatured states by only a
few tens of kcal/mole, the energy of a few hydrogen bonds.
Versatility, specificity, and efficiency of proteins are attrac-
tive properties that boost interest in their usage in techno-
logical applications. Most of these applications rely on the
nanobioencapsulation of proteins into inorganic or organic
matrices in order to increase stability, confine in space,

obtain fast separation, convert a chemical reaction in opti-
cal or electrical signals, and isolate defined protein confor-
mations. Among the different inorganic materials, silicates
are by far the most used to adsorb, covalently link, and
encapsulate proteins. In particular, in the past 10 years there
has been an explosion in the use of sol–gel technology to
trap proteins [2–5]. The field was reviewed with particu-
lar emphasis on bioencapsulation within synthetic polymers
[6–8], bioactive sol–gel coatings [9], functional properties
of immobilized proteins [10], sol–gel glass as a matrix for
chemical and biochemical sensing [11], and properties and
applications of proteins within sol–gel derived materials [12].
The great advantages of sol–gel methods for the entrapment
of proteins are the very mild conditions of pH, solvents,
and temperature required to prepare stable protein-doped
nanoporous gels, the possibility to fabricate materials of dif-
ferent size and geometry, such as monoliths, films, fibers,
nanospheres, sandwiches, powders, either in the absence of
water (xerogels) or in its presence (hydrogels), the gel opti-
cal quality that makes them suitable for the detection of
signals by spectroscopic techniques, and the very reduced
rate of protein leaching. Because the conformational flexi-
bility and the biological activity of the entrapped proteins
are usually maintained, protein-doped silica gels have been
used for the development of bioreactors, biosensors, pho-
tonic devices, biocoating, and controlled protein release.
Furthermore, silica gel encapsulation selects defined con-
formational states of proteins by decreasing the rate of their
interconversion [10]. This feature is exploited to investi-
gate functional properties of defined tertiary and quaternary
states of allosteric proteins.

2. PREPARATION AND PHYSICO-
CHEMICAL PROPERTIES
OF SILICA GELS

2.1. General Properties

Bioimmobilization allows one to exploit functional proper-
ties of biological species, such as proteins, peptides, nucleic
acids, and whole cells, for biotechnological applications.
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In order to obtain a suitable material, it is necessary that
the immobilized biological reagents are characterized by
a high concentration, a high degree of activity, long term
stability even in adverse environmental conditions, free
accessibility to reagents or analytes, and absence of leaching
[10, 12]. However, in specific cases, like protein drug delivery
in vivo, encapsulation methods have been designed to entrap
biomolecules and slowly release them as a consequence of
the erosion of the matrix.

Typical techniques to immobilize biomolecules are based
on physical adsorption [13], surface covalent binding [14],
entrapment in semipermeable membranes [15], and micro-
encapsulation into polymeric microspheres and gels [16, 17].
Most of these methods are not generic; thus they are often
limited to a selected type of biomolecules. Encapsulation
of biological components into silica-based matrices is an
immobilization procedure that, for a long time, has only
been exploited for organic polymers and small molecules.
Labile biomolecules do not withstand high temperature pro-
cessing of glasses. Therefore, initially, immobilization tech-
niques were studied that linked biomolecules on the surface
of porous glasses via chemical agents. However, chemical
modifications might affect the bioactivity of proteins and
cells. Therefore, entrapment methods based on the physical
encapsulation in sol–gel glasses (sol–gel process) were devel-
oped. First reports on the sol–gel encapsulation of enzymes
were published in the early 1970s [18]. The method was
extended to a wide range of biological species, immobilized
in a variety of silica-based biocomposite materials.

Several features make the silica-based sol–gel technique
an ideal method to immobilize proteins. The polymeric
network limits the mobility of the protein, preventing aggre-
gation and/or leaching. Nevertheless, the entrapped pro-
teins usually retain their native structure and function. The
nanoporous structure makes the protein active sites accessi-
ble to small reagents that diffuse in the solvent phase, and
the pore size and distribution can be tuned. Futhermore,
the silica matrix is characterized by a high thermal, mechan-
ical, and chemical stability [19, 20]. In addition to being a
long-term storage site, it gives to encapsulated biomolecules
a greater resistance toward thermal and chemical insults
(see Section 3.2). Silica gels are optically transparent above
300 nm [4, 21–25]. This allows one to detect spectral changes
induced by ligand–protein binding and thus to develop opti-
cal sensors. Silica gels are not able to conduct electrons,
but the addition of electron transport mediators allows one
to obtain electrochemical sensors (see [7] and references
therein and also [21]). Beyond all these properties, simple
reaction conditions are the basis for the great success of
protein immobilization via sol–gel methods. The absence of
coupling agents, the aqueous medium, and room tempera-
ture processing are conditions that favor the maintenance of
biological structure and function. The polymerization reac-
tion is compatible with the pH and ionic strength required
for protein function (typical pH range 4–10; ionic strength
range 0.01–1 M). The amount of protein loaded depends
on both gelation conditions and the necessity to avoid inter-
molecular interactions which could cause aggregation and
alteration of protein function. The size of the protein does
not seem to be a limiting factor for the encapsulation [21].

The addition of low concentrations of organic molecules
affects the network formation.

2.2. Materials and Protocols
for Gel Preparation

Sol–gel derived biocomposite materials are generally pre-
pared via the partial or complete hydrolysis of a suit-
able silicium-containing precursor leading to the formation
of an aqueous sol. The most frequently used precursors
are tetraalkoxysilanes, mono-, di-, or tri-alkyl alkoxysilanes.
Although we focus on silica derived glasses, other metal
centers, such as Al, Ti, V, or Ce, can be used to mod-
ulate the material properties. The precursors may com-
prise functional groups ranging from alkenyl, aryl, amino,
carboxyl, thiol, or other groups as well as redox-active
moieties, flavins, or quinones. The hydrolysis reaction can
be either acid or base catalyzed and forms a mixture of
RxSi(OH)y molecules (Fig. 1). Sonication of the mixture
is frequently used to obtain a homogeneous sol. Hydrol-
ysis may be followed by transesterification with additives,
such as glycerol, to form polyglyceryl silicates which are
more biocompatibile than alkoxysilane. The hydrolized pre-
cursor is mixed with an aqueous buffered solution con-
taining the biomolecule and additives required to modify
the properties of the final material (catalysts, drying con-
trol additives, polymers, templating agents, redox species).
A polymeric network is achieved from the condensation
between the silanol groups (Si–OH) obtained from hydrol-
ysis, forming an oxo bridge (O–Si–O) with removal of a
water molecule. As the condensation reaction proceeds, a
wide range of linear, branched, and colloidal polysilicates
is obtained, viscosity increases, and gelation occurs over a
period of minutes to hours. The polymerization reaction
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Figure 1. Sol–gel process. Reactions of the acid-catalyzed alkoxide
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occurs spontaneously and irreversibly but changes in pH,
temperature, salts, and catalysts can promote it. The gel con-
sists of an amorphous solid with an interstitial liquid phase.
When a biomolecule is added, the silica network, growing
around the biomolecule, entraps it within the porous gel.
The initial gels are soft and have a high water content (50–
80%) and large pores (up to 200 nm diameter). After gela-
tion, gels are subjected to an aging process, during which
the condensation reaction and the cross-linking continue,
leading to gel shrinkage and strengthening. Aging typically
causes a 10–30% shrinkage of the matrix, the average pore
diameter decreases by about 25%, and the relative propor-
tion of siloxane to silanol groups increases [19]. Hydroly-
sis and condensation by-products, such as methanol when
the precursor is tetramethylorthosilicate (TMOS), are eas-
ily removed from the matrix by repeated washing proce-
dures. These aged gels can be partially or completely dried
at room temperature by slow removal of the liquid phase
(solvents, water, and alcohol). During this process, the gel
shrinks significantly and further cross-linking of the matrix
occurs. The decrease of the pore size causes the reduction
of the volume of the liquid phase, and, eventually, a col-
lapse of the pores takes place. The resulting xerogels are
more rigid and dimensionally stable than the correspond-
ing hydrogels, with pore diameter ranging typically between
1 and 10 nm. Transmission electron microscopy of TMOS-
derived dried gels prepared in the absence and presence of
hemoglobin exhibited pore size of 3–5 nm (Fig. 2). Bulk
glasses can be obtained upon densification around 1000 �C,
but high temperatures destroy the entrapped biomolecules.

Figure 2. Transmission electron microscopy of silica gels prepared in
the absence (a) and presence of hemoglobin (b). Reprinted with per-
mission from [89], S. Abbruzzetti et al., J. Nanosci. Nanotech. 1, 407
(2001). © 2001, American Scientific Publishers.

Therefore, this stage of the sol–gel process is limited to the
preparation of inorganic–organic-doped silica glasses.

According to the types of precursors and additives
employed in sol–gel synthesis of hybrid materials, inorganic
glasses, organically modified glasses, and organic–inorganic
nanocomposite materials can be prepared [12]. The silica
alkoxides most frequently used to obtain inorganic glasses
are TMOS and tetraethylorthosilicate (TEOS). The conven-
tional method involves acid-catalyzed hydrolysis and the use
of methanol as a co-solvent. Indeed, the low water solu-
bility and reactivity of these compounds requires the pres-
ence of co-solvents and catalysts that can be deleterius to
the viability of entrapped biomolecules. Hydrolysis of alkox-
ides leads to the production of the corresponding alcohol,
while the condensation reaction releases water and alcohols
that are potentially protein denaturating agents. The method
was improved by purging the sol with a nitrogen flow for
40 minutes at 4 �C prior to the addition of the protein, as in
the case of hemoglobin-doped silica gels [26]. The gas flow
allows one to remove at least part of the methanol produced
by the sol–gel reaction. TMOS and TEOS are the most used
precursors because methanol and ethanol are less detrimen-
tal for proteins than longer chain alcohols. Buffer systems,
such as acetate and monobasic phosphate, were showed to
stabilize cytochrome c against aggregation in a solution con-
taining greater than 90 vol% methanol [27]. Currently, the
sol–gel process with alkoxide silanes precursors is often per-
formed in two steps. The first step is the hydrolysis of the
alkoxide in acid medium in order to hydrolyze alkoxy groups.
Sols are prepared by sonicating, in the absence of co-solvent,
a mixture of TEOS or TMOS, water, and HCl until the mix-
ture becomes clear and monophasic [28]. Then, upon mixing
the sol and a buffer solution to adjust the pH to a value
between 6 and 7, a solution containing a protein and a suit-
able buffer is added to the sol in ratios that vary from case
to case. Condensation occurs at room temperature within
a few minutes and without denaturation of most proteins.
Following gelation, the hybrid material formed is allowed to
age either in buffer (wet aging) or in air (dry aging).

An alcohol-free sol–gel process to encapsulate biological
materials in inorganic glasses employs precursors such as
sodium silicate or silicic acid to obtain aqueous silica gels
[29, 30]. The method involves the mixing of a colloidal sil-
ica sol, commercially available in spherical particles at about
pH 10.3, with a solution of acidified 0.1 M sodium silicate
(Na2SiO3�. After mixing, the resulting pH is close to phys-
iological values (about 6.2–8.2). Then, a buffered protein-
containing solution is mixed with an equal volume of the
colloidal solution at the same pH value. An optically traspar-
ent, solidlike, protein-containing gel is formed. After aging,
the gel can be dried at 4 �C over a period of two to four
weeks [29].

Poly(glyceryl silicate) (PGS) is a novel class of biocompati-
ble precursors, namely, polyol esters of silicates, which allow
one to overcome some complications encountered with
other compounds, such as large-scale shrinkage and pore
collapse during xerogel formation, and protein denatura-
tion due to alcohol release. The important features of these
precursors were summarized by Gill and Ballesteros [31]:
high water solubility, autohydrolysis in aqueous media, and
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hydrolysis reaction that liberates a nonvolatile, bioprotective
alcohol, which also functions as a drying control additive
[32–35]. Among various polyhydroxylated compounds, glyc-
erol was selected for its high biocompatibility and func-
tionality. PGS is a stable, water soluble solid formed
by the partial hydrolysis and condensation of TMOS to
poly(methylsilicate) followed by transesterification with glyc-
erol, in a one-step process catalyzed by hydrocloridric acid
or poly(antimony(III) ethylene glycoxide). In the absence of
any catalyst and in the presence of an aqueous, buffered
medium, PGS rapidly hydrolyzes and forms silica hydro-
gels in a few minutes. If polymerization occurs in the pres-
ence of proteins or cells, a very efficient entrapment of this
species results, with little loss of activity. To yield bioactive
silica glasses, after aging, the material is washed to remove
glycerol and then dried to produce physically stable silica
xerogels. The hydrolysis and polymerization rates of polyol
silicates are higher than those of other precursors [36, 37].
This probably stems from the increased reactivity of the sil-
icon center due to the electron-withdrawing effect of the
polyol moieties and to the internally assisted hydrolysis by
the hydroxyl function [32, 33]. Reactivity is controlled by
adjusting the precursor composition.

The synthesis of inorganic materials does not offer the
possibility to easily tune some fundamental characteristics
of the hybrid material such as hydrophobic or hydrophilic
properties, pore size, and mechanical stability. As outlined
by Keeling-Tucker and Brennan [38], key problems with
inorganic materials are (i) the relatively high polarity and
surface charge due to high siloxide levels at neutral pH,
(ii) the relatively rigid solvent phase due to adsorption of
the solvent to the pore walls, and (iii) the heterogeneity
in pore size, polarity, and mobility of the reactants. There-
fore, other methods that allow better control over the final
properties of a sol–gel derived glass have been developed.
The addition of organically modified silanes to TEOS- or
TMOS-based glasses provides organically modified silicates
(Ormosils). A variety of organosilanes were used to form
these materials [38]. Sol–gel methods involving these com-
pounds were discussed [39, 40]. Although the organically
modified silane is usually added to TEOS or TMOS, some-
times gels were obtained using the organosilane as the sole
precursor [38]. With Ormosils it is possible to enhance the
stability of hydrophobic proteins. Lipases provide a nice
example showing how the chemical control of the gelation
process could improve the enzymatic activity. Indeed, in
aqueous media lipases catalyze hydrolysis of fats and oils to
fatty acids and glycerol, whereas in organic media they cat-
alyze esterification reactions. The active site is accessible to
the substrate only when the displacement of an amphiphilic
peptidic loop occurs. In aqueous solution this loop covers
the active site, while at the lipid/water interface the loop
undergoes the conformational rearrangement required to
optimize function. Organic modified silicates offer a more
lipophilic environment than hydrophylic silica matrices, and
this type of encapsulation increases the activity of lipases
[41] (see also Section 4). Ormosils are characterized by
poor mechanical stability because of the presence of alkyl
groups that reduce the degree of cross-linking. The same
effect might contribute to increase the pore size and, thus,

to improve the mobility of species in the glass. Phase separa-
tion occurs if several organic groups are added. In turn, this
results in poor optical quality and cracking, perhaps owing
to the existence of a critical point for the self-association
of components. However, if the organosilane level increases
over 50%, a homogeneous material is obtained [38]. Finally,
nanocomposite materials are formed from inorganic or
organic silicate precursors in combination with additives,
such as hydrophobic or hydrophilic polymers [poly(ethylene
glycol), poly(vinylimidazole), poly(ethyleneimine)], silicones,
ionic or zwitterionic surfactants, micelles, liposomes, emul-
sions, liquid crystals, sugar, dyes, and redox species. These
additives are usually dispersed into the silicate-containing
solutions during the hydrolysis step. This might involve inter-
action with silica or segregation into independent phases,
thus modifying the properties of the final material. Studies
performed with fluorescent probes suggest that hydropho-
bic polymers tend to form a unique phase within silica
derived nanocomposites, whereas hydrophilic polymers are
characterized by a greater miscibility with aqueous solutions
and, thus, are more frequently used. However, with high
molecular weight hydrophilic polymers a segregation phase
occurs [38].

2.3. Gel Structure and Interactions
with Encapsulated Biomolecules

The design of useful biocomposites requires the optimiza-
tion of the material features in order to adapt their prop-
erties to the performance required from the encapsulated
protein. To this aim, the local environment around the
active biomolecule has to be taken into account, as it may
be affected by the physico-chemical properties of the sil-
ica matrix. Therefore, key sol–gel synthesis parameters are
(i) the nature of the interactions between the gel matrix and
the dopant protein and/or substrates/analytes and (ii) the
influence of sol–gel glass on protein conformation and
dynamics.

The surface chemistry of amorphous silica was extensively
reviewed by Zhuravlev [42]. Here, we focus on the silica
properties and synthesis parameters which affect protein
bioactivity. One critical feature that controls the interac-
tion between the biomolecule and the sol–gel silica matrix
is the microstructure of the glass and, therefore, the for-
mation and the characteristics of the pores that contain the
protein molecules. In an enzyme doped silica matrix, pores
should be large enough to unrestrict the free diffusion of
solvent and ligand molecules, such as buffer ions, analytes,
substrates, and products of enzymatic reactions. At the same
time, they should be small enough to prevent leakage of the
encapsulated macromolecules. The primary tool for charac-
terizing the microstructure (i.e., the micropore volume and
geometry) of xerogel samples is the measurements of nitro-
gen adsorption isotherms. Up to now, these experiments
have showed that a unimodal pore size distribution does
exist in protein-doped silica gels. The specific surface area
and the pore size distribution of trypsin doped xerogels
using Brunauer, Emmit, and Teller (BET) and Kelvin equa-
tions from nitrogen adsorption isotherms were calculated
[43]. Glasses were characterized by an average distribution
of pore diameter of 3–4 nm. The absence of autodigestion
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by encapsulated trypsin, together with no detectable leak-
age from the gel, was interpreted as proof of the lack of
diffusion within the matrix. Competion assays, performed
to investigate the interaction of the substrate N -benzoyl-l-
arginine-4-nitroanilide (BAPNA) with the active site, gave
an indirect evaluation of the pore size. The inhibitory effect
of polylysine polymers on BAPNA hydrolysis suggested that
this effect is not stereospecific and is probably due to coat-
ing of the pore surface, interfering with BAPNA diffusion.
More specific inhibitors were tested and found to be inef-
fective above 18,000 Mr , a cutoff value in agreement with
the estimated pore size.

In aqueous silica xerogel doped with glucose-6-phosphate
dehydrogenase and horseradish peroxidase, the pore distri-
bution was determined and found to be relatively large [30].
Pores as small as 20–30 Å and as large as 800 Å were present.
The mean pore size was approximately 200 Å. This finding is
rather surprising because such large pores should allow the
protein to escape from the gel (in the absence of interactions
between protein surface and pore walls). Encapsulation of
glucose-6-phosphate dehydrogenase and horseradish perox-
idase in aqueous silica gel showed that, over the pH range
4–7, it is possible to tune the mean pore size and the vol-
ume fraction porosity: the lower the pH of the buffer used,
the lower the mean pore size and volume fraction porosity
[30]. Indeed, the pore size and porosity of a silica matrix are
a strong function of reaction parameters as precursor ratio,
pH, and temperature. Although the essential chemistry is
simple, variation of one or more experimental parameters
can dramatically affect the microstructure of the resulting
gel. The dependence of pore structure and morphology on
the relative rates of condensation and hydrolysis was inves-
tigated in the case of undoped silica gels [19, 44]. The
measured value of times tclear and tgel provides information
concerning the relative rates of hydrolysis and condensation
[19]. tclear is defined as the time after which two separate liq-
uid phases are no longer discernible and is taken as an indi-
cation of the completion of the hydrolysis reaction, whereas
tgel is the time required for gelation. Studies performed on
TEOS derived silica gels showed that tclear decreases as the
reactant ratio H2O:TEOS increases at a fixed pH. This might
reflect the faster hydrolysis rate due to a finer dispersion of
the TEOS droplets in the aqueous phase. On the other hand,
these results also suggested that the kinetics of the con-
densation reaction strongly depends on the reactant ratio,
being more rapid as the ratio decreases at a fixed pH, due
to more frequent interparticle collision [44]. The effect of
pH on reaction kinetics and, thus, on gel microstructure,
was also studied [19]. The hydrolysis and condensation reac-
tions may be catalyzed by either an acid or a base. The
condensation reaction proceeds via a base-catalyzed mech-
anism for pH values above the isoelectric point of sil-
ica (pH ∼ 2) and is acid-catalyzed for pH values below
the isoelectric point. Gelation occurs rapidly at interme-
diate pH values (3–8) and relatively mesoporous gels are
obtained. In these conditions, condensation is fast relative
to hydrolysis and the formation of highly branched silica
species is achieved. These species form loosely packed, clus-
terlike structures that coalesce leaving mesoporous regions
between them. As the pH decreases and approaches the iso-
electric point of silica, condensation becomes rate-limiting

and randomly branched and relatively linear silicates result.
The tightly interwoven gels, characterized by smaller pores,
are defined as microporous structure.

Aging and, mainly, the hydration state affect the prop-
erties of the polymeric network microstructure. Xerogels
possess an 8–10-fold smaller volume, reduced pore size, and
higher mechanical strength than the corresponding wet gels.
During drying, protein-containing pores behave differently
from the empty ones. The former shrink but are adapted
to the size of the protein, whereas the latter shrink and
even collapse [27]. Although pore shrinkage is a common
phenomenon in gel drying, the magnitude of the process
is different in alkoxide based silica and in aqueous silica
gel. Essentially, the shrinkage is much smaller in the latter,
because some solid fraction already exists in the colloidal
solution. The average pore size of the dried aqueous gel,
determined using the BET adsorption method, was 5.3 nm
in diameter, in contrast to the value of 2–3 nm found in
dried alkoxide gels. It was also demonstrated that, in spite of
the total shrinkage after complete drying being the same for
a hemoglobin doped thin film and for bulk monoliths, the
higher the rate of shrinkage (in a thin film pore contraction
occurs rapidly), the higher the retention of native protein
conformation, hence the protein stability [29].

PGS-derived silica gels form exceptionally porous matri-
ces. Thermoporometric analysis of trypsin-doped sol–gels
indicates that the mesoporous structure and pore volume of
the hydrogels were substantially preserved upon formation
of xerogels [31]. Gel shrinkage and pore collapse can be
minimized by using additives acting as pore fillers or tem-
plating agents [45–47]. Nonsurfactant organic compounds
as d-glucose, dibenzoyl-l-tartaric acid, or d-maltose might
act as templating or pore-forming agents. A nonsurfactant
pathway to mesoporous silica materials doped with acid
phosphatase was reported [47]. d-glucose was added to HCl-
catalyzed prehydrolyzed TEOS sol to affect the mesophase
formation in polycondensation and gelation. After removal
of the nonsurfactant molecule by solvent extraction at room
temperature, a mesoporous silica matrix with high surface
area and pore diameter in the range of 20–30 Å, with narrow
pore size distribution, was obtained. The pore size, volume,
and surface area were found to be tuneable by varying the
concentration of the templating compounds in the prepara-
tion procedure.

The entrapment of the protein is achieved from the initial
dispersion of an aqueous solution of the biomolecule into a
silica sol. Since the protein is added prior to gelation, it is
plausible that the dopant molecule could act as a template
around which the gel network grows. Horseradish perox-
idase and glucose 6-phosphate dehydrogenase are globu-
lar proteins with diameters of 64 and 88 Å, respectively.
They were immobilized in wet silica gels with average pore
size of 200 Å [30]. Hence, they should be able to dif-
fuse within the pores and channels of the silica matrix,
although at a slower rate than in solution. However, over
time and during repeated washes, no significant leaching
was observed, suggesting that the enzyme molecules could
be sterically confined in smaller pores. Entrapped pro-
teins could also be retained by electrostatic interactions or
hydrogen bonds (directly or via hydration water molecules)
between the silanols groups, which are negatively charged
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above pH 3, and charged or polar groups on the protein
surface. Polar interactions mainly depend on the isoelectric
point of the protein. Strong adsorption was shown to occur
in the case of cationic proteins [48, 49]. A high ionic strength
of the buffer should minimize electrostatic interactions, as
suggested by data on horseradish peroxidase and glucose
6-phosphate dehydrogenase silica gels in the presence of
1 M phosphate buffer [30]. Studies performed on silica gels
doped with photochromic probes (azobenzene derivatives)
indicated that the interaction between the host matrix and
guest compounds affects the physico-chemical properties of
the dopant and thus its reactivity [50]. The results suggest
that a close interaction between large portions of the protein
surface and the matrix does exists. In fact, it was found that
the dye Comassie blue was not able to cover the complete
surface of trypsin encapsulated in silica gel [50]. This tight
binding could explain the thermal and chemical stability of
the glass-encapsulated proteins. Indeed, experiments per-
formed with fully acetylated trypsin showed that the encap-
sulated enzyme was not active, indicating the important role
of ionic bonds between the lysine and arginine side chains
and the negatively charged silicates for good dispersion and
protein stability in the gel [43, 51].

Absorbance measurements of entrapped proteins such as
cytocrome c have suggested that mixing the biomolecules
into a silica sol prior to gelation leads to biomolecules dis-
persed homogeneously on a macroscopic scale [4]. At a
molecular level, however, several absorbance and fluores-
cence studies using both small organic probes and fluorescent
proteins indicated that dispersed species are actually dis-
tributed between several microenvironments within sol–gel
derived materials.

Typical methods to study sol–gel materials, including 13C
and 29Si nuclear magnetic resonance (NMR), infrared and
Raman spectroscopies, cryogenic gas adsorption analysis,
and small-angle X-ray scattering, report on the average
properties of the bulk materials.

Electronic spectroscopy of specific probe molecules, espe-
cially emission spectroscopy, offers sensitive methods for
studying the local environment around the probe molecule.
If the dopant biomolecule itself cannot act as a probe,
other optical probes are added during the sol stage. Stud-
ies probing the local microenvironments via electronic spec-
troscopy within biocomposite materials were the subject of
several extensive reviews [23, 34, 38, 52]. An important
issue arises from the macroscopic location within the gel of
the dopant molecule, whose properties can also be affected
by the microscopic heterogeneity of the pores. Depending
on the nature of the protein and the specific precursors
and additives used to obtain the biocomposite material, it
is possible to identify four very general locations of the
dopant molecules within the sol–gel matrix [52]: (i) the sol-
vent region within the interior of a pore; (ii) the interface
between the liquid solvent and the solid pore wall; (iii) the
pore wall; (iv) the constraining region, where the distance
between the pore walls is about the same as the dimen-
sion of the probe molecule itself. If a molecule is incor-
porated in the constraining region, it should be effectively
confined in the solid state, because of the surrounding rigid
solid matrix. Nevertheless, since proteins are added at the
sol stage, they preferentially remain in the liquid phase of

the gel. Thus, the most probable locations are the solvent
filled pores and the pore walls. Indeed, frequent collisions
between the molecule and the pore walls could favor the
interactions, such as adhesion or hydrogen, electrostatic and
covalent bonding between the protein and the pore walls.

The fluorescence properties of pyranine (8-hydroxy-
1,3,6-trisulfonated pyrene) are sensitive to proton transfer
phenomena and were employed to determine the solvent
composition during the sol–gel process. The data also shed
light on the nature of the hydrolysis and condensation reac-
tions of the precursors. The first studies were carried out
on TMOS-derived gels [53]. The results, also reviewed by
Dunn and Zink [52], showed that hydrolysis and condensa-
tion processes concomitantly advance toward an equilibrium
point, representative of the final solvent composition. pH
influences the rate at which the equilibrium is reached, low
pH allowing rapid hydrolysis and slow condensation rate.
Since the condensation reaction proceeds slowly, these stud-
ies were able to ascertain that it occurs much later than
the gelation point. Another important result is related to
the possibility for the entrapped molecules to be affected
by the external solvent and solutes. Although the processes
are the same, the sol–gel dynamics differ significantly for
bulk monoliths and thin films. The sensitivity of the lumi-
nescence spectrum of pyrene to changes in polarity allows
one to investigate the characteristics of the solvent inside
the pores of the matrix. In the sol and in the aged gel the
liquid phase behaves similarly to an aqueous alcohol envi-
ronment. A few studies were performed using pyrene as a
photoprobe [54–57].

By affecting the microstructure of the gel network, drying
produces changes in the polarity of the environment. When
the xerogel stage is achieved, the residual solvent evapo-
rates, and the pores collapse around the dopant molecule.
Thus, especially in the case of silicate systems based on
TMOS or TEOS, a more polar environment develops, since
the hydrated surface of the pore comes in contact with the
probe molecule. In organically modified silicates, experi-
ments carried out with pyrene showed that the final stages
of drying lead to a less polar environment, because of the
introduction of organic groups into the matrix. Low levels
of organosilanes tend to be well dispersed within the matrix
and to reside at the solvent–silica interface, thereby reduc-
ing the number of silanol groups (and the amount of bound
water), as suggested by several experiments performed on a
considerable variety of Ormosils [38].

pH measurements within the solvent filled pores and at
the interface region tackle another critical issue, especially
for encapsulated proteins and organometallics sensitive to
proton concentration. pH sensors, based on bromophenyl
blue-doped sol–gel materials, showed a broad shape of the
titration curve attributed to the entrapment of the probe in
a series of chemical inequivalent microenvironments [58].
Titrations performed with acid–base indicators spanning a
pH range from 3 to 10 suggested that the pH in the prox-
imity of the pore walls might be one unit lower than that
in the aqueous buffer solution [52]. These findings are sup-
ported by data on glucose-6-phosphate dehydrogenase and
horseradish peroxidase-doped aqueous silica gels [30]. The
effect of pH on the maximal catalytic activity (Vmax� of both
the enzymes was studied. In both cases, Vmax versus pH
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curves are shifted to higher pH values (about one unit) for
the encapsulated enzymes with respect to the free form.
This probably derives from the partitioning of hydrogen ions
between the inside and the surface of the matrix. Because
of the negatively charged silanol groups, an electrical dou-
ble layer consisting of cationic buffer ions and hydrogen
ions exists inside the silica matrix. Thus, the excess of pro-
tons makes the pH in the double layer lower than in the
bulk solution. Since the average pore size is about 10 nm, a
double-layer overlap into the pores might occur, leading to
the presence of an excess of protons and, therefore, to the
lowering of pH experienced by the embedded protein. How-
ever, it should be noted that the protonation of the solvent-
shielded chromophore of green fluorescent protein mutants
exhibits a pKa value essentially unchanged with respect to
solution [59]. The same was observed for the alkaline Bohr
effect of human hemoglobin [26, 60]. These apparently con-
tradicting findings might be explained by the different loca-
tion of the protein ionizable groups with respect to the
proton gradient on the surface of the pore. The kinetics and
the equilibrium behavior of the reaction between substrates
and encapsulated proteins are determined by the accessi-
bility of analytes to the entrapped protein. The latter is
affected by both gel characteristics (such as thickness, hydra-
tion, pore size, and net charge), which are tuneable by con-
trolling the synthesis conditions, and the physico-chemical
properties of diffusing molecules. Even in the same sample,
it could be that some of the protein molecules are encap-
sulated in pores that are completely accessible to analytes,
some in partially accessible pores, and some in completely
inaccessible pores. It is important to determine the fraction
of the protein molecules actually accessible to the analytes.
This appears to be highly dependent on the size of the pro-
tein [28]. Moreover, if repulsive or attractive interactions
exist between the analyte and the silica matrix, a partial or a
very high uptake of the reagent could occur. Thus, diffusion
of charged species between silica glass and the surrounding
solution results in different concentrations of species in the
two phases, even when the system is in equilibrium. Neutral
and charged quenchers, such as O2, acrylamide, Co2+, and
I−, were used to monitor the accessibility of small molecules
to entrapped proteins and their partitioning within the gel
[22, 50, 61, 62]. Studies performed on small proteins such as
parvalbumin or oncomodulin (molar volume of 12–15 nm3�
showed that these proteins remain completely accessible to
both neutral and charged analytes [63, 64]. A larger protein
like monellin (molar volume 23 nm3� showed an inaccessible
fraction between 8 and 15%. Bovine serum albumin (molar
volume 43 nm3� may have as much as 50% of the protein in
inaccessible locations [45, 65]. These measurements suggest
that large proteins probably block the entrance of the pore
within which they reside, preventing the entry of analytes.

A kinetic study of the photoinduced redox reaction of
zinc cytocrome c by laser flash photolysis investigated the
effects of pH and ionic strength on the diffusion of charged
solutes ([Fe(CN)6]3−, [Ru(NH3�6]3+, and [Ru(NH3�5Cl]2+�
and on the transport of electroneutral small species
(p-benzoquinone, dioxygen) [22, 61]. The partitioning coef-
ficient of charged quenchers strongly depends on ionic
strength and pH; that is, high ionic strength and low pH
values minimize the exclusion of the [Fe(CN)6]3− from the

interior of the gel, because the degree of interaction with
silica surface is reduced. Experiments performed on azoben-
zene derivatives confirmed that sol–gel silica can act as a
hydrogen donor to an acceptor molecule. This could induce
an enormous excess in the uptake of hydrogen-bonding
solutes from solution, a phenomenon called imbalanced
uptake [50]. Neutral species are not excluded from the glass,
but their diffusion is delayed by the matrix because of pore
connectivity and tortuosity increasing the effective diffu-
sion distance. Therefore, in the case of these species, it is
possible to define a hindrance of diffusion in glasses. All
these results suggest that incorporation of charged polymers,
manipulation of pH and aging conditions, and the addition
of templating agents to promote larger pores could affect
and maximize the accessibility of the protein by analytes.

3. STRUCTURE, DYNAMICS,
AND STABILITY OF PROTEINS
ENCAPSULATED IN SILICA GELS

Proteins perform a variety of functions in living organisms,
from enzymatic catalysis to metabolite transport and storage,
from cell movement and mechanical support to signal trans-
duction and cell regulation. Most of these activities require
structural flexibility and the interconversion among confor-
mational states and substates, controlled by ligand binding
and/or variations of the physical and chemical environment.
Encapsulation in a silica gel matrix can alter protein func-
tion by distorting the structure of functional conformations
or, more likely, by posing thermodynamic and/or kinetic
restraints to structural dynamics and conformational equi-
libria underlying protein function and regulation. In many
cases, the stabilization of selected conformers with defined
properties is not a shortcoming but a desired character-
istic of encapsulated macromolecules, for example, in the
fabrication of biosensors or whenever the isolation of sta-
ble or metastable conformers is required for biochemical
and biophysical investigations (see Section 4). A large num-
ber of studies have been reported dealing with functional
properties of proteins encapsulated in silica gels [10]. Less
abundant is the information currently available on protein
stability in the gel, and lesser yet the number of investi-
gations that specifically tackled the problem of achieving
detailed information on the effect of encapsulation on pro-
tein structure.

3.1. Structural and Dynamic Properties

The nature of the gel limits spectroscopic investigations on
entrapped proteins to techniques that can probe the global
structural properties but, apart from Raman and fluores-
cence spectroscopy, are characterized by poor spatial resolu-
tion. To date, a limited number of studies exploiting Raman
or circular dichroism spectroscopy to gather direct structural
information on encapsulated proteins have been published.
Steady state fluorescence and emission decays of intrinsic
and extrinsic probes have been shown to provide a wealth
of useful information on structure, dynamics, and function
of encapsulated proteins [28]. However, these techniques do
not probe conformational events that do not perturb the
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fluorophore microenvironment. Furthermore, the interpre-
tation of data can be challenging when fluorescence signals
arise from multiple probes (e.g., most proteins contain more
than one tryptophan residue), or whenever the effects on flu-
orescence of solvent structure and polarity are not perfectly
understood. Time-resolved fluorescence anisotropy investi-
gations allow one to calculate the scope and speed of local
motions and the global rotational diffusion times. The com-
parison of these parameters with those observed in solution
also yields important information on the microenvironment
experienced by the encapsulated proteins, since they are
related to protein conformation and flexibility and to the
nature and strength of protein–gel matrix interactions.

In many reports the observation of unperturbed absor-
bance spectra has been assumed as indirect evidence of con-
served local structural features in the gel. Such an inference,
originally expressed by Zink and co-workers [4], is rea-
sonable at least for hemoglobin, myoglobin, cytochrome c,
and other metalloproteins, whose specific spectral bands are
extremely sensitive to the metal ion and active site geome-
try. Stronger evidence of native structure and dynamics in
the gel arises from the quantitative conservation of func-
tional properties and ligand regulation, as in the case of
hemoglobin and several enzymes (see Section 4). In this
regard, it is of paramount interest to relate the amplitude of
conformational dynamics required by protein function and
regulation, often known from X-ray studies, to the extent
of function conservation in the gel. The emerging scenario,
supported by an increasing amount of data, is one where
silica gel encapsulation impedes large-scale quaternary con-
formational changes while allowing, though usually slowing
down, local structural dynamics [6]. Whether the uncoupling
of tertiary and quaternary conformational changes origi-
nates mainly from thermodynamic or kinetic restraints is
not obvious and is likely to be case-dependent. The most
extensive biophysical investigations on tertiary and quater-
nary structural dynamics in silica sol–gel systems have been
carried out on hemoglobin and fructose-1,6-bisphosphatase.
The results will be mainly reviewed in Section 4, together
with other studies providing functional characterization of
encapsulated proteins.

3.1.1. Structural Properties
Zink and co-workers investigated the structural properties
of encapsulated bacteriorhodopsin by circular dichroism and
Raman spectroscopy [25]. The results indicated that bac-
teriorhodopsin was encapsulated along with its membrane
lipids and that neither the quaternary conformation nor the
local structure of the retinal chromophore was significantly
affected.

The sol–gel encapsulation of the complex cytochrome
c � cytochrome c peroxidase allowed one, for the first time,
to measure electron paramagnetic resonance signals of
biomacromolecules at room temperature [66]. This made it
possible to investigate the coordination and spin state, the
charge transfer activity, and the structural orientation of the
complex and its constituents.

The polypeptide backbone and the heme group conforma-
tion of native and Zn-cytochrome c have been investigated
by ultraviolet(uv)-visible absorption, circular dichroism,

and resonance Raman spectroscopy [22]. Far-UV circular
dichroism spectra of native cytochrome c encapsulated in
hydrogels indicated a very modest perturbation of the sec-
ondary structure. A more significant loss of �-helicity was
observed for Zn-cytochrome c, which also exhibited a more
evident perturbation of the near-UV spectrum, sensitive to
the heme environment conformation. However, visible cir-
cular dichroism and resonance Raman spectra indicated that
for both proteins the conformational changes of the heme
pocket induced by encapsulation must be small. This result
was confirmed by resonance Raman experiments carried out
by Zink and co-workers [67], suggesting that neither sol–gel
encapsulation, gel aging, nor drying significantly alters the
heme site geometry.

The structural properties of three encapsulated metallo-
proteins, cytochrome c, horseradish peroxidase, and ascor-
bate oxidase, have been studied by circular dichroism,
absorbance, and fluorescence spectroscopy [68]. Circular
dichroism spectra of cytochrome c and horseradish per-
oxidase in the Soret region indicated that in both cases
the heme microenvironment and the protein backbone to
which the heme is covalently bound are unaffected by gel
encapsulation. Absorbance and fluorescence spectra of tryp-
tophan residues and the extrinsic probe ANS indicated a
partial denaturation of ascorbate oxidase, which neverthe-
less retained the bound copper atoms. Partial denatura-
tion has been reported for other encapsulated proteins, like
apo-myoglobin [65, 69] and, upon aging of the gels, human
[70, 71] and bovine serum albumin [70].

Encapsulation of the isozyme II of bovine carbonic anhy-
drase caused only minor changes of near- and far-UV
circular dichroism spectra, which are sensitive to the aro-
matic side chains microenvironment and backbone confor-
mation, respectively [62]. Thus, both the secondary and
tertiary structure appeared to be generally conserved.

A series of elegant studies by Friedman and co-workers
demonstrates that hemoglobin encapsulated in silica sol–gels
retains the conformational markers of T and R qua-
ternary conformations, as monitored by ultraviolet [72]
and visible resonance Raman spectroscopy [73]. Ultraviolet
Raman spectra are sensitive to the environment of aromatic
aminoacids and allowed one to demonstrate that the quater-
nary structure-dependent �1�2 interface of hemoglobin was
unperturbed upon encapsulation [72]. Resonance Raman
spectra of the Soret band can probe the perturbations of
the heme iron-proximal histidine stretching mode, exhibit-
ing frequencies that are characteristic of different tertiary
and quaternary conformations [73]. The effect of mutations
of cysteine �93 on T and R state conformation was also
investigated [74]. The intensities and frequencies of Raman
bands were found to be the same as in solution also for
encapsulated deoxy-myoglobin [75].

Near- and far-UV circular dichroism spectra in the gel
were found to be similar to those measured in solution
also for hen egg-white lysozyme, bovine �-lactalbumin, and
met-myoglobin [69]. Apo-myoglobin, however, was found
to be largely unfolded upon encapsulation [69], as already
observed by fluorescence spectroscopy [65]. The secondary
structure was insensitive to ionic strength and pH values
above the isoelectric point of the protein, ruling out the
possibility that the partial unfolding was due to electrostatic
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interactions between the positively charged protein and the
negatively charged silica oxide groups. Instead, salts other
than KCl induced a concentration-dependent increase in the
�-helical content, and the ion effect was in accordance with
the Hofmeister series, suggesting an important role of the
“unusual” water structure in the gel pores on the conforma-
tion of encapsulated apo-myoglobin. The spectroscopic and
kinetic heterogeneity of sol–gel encapsulated carbonmonoxy
(CO)-myoglobin was investigated by resonance Raman and
absorption spectroscopy [76]. The authors compared the vis-
ible Raman spectra and CO rebinding kinetics after pho-
todissociation of myoglobin encapsulated in the deoxy or
liganded state. Differences in the resonance Raman fre-
quency of the iron-proximal histidine stretching mode were
attributed to different positions of the F helix, which in turn
account for differences in CO rebinding. The CO binding-
induced conformational changes were reported to be qual-
itatively similar to the tertiary changes occurring within
both the T and R quaternary states of gel-encapsulated
hemoglobin: a clam-shell-type rotation of the E–F helices.
Differences between the two proteins in the relaxation kinet-
ics were attributed to different hydrogen bonding and salt
bridging patterns.

3.1.2. Dynamic Properties
The rotational dynamics in silica sol–gels have been investi-
gated for several proteins. The results span the whole range
of rotational freedom, from unrestricted rotation to com-
plete “freezing” of the entrapped molecules. The observed
variability could in part originate from differences in the
gel matrix, dependent on precursors, gelification protocols,
aging, and drying. However, most likely the main source of
diversity resides in the physical and chemical characteris-
tics of the encapsulated proteins. For instance, the templat-
ing effect of the gel would hinder the global tumbling of
macromolecules with a pronounced oblate or prolate shape.
Moreover, one should take into account the possibility of
chemical interactions between polar and/or charged groups
on the protein exterior and the gel pore surface, carrying
several functional groups which account for a net negative
charge at neutral pH. Such interactions would be peculiar of
each protein and are expected to be pH- and ionic strength-
dependent.

Dielectric relaxation measurements on cytochrome c sug-
gested that the rotational movement of the protein within a
TMOS-derived matrix is only slightly restricted, as indicated
by a small 1.1 kcal/mol increase of the activation energy for
dipolar relaxation [77, 78].

Luminescence anisotropy decays of Zn-deutero-
myoglobin, Zn-cytochrome c peroxidase, and [Zn, Fe3+L]
mixed-metal hemoglobin hybrids encapsulated in wet
TMOS-derived gels indicated that a minor fraction of
each of the three proteins is immobilized in the sol–gel,
presumably by interactions with the silicate backbone [79].
A larger fraction, ∼94%, ∼70%, and ∼85% respectively,
appeared to rotate freely within the sol–gel, though more
slowly than in solution (on a time scale of 20 �s or less).

Bright and co-workers reported that the global rotational
mobility of bovine and human serum albumin, as moni-
tored by time-resolved fluorescence anisotropy of the extrin-
sic probe acrylodan covalently attached to cysteine 34, was

restricted by a factor of 2–3, while local motions of the
probe were unperturbed in aged wet gels with respect to
solution [70]. Upon gel drying, the data suggested an open-
ing of the pocket hosting the acrylodan reporter. Doping
the gel with polyethylene glycol resulted in slightly increased
global rotational dynamics of bovine serum albumin, while
the local acrylodan motion was relatively unaffected [46].
Time-resolved anisotropy of the coenzyme FAD indicated
that the tumbling motion of glucose oxidase was slowed
down by less than twofold upon encapsulation [80]. FAD
local motions and, remarkably, the opening of the active site
pocket upon binding of the substrate glucose were not signif-
icantly altered. Authors from the same group reported that
the rotational reorientation dynamics of intact immunoglob-
ulin G antidansyl antibodies are hampered in aged gels,
despite roughly conserved equilibrium binding constants for
the target hapten [81].

Brennan and co-workers carried out several studies in
order to characterize the conformational flexibility and the
rotational diffusion of gel encapsulated proteins, like mon-
ellin [82, 83] and human serum albumin [71]. The emission
spectra of monellin upon excitation at 295 nm were identi-
cal in wet-aged and dry-aged gels and in solution, indicat-
ing the conservation of protein structure in the proximity of
the single tryptophan residue, while steady-state anisotropy
data and the changes in fluorescence properties upon denat-
uration were indicative of a reduced protein mobility [82]
and conformational flexibility [83]. The acrylamide quench-
ing indicated that the range of conformational motions is
reduced for encapsulated monellin with respect to solution
[83]. Entrapped human serum albumin exhibited a large
residual anisotropy, consistent with a restriction of global
rotational dynamics [71]. The higher fractional contribution
of local motions to anisotropy decays, and the shortening
of the longer rotational correlation time with respect to
solution suggested a partial denaturation of encapsulated
albumin, consistent with the observation of perturbed spec-
troscopic properties of the single tryptophan residue.

The anisotropy decays of magnesium protoporphyrin IX
substituted myoglobin, which due to the chromophore rigid-
ity are sensitive only to the global protein motion, indicated
that the rotational dynamics in gels prepared with different
protocols are almost completely hampered, with rotational
correlation times of the order of 1 �s [84].

The structural and dynamic properties of a highly fluo-
rescent mutant of the green fluorescent protein, GFPmut2,
appeared to be conserved in silica sol–gels, for both the
chromophore moiety and the whole protein molecule [59].
The pH-dependent emission spectra, fluorescence lifetimes,
anisotropy, and rotational dynamics are essentially equal to
those observed in solution. The impressive photostability of
gel-encapsulated GFPmut2 allowed single-molecule imag-
ing by confocal spectroscopy, a first-time experiment for
biomolecules encapsulated in silica sol–gels. These results
demonstrate that the system exhibits ideal properties for bio-
chemical and biophysical studies at a single-molecule level.

Indirect evidence of structural dynamics in the gel arises
from the observation of the interconversion between func-
tionally distinct species. Once again, hemoglobin is the
paradigm molecule for the investigation of allosteric tran-
sitions. Tertiary and quaternary conformational changes
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appear to be kinetically well separated in gel-encapsulated
hemoglobin, and for both the time course is slowed down
by orders of magnitude with respect to solution, as demon-
strated by oxygen binding [26, 60, 85–87], CO rebinding after
photodissociation [88, 89], and resonance Raman studies
[72, 73]. This allows one to trap nonequilibrium species of
hemoglobin and probe both structural and functional prop-
erties of intermediate conformations.

The series of conformational changes following carbon
monoxide binding to gel-encapsulated human adult hemo-
globin has been characterized by ultraviolet resonance
Raman spectroscopy [72]. The results indicated that lig-
and binding in the gel triggers, more than a single con-
certed switch, a sequence of conformational steps starting
at the distal heme pocket with E helix motion and lead-
ing to shifts of the “switch” and the “hinge” region of �1�2
interface which are characteristic of the T to R quater-
nary structure transition. Conformational dynamics in the
gel were slower than ligand diffusion times and could be
investigated in the absence of the traditional experimental
limitation of geminate rebinding of the ligand leading to
mixed populations of partially liganded species. Resonance
Raman spectra of oxygenated hemoglobin at various times
after oxygen scavenging with dithionite revealed a marked
slowdown of tertiary and quaternary relaxations [73]. In the
gel, these transitions are strongly temperature-dependent,
both relaxations being essentially prevented at 4 �C. The
carbon monoxide rebinding studies to horse myoglobin by
Abbruzzetti et al. [89, 90] showed an enhanced amplitude
of the geminate rebinding phase with respect to solution,
indicating a decreased flexibility of the protein matrix that
reduces the efficiency of CO escape to the solvent follow-
ing photodissociation. The slower rate for the transition
between conformational substates was tentatively attributed
to high effective viscosity inside the gel matrix. Friedman
and co-workers reported that upon bathing gel-encapsulated
deoxy- and carbonmonoxy (CO)-myoglobin in 100% glyc-
erol, not only are tertiary relaxations slowed down but also
equilibrium and nonequilibrium conformations can be effi-
ciently locked [76]. The authors attributed this observation,
beyond possible viscosity effects, to the templating behavior
of the gel. Conformational modifications requiring transition
states with enhanced volume and hydration changes might
be efficiently hampered by steric hindrance and solvent shell
stabilization effects by the gel matrix [73, 76]. The latter
hypothesis is supported by the observation of dramatically
slowed relaxations of encapsulated hemoglobin below 10 �C,
suggesting a relevant role in the immobilization of hydration
shell water molecules [73].

Beyond the several studies on heme proteins, a few
papers reported detailed investigation on tertiary and qua-
ternary conformational dynamics accompanying function
and regulation of proteins encapsulated in silica gels. Encap-
sulation of pig kidney fructose-1,6-bisphosphatase largely
restrained the structural transition between the T and R
quaternary conformations, while allowing the local con-
formational changes induced by allosteric regulators [91].
Interestingly, glutamate dehydrogenase, a large six-subunit
enzyme, retains function and allosteric regulation in the gel,
indicating that encapsulation does not hinder the large-scale
conformational changes that have been structurally resolved,

accompanying substrate and coenzyme binding, catalysis,
and regulation [92].

The conformational changes induced by calcium binding
in cod III parvalbumin were probed by measuring intrin-
sic tryptophan fluorescence and acrylamide binding [63],
absorbance, and steady-state and time-resolved fluorescence
of the extrinsic probes fluorescein, acrylodan, and nitroben-
zoxadiazole attached at cysteine 18 [93]. Single tryptophan
mutants of oncomodulin, another calcium-binding protein,
retained in the gel the calcium concentration dependence of
thermodynamic stability and terbium binding capacity [64].

The light-sensitive and proton-pumping function and the
relative conformational changes are conserved in immobi-
lized wild-type bacteriorhodopsin [25, 94, 95] and in the
D96N mutant [14, 96–98].

An elegant work by Hoffman and co-workers [79]
describes the effect of encapsulation on photoinitiated elec-
tron transfer within three protein–protein complexes: (i)
[Zn, Fe3+L] mixed-metal hemoglobin hybrids, (ii) the Zn-
cytochrome c peroxidase complex with ferri-cytochrome
c and (iii) the [Zn-deuteromyoglobin, ferri-cytochrome b5]
complex. In all cases transient absorption experiments
allowed one to observe electron transfer in the encapsulated
complexes. The effect of encapsulation on electron transfer
was different for the three complexes that were selected for
their largely different affinities and dynamic processes. No
complex formation or dissociation was observed in the gel.

Brennan and co-workers observed reversible dissociation
of a complex between bovine calmodulin and the peptide
melittin, upon introduction in the gel of the denaturant
guanidine hydrochloride or small antagonists of the complex
[99]. The detection of reversible interprotein interactions in
the gel is striking, provided that quaternary transitions in
entrapped oligomeric proteins are normally hampered, and
points out that silica sol–gels can be a suitable device to
host biological systems more complex than single macro-
molecules, for both biophysical studies and biotechnological
applications (see [12] and references therein).

3.2. Stability of Proteins Encapsulated
in Silica Gels

Several authors observed thermal and/or chemical stabiliza-
tion of gel-encapsulated proteins. Such effect could derive,
at least in part, from a reduced conformational freedom
in the limited space of gel pores (Fig. 3a), preventing a
complete denaturation of polypeptide chains and the irre-
versible aggregation often observed for partially or fully
denatured proteins [12]. For proteins existing as an equi-
librium between different conformers, stabilization could
arise from a lower probability to sample thermodynami-
cally unfavorable conformations, when species interconver-
sion occurs through conformationally expanded transition
states. Steric effects could also facilitate refolding by virtue
of an “easier” search of the native topology [100]. However,
several authors reported either slower refolding kinetics, as
in the case of acid-denatured myoglobin [101] or irreversible
though incomplete unfolding, as for acid-denatured bovine
serum albumin [65] and heat- or guanidinium chloride-
denatured carbonic anhydrase II [62]. Depending on experi-
mental protocols and recipes, gel aging, and hydration state,
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Figure 3. Schematic representation of protein-doped silica gels (A) and
protein–gel matrix interactions (B).

variable amounts of functional groups can be present on the
pore surface, like siloxane (Si–O–Si), silaketone (Si O),
silanol (Si–OH), and siloxide (Si–O−� groups (Fig. 3b).
Therefore, multiple polar and/or electrostatic interactions
between surface aminoacids and the pore wall are likely
to play a relevant role in protein kinetic and/or thermo-
dynamic stabilization. Once again, general rules cannot be
drawn from the data currently available, and one should take
into account the relevant study by Heller and Heller [49],
suggesting that electrostatic interactions between positively
charged arginine surface residues and polysilicate anions
could disrupt the function or structure of gel-encapsulated
lactate oxidase and glycolate oxidase. When the enzymes
were complexed with polycations prior to immobilization,
they were stabilized instead of being deactivated. Moreover,
the peculiar structure of the solvent and the high effective
viscosity within gel pores could play a key role in limit-
ing conformational dynamics, thus stabilizing the structure
of entrapped proteins [69, 73, 76, 83]. Finally, it should be
noted that the behavioral variability of encapsulated pro-
teins does not only arise from the different properties of
the macromolecules and of the hosting matrices, but even in
the same system gel aging time and conditions can influence

protein conformation, dynamics, stability, accessibility, and
function (see [71] and references therein).

Increased thermal stability has been reported for alka-
line phosphatase [102, 103], acid phosphatase [31, 43, 47],
�-glucosidase [31, 104], lipases (see [31, 105, 106] and ref-
erences therein), lipoxygenase [107], glucose oxidase [48],
monellin [83], carbonic anhydrase II [62], urease [108],
cytochrome c [67], lysozyme, �-lactalbumin and apomyo-
globin [69], antibodies [109], pronase and �-chimotrypsin
[110], and human serum albumin [71]. Stabilization with
respect to pH, alcohols, or chemical denaturants has been
reported, for instance, for bovine serum albumin [65],
�-glucosidase [104], cytochrome c [27, 77, 78, 111], cata-
lase [111], lipoxygenase [107], lipases (see [106] and ref-
erences therein and also [112]), alcohol dehydrogenase
[113], deoxy- [75] and CO-myoglobin [101], cod III par-
valbumin [63], monellin [83], carbonic anhydrase II [62],
horseradish peroxidase and myoglobin [114], and antibodies
[109]. Enhanced stability toward photodegradation has been
reported for a light-transducing protein, phycoerythrin [115],
which, unlike the other phycobiliproteins phycocyanin and
allophycocyanin, was shown to undergo only minor changes
in its native structure.

Only in a few cases have the thermodynamic and kinetic
aspects of thermal or chemical denaturation been investi-
gated in detail. Such studies are of extreme interest for at
least two reasons: (i) they pursue a qualitative and quantita-
tive description of the behavior of gel-encapsulated proteins
with respect to physical and chemical insults, which is funda-
mental for a rational design of biotechnological applications;
(ii) they display to the fundamental research community the
unique opportunity provided by sol–gel techniques to iso-
late “pure” conformational states out of complex conforma-
tional equilibria, slow down kinetics, or stabilize metastable
intermediates, making this species accessible to biophysical
investigations.

One of the earliest studies on unfolding/refolding of pro-
teins encapsulated in silica gels was carried out on bovine
serum albumin (BSA) and horse heart myoglobin by Saave-
dra and co-workers [65]. Based on the steady-state fluo-
rescence properties of intrinsic (tryptophans) and extrinsic
(acrylodan) probes, the authors concluded that complete
and reversible denaturation of encapsulated BSA by guani-
dine hydrochloride could be achieved, while acid denatura-
tion, involving a significant increase in the overall size of the
molecule, was incomplete and irreversible.

Thermal unfolding of human serum albumin in gels
at early aging times occurred at higher temperature with
respect to solution [71]. However, the unfolding temper-
atures decreased upon aging. This observation, together
with the spectroscopic evidence of incomplete unfolding and
non-native conformation after entrapment, led the authors
to raise two major concerns, which should be taken into
account for any gel matrix-encapsulated protein system: (i) it
is possible that the unfolding temperatures do not reflect
denaturation from a fully native to the same fully unfolded
conformations ensemble observed in solution, which limits
their reliability as stability indicators; (ii) it is not obvious
that encapsulation will lead to a higher long-term thermal
stability.
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The thermal and guanidinium chloride-induced unfold-
ing of monellin has been investigated by measuring the flu-
orescence spectra, steady-state anisotropy, and acrylamide
quenching of the single tryptophan residue [83]. Wet-aged
gels did not show a significant thermal or chemical stabiliza-
tion of the encapsulated monellin. In dry-aged gels, thermal
unfolding was characterized by a 14 �C increase of Tm and a
broader transition with respect to solution, suggesting a dis-
tribution of microenvironments endowed with different ther-
modynamic stability. Chemical denaturation also showed a
broadened transition. The spectral changes upon unfolding
and the calculated thermodynamic parameters were differ-
ent with respect to solution and indicated conformational
restrictions upon encapsulation leading to incomplete denat-
uration or unfolding to a different final state. The enhanced
stability was attributed to the gel pores sterically restricting
the mobility of the encapsulated protein, and thus limiting
the sampling of thermodynamically unfavorable conforma-
tions, and to the highly structured nature of the solvent in
the gel matrix. Complete unfolding of cod III parvalbumin
by urea was achieved in the gel, as indicated by the denat-
urant dependence of tryptophan fluorescence intensity and
emission wavelength [63]. As in solution, calcium binding
provided a significant stabilization of the protein. Both in the
absence and in the presence of calcium ions, higher denat-
urant concentrations were required to achieve denaturation
in the gel with respect to the protein in solution. Reversible
thermal denaturation of oncomodulin has been reported by
Brennan and co-workers [64].

Resonance Raman studies by Friedman and co-workers
[75] demonstrated that the native structure of deoxy-
myoglobin is stabilized toward acid denaturation in the
gel. At pH 2.6, the Raman bands assigned to the heme
propionate and vinyl groups shifted to values similar to
those observed in solution for the first acid intermediate,
which occurs at pH between 4.5 and 3.5 and is character-
ized by the cleavage of the iron–proximal histidine bond,
while the heme remains five-coordinate high spin, with water
as the fifth ligand (see [75] and references therein). The
cleavage of the iron–proximal histidine bond was markedly
slowed down in the gel, even at pH values as low as 2.
At pH 2.6, it took about 20 h to obtain spectroscopic indi-
cations of a small amount of the second acid intermedi-
ate, exhibiting a four-coordinate heme still bound in the
pocket and occurring in solution at pH between 3.5 and 2.5.
The authors suggested that the formation of acid denatura-
tion intermediates of deoxy-myoglobin requires large ampli-
tude conformational fluctuations, like an opening of the
heme pocket to allow cleavage of the iron–proximal histi-
dine bond, loss of the heme, and globin unfolding, which
are strongly inhibited in the gel. The acid denaturation
and refolding of CO-myoglobin have been studied by flu-
orescence, absorption, and visible resonance Raman spec-
troscopy and by geminate recombination in order to explore
the heme conformation and environment, the globin, and
the exposure to solvent of the A helix [101]. Both unfold-
ing and refolding kinetics were dramatically slowed down
by gel encapsulation. Different encapsulation and unfold-
ing/refolding protocols allow one to stabilize several inter-
mediate species, some of which have not been observed

previously in solution studies. Moreover, the results sug-
gested that the initial step in acid denaturation of CO-
myoglobin is the unfolding or the increased exposure to the
solvent of A helix residues and that the refolding of the A
helix is a late process along the refolding pathway.

Both thermal and guanidinium chloride-induced denatu-
ration of carbonic anhydrase II, as monitored by circular
dichroism, appeared to be incomplete and largely irre-
versible [62]. The broad thermal unfolding transition has
been attributed to some degree of heterogeneity in the
microenvironment of the encapsulated molecules, which
affects their stability toward unfolding. The incomplete
unfolding and refolding were ascribed to steric effects of the
gel pores, restricting the required protein mobility.

Complete and reversible denaturation of cytochrome c
encapsulated in aged wet gels was induced by 3.5 M guani-
dinium chloride and monitored by circular dichroism spectra
of the Soret region [68]. The unfolding reaction was dramat-
ically slowed down with respect to solution. In xerogels, only
partial denaturation was observed following 24 h incubation
in the presence of 3.5 M guanidinium chloride.

Reversible thermal denaturation was observed for
lysozyme, �-lactalbumin, and apomyoglobin [69]. The in-
creased thermal stability is discussed in terms of theoret-
ical models of crowding effects on protein stability [116],
mimicked by molecular confinement in the gel pores, and
perturbed water structure. Different from solution, calcium
binding to encapsulated �-lactalbumin was unable to res-
cue the native structure upon reduction of one of the four
intramolecular disulfide bonds. Furthermore, removal of cal-
cium caused a loss in secondary and tertiary structure in the
absence of reducing agents.

4. APPLICATIONS OF PROTEIN-DOPED
SILICA GELS

4.1. Bioreactors

A biorector is a device in which one or more enzymes
are physically confined. The purpose of a biorector is to
obtain the selective and efficient transformation of sub-
strates in products and an easy separation between cata-
lysts and reagents. The requirements of a biorector are the
maintenance of the catalytic activity of entrapped enzymes,
long-term protein stability and reusability, and no limita-
tion for reagents and products to diffuse in and out of the
matrix. Immobilization of enzymes in silicic acid gels was
first achieved by Dickey [117] and several years later by
Johnson and Whateley [18], but only in the last 20 years
or less have sol–gel methods became widely used to pre-
pare biorectors and biosensors [3, 4, 34, 43, 102, 118, 119].
A list of enzyme-doped silica gels is reported in Table 1.
Several classes of enzymes have been encapsulated in silica
gels, ranging from lipases to oxidoreductases and proteases,
without any specific limitations. Silicate precursors charac-
terized by different hydrophobicities, and additives as glu-
cose, polyethylene glycol, or polyvinylalcohols, were used to
achieve better performances.

A critical issue that is not always properly addressed in the
evaluation of the catalytic activity of encapsulated enzymes
is the diffusion of substrates within the gel pores to reach
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Table 1. Enzyme-doped silica gels.

Enzyme Precursor Ref.

C. cylindracea lipase TMOSa–alkylmethoxisilanes [202]
P. cepacia lipase TMOS–alkylmethoxisilanes [47]
Lipase cellulose acetate–TiO2 gel fiber [203]
C. antartica lipase cellulose acetate–TiO2 gel fiber [204]
C. cylindracea lipase trimethoxypropylsilanes–TMOS [128]
P. cepacia lipase phyllosilicate [205]
R. miehei lipase cellulosae acetate–TiO2 gel fiber [206]
Lipase TEOSb–PEG [127]
Lipase TMOS–alkylsiloxanes [207]
P. cepacia, C. antarctica MTMOSc–alkylsiloxanes [208]
lipase
Lipase TMOS–alkylsiloxanes [124]
Lipase different matrices [209]
Lipase [210]
Lipase MTMOS–TMOS–celite 545 [105]
HRPd TMOS [136]
HRP different alkylsiloxanes [211]

precursors
Pronase, �-chymotripsin TMOS [110]
Serine proteases [212]
Lactate oxidase/ different matrices [213]
glucose oxidase
Urease TEOS [214]
Urease TMOS [215]
Urease, glucose oxidase, different matrices [135]
invertase
HRP, GODe sodium silicate [30]
HRP-cholesterol oxidase TEOS [216]
HRP, ascorbate oxidase TMOS [68]
Soybean lipoxygenase TMOS [142]
Lipoxygenase alginate–TMOS [107]
20 different lipases and protea- [171]

ses, enzyme array (solzymes)
HRP, GOD
Acid phosphatase TMOS+ d-glucose [47]
Alkaline phosphatase TMOS [103]
Carbonic anydrase II TMOS [62]
Glutamate dehydrogenase TMOS [92]
GOD TEOS–veratryaldehyde [217]
GOD, lactate oxidase, TMOS [48]
glycolate oxidase
Glycolate oxidase, lactate TMOS [49]
oxidase
Lactate dehydrogenase TEOS [218]
Bilirubin oxidase alginate–TMOS [219]
Atrazine-degrading enzymes TMOS [143]
Formaldehyde dehydrogenase/ TMOS [144]
formate dehydrogenase/
alcohol dehydrogenase
Atrazine chlorohydrolase TMOS–alkylsiloxane [141]
Butyrylcholinesterase TMOS [220]
Acetylcholinesterase, TMOS [221]
butyrylcholinesterase
�-amylase chitosan–SiO2 membrane [222]
�-galactosidase TMOS [138]
Catalase colloidal silica–sodium silicate [223]
Parathion hydroxilase TMOS [224]
Cytochrome c, Myoglobin TMOS [225]
Hemoglobin, HRP
Tryptophan synthase TMOS [201]
O-acetylserine sulfhydrylase

a Tetramethylorthosilicate, TMOS.
b Tetraethylorthosilicate, TEOS.
c Methyltrimethoxysilane, MTMOS.
d Horseradish peroxidase, HRP.
e Glucose oxidase, GOD.

the active sites [120]. It is often assumed that small solutes
can freely and rapidly diffuse within the gel and, therefore,
there is no limitation to the enzyme activity by the size and
geometry of the gel [3, 8, 94]. However, this might not be
true, as was previously recognized in the investigation of
the enzymatic activity of enzyme crystals [10, 121, 122]. The
size of the crystals required to avoid effects on enzymatic
parameters critically depends on the rate of the catalytic
reaction. Only microcrystals with dimensions in the microm-
eter range can be used. In several investigations mm size
silica gel monolythes were used, and, not surprisingly, the
observed catalytic activities were much lower with respect to
the soluble enzyme. On the other hand, alcohols released
during the sol–gel process might lead to enzyme inactiva-
tion, and constraints placed by the Si–O–Si network to the
protein might decrease the enzyme flexibility required for
function.

Lipase, glucose oxidase, and horseradish peroxidase are
among the enzymes more frequently encapsulated in sil-
ica gels and for which several studies were carried out
to define the influence of the precursor alkylsiloxanes and
additives on the catalytic activity and stability. The inter-
est originated in their use for biotechnological applications,
including biosensors.

4.1.1. Lipase
Lipases are used as hydrolases in detergent additives and
as synthases in the formation of enantiomeric compounds
[123–125]. Lipase silica gels are now commercially available.
The most critical issue for enzymatic catalysis by lipases
is the interfacial activation (i.e., the increase in activity at
the interphase between polar and apolar solvents). This is
due to an amphiphilic loop that covers the active site and
undergoes a closed-to-open transition at a lipid–water inter-
face, making the active site accessible to substrates. Several
studies were carried out to produce active lipase-doped sil-
ica gels [105, 106, 112, 126]. TMOS-based silica gels led to
encapsulated lipases characterized by very reduced activity,
indicating a detrimental effect of the polar microenviron-
ment of silica gels [106]. Different RSi(OCH3�3 precursors
and mixtures of these and TMOS were used to encapsu-
late lipases from Pseudomonas cepacia. The use of 100%
CH3Si(OCH3�3 led to an immobilized lipase with 1300% of
the activity of the commercial enzyme [106]. Higher activity
was obtained using other R-groups, such as ethyl, n-propyl,
n-buthyl, and n-C18H37, and additives such as polyethylene
glycol and polyvinyl alcohol [112, 126, 127]. The immobi-
lized enzyme is remarkably stable even after several cat-
alytic cycles. Higher esterification activity was also observed
when methyltrimethoxysilane and TMOS were used as pre-
cursors in a 3:1 ratio and the gel was casted on the surface
of Celite 545 [105]. The enantioselective aminolysis of ethyl
2-chloropropionate was also found to increase by carrying
out the reaction with Candida cylindracea lipase encapsu-
lated in silica gels [128]. An alternative strategy to immo-
bilize lipases was designed, making use of matrices derived
from poly(hydroxymethylsiloxane) [129]. This method leads
to a biocomposite silicone material with higher activity and
stability with respect to the native enzyme. Encapsulation
of enzymes within silicate, siloxane, and hybrid sol–gel poly-
mers provides an efficient and generic approach to the
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preparation of stable and active sol–gel bioceramics [31].
PGS was used to prepare transparent, mesoporous, and
physically stable silica xerogels containing lipases as well as
several other enzymes [31]. It was found that, because of the
absence of released alcohols that might cause protein denat-
uration or aggregation, PGS-based biogels retain 83–98% of
the activity of the native enzyme, with an 88–98% entrapping
efficiency at loading concentration as high as 20% w/w of
xerogel. The resulting materials exhibit high stability and low
release of proteins after several washing cycles. This remark-
ably extensive study [31] provides a very careful and detailed
investigation of the influence of (i) metallosilicate sol–gel
precursors on the activity of subtilisin, aldolase, glycerol 3-
phosphate oxidase, glucose oxidase, and pyruvate decarboxy-
lase; (ii) alkylsiloxanes sol–gel precursors on the activity of
thermolysin, alcohol dehydrogenase, lipoxygenase, esterase,
and phospholipase d; (iii) polyol ester-derived functional-
ized siloxane on the activity of proteinase K, sialic acid
aldolase, bacteriorhodopsin, aspartatate aminotransferase,
almond oxynitrilase, �-glucosidase, tyrosinase, glucose oxi-
dase, and carboxypeptidase; (iv) composite sol–gel polymers
on the activity of �-glucoronidase, penicillin acylase, and
luciferase. Mucor javanicus lipase was encapsulated in silica
aerogels, retaining about half of the activity of the native
enzyme even after incubation at 100 �C in the presence of
organic solvents [130]. The comparison of the activity of
Psudomonas cepacia lipase encapsulated in silica and alumi-
nosilicate xerogels and aerogels indicates that the enzyme is
more active in the latter ones. In aerogels the pore size does
not shrink during CO2 supercritical drying as, on the con-
trary, was observed with drying by evaporation [131]. Ester-
ification rates were found to be higher when aerogels were
obtained using a base catalyst as sodium fluoride in the pres-
ence of polyvinyl alcohol [132]. However, so far only lipase
and myoglobin [133] have been entrapped in aerogels and
demonstrated to remain active. The conditions for aerogel
preparation, CO2 at supercritical state, might not be favor-
able for most proteins.

4.1.2. Glucose Oxidase
Glucose oxidase catalyzes the formation of gluconic acid
and hydrogen peroxide, using d-glucose and oxygen as
substrates. This enzyme that contains flavin as a coen-
zyme is widely used in the development of biosensors
for the detection of glucose, oxygen, and hydrogen perox-
ide (see Section 4.4, Table 2 [11, 134]). For example, co-
immobilization of the enzyme with horseradish peroxidase
and quinonamine dyes was exploited to detect spectropho-
tometrically glucose [24, 94]. Glucose oxidase activity of
aged gels and xerogels was found to be 20% and 10% of
that determined for the enzyme in solution. When only glu-
cose oxidase was encapulated, the KM was twofold higher
than in solution and the turnover number was very sim-
ilar to that in solution, suggesting that the lower activity
of the enzyme in the coupled assays was due to slow dif-
fusion of substrates and products within the gel. Enzyme
activity in silica gels prepared in the presence of different
additives, urotropin, veratraldehyde, glyoxal, glutaraldehyde,
and aminocapronic acid, was measured using a calorimet-
ric method [135]. The aminocapronic acid was found to be
quite efficient in increasing enzyme activity.

4.1.3. Horseradish Peroxidase
Horseradish peroxidase catalyzes the oxygen peroxide-
dependent oxidation of a variety of substrates via a multistep
process involving the iron of bound heme. For the devel-
opment of biosensors, the enzyme is co-immobilized with
either glucose oxidase or oxalate oxidase (see Section 4.4
and Table 2). The rate of pyrogallol oxidation by horseradish
peroxidase gels was found to be about 30-fold less than
that of the soluble enzyme and to decrease as a function
of gel aging, suggesting that the reaction was limited by
the diffusion of the substrates through the pores of the gel
[68]. This finding was confirmed by investigating the rate
of formation of compounds I and II, two spectroscopically
detectable reaction intermediates [68]. Sol–gel encapsula-
tion was demonstrated to protect heme enzyme peroxidase
activity of horseradish peroxidase and methemoglobin from
inactivation by hydrogen peroxide, especially at high sub-
strate concentrations [114]. Interestingly, in the sulfoxy-
dation of thioanisole by hydrogen peroxide, catalyzed by
horseradish peroxidase silica gels, a decrease of the enan-
tiomeric excess and a similar yield of methyl phenyl sulfoxide
enantiomers in the presence and absence of protein-doped
gels were observed. These findings indicate that silica glasses
are not necessarily inert with respect to particular reactions,
thus requiring proper controls [136]. To avoid the forma-
tion of alcohols in gel preparation, sodium silicate was used
as a precursor and gelation was achieved at neutral pH in
the presence of either horseradish peroxidase or glucose-6-
phosphate dehydrogenase [30]. The specific activity was 73%
and 36% of that of the soluble enzyme, respectively, and the
KM values were higher than those of the enzyme in solu-
tion. A pH shift of 0.5–1 units was also observed in the pH
dependence of the catalytic activity for both enzymes.

4.1.4. Other Enzymes
Other enzymes that have been encapsulated in silica gels
include ascorbate oxidase, �-glucosidase, superoxide dismu-
tase, catalase, and several proteases.

Ascorbate Oxidase is a homodimer containing four cop-
per ions and catalyzing the oxidation of vitamin C. The
enzyme, previously immobilized in calcium alginate gels
[137], has been also encapsulated in silica gels [68]. The
enzyme retains the catalytic activity and exhibits a KM value
similar to that observed in solution. However, the activity of
fresh gels was about 2% of the soluble enzyme and further
decreased as a function of aging in the first four days. Since
no control of gel thickness was carried out it is likely that the
reduced activity is due to a limited diffusion of substrates
within the gels.

�-Glucosidase might be used for the improvement of
the aroma of wine by the degradation of naturally present
glycosides. The enzyme was encapsulated in an alginate–
silicate sol–gel matrix [104]. The recovery of activity in
the gels was about 46%, with a KM for the substrate
methylumbelliferyl-�-d-glucose sixfold higher than that of
the soluble enzyme. The inhibition by glucose and ethanol
was similar in solution and in gels. Increased stability was
also detected for �-galactosidase in silica gels that exhibit
kinetic parameters close to those observed in solution [138].
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Superoxide dismutase, a copper-zinc dimeric enzyme,
encapsulated in aged silica gels and xerogels, was investi-
gated by studying the reaction with cyanide [4]. Spectral
changes at 680 and 530 nm take place as in solution, suggest-
ing that, at least qualitatively, aged enzyme gels and xero-
gels retain catalytic activity. Encapsulation of the enzyme
does not perturb the spectral properties that are very sen-
sitive to metal ion geometry. Furthermore, the removal of
the metal from the encapsulated enzyme was achieved, lead-
ing to an apo-enzyme with spectral properties similar to the
apo-enzyme in solution. However, metal rebinding on aged
hydrogels led to an enzyme characterized by spectral prop-
erties different from those of the soluble enzyme, suggesting
that encapsulation stabilizes a non-native conformation of
the apo-enzyme.

Catalase was encapsulated either in TMOS-derived silica
gels [111] or using a colloidal silica sol to avoid the forma-
tion of alcohol during gelation [29]. The rate of oxygen for-
mation, catalyzed by the enzyme trapped in the latter gels,
was found to be about fivefold higher than that in TMOS-
derived gels, but still much lower than in the soluble enzyme.

Trypsin was one of the first enzymes to be immobilized
using TMOS as a precursor [43], either in the absence or
presence of polyethylene glycol or albumin. Activity was
about 21% of the soluble enzyme in the absence of additives
and 47% in the presence of polyethylene glycol. The activity
of the encapsulated enzyme was found to be affected by pro-
tein concentration, the high enzyme concentration exhibit-
ing lower activity likely due to aggregation. However, 100%
activity was found when albumin was co-immobilized with
trypsin, at a ratio of albumin/trypsin of 20:1. The enzyme in
silica gels retained activity for several months upon storage
at room temperature, without leaching and autodigestion.
This latter finding suggests that a single enzyme molecule is
present in each pore of the gel. Other proteolytic enzymes
encapsulated in silica gels are pronase and chymotrypsin.
Enzymes were prepared and casted into thin films or incor-
porated into an oil-based paint formulation, retaining cat-
alytic activity and exhibiting higher thermostability than the
soluble enzyme [110]. The protease-containing silicate was
resistant to fouling by nonselective protein binding of human
serum albumin [139].

Acid and alkaline phosphatases were encapsulated under
a variety of protocols retaining most of their activity [43, 47,
103, 140]. For alkaline phosphatase it was found that the
pore size (30 Å) of mesoporous gels, obtained in the pres-
ence of d-glucose template, is greater than that obtained
using the classical method (15 Å) [47, 103]. This finding
might correlate with the 2–10-fold increased enzymatic activ-
ity in the former gels, as diffusion of substrates within the gel
is less restricted [47]. It might also correlate with a less tight
inorganic network, leading to an increased protein flexibility.
The activity of fine particles of enzyme-doped gels (60–100
mesh) was measured by monitoring the absorption changes
at 405 nm caused by the cleavage of the substrate analog
p-nitrophenye phosphate to p-nitrophenol [102]. Product
formation was linear as a function of time for at least four
hours. The enzyme kinetics did not follow the Michaelis–
Menten behaviour, likely due to a heterogenous population
of entrapped protein molecules.

Carbonic anhydrase in silica gels catalyzes the hydrolysis
of p-nitrophenyl acetate with an apparent KM similar to that
in solution, but the kcat is only 1–2% of the value determined
for the soluble enzyme, due to restricted diffusion of sub-
strates within silica monoliths sized 8× 8× 27 mm [62]. No
attempt was made to correlate the decreased activity with
the size of the gel.

Atrazine chlorohydrolase was encapsulated in silica gels
using different alkyloxysilanes as precursors. A 40% activ-
ity with respect to the free enzyme was obtained even
after three weeks of aging on dried crushed gels pre-
pared from mixtures of TMOS and the more hydrophobic
methyltrimethoxysilane [141].

Lipoxygenase catalyzes the selective dioxygenation of
polyunsaturated fatty acids to form hydroperoxy products.
The enzyme entrapped in alginate–silicate gels, ground and
vacuum-dried, exhibited an activity about 30% of the free
enzyme and no decrease even after 25 days of storage in
glycerol [107]. A more detailed comparison indicated that
the optimal temperature for the soluble enzyme is 25 �C,
whereas the immobilized enzyme has a broader optimal tem-
perature range, between 25 and 35 �C. The KM and vmax
values of the enzyme in the two physical states were close,
within a factor of two [142].

Co-immobilization of different enzymes was used to
obtain coupled reactions leading to either colorimetric
detections or production of valuable compounds. Silica gels
containing glucose oxidase and horseradish peroxidase were
prepared for the detection of d-glucose. In aged crushed
gels and xerogels the activity was about 20% and 10% of
that observed for the soluble enzyme, respectively [24, 94].
A similar approach was used to detect oxalate by encapsu-
lating oxalate oxidase and horseradish peroxidase [21, 94].
An interesting application was the encapsulation of a cell-
free crude extract of Pseudomonas sp. in TMOS derived
gels [141, 143]. The extract was able to degrade atrazine
both in solution and (to a much lesser extent) in gel.
Silica gels doped by the three enzymes involved in the
conversion of carbon dioxide to methanol, formate dehy-
drogenase, formaldehyde dehydrogenase, and alcohol dehy-
drogenase, were prepared [144]. The striking result was that
methanol formation takes place at a rate 3–10-fold higher
than in solution depending on the concentration of added
NADH, indicating that enzyme confinement increases the
catalytic efficiency. This biorector might be used for the
decrease of the greenhouse effect and the concomitant pro-
duction of methanol for energy technology. Remarkably,
increased catalytic efficiency was also observed upon the
co-entrapment of six enzymes involved in the formation of
�-(2,6)sialyl-N -acetyllactosamine from N -acetyllactosamine
and N -acetylmannosamine, sialic acid aldolase, myokinase,
pyruvate kinase, pyrophosphatase, CMP-sialate synthetase,
and �(2,6)sialyl transferase [31].

4.2. Biosensors and Biomaterials

A biosensor is a device that exploits the functional prop-
erties of a biomolecule to selectively recognize and quan-
titate an analyte in a complex medium (see [145, 146] and
references therein). The recognition process is transduced
in optical or electrochemical signals to obtain an analytical
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information. Therefore, a biosensor is made by a biological
recognition element and a transducer. Selectivity, sensitiv-
ity, detection limit, reversibility, response time, size, rugged-
ness, reliability, signal recovery, and cost are features that
are addressed in the development of biosensors. The biolog-
ical element, usually a protein, but also a whole cell, can be
immobilized in a variety of matrices [147], including silica
gels [7, 12, 148, 149], tightly coupled to optical, electric, and
electronic devices. The most frequently used transducers are
electrochemical, such as electrodes or potentiometers, and
optical ones, such as absorbance and fluorescence detectors
[150–154]. For in-situ monitoring, fiber-optic biosensors have
been demonstrated to be very useful [21, 155, 156]. Low-cost
screen-printed electrodes have been developed that allow
both in-situ and real time monitoring [157]. In these sys-
tems, an important issue is the immobilization of a very thin
layer of biomolecules on the electrode surface [31]. A cut-
ting edge field of research is the development of nanobiosen-
sors [158] and nanomaterials [159] based on protein-doped
silica gels. A branch of increasing relevance in which such
devices are strongly required is protein profiling via chip
array [160, 161].

The analyte to be monitored diffuses in the silica gels
and interacts with the proteins, triggering signals that are
dependent on its concentration, or on the concentration of
co-substrates or catalytic products. The analytes for which
protein-doped silica gel biosensors have been developed are
listed in Table 2. For the detection of glucose, biosensors
were developed based on encapsulated glucose oxidase in
silica gels, either in the absence or presence of additives
and other enzymes to improve biosensor performance [147].
Some of the first biosensors for glucose were based on
the enzyme immobilized on the surface of an oxygen elec-
trode [134] or on an electrode in the presence of ferrocene
as a mediator [162]. A screen-printed electrode contain-
ing immobilized glucose oxidase was obtained [163, 164],
as well as immobilized horseradish peroxidase [163]. The
comparison of three different procedures for glucose oxi-
dase immobilization indicated that a sandwich configuration
containing a sol–gel film and a layer of the enzyme was
the best system to achieve fast response and high enzyme
loading [165]. Co-immobilization of glucose oxidase and
horseradish peroxidase was also achieved for glucose detec-
tion, exploiting hydrogen peroxide transformation by the lat-
ter enzyme [166]. By preparing a composite gel using polyol
silicate/siloxane precursors, high activity and fast response
were found for a sensor for glucose using immobilized glu-
cose oxidase [31]. Galactose oxidase, lactate oxidase, and
horseradish peroxidase were immobilized on the same plate,
forming a multidetecting system for galactose, lactose, and
lactate [31]. The same approach gave high performance
biosensors for acetylcholine/choline, based on immobilized
acetylcholine esterase and choline oxidase [31]. For the
detection of hydrogen peroxide, horseradish peroxidase is
usually encapsulated in biosensors exploiting amperometric
detection methods. Hydrogen peroxide was also detected
using a chemiluminescent [167, 168] flow-through sensor
based on hemoglobin silica gels [169]. For the detection of a
wealth of other analytes, such as pesticides, nitrate, nitrite,
and urea, specific enzymes or proteins were encapsulated in
silica gels (Table 2). A detailed comparison of three different

Table 2. Analytes detected by sol–gel based biosensors.

Biological
Analyte element Transducer Ref.

Glucose GODa Ampb/photometer [165]
Glucose GOD Amp [226]
Glucose GOD-HRPc Amp [227]
Glucose GOD Toxicity tests [228]
Glucose GOD Thermistor [229]
Glucose GOD Amp [230]
Glucose GOD Amp/optical [231]
Glucose GOD chemilumiscent [232]

(Ru(dpp))
Glucose GOD Amp [233]
Glucose GOD chemilumiscent [234]

(Ru(dpp))
Glucose GOD fluorescence [235]

(fluoresceine)
Glucose GOD Amp [223]
Glucose GOD Amp [164]
Glucose GOD Amp [230]
Glucose GOD Amp [236]
Glucose GOD Amp [237]
Glucose GOD Amp [238]
Glucose GOD Amp [239]
Glucose GOD Amp [166]
Glucose GOD Amp [240]
Glucose GOD Amp [241]
Glucose GOD Amp [242]
Glucose GOD Amp [163]
Glucose GOD Amp [243]
Glucose GOD Amp [244]
Glucose GOD Amp [245]
Glucose GOD Amp [246]
Glucose GOD Amp [242]
Glucose GOD Amp [162]
Glucose GOD Amp [134]
HPd Hb chemiluminescence [169]

(luminol)
HP HRP Amp [247]
HP HRP Amp [248]
HP HRP/polypyrrole Amp [249]
HP Catalase Amp [248]
HP HRP Amp [250]
HP HRP Amp [251]
HP HRP Amp [252]
HP HRP chemiluminescence [253]
HP HRP chemiluminescence [167]
HP HRP chemiluminescence [168]
HP HRP Amp [254]
HP HRP Amp [255]
HP Soybean peroxidase Amp [256]
HP HRP Amp [163]
HP HRP Amp [257]
HP HRP Amp [258]
Peroxides HRP Amp [259]
Pesticides CHEe optodes [260]
Pesticides CHE optodes [261]
Pesticides ACHEf/OPHg pH-sensitive field [262� 263]

effect transistor
Pesticides CHE fluorescence [264]
Pesticides ACHE screen-printed [170]

electrodes
Acetylcholine/ ACHE optodes [156]
paraoxon

continued
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Table 2. Continued.

Biological
Analyte element Transducer Ref.

Acetylthiocholine ACHE Amp [265]
/Acetylcholine
Thiocoline/ Choline oxidase Amp [265]
choline
l-Lactate LDHh optical element [266]
Oxalate Oxalate oxidase, absorbance [94]

peroxidase
Oxalate Oxalate oxidase, absorbance [172]

peroxidase
Ethanol ADHi Amp [267]
Phenols HRP chemilumines [268]

cent (luminol)
Phenols HRP optical element [269]
Phenols HRP Amp [270]
Phenols Tyrosinase Amp [271]
Phenols Tyrosinase Amp [272]
Phenols Phenol Amp [273]

hydroxylase
Phenols Tyrosinase Amp [274]
Nitrite Cytochrome cd1 optical element [275]
Nitrate Nitrate reductase absorbance [276]
NO Cytochrome c′ absorbance [277]
NO Cytochrome c′ fluorescence [184]
Camphor, CytP450cam Amp [278]
pyrene
NO, CO Hbj, MnMbk absorbance [67]
NO, CO Hb, Mb, Cyt c absorbance [179]

[276]
O2 Hb absorbance [26� 60� 85� 180]
O2 Mb [181]
Hypoxantine Xantine oxidase Amp [279]
Hypoxantine Xantine oxidase Amp [280]
Urea Urease conductometer [281]
Urea Urease conductometer [282]
Urea Urease Amp [108]
Urea Urease absorbance [98]
Urea Urease Amp [283]
Urea Urease/albumin conductometer [282]
Urea, glyceryl Urease fluorescence [174]
tributyrate
Cyanide HRP Amp [284]
2,6-dimethoxy- absorbance [285]
phenol laccase
Calcium ions Aequorin fluorescence [177]
Calcium ions Parvalbumin fluorescence [63]
Calcium ions Oncomodulin fluorescence [64]
Iron (III) Pyoverdin fluorescence [178]

peptide
Proteins Human serum fluorescence [176]

albumin
Fluorescein Antibody fluorescence [186]

a GOD, glucose oxidase.
b Amp, amperometric detection.
c Horseradish peroxidase, HRP.
d Hydrogen peroxide, HP.
e Choline esterase, CHE.
f Acetylcholine esterase, ACHE.
g Organophosphate hydrolase, OPH.
h Lactate dehydrognase, LDH.
i Alcohol dehydrogenase, ADH.
j Hemoglobin, Hb.
k Myoglobin, Mb.

methods of acetylcholine esterase immobilization, including
the sol–gel approach, was carried out for the preparation of
screen-printed electrodes designed for the detection of pes-
ticides [170]. Of particular interest is the preparation of an
array of enzymes for the detection of multiple compounds
[171] and of devices with a sandwich configuration [21, 24,
94], where two coupled reactions are catalyzed within a sil-
ica gel by distinct immobilized enzymes. This latter setup
increases the speed of the detection and the overall biosen-
sor performance.

Another approach for analyte detection makes use of
fluorescent signals. It was demonstrated that the activity
of the enzyme glucose-6-phosphate dehydrogenase could
be monitored by the change both in absorbance and flu-
orescence emission of the coenzyme nicotinamide ade-
nine dinucleotide phosphate, taking place upon oxidation
of d-glucose-6-phosphate [172]. The entrapping of fluores-
cently labeled proteins [173] or the co-entrapping of flu-
orescently labelled dextran was also exploited, as in the
case of urease or lipase for the detection of urea and glyc-
eryl tributyrate [174]. Enzyme activity causes pH changes
that, in turn, affect fluorescent properties of the dye. A
similar approach was applied to detect ionic surfactants,
such as cetyltrimethylammonium bromide [175]. Bovine
serum albumin, labelled with the fluorescent dye acrylo-
dan, was encapsulated in a silanized silica optical fiber.
The interaction of the surfactant with the protein struc-
ture is signalled by a change of the fluorescence emis-
sion of acrylodan. By using the fluorescence changes of
iodoacetoxy-nitrobenzoxadiazole bound to bovine serum
albumin, proteins were detected [176]. Furthermore, by
exploiting the fluorescence changes of intrinsic probes of
aequorin [177], parvalbumin [63, 93], and oncomodulin [64]
silica gels, calcium ions were detected. Similarly, ground gels
of pyoverdin, a natural peptide pigment, were used to detect
trace amounts of iron (III) in tap water and human serum
by monitoring fluorescence quenching [178].

Gaseous species, such as oxygen, carbon monoxide, and
nitric oxide, were detected by measuring the absorbance
or fluorescence changes of the hemoproteins cytochrome c,
cytochrome c′, Mn myoglobin, and hemoglobin, encapsu-
lated in silica gels [4, 26, 60, 67, 85, 179–184]. The interac-
tion of carbon dioxide with myoglobin was investigated in
supercritical CO2, the condition required to obtain highly
porous aerogels [185].

Antibodies encapsulated in silica gels were used to detect
specific antigens. Antifluorescein antibodies retain their abil-
ity to bind the antigen in the gel, but the affinity appeared
to be decreased by two orders of magnitude with respect
to free antibodies [186]. Antiatrazine monoclonal antibodies
in gel were able to bind between 60 and 91% of atrazine,
loaded on silica sol–gel columns doped with the antibody
[187]. The leaching of the antibody was negligible and the
gels were stable for at least two months [188]. Similarly, anti-
bodies against trinitrotoluene [109, 189], isoprotrun [190],
and dansyl [81] were encapsulated. In the latter case, binding
affinity decreases only fivefold with respect to the antidansyl
antibody in solution [81].

High-throughput compound screening is a key step in the
discovery of new drugs. Immobilization on the same plat-
form of several biological targets allows one to speed up the
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search and to decrease the amount of naturally or chemically
synthesized compounds. The sol–gel immobilization of the
complex between the calcium binding protein calmodulin
and mellitin was used for the screening of mellitin antago-
nists [99]. The change of luminescence of Tb(III) calmod-
ulin, originated from an energy transfer from tryptophan
emission of mellitin, provided a signal to monitor the com-
petition between mellitin and antagonists. This study evi-
dences that protein-doped gels might be a valuable tool for
protein nano- and microarray technologies [191].

Optical memories and branched three-dimensional mem-
ories are electronic devices that have made use of bio-
molecules. Light-addressable systems were developed on
the basis of the spectroscopic properties of immobilized
native and D96N bacteriorhodopsin [14, 25, 96–98, 192,
193] and phycoerythrin [115, 194]. These proteins in the gel
maintain their light-sensitive properties and exhibit differ-
ent absorbance bands depending on the on–off cycle of the
illuminating light.

By encapsulating in silica gels the iron storage protein fer-
ritin, magnetic glasses can be prepared [195]. It was possible
to release the iron from holo-ferritin but the reverse process
was hampered.

Protein-doped silica gels have potential pharmaceutical
technology applications. Controlled release of drugs from
microcapsules is a therapeutic goal. When the drug is a
protein the goal is even more challenging. Sol–gel derived
cages were used to encapsulate the pharmaceutically trans-
forming relevant growth factor–�1 [196] and the model pro-
tein trypsin inhibitor [197]. In both cases, a slow protein
release was observed over several days. Since the growth
factor is involved in eliciting bone tissue reactivity, this com-
posite biomaterial might be useful for bone regeneration.
Furthermore, by using as a precursor bis[3-(trimethoxysilyl)-
propyl]ethylenediamine, a gel was fabricated that leads to
different intakes and releases of cytochrome c, myoglobin,
and hemoglobin [198]. Biocomposite layers of silica, entrap-
ping collagen, gelatine, and collagen hydrolysate, were used
to coat bone implants for the stimulation of hydroxyapatite
deposition and bone regeneration [199]. The highest cell
adhesion and proliferation of fibroblasts on the layer were
observed using acidic biocomposite sols. The coatings were
found to be not toxic and to exhibit good biocompatibility.

4.3. Biochemical Investigations

The discovery that proteins can be encapsulated in silica
gels retaining biological activity was exploited by researchers
to deepen the understanding of the functional properties
of the allosteric proteins hemoglobin and fructose-1,6-
bisphosphatase. In particular, it was found that encapsula-
tion decreases by several orders of magnitude the rate of
quaternary conformational changes and allows one to fix
both proteins either in the T or R state, depending on the
experimental conditions [60, 73, 85, 86, 91].

4.3.1. Hemoglobin
Hemoglobin is the paradigm of allosteric proteins. This
protein has been investigated by a large variety of biophys-
ical methods in order to understand the mechanism of oxy-
gen binding and release and allostery. The fixation of the

T and R state of hemoglobin by encapsulation in TMOS-
derived gels has provided surprising insights on hemoglobin
function and regulation. Trasmission electron microscopy
of silica gels prepared in the absence and presence of T
state Hb (Fig. 2) indicates that the pore/channels are about
3 and 4 nm, respectively. As hemoglobin diameter is about
6 nm, the protein cannot leach. The T and R states of
hemoglobin were first characterized by measuring oxygen
binding curves [26, 60, 85, 87, 89]. The oxygen binding curves
of both the T and R states were characterized by a Hill
coefficient very close to unity, indicating that the ligand
binds noncooperatively, in agreement with the prediction
of the Monod et al. model [200]. By varying the proce-
dure of encapsulation, it was possible to isolate two distinct
tertiary conformations of the T state of hemoglobin that
exhibit a 10-fold difference in oxygen affinity [26]. The oxy-
gen affinities of the two states closely correspond to those
observed in solution for the binding of the first oxygen to T
state hemoglobin under selected conditions, indicating that
even tertiary transitions are slowed down in silica gels with-
out altering ground state properties. The kinetics of carbon
monoxide rebinding to R and T state hemoglobin gels was
investigated (Fig. 4) [88, 90]. Carbon monoxide bound to the
heme iron was laser-flash photolyzed and the time course of
ligand rebinding was monitored by a nanosecond laser spec-
trometer. The T and R states exhibited a geminate phase
and bimolecular phase similar to those observed in solu-
tion. When the kinetics was monitored on the high and low
affinity T states striking differences were observed, indicat-
ing that encapsulation in silica gels strongly decreases the
rate of not only quaternary changes but also tertiary tran-
sitions. This feature might be exploited to investigate the
structure–dynamics–function relationships of complex con-
formational distributions. Functional information was corre-
lated to the structural and dynamic characterization of T and
R states hemoglobin gels, carrying out resonance Raman
studies [72, 73] (see Sections 3.1.1 and 3.1.2). Hemoglobin
gels exhibit the same marker bands as in solution. In partic-
ular, a band associated with the heme iron–proximal histi-
dine stretching mode, diagnostic of the tertiary–quaternary
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Figure 4. Transient absorption at 488 nm following 532 nm photoly-
sis of T state (A) and R state (B) hemoglobin, encapsulated in sil-
ica gels, at 15 �C. Reprinted with permission from [89], S. Abbruzzetti
et al., J. Nanosci. Nanotech. 1, 407 (2001). © 2001, American Scientific
Publishers.
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state of hemoglobin, was used to monitor the conforma-
tional transitions as a function of time upon exposure of T
state hemoglobin gels to carbon monoxide.

4.3.2. Fructose-1-6-bisphosphatase
In the case of fructose-1,6-bisphosphatase, the enzyme was
encapsulated either in the T or R state in the presence and
absence of the allosteric effector AMP [91]. The kcat of the
R state was 4-fold less than that of the enzyme in solu-
tion; the KM was 350-fold higher. Interestingly, the coop-
erative binding of magnesium ions, an enzyme activator,
was observed at lower concentrations for the encapsulated
enzyme than in solution. As for hemoglobin ligand-induced
conformational changes, binding of AMP triggers the R to T
quaternary transition at rates much smaller than in solu-
tion. The inactivation process is biphasic, suggesting a direct
effect of the allosteric effector on the enzyme active site,
followed by the quaternary switch.

4.3.3. Glutamate Dehydrogenase
The allosteric enzyme glutamate dehydrogenase encapsu-
lated in TMOS gels was active, as shown by recording spec-
trophotometrically the formation of the coenzyme NADH
[92]. The enzyme exhibited a 40-fold decrease in vmax with
respect to the soluble enzyme, whereas the KM was very sim-
ilar. Binding of the positive and negative allosteric effectors
GTP and ADP, respectively, parallels the effects observed
in solution on the catalytic activity. The low activity was
explained by a limited diffusion of substrates in the gel.
However, it is also possible that the encapsulation conditions
have entrapped a different conformation of the enzyme with
respect to that predominant in solution.

4.3.4. Pyridoxal 5 ′-Phosphate-Dependent
Enzymes

The catalytic activity of several proteins is associated with
open-closed conformations of flexible lids or domains,
covering or forming the active site. A class of enzymes
in which these conformational changes have been crys-
tallographically characterized is represented by pyridoxal
5′-phosphate-dependent enzymes. Silica gel protein encap-
sulation is a valuable method to isolate conformations or to
dramatically decrease the rate of tertiary transitions. Tak-
ing advantage of the chromophoric properties of the bound
coenzyme, investigations on the effect of silica gel encap-
sulation on the enzyme activity and the distribution of ter-
tiary conformations of tryptophan synthase, O-acetylserine
sulfhydrilase [201], tryptophanase, and tyrosine phenol lyase
are being carried out in our laboratory.

5. CONCLUSIONS
Composite biomaterials are generated via either adsorption,
covalent attachment of biomolecules to activated surfaces or
encapsulation in organic, silicate, or organo-silicate matrices.
The latter approach has led to the development of biorec-
tors, biosensors, and biocoatings that are successfully used
in industrial catalysis, the food industry, environmental pro-
tection, and biomedical diagnosis. The present technological

challenge is to expand the use of protein-doped nanoporous
gels for advanced electronic devices, and for nanodevices
containing protein molecules arrays, able to simultaneously
detect a large variety of analytes.

GLOSSARY
Absorbance The absorption of light by a substance, calcu-
lated as the − log�I/IO�, where I and IO are the intensities
of the light before and after passing through the sample,
respectively. It is proportional to the concentration of the
substance and the optical pathlength.
ANS 8-Anilino-1-naphthalenesulphonic acid, an apolar dye
characterized by an enhanced fluorescence upon binding to
hydrophobic patches of proteins. It is often used to detect
unfolding intermediates.
Bioreactor A device in which one or more enzymes are
physically confined, allowing one to obtain the selective and
efficient transformation of substrates in products, and an
easy separation between catalysts and reagents.
Biosensor A device exploiting the functional properties of
a biomolecule for the selective recognition and quantitation
of an analyte in a complex medium.
Circular dichroism Differential absorption of left and
right circularly polarized light by optically active molecules.
Fluorescence The emission of light by a substance imme-
diately after the absorption of energy from light of shorter
wavelength.
Fluorescence anisotropy The measurement of the aver-
age angular displacement of the fluorophore which occurs
between absorption and the subsequent emission of light by
fluorescence. The angular displacement depends on the rate
and extent of the rotational diffusion.
Protein A biological macromolecule formed by a sequence
of aminoacids. Proteins perform a variety of functions, most
of which require the recognition of other molecules.
Raman emission Discrete bands originating from molec-
ular normal mode of vibrations, serving as a specific
fingerprint of three-dimensional structure, intermolecular
interactions, and conformations.
R- and T-state “Relaxed” and “tense” quaternary confor-
mations of an allosteric protein. For hemoglobin R and T
conformations are endowed with high and low oxygen affin-
ity, and for enzymes with high and low catalytic efficiency,
respectively.
Sol–gel process A versatile solution process for making
ceramic and glass materials, involving the transition of a sys-
tem from a liquid “sol” phase (mostly colloidal) into a solid
“gel” phase.
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1. INTRODUCTION
Rapid progress in nanoscale fabrication technology (“nano-
technology”) has enabled us to make various types of semi-
conductor devices using quantum dots (QDs). Quantum dots
are small regions defined by tailor-made confining potentials
in semiconductor materials, in which the number of elec-
trons can vary between one and several hundred and whose
size is comparable to the Fermi wavelength of the electrons.
Because QDs are analogous to real atoms, they are often
referred to as artificial atoms. Unlike real atoms, though,
current and voltage leads can be attached to probe a QD’s
electronic state. The interplay between quantum confine-
ment and charging effects manifests itself in a wide range
of physical phenomena [1–3]. The single-electron charging
effect is one of the more important of these and will be
addressed in this chapter. When the charging energy of a
small quantum dot is larger than the thermal energy, elec-
trons in the lead cannot transfer into the dot (“Coulomb
blockade effect”). By coupling several quantum dots, we can
create artificial molecules. An important feature of these
artificial molecules is that the couplings between different
dots can be tuned by changing gate voltages or interdot

∗This chapter first appeared in Quantum Dots and Nanowires, Edited
by S. Bandyopadhyay and H. S. Nalwa, ©2003, American Scientific
Publishers.

distances. This tunability allows us to achieve various inter-
esting phenomena, ranging from the formation of a “chemi-
cal bond” between two coupled dots to the manipulation of
a single electron in “turnstiles” and “pumps.”

If we consider a QD artificial atom as a building block,
we can create QD arrays. Electrons in QD arrays can move
around and interact with each other through the Coulomb
interaction, and many interesting effects manifest them-
selves in magnetic, transport, and optical properties. When
QDs are arranged on a periodic lattice and are coupled to
each other coherently, a band structure is obtained. This
type of dot lattice or artificial crystal was first proposed by
Sakaki [4] and it is called quantum dot superlattice (QDSL).
It is analogous to quantum well superlattices [5], in which
a sequence of semiconductor layers with different bandgaps
produces new materials and devices. The energy spectrum
of the superlattice is determined by the artificial periodicity
and the coupling between quantum wells (dots) rather than
by the properties of the individual semiconductor materials.

This chapter is organized as follows. Section 2 surveys
the studies of the single-electron effect in a single QD.
Starting from a classical single-charge theory as a basis, we
extend it to include the quantized single-particle-energy and
the exchange interaction and discuss the physics of single
QD systems. Section 3 describes multiple-dot systems or
QD molecules. Section 4 covers the physics in quantum dot
arrays, stressing theoretical predictions and proposals that
will stimulate future study. Finally, Section 5 makes some
concluding remarks and suggests future directions.

2. SINGLE QUANTUM DOT
(ARTIFICIAL ATOM)

2.1. Single-Electron Tunneling in
Semiconductor Structures

In this section, we focus on two QD structures that are com-
monly used in the study of single-electron phenomena. One
is the lateral QD shown in Figure 1a. Metal electrodes are

ISBN: 1-58883-065-9/$35.00
Copyright © 2004 by American Scientific Publishers
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Figure 1. (a) Schematic of a lateral QD. Negatively biased metal elec-
trodes patterned on the surface of a 2DEG heterostructure of GaAs
depletes the underlying 2DEG in the vicinity of the gates. (b) Schematic
of a vertical QD fabricated in a heterostructure where a disk of GaAs
is sandwiched by two thin barriers of AlGaAs. A negatively biased gate-
electrode surrounding the pillar depletes electrons in the outer region
of the pillar.

patterned on the surface of a two-dimensional electron gas
(2DEG) heterostructure of GaAs/AlGaAs. A negative volt-
age applied to the gates raises the electrostatic potential and
depletes the underlying 2DEG in the vicinity of the gates.
Under suitable biasing conditions, a small region of 2DEG
remains at the center of the structure and is separated from
the rest of the 2DEG by two narrow constrictions. When
electrostatic potential at the constriction is higher than the
Fermi energy of the 2DEG, there arises an energy barrier
under which electrons can tunnel. In many cases, an addi-
tional gate is capacitively coupled to the QD to modify the
electrostatic potential inside the QD. This additional gate
can be a separate surface electrode near the QD or a back-
gate on the other side of the 2DEG.

The other structure is obtained in the vertical QD
illustrated in Figure 1b. A narrow pillar is fabricated in
a heterostructure where a disk of GaAs is sandwiched
between two thin AlGaAs barriers. A negatively biased gate-
electrode surrounding the pillar depletes electrons in the
outer region of the pillar and shrinks the quantum disk.
Consequently, the electrons are confined at a very narrow
region in the center of the pillar. Current flowing along the
pillar is measured between the source and drain electrodes
on the top and bottom of the pillar. The lateral confining
potential has a circular symmetry approximated by a two-
dimensional parabolic potential. This allows us to observe

a shell structure having highly degenerate levels, as will be
described in the following section. Another type of vertical
dot structure has been proposed by Ashoori et al. [6, 7]. The
dot is located in the GaAs quantum well between AlGaAs
barriers and its size is controlled by the top gate voltage as
in the lateral QD. Electrons tunnel vertically to the bottom
electrode. The addition spectra are measured in a unique
ac capacitance measurement by varying the gate voltage.
Singlet–triplet transition and Landau level transition have
also been observed in these kinds of structures [7].

2.2. Classical Model of the Single-Electron
Charging Effect

If one considers a quantum dot to be a classical conductor
having capacitance C, the charging energy needed to add
one electron to it is expressed by Ec = e2/C. For a sphere,
Csphere = 4��R and, for a disk, Cdisk = 8�R, where � is the
dielectric constant around the dot. At low temperatures, the
charging energy Ec can be larger than the thermal energy
kBT in the QD, where the number of electrons does not
fluctuate.

The quantum dot is coupled to external electrodes to add
or remove electrons and modify the electrostatic potential
in the dot. Figure 2a illustrates the equivalent circuit of the
single-electron transistor (SET), which consists of two tun-
nel junctions in series that form a QD capacitively coupled
to the gate-electrode with voltage Vg , capacitance Cg , and
accumulated charge Qg . Each tunnel junction has capaci-
tance Ci, resistance Ri, and accumulated charge Qi. The

Figure 2. (a) Equivalent circuit of the single-electron transistor. Two
tunnel junctions with capacitance Ci, resistance Ri, and accumulated
charge Qi (i = 1� 2) form a QD capacitively coupled to the gate-
electrode with voltage Vg , capacitance Cg , and accumulated charge Qg .
The transport voltage V induces a net flow of charge through the
device. (b) Stability diagram of a SET. Inside the shaded regions, tun-
neling events are suppressed by the Coulomb blockade effect and the
number of electrons N is well defined. For low V , the current oscillates
periodically when Vg � �n+ 1/2�e/Cg .
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transport voltage V induces a net flow of charge through the
device. Consider the situation where R1 and R2 are much
larger than the resistance quantum h/e2 and electrons ni

tunnel through tunnel junction i. The electrostatic energy of
the whole system is given by

E�n1� n2� =
Q2

1

2C1
+ Q2

2

2C2
+ Q2

g

2Cg

− �en1 +Q1�V −QgVg

(1)

where the charges must satisfy the relations

Q1

C1
+ Q2

C2
= V

Qg

Cg

+ Q2

C2
= Vg −Q1 +Q2 −Qg = eN

(2)

where N = n1 − n2 is the number of electrons in the QD.
Substituting Eq. (2) into Eq. (1), we obtain

E�n1� n2� =
1
2C

�C1V + CgVg + eN�2 − en1V (3)

Tunneling is prohibited at junction 1 if E�n1 ± 1� n2� >
E�n1� n2� and at junction 2 if E�n1� n2 ± 1� > E�n1� n2�.
Under these conditions, the Coulomb blockade occurs if

CgVg
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2
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C1V

e
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e
+
(
N + 1

2

)
(4)

where we define the total capacitance as C = C1 + C2 +
Cg and assume Ec � kBT . In the V − Vg plane shown in
Figure 2b, rhombus-shaped regions (“Coulomb diamonds”)
appear along the axis of Vg , within which the QD is charged
with a fixed number of electrons. Inside these regions, tun-
neling events are suppressed and no current flows through
the device (“Coulomb blockade effect”). For low V , the
current flows only when CgVg = e�N + 1/2�, and the gate
capacitance Cg can be determined from the current peak
separations. C1 and C2 can be deduced from the slopes of
the two edges of the rhombus.

When a QD having N electrons is in equilibrium with
reservoirs with the chemical potential �, the thermodynamic
potential is given by ��N� = E�N�−N�. When ��N ′� >
��N� for all N ′� �=N�, electron tunneling is prohibited by
the Coulomb blockade effect. When the chemical poten-
tial satisfies the condition ��N + 1� = ��N� at some �, a
small bias between the source and drain reservoirs induces
a current through the dot via a transition between states
N and N + 1. This condition can be simply expressed by
��N� = E�N + 1�− E�N�. This quantity is called an addi-
tion energy and represents the energy necessary to add an
electron to the dot. By changing the external gate-electrode
Vg , the chemical potential � in the reservoirs is also modu-
lated, where these two quantities are related via the relation
��N� = �eVg�N�. The factor � can be determined by fitting
the conductance peak to a cosh−2 line shape [8].

The classical model described here gives the current oscil-
lations with an equal spacing 	Vg = e/Cg as a function of
the gate voltage. Measured current oscillations in the verti-
cal QD are shown in Figure 3. The separation of the current

Figure 3. (a) Current oscillations measured in a vertical QD. (b) Peak
spacings as a function of the electron number in quantum dots having
pillar diameters of D = 0
5 and 0.44 �m. Inset: Schematic of energy
levels of a QD in the parabolic confining potential. Reprinted with per-
mission from [10], S. Tarucha et al., Phys. Rev. Lett. 77, 3613 (1996).
© 1996, American Physical Society.

peaks is not exactly periodic. In the vertical QD shown in
Figure 1b, the actual QD is much smaller than the diameter
of the pillar, since the negatively biased side-gate depletes
the electrons and the electrostatic potential strongly con-
fines them in the center of the quantum disk. When the
side-gate voltage is just above the threshold voltage, a small
number of electrons remain in the QD. When the actual
diameter of the GaAs QD is d = 20 nm, for example, the
single-particle level spacing is as large as �2/m∗d2 � 6 meV
(m∗ = 0
07), which is comparable to the Coulomb energy
e2/4��d � 12 meV (� = 13). In this situation, it is obvi-
ous that the classical charging model is insufficient and we
have to take into account the quantum size effect. Coulomb
interactions also become important, as we will see in the
following sections.

2.3. Constant Interaction Model with
Exchange Term

We consider the Hamiltonian for a QD expressed by

� =∑
��

��c
+
��c�� + 1

2

∑
��′′

∑
�� ′

U�′�′c+��c
+
� ′c′� ′c�′� (5)
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where c+���c��� is the creation (annihilation) operator for
the state � with energy �� and spin � , and U�′�′
is the matrix element of Coulomb interaction. To go
beyond the classical charging model, let us start from the
reduced Hamiltonian including the single-particle, direct,
and exchange terms [9]. Neglecting the off-diagonal terms,
the interacting Hamiltonian �I is reduced to

�I = �Coulomb + �exchange (6)

�Coulomb =
1
2

∑
�

∑
�� ′

U��c
+
��c��c

+
� ′c� ′ (7)

�exchange = −1
2

∑
�

∑
�� ′

U��c
+
��c�� ′c+� ′c� (8)

It is convenient to introduce operators of the number of
electrons n̂� and the spin Ŝ� on the QD such that

n̂� =∑
�

c+��c�� Ŝ� = 1
2

∑
�� ′

c+�� ���� ′c�� ′ (9)

where �� is the Pauli matrix. When one assumes the matrix
elements in the Coulomb term and the exchange term are
given by U�� = U and U�� = J , one can express �Coulomb
and �exchange in a simple form as

�Coulomb =
1
2

∑
�

∑
�� ′

U��n̂�� n̂� ′ = U

2
N̂ 2 (10)

�exchange = −∑
�

U��

[
Ŝ� · Ŝ +

1
4

∑
�� ′

n̂�� n̂� ′

]

= −J

[̂
S2 + 1

4
N̂ 2

]
(11)

where we define N̂ = ∑
� n̂�� Ŝ = ∑

� Ŝ�, and use the iden-
tity ���� ′ ���1�

′
1
= 2��� ′

1
�� ′�1

− ��� ′��1�
′
1
. Then, by adding the

single-particle term in Eq. (5), the total Hamiltonian is sim-
ply expressed by

� =∑
��

��n̂�� + EcN̂
2 − J Ŝ2 (12)

where Ec = U/2−J /4 is the charging energy of the QD. The
last two terms in Eq. (12) represent the dependence of the
energy of the QD on the total number of electrons and the
total spin respectively. They commute with each other and
with the first term in Eq. (12). Therefore, all states of the
QD can be classified by n� and S�. Choosing the direction of
the total spin of the system in the z axis, we can express the
energy of this system in terms of the occupation numbers
n�� as

E�N� S� =∑
��

��n�� + EcN
2 − JS�S + 1� (13)

where N = ∑
�� n�� and S = �∑� �n�↑ − n�↓��/2. This

Hamiltonian represents the constant interaction model with
the exchange term (CIE model). Without the last (exchange)
term, it is simply called the constant interaction (CI) model.

Let us consider the situation where the number of elec-
trons is fixed by the Coulomb blockade effect. The lowest

energy is obtained by minimizing E with respect to the occu-
pation numbers n�� satisfying Pauli’s principle. When two
levels at the Fermi energy are nearly degenerate with a small
energy splitting 	, the energy difference between the lowest
energy states with the singlet S = 0 and the triplet S = 1
state is given by E�N� 1� − E�N� 0� = 	 − 2J . The triplet
state becomes energetically more favorable than the singlet
one when J > 	/2. In general, when we fill 2p�≥2� elec-
trons in q�≥2p� degenerate levels with a splitting 	 near the
Fermi energy, the energy difference between spin S = k− 1
and S = k �1 ≤ k ≤ p) states is given by E�N� k�−E�N� k−
1� = �2k−1�	−2kJ . By doing a similar algebra for the odd
number of electrons 2p + 1, the energy difference between
spin states S = k+1/2 and S = k−1/2 is given by E�N� k+
1/2� − E�N� k − 1/2� = 2k	 − �2k − 1�J . The largest spin
state S = p (or S = p+ 1/2) becomes the lowest state when
the exchange energy is larger than the energy splitting such
that J > �2p−1�	/2p (or J > 2p	/�2p−1�). This is known
as Hund’s first rule. This rule generally holds when the sepa-
ration between two (or more) single-particle levels is smaller
than the exchange energy, for example, in the presence of
magnetic fields.

The CIE model described here is quite simplified. The
Coulomb and exchange energies U�� and U�� differ
from state to state, and it is not obvious that the off-diagonal
terms can be neglected. Nevertheless, it does qualitatively
explain many features observed in experiment for a single
QD, as we will see in the next subsection.

2.4. Quantum Dot in Parabolic Potential

Here, let us consider the single-electron charging effect in a
vertical QD. Figure 3a shows the gate-voltage dependence
of the current through QDs with diameters of D = 0
5 and
0.44 �m [10]. In these devices, the number of electrons in
the QD starts from one. It can be seen that the peaks of
Coulomb blockade oscillations are not equally spaced. The
peak spacings versus the number of electrons are plotted
in Figure 3b. The 2nd, 6th, and 12th peak spacings are
quite large. The 4th, 9th, and 16th ones are also large. As
mentioned in the previous subsection, the confinement of
the vertical QD can be represented by a two-dimensional
isotropic parabolic potential. Let us examine the single-
particle energies for this potential. In the presence of a mag-
netic field threaded perpendicularly to the 2D plane, the
single-particle Hamiltonian is given by

H0 =
�p− eA�2

2m∗ + 1
2
m∗�2

0�x
2 + y2� (14)

where A = �−By/2� Bx/2��m∗ is the effective mass of an
electron, and �0 is the frequency of the parabolic confine-
ment. The eigenvalue of the Hamiltonian H0 is given by

�nm = �2n+ �m� + 1���− 1
2
m��c

�n = 0� 1� 2� 
 
 
 m = 0�±1�±2� 
 
 
 � (15)

where � =
√
�2

0 + ��c/2�2 and �c = eB/m∗. In the absence
of the magnetic field B = 0, the single-particle levels are
classified as shell structures; that is, �l = l��0 �l = 1� 2� 
 
 
 �,



Quantum Dot Atoms, Molecules, and Superlattices 109

where the energy shells are separated in an equal spacing
��0 and the lth shell has l degenerate levels distinguished
by the magnetic quantum number m = −�l − 1��−�l −
3��−�l − 5�� 
 
 
 � l − 3� l − 1 as shown in Figure 3. When
the magnetic field is applied, the degeneracy of the levels
in each shell is lifted and the energy levels have a magnetic
field dependence called the Darwin–Fock spectrum [11, 12].

When we consider the single electron phenomena in
the presence of highly degenerate levels, the CIE model
serves as a starting point in examining what happens to
the Coulomb blockade. As described in the previous sec-
tion, the CIE model has degenerate single-particle levels
in the topmost shell and shows the ground state with the
largest total spin obeying Hund’s first rule: In a zero mag-
netic field, first l electrons with up-spin fill the levels in
the lth shell, and then the next l electrons with down-
spin occupy the shell, satisfying the Pauli’s principle. The
configuration of electrons having the largest spin on (or
above) the third shell is not always unique. For example,
the third shell has three levels with the magnetic momenta
m = 2� 0�−2 and there are three possibilities for filling
two electrons with up-spins. The CIE model cannot pre-
dict how the up-spin electrons are filled in the degenerate
levels with different magnetic momentum. The shell filling
depends on the distribution of wavefunctions in each orbital,
which results in different matrix elements of the Coulomb
interaction U��. Many theoretical studies have been per-
formed to take this orbital effect properly into account.
These include Hartree–Fock calculations [13–17], numerical
diagonalizations of the many-electron Hamiltonian [18–22],
density-functional methods [23–30], Monte Carlo calcula-
tions [31, 32], and other techniques [33–35]. Figure 4 shows
the chemical potential difference versus the number of elec-
trons calculated by a self-consistent Hartree–Fock approxi-
mation [14]. The large peaks at N = 2� 6� 12� 20 reflect the
shell structure and the peaks at N = 4� 9� 16 reflect high-spin
states based on Hund’s rule. These qualitative features are

Figure 4. Calculated difference of adjacent chemical potentials as a
function of the number of electrons in quantum disks having thick-
ness W of W/a0 = 0
0 and 3.0. Here, a0 =

√
�/2m∗�0 and Ry∗ is the

effective Rydberg constant. Classical dependence is obtained at high
temperature kBT /��0 = 0
3. Reprinted with permission from [14], H.
Tamura, Phys. B 249–251, 210 (1998). © 1998, Elsevier Science.

in good agreement with the experiment. Experimental [36]
and theoretical [36, 37] investigations on ellipsoidal defor-
mation of vertical quantum dots have also been done. The-
oretical calculations in the three-dimensional QD have been
performed [19, 26, 38, 39].

When magnetic fields are applied, the degenerate levels in
each shell are lifted depending on the magnetic momentum
and form the Darwin–Fock spectrum. The magnetic field
dependence of the peak positions measured in the vertical
QD is plotted in Figure 5 [40]. Figure 6 shows the calcu-
lated addition spectra ��N� in the CIE model as a function
of �c = eB/m∗. Another interesting feature in Figures 5
and 6 is that cusps appear when the two single-particle lev-
els cross. If we neglect the exchange term in Eq. (13) in
the CIE model as plotted by dotted lines in Figure 6, two
curves of chemical potential simply approach and depart
with the magnetic field, whereas, when the exchange term
is included as plotted by solid lines, cusps appear when two
single-particle levels cross. These cusps are clear evidence of
the appearance of the high-spin state (“generalized Hund’s
rule”) when the two single-particle levels cross by applying
a magnetic field [14, 41, 42].

In magnetic fields �c � �0, Landau levels of filling factor
� = 2 are formed, where N electrons occupy the lowest Lan-
dau level with the lowest total spin. As the magnetic field
becomes stronger, the adjacent level spacing in the Landau
level decreases. When the difference between the highest
unoccupied level for up-spin and the highest occupied level
for down-spin becomes smaller than the exchange energy,
one electron flips its spin and the total spin increases by one.
This spin-flip event continues until there are no more down-
spin electrons and the total spin becomes maximum Smax =
N/2. This transition region is called the spin-flip region.

Figure 5. Peak positions of Coulomb oscillations in the vertical QD
(D = 0
54 �m) having electron number N = 1 to 14 as a function of
magnetic field. Circles at B = 0 indicate the region where Hund’s rule
holds in the shell structure and circles for B > 0 indicate the region
where the generalized Hund’s rule holds when two single-particle levels
cross. Reprinted with permission from [40], D. G. Austing et al., Japan.
J. Appl. Phys. 38, 372 (1999), ©1999, Institute of Pure and Applied
Physics.
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Figure 6. Addition spectra in the constant interaction model with (solid
lines) and without (dotted lines) exchange term as a function of mag-
netic field. Here, ��0 = U = 1 and J = 0
1. The features in Figure 5
are well reproduced.

Spin-polarized electrons occupy adjacent orbitals with
consecutive angular momenta. This compact occupation of
states maximizes the electron density, and so it is called the
maximum density droplet [43]. The maximum density droplet
state has been observed in experiments [7, 44–46] and has
been theoretically analyzed [47–49]. The root-mean-squared
extent of orbital �m� with angular momentum m is expressed
by �r� = m�r2�m�1/2 = √

2�m+ 1���e/B�, where orbitals
having smaller m are distributed in the inner area. A fur-
ther increase of the magnetic field squeezes the QD and
Coulomb repulsion becomes much stronger. The electrons
jump from the lower levels with lower angular momentum
to the higher ones distributed in the outer area of the QD
to relax the Coulomb repulsive energy. This is called the
reconstruction region [46]. The CIE model simply predicts
that electrons in the innermost levels move to the outermost
levels [43] and a hole of electron density is created in the
center of the QD. Chamon andWen [50] found that Hartree–
Fock calculations predict a ring of high-density electrons that
breaks off from the edge of the maximum density droplet.
This has been confirmed by other authors [51–53]. Another
interesting possibility in edge reconstruction is the formation
of spin textures at the edges of the QD when the Zeeman
splitting is included [54, 55]. These textures are driven by the
same physics that leads to “skymions” in bulk quantum Hall
system [56–59].

Transport and capacitance spectroscopy analyses of QDs
have revealed many other interesting properties of electrons
in artificial atoms. In the nonlinear transport regime, the
current is measured as a function of source–drain voltage
eVsd as well as gate voltage. One can probe the level distribu-
tion in the energy window eVsd by measuring the dependence
of the current with respect to this energy window. For small
bias eVsd � 	 (	 is the single-particle-level spacing), usual
Coulomb blockade oscillations are observed. For large bias
eVsd > 	, the source–drain voltage gives not only broadened
peaks but also additional structures caused by the excited
states. From the structure in the energy diagram, a lot of

valuable information on the ground and excited states has
been obtained [60, 61]. Transport spectra of lateral [62–64]
and self-assembled QDs [65–67] have been measured and
the shell structure has been observed. The Coulomb oscil-
lations in a vertical dot containing a very large number of
electrons have exhibited a surprising behavior in magnetic
fields [68]. The addition spectra as observed in capacitance
spectroscopy measurements group into bunches. A theoret-
ical explanation has been proposed [69], but further study is
needed in order to understand this phenomenon.

2.5. Spin-Blockade Effect

In the previous sections, we have described the Coulomb
blockade effect based on the classical and CIE charg-
ing models, where the large charging energy makes the
number of electrons well defined in the isolated QD. In
these models, the coupling � between electrons in the QD
and the leads through the tunneling barriers is not taken
into account. When the thermal energy kBT ���� is much
smaller than the single-particle-level spacing 	, tunneling
occurs through only one level. The conductance peak has a
lineshape of the derivative of the Fermi–Dirac distribution,
where its peak height scales as 1/T and its peak width as
T . On the other hand, multiple levels can contribute to the
tunnel current when the thermal energy exceeds the level
spacing. The temperature dependence of conductance oscil-
lations becomes complicated, since the elastic coupling to
leads differs from level to level depending the spatial or spin
distribution and the symmetry of wavefunction. Meir et al.
[70] have employed the Anderson model and the Landauer
conductance formula to investigate the transport properties
through multiple levels in a QD having very different elastic
couplings. They predicted that participation of the multiple
levels can give rise to an increase of current with increas-
ing temperatures. This anomalous temperature dependence
explained experimental observations [71].

It is not always true that a tunneling event occurs when
the Coulomb blockade condition is broken and the current
should flow in the classical model. The transition amplitude
is closely related to the matrix elements between two states
of N and N + 1 electrons in the QD, and the tunneling
probability is suppressed when the matrix element vanishes.
To analyze this possibility quantum mechanically, we have
to deduce the conductance formula including the transition
amplitudes explicitly [72, 73]. When we define �N� i� and
E�N� i� as the ith state and energy forN electrons in the QD
and Peq�N� i� = exp�−E�N� i�/T �/

∑
M� j exp�−E�M� j�/T �

as the equilibrium probability of the state, the tunnel current
at low bias (V � T ) is expressed by

I = V
e2

T

∑
i� j

Peq�N� i�f ��ij �
�L�R

�L + �R
(16)

�L�R� = 2�N�0��tL�R��2
∣∣∣∣∑

k

N + 1� j�c+k �N� i�
∣∣∣∣2 (17)

where f ��� is the Fermi–Dirac distribution, N�0� is the den-
sity of states in the leads, tL�R� is the tunnel amplitude from
the left (right) lead, and �ij = E�N + 1� j�− E�N� i�. If we
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assume 2�N�0��tL�2 = 2�N�0��tR�2 = � for simplicity, the
above expression becomes

I = V
e2

2T
�
∑
i� j

Peq�N� i�f ��ij �

∣∣∣∣∑
k

N + 1� j�c+k �N� i�
∣∣∣∣2 (18)

in which all the contributions of transition from �N� i� to
�N + 1� j� are summed by adding one electron on every pos-
sible level k. At low temperatures, T � � = E�N + 1� 0�−
E�N� 0�, only the ground states �N� 0� and �N + 1� 0� can
contribute and the conductance is expressed simply by

I = V
e2

8T
�

1

cosh2��/2T �

∣∣∣∣∑
k

N + 1� 0�c+k �N� 0�
∣∣∣∣2 (19)

It is noted that the expression of the tunnel current involves
the matrix elements between c+k �N� i� and �N + 1� j�. This
means the current is suppressed at low temperature if tran-
sition from �N� i� to �N + 1� j� does not occur just by adding
one electron.

What suppresses the tunneling current? One possibility
is the so-called spin-blockade effect proposed by Weinmann
et al. [74–77]. If the ground states �N� i� and �N + 1� j�
respectively have spin S and S ′ and if �S ′ − S� > 1/2, one
cannot change the total spin S into S ′ by adding spin 1/2.
This results in a zero matrix element and the suppression
of the current. This situation can occur when the single-
particle levels are degenerate like in the shell structure in
the circular QD or in the level crossings under magnetic
field [78, 79]. As we considered previously, when p levels are
almost degenerate near the Fermi energy, the total spin can
be S = p/2 at most. Transition is prohibited from a state
with three electrons having minimum total spin of 1/2 to a
state with four electrons having maximum spin of 2. The spin
of the ground state depends on the competition between the
single-particle energy and the exchange energy, as discussed
in Section 2.3, and total spin of the ground state does not
always change by 1/2.

How can the spin-blockade effect be observed in exper-
iment? One method is to measure the temperature depen-
dence of the Coulomb blockade peaks. As temperatures
increase, the excited states having nonzero matrix elements
between �N� 0� participate in the tunneling events and the
current increases rapidly with temperature. This is in a sharp
contrast to the normal 1/T dependence of the Coulomb
blockade peak as seen in Eq. (19). Another method is to
perform transport measurements in the nonlinear regime.
Applying large source–drain voltage involves multilevels in
the tunnel current through excited states. Evidence of the
spin blockade has been obtained in the non-linear transport
through GaAs QDs [80, 81]. Magnetotransport measure-
ments have also provided indication of the spin-blockade
effect in GaAs dots [81] and Si dots [82] having degen-
erate energy levels slightly split by the Zeeman effect.
The spin-blockade effect at low temperatures is not always
observed even when the condition 	S > 1/2 seems satisfied,
as reported in ref. [82]. This problem deserves future study.

2.6. Kondo Effect in Quantum Dots

In the previous sections, we have treated source and drain
electrodes as classical reservoirs that add electrons to or
remove them from the QD incoherently, where electrons
loose their quantum-mechanical phase memory during tun-
neling events. At extremely low temperatures, this treatment
cannot be justified and a coherent coupling between elec-
trons in the QD and leads should be taken into account.
One consequence is the so-called Kondo effect.

In the 1930s, a peculiar phenomenon was found in the
temperature dependence of the resistance of normal metals,
such as copper, containing a dilute amount (below 0.1%)
of magnetic impurities of iron or manganese [83–85]. The
resistance decreased with temperature due to the reduction
of phonon scatterings but increased upon cooling to very low
temperatures. This anomalous behavior in resistance had
been unresolved for a long time, but a crucial key to under-
standing this phenomenon was introduced by Kondo in 1964
[86].

The system is described by the Anderson model given by

� =∑
k�

�kc
+
k�ck� +∑

�

�dnd� + Und↑nd↓

+∑
k�

V
(
c+k�d� + d+

� ck�
)

(20)

where ck� �c+k�� and d� �d+
� � are the annihilation (creation)

operators of a conduction electron and a d-orbital electron
with spin � respectively, n� = d+

� d� is the number operator
of the localized level with an energy �d measured from the
Fermi energy, and V is the matrix element between states
of the conduction electron and the d-orbital. In the strong
coupling limit (U � V ), the system is spin singlet S = 0.
In the weak coupling limit (U � V ), the number N and
spin S on the localized level in the ground state are simply
given by �N� S� = �0� 0� for �d > 0� �N� S� = �1� 1/2� for
�d < 0 < �d + U , and �N� S� = �2� 0� for �d + U < 0.

Let us consider the weakly coupled regime U � V and
assume �d < 0 < �d +U . We can apply perturbation theory
with respect to V , starting from the ground state of d+

↑ �F �
and d+

↓ �F �, where �F � is the state of conduction electrons
filled up to the Fermi energy. The first-order process, which
simply puts (removes) an electron in (from) the localized
level, costs a large energy and can be neglected. The second-
order process can be expressed by

� ′ 1
E − �0

� ′ (21)

where � ′ is the fourth term in Eq. (20) and �0 = � − � ′.
By operating Eq. (21) to d+

↑ �F � and d+
↓ �F �, one can obtain

the effective interaction [87]

�eff =
∑
kk′�

V 2

2

(
− 1
�d

− 1
�d + U

)
c+k�ck′�

+ ∑
kk′�� ′

2V 2

(
− 1
�d

+ 1
�d + U

)
c+k�ck′� ′ ���� ′ · S (22)

where �� is the Pauli matrix and S is the spin operator of the
localized electron. The first term in Eq. (22) expresses nor-
mal scatterings independent of spins. The spin-dependent
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scatterings in the second term represent so-called s–d
exchange interactions with antiferromagnetic coupling when
�d < 0 < �d + U . Kondo pointed out that higher Born
scatterings between conduction electrons and the localized
spin via antiferromagnetic interaction in Eq. (22) increase
the scattering probability (or the inverse of relaxation time)
below a characteristic temperature, resulting in a resistance
increase. A sea of conduction electrons and the localized
moment of spin in a magnetic impurity are coupled by the
effective exchange interaction, forming a spin-singlet bound
state. The localized moment of spin is screened by the
so-called “Kondo cloud” of conduction electrons as if the
localized spin disappeared. This many-body effect is called
the Kondo effect and the characteristic temperature is the
Kondo temperature.

The Kondo effect is a universal phenomenon which mani-
fests itself when a localized state with a net spin couples with
conduction electrons in the Fermi sea. A QD confining an
unpaired electron of spin 1/2 coupled to leads, schematically
shown in Figure 7, can be considered a Kondo system. This
“mesoscopic Kondo effect” in a QD has been theoretically
predicted [88–91]. First-order tunneling is prohibited by the
Coulomb blockade effect as illustrated in Figure 7a because
the addition of a second electron costs an energy of �0 +U ,
which exceeds the Fermi energies of the leads �L and �R.
On the other hand, higher-order processes by co-tunneling
allow a spin-flip on the dot, as shown in Figure 7c, via
the intermediate virtual state depicted in Figure 7b. Succes-
sive spin-flip processes effectively screen the local spin on
the dot leading to a macroscopically correlated, spin-singlet
state. The Kondo temperature in this dot system is given

Figure 7. (a) Schematic of a quantum dot having single-site energy �0

and on-site Coulomb energy U . The dot is connected to the left and
right leads by the tunneling probabilities �L and �R. The series (a)–(c)
depicts the spin-flip of the electron at energy �0 due to a co-tunneling
process via a virtual state shown in (b). (d) Schematic behavior of con-
ductance oscillations as a function of the gate voltage. Above the Kondo
temperature TK , the Coulomb blockade oscillation has a periodicity of
e/Cg with the peak heights smaller than e2/h. In temperatures much
lower than TK , the conductance peak height reaches 2e2/h when the
number of electrons in the QD is odd, whereas the conductance is still
suppressed for an even number of electrons.

by [92–94]

TK =
√

�U

4
exp

(
��0��0 + U�

�U

)
(23)

where �0 is the single-particle energy, U is the on-site
Coulomb energy, and � = �L + �R is the level broadening
caused by the coupling between the dot and the leads. Below
TK , a resonant level (“Kondo peak”) is induced near the
Fermi energy in the density of states in the dot, and this level
allows electrons to tunnel from the left to the right leads
resonantly, even when the Coulomb blockade condition is
satisfied.

Figure 7d schematically shows how normal Coulomb
blockade oscillations change when the Kondo effect takes
place. For T > TK , the conductance oscillates with an equal
spacing as in Figure 2 and its height is much smaller
than 2e2/h, reflecting tunneling probabilities less than unity.
Below TK , an unpaired electron in the dot is screened by
the conduction electron in the leads and the conductance
approaches 2e2/h in the so-called unitary limit where the
transmission probability is unity due to a resonant tunnel-
ing. For an even number of electrons in the dot, when all
the electrons have a pairing partner with an opposite spin,
the Kondo effect does not occur and the usual Coulomb
blockade effect suppresses the current through the dot.

Recently, the Kondo effect in QDs has been observed
in many experiments [95–102]. As described in Section 2.1,
lateral QDs have a tunable barrier formed by the gate-
electrodes, and tunneling couplings between the dot and the
leads are controllable. The conductance increase at valleys
predicted in Figure 7d has been experimentally demon-
strated in the lateral QDs [95–97]. To obtain ideal charac-
teristics in the unitary limit like in Figure 7d, the barrier
height must be low and symmetric ��L = �R�. Van der Wiel
et al. [99, 102] have observed 2e2/h conductance in their
lateral QD as shown in Figure 8. In Figure 8a, the valleys
reach the maximum conductance value of 2e2/h. Two sepa-
rate Coulomb peaks develop with narrowing peak spacing.
The even–odd asymmetry of the temperature dependence of
neighboring peaks is clearly seen. The zero-bias peak in the
differential conductance around VSD = 0 shown in Figure 8b
reflects the Kondo resonance in the density of states at the
Fermi energy.

The detailed aspects of the Kondo effect predicted in a
QD have been investigated by theorists [103–114]. Here,
we show examples calculated by a numerical renormaliza-
tion group method [114], which gives a unified description
of the temperature dependence of the Kondo effect in a
single-site QD of an energy �d. The single-site approxima-
tion is justified when the single-particle energy spacing is
much larger than the level broadening � . Figure 9 plots
the conductance as a function of the single-particle level �d

in the dot for different temperatures. When temperatures
are higher than � , normal Coulomb blockade peaks can be
seen near �d ∼ −U and 0. Decreasing temperatures T �

�d makes the two peaks rapidly sharper and come closer
together, while the valley between peaks has a weak temper-
ature dependence and remains low. A further decrease of
temperatures raises the valley up to the unitary value. This
temperature dependence in the conductance at the peaks
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Figure 8. (a) Conductance oscillations as a function of the gate voltage
at B = 0
4 T in the temperature range from 15 to 800 mK. (b) Differ-
ential conductance as a function of dc bias voltage between source and
drain leads for temperatures ranging from 15 to 900 mK at B = 0
4 T.
Reprinted with permission from [102], W. G. van der Wiel, Ph.D. thesis,
Delft University of Technology, 2002.

Figure 9. Calculated conductance as a function of the energy of the
orbital �d in the dot for different temperatures. Reprinted with permis-
sion from [114], W. Izumida et al., J. Phys. Soc. Japan 70, 1045 (2001).
©2001, The Physical Society of Japan.

and the valley comes from the characteristic temperatures
T̃K dependent on �d; T̃K ∼ � near the peaks (�d ∼ −U and
0), whereas, at the valley (�d ∼ −U/2), T̃K is comparable
to TK = √

�U/4 exp�−��0��0 + U�/�U�, which is typically
smaller than � . The calculation in Figure 9 not only repro-
duces the experimental observation in Figure 8 but also fits
almost perfectly to the conductance curves measured in the
experiment of Goldhaber-Gordon et al. [97].

In Figure 7d, we have assumed nondegenerate levels in
the dot, where the total spin alternates between 0 and 1/2
according to even and odd numbers of electrons. The con-
ductance oscillations have an even–odd parity below TK . In
real dots, this assumption is not always applied, and the
higher levels can affect the Kondo effect. In general, the
single-particle levels can be energetically degenerate, where
the total spin is not necessarily the lowest due to Hund’s
rule, as we have seen in the previous subsection. Theorists
have investigated the effect of multilevels in a Kondo system
of QDs [108, 112, 115–121]. Inoshita et al. [108] have pointed
out that the Kondo temperature is significantly enhanced in
a multilevel QD compared to a single-level QD. The Kondo
effect has been studied at the singlet–triplet transition in
Zeeman splitting [117, 119] or the orbital effect [118, 120],
where the level degeneracy enhances the Kondo temper-
ature [118, 120] and the conductance peak for a two-level
system approaches 4e2/h in the unitary limit [112, 120, 122].
The Kondo effect without the even–odd parity has been
observed in experiments [98, 100]. Sasaki et al. [98] have
used a vertical QD having tunnel barriers thinner than in
the circular QD shown in the previous subsection, in order
to raise the Kondo temperature. They have observed the
Kondo effect caused by high-spin states in the singlet–triplet
transition where two adjacent levels cross in the presence of
magnetic fields.

In coupled QDs, the splitting of Kondo resonant peaks
has been observed, which reflects the energy difference
between the bonding and antibonding states formed by the
coherent superposition of the Kondo states of each dot
[101]. The Kondo physics in the coupled QDs has been
extensively studied by theorists [123–127]. The Kondo effect
in QDs, as compared to that in metals, has revealed many
fascinating aspects by means of tunable gate voltages or
magnetic fields. Recently, the Kondo effect has been found
in carbon nanotubes, where the unitary limit is achieved and
the Kondo resonance for even numbers of electrons has also
been observed [128]. The theoretical and experimental find-
ings reviewed in this section have clearly proven the univer-
sality of the Kondo effect. Kondo physics will continue to be
an important field in materials science.

2.7. Statistics of Coulomb Blockade
Peak Spacings

So far, we have focused mainly on circular QDs with neither
disorder nor anisotropic boundaries, where the Coulomb
peak spacings have a regular distribution. However,
Coulomb oscillations in typical QDs have random spacings,
which reflect unintentional irregularities caused by disor-
der as well as the chaotic nature of electron trajectories. In
QDs having a large number of electrons, very complicated
mutual interactions also causes energy levels to fluctuate
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randomly. This reminds us of the level statistics in the ran-
dom matrix theory (RMT) used in analysis of the spectrum
of complicated nuclei or metal clusters. For a review of
RMT, see ref. [129]. In mesoscopic systems, RMT has been
used to examine, for example, the universal conductance
fluctuations in chaotic and diffusive metals, as reviewed in
ref. [130]. In general, the energy distribution in the presence
of randomness tends to obey certain statistics. In this subsec-
tion, we review the level statistics in the Coulomb blockade
oscillations in QDs.

Let us consider the level statistics based on the CI model
described in Section 2.3. We neglect exchange terms for sim-
plicity. Without the spin degree of freedom, the CI model
gives peak spacings 	�= Ec+	� with the constant charging
energy Ec and the single-particle-level spacing 	� charac-
terizing the distribution. If one assumes the single-particle
Hamiltonian is represented by a random matrix, the level
distribution P�s� of s = 	� is described by the Wigner–
Dyson distribution: P�s� = ��/2�s exp�−�s2/4� for the
Gaussian orthogonal ensemble (GOE) in the presence of
time-reversal symmetry and P�s� = �32/�2�s2 exp�−4s2/��
for the Gaussian unitary ensemble (GUE) in the presence
of magnetic fields or magnetic impurities breaking the time-
reversal symmetry. The level-spacing fluctuations are given
by �s = �s2� − s�2�1/2 = 0
53s� for the GOE, and �s =
0
42s� for the GUE. This simplest model is called the CI-
plus-RMT model (CI + RMT). When the spin degree of
freedom is included in the CI model, two electrons with
opposite spins occupy each level, and the spacing distribu-
tion has a bimodal behavior according to 	� = Ec +	� for
even numbers of electrons and 	� = Ec for odd numbers of
electrons. This model is the CI-plus-spin-degenerate-RMT
(CI+ SDRMT) model.

Experiments on the level statistics in Coulomb block-
ade oscillations have been carried out [131–135]. Sivan
et al. measured the peak distribution in disordered GaAs
and In2O3−x QDs and found unimodal Gaussian distri-
butions with width �s ∼ �0
1 − 0
15�e2/C ∼ �2 − 3�s�
which is larger than expected from RMT. By performing
an exact diagonalization of the Anderson Hamiltonian, they
showed that, as the on-site Coulomb interaction increases,
the distribution approaches the Gaussian with width �s ∼
�0
1 − 0
2�e2/C, which is consistent with their experimen-
tal observation. Simmel et al. [132] have obtained similar
results for lateral GaAs dots. Coulomb oscillations have
also been measured in Si dots formed by the modulated
gate technique in the metal–oxide–semiconductor field-
effect transistor (MOSFET) geometry and the distribution
with �s ∼ 0
06e2/C has been obtained [134]. Patel et al.
[133] have observed hundreds of clear Coulomb peaks in lat-
eral QDs, as shown in Figure 10a. Like other experimental
observations, these peaks have unimodal distributions fitted
to Gaussian curves as shown in Figure 10b. However, the
width of fluctuations is estimated as �s ∼ 0
019e2/C, which
is much smaller than obtained in other experiments and is
rather comparable to the single-particle-level spacing. The
width becomes about 15% narrower by applying magnetic
fields as seen in Figure 10c. The parameters obtained in four
experiments are summarized in Table 1. Interaction parame-
ter rs ∼ 1, where rs =

√
1/��a∗2

B n2DEG� (n2DEG is the electron

Figure 10. (a) Conductance peaks (diamonds) at B = 30 mT as a func-
tion of the gate voltage Vg for a lateral QD having a single-particle-level
spacing of 	 = 14 �V and charging energy Ec = 460 �V. Solid curve
shows fits to a cosh−2 lineshape. Left inset: Detailed view of data and fit
on a log-linear scale. Right inset: scanning electron microscope image
of the device. (b), (c) Histograms of normalized peak spacing � (bars)
for (b) B = 0 and (c) B �= 0 for three devices. Solid curves show fits
to normalized Gaussian of width 0.019 (0.015) for B = 0 (B �= 0). Data
represent 4300 (10800) Coulomb blockade peaks with ∼4300 (1600)
statistically independent for B = 0 (B �= 0). Horizontal bar indicates
(spin-resolved) mean level spacing 	SR/Ec of three devices. Right inset:
Plot of histogram (diamonds) and best fit Gaussian of width 0.13. Left
inset: Dotted curves are CI+ SDRMT peak spacing distributions; solid
curves correspond to CI+ SDRMT distributions convolved with Gaus-
sian of width 0.009 averaged over three dots. Reprinted with permission
from [133], S. R. Patel et al., Phys. Rev. Lett. 80, 4522 (1998). ©1998,
American Physical Society.

density in 2D, and a∗
B is the effective Bohr radius) repre-

senting the strength of the Coulomb interaction at an aver-
age distance between the electrons relative to their kinetic
energy. Besides the difference in the width of the distribu-
tions, all the experiments have shown unimodal distributions
nicely fitted to Gaussian curves and no correlation between
peak spacings and heights.

The experiments mentioned above have clearly indicated
that the simple CI-plus-RMT model or its modified ver-
sions cannot properly describe the peak distributions. A lot
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Table 1. Summary of parameters obtained in four experiments for Coulomb blockade oscillations in QDs.

Sivan et al. Simmel et al. Patel et al. Simmel et al.
[131] [132] [133] [134]

Material GaAs, In2O3−x GaAs GaAs Si MOSFET
Level spacing 	 (�eV) 30–60 50 9–11 15
Charging energy Ec (meV) 0.5–0.8 0.3 0.38–0.58 1.9
Measured temperature (mK) 50 25 ∼100 320
Interaction parameter rs >1 ∼1 ∼1 2.1
Peak width (Ec) 0.1–0.15 0.1 0.019 0.06

of theoretical calculations that take the electron–electron
interactions into account have been performed [136–151].
Blanter et al. [136] have used a random phase approxi-
mation (RPA) to construct an effective screened Coulomb
potential in finite geometries. They found that peak-spacing
fluctuations are enhanced with respect to the RMT but
still of the order of the mean level spacing 	. This result
cannot be directly compared with the experiments (rs ∼
1), because the RPA is valid only in the high-density limit
rs � 1. A self-consistent Hartree–Fock approximation [137]
has also obtained a slight enhancement �s ∼ 0
6	 for rs � 1.
Self-consistent Hartree–Fock methods have been applied in
the low-density limit rs � 1 [143, 145, 146] and have shown
that the peak distribution rapidly approaches Gaussian as rs
increases and its width is significantly enhanced compared
to the noninteracting case. On the other hand, it has been
pointed out that the effect of screened Coulomb interac-
tions treated by the density functional theory [151] enhances
the level fluctuations only slightly and the width is compa-
rable to the single-electron-level spacing, which reproduces
the experimental finding by Patel et al.

Why does the width of distributions differ in experiments?
There are several possible reasons for that: First, the elec-
trostatic coupling to external electrodes could affect the
peak fluctuations. It has been pointed out on basis of a
self-consistent calculations that spacings in addition spectra
in QDs are reduced when QDs are coupled to the leads
[78]. This indicates that we have to consider the screen-
ing effect of external electrodes to explain different exper-
imental results. The thermal effect is also an important
consideration. In the experiment of Simmel et al. [134],
thermal energy was comparable to the single-particle-level
spacing, where the thermal broadening reduces the peak
spacings [133, 144]. Third, the dots used in the experiments
are rather ballistic than diffusive, which requires an esti-
mate of fluctuations based on correlation between wavefunc-
tions in chaotic systems. Several calculations have shown
that scars along periodic orbits can enhance peak spacing
distributions [152, 153].

Recently, bimodal distribution of peak spacings has been
obtained in a chaotic QD of GaAs, where interactions are
weak (rs = 0
72) [154]. The Coulomb blockade peaks show a
pair correlation in both position and amplitude due to spin
pairing. The distribution can be approximated by a modi-
fied bimodal Wignar–Dyson distribution composed of two
components in the presence of spin splitting.

3. COUPLED QUANTUM DOTS
(ARTIFICIAL MOLECULE)

In the previous section, we have seen that QDs act as
artificial atoms and that Hund’s high-spin states or Kondo
resonance states, which have been observed in real atoms
or metals, also emerge in the QD system in a tunable
manner. In this section, we will consider two (or several)
QDs coupled with each other electrostatically and/or by
tunneling barriers. Such coupled QDs are called artificial
molecules. When the tunneling coupling is small, the ortho-
dox Coulomb blockade theory treated in Section 2.1 can
be applied to electrostatically coupled QDs. Single-electron
turnstiles [155, 156] and pumps [157, 158] in metallic dots are
interesting devices having electrostatic interdot couplings.
Lateral-type QDs have been the most widely used in the
study of artificial molecules, in which gate voltages can tune
the coupling strength between separate dots. It has been
proposed that a coherently coupled QD can be used for a
qubit (quantum bit, or two-level quantum system) in quan-
tum computation [159]. Computation proceeds by a succes-
sion of coherent interactions between specific pairs of qubits.
Quantum computation can be viewed as a coherent super-
position of digital computations proceeding in parallel. This
parallelism enables prime factoring, which has been viewed
as intractable. Successful experimental coupling and entan-
gling of quantum states in QD molecules has been reported
[160], in which the coherent tunneling of an electron–hole
pair (exciton) causes an energy splitting as a function of the
separation between the dots.

3.1. Quantum Dot Molecules

In quantum dot artificial molecules, electrons can move
between spatially separated dots, and electrostatic interac-
tion strongly influences the distribution of charges. Trans-
port spectroscopy in laterally coupled QDs has been studied
in experiments [161–166] and theoretical calculations [167–
171]. Waugh et al. [161] have reported on low-temperature
tunneling measurements through coupled QDs by adjust-
ing interdot coupling tuned by gates. When the tunneling
coupling is small, the Coulomb blockade oscillations have
the same peak spacing as in a single QD. As the conduc-
tance through the tunneling barrier increases, the conduc-
tance peaks split. When the tunnel conductance approaches
e2/h, the peak spacing is half as large as for a single QD,
indicating that the two QDs have combined into a single
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large QD with twice the gate capacitance. Similar peak
splittings have been observed in vertically coupled QDs
[166, 172, 173], which are separated by a thin barrier. The
strength of coupling varies inversely with the barrier thick-
ness and height, preserving the circular symmetry. By apply-
ing magnetic fields perpendicularly to the pillar in vertical
QDs, the coupling strength can be modulated [174].

Multiple QDs can also be coupled by coherent tunnel-
ing. Coherent tunneling between coupled QDs has been
experimentally observed [164, 173, 175–178], and many the-
ories have investigated the coherent properties in coupled
QDs [14, 17, 30, 179–197]. When the barrier thickness (or
barrier height) is small and the coupling is strong, the QD
molecule is regarded as a single QD; the shell structure and
Hund’s state have been observed in addition spectra of ver-
tical double-dot systems with circular symmetry [172], which
are in qualitative agreement with Hartree–Fock calculations
[14]. Weak coherent coupling between two QDs recombines
states into bonding and antibonding states, resulting in peak
splitting of Coulomb oscillations.

Magnetic field effects have been observed in vertically
coupled QDs [166, 198]. It has been found that the stabil-
ity of the spin-polarized maximum-density droplet is con-
siderably reduced compared to the single-dot system. Weak
tunneling coupling splits the lowest Landau levels into bond-
ing and antibonding levels, which are occupied by spin-
polarized electrons in strong magnetic fields. The bonding
(antibonding) state can be represented as a pseudospin-up
(-down) state [199, 200]. This pseudospin (or isospin) rep-
resentation has been used to describe double-layer systems
in the quantum Hall regime under strong magnetic fields
[201]. In this representation, a pair of electrons occupying
the bonding and antibonding levels has zero pseudospin. As
the magnetic field is increased further, electrons in the outer
pseudospin-down orbital move to the pseudospin-up orbital
one by one to relax Coulomb repulsion in strong magnetic
confinement. This phenomenon is called the pseudospin-flip
effect. An experimental attempt to observe this effect in ver-
tical QDs has been made [166]. In QD molecules, the spin-
blockade effect [188, 189, 191, 202] and pseudospin-blockade
effect [195] have been discussed theoretically.

3.2. Electron Correlation in the Two-Site
Hubbard Model

We have seen that a single-particle model, such as the CIE
model or Hartree–Fock approximation, works very well in
describing the addition spectra of single QDs having multi-
levels. When multiple QDs are coupled and electrons can
move between spatially separated QDs, the electrons tend
to avoid each other spatially and correlation effects become
important. To examine this effect, let us consider a two-
site Hubbard model where two electrons occupy one of two
sites. Each site has a single-particle level � = 0 and on-
site Coulomb repulsion U . The transfer integral between
two sites is given by t �t > 0� and the Hubbard Hamilto-
nian by � = −t

∑
� �c

+
1�c2� + c+2�c1��+ U�n1↑n1↓ + n2↑n2↓�.

The possible six states for two electrons are expressed by
� ↑�↑� = c+1↑c

+
2↑�0�� �↓�↓� = c+1↓c

+
2↓�0�� �↑�↓� = c+1↑c

+
2↓�0�� �↓

�↑� = c+1↓c
+
2↑�0�� �↑↓� 0� = c+1↑c

+
1↓�0�� � 0�↑↓� = c+2↑c

+
2↓�0�. It

is easy to verify that the nonbonding states �↑�↑�� �↓�↓� are

eigenstates with eigenenergy E = 0 and total spin S = 1.
The Hamiltonian on the basis of the remaining four states
is given in the matrix form by

�↑�↓� �↓�↑� �↑↓� 0� � 0�↑↓�

� =
 0 0 −t −t

0 0 t t
−t t U 0
−t t 0 U

 ↑�↓ �
↓�↑ �
↑↓� 0�
0�↑↓ �

(24)

Diagonalizing this Hamiltonian, we obtain four solutions
comprising eigenenergy, eigenstate, and total spin given by

EGS= U−
√

U 2+16t2

2 �GS= 1√
1+�2

��covalent+��ionic� S=0

E1=0 �1= 1√
2

(
c+1↑c

+
2↓+c+1↓c

+
2↑
)�0� S=1

E2=U �2= 1√
2

(
c+1↑c

+
1↓−c+2↑c

+
2↓
)�0� S=0

E3= U+
√

U 2+16t2

2 �3= 1√
1+�2

��covalent−��ionic� S=0

(25)

Here, � = �−U + √
U 2 + 16t2�/4t, the covalent state

�covalent = �c+1↑c
+
2↓+ c+2↑c

+
1↓��0�/

√
2, and the ionic state �ionic =

�c+1↑c
+
1↓ + c+2↑c

+
2↓��0�/

√
2. The �covalent is also called the

Heitler–London orbital. The ground-state wavefunctions
and energies for U/t > 0 are denoted by �GS� EGS, and for
the nth excited state by �n�En. The first excited state �1
is one of three nonbonding states with E = 0 and S = 1
having z-component of the spin Sz = 0. The parameter �
represents the proportion of the ionic state with respect to
the covalent state. For U/t = 0� � = 1 and the covalent
and ionic states contribute equally to the ground state. For
U/t � 1� �� 2t/U � 1 and the proportion of the ionic state
decreases with increasing Coulomb repulsion, which raises
the total energy of the two electrons occupying the same site.
The total energy of the ground state for U/t � 1 is given
by EGS � −4t2/U . This dependence can also be deduced
by performing a perturbation expansion with respect to t
when U � t. In the unperturbed state for t=0, each site
has one electron. When we turn on small t > 0 between two
sites, the electron on one site can move to the other and go
back when two electrons have opposite spins. This second-
order process gives an energy decrease of about −t2/U . This
effective interaction is called kinetic exchange interaction.
The nonbonding states �↑�↑�� �↓�↓�� ��↑�↓�+ �↓�↑��/√2 at
E = 0 are equivalent to the state of two uncoupled sites,
each having one electron with the same spin because, by the
Pauli principle, an electron on one site cannot transfer to
the other. As a result, the energy is independent of t and U .

The ground state properties of the two-site Hubbard
model cannot be explained by a Hartree–Fock (HF) approx-
imation. The thermal average of the number of electrons
for this system is given by ni�� = n/2, where n is the aver-
age number of electrons per site. The HF approximation
gives ni↑ni↓� → ni↑�ni↓� = n2/4, so that the Coulomb
term Un2/2 = U/2 is independent of t. The ground state is
given by the bonding state filled by up- and down-spin elec-
trons; that is, 1√

2
��covalent + �ionic�. This state corresponds to

the weak interaction limit (U = 0 or � = 1) in the exact
ground state. The mean-field approximation fails to include
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the correlation effect between electrons with opposite spin.
This simple example clearly shows the essential role of cor-
relation effects in coupled QDs, as will be discussed in the
following section.

3.3. Ferromagnetic State in Quantum
Dot Molecules

To see that electron correlations and magnetic properties
are closely related, we consider two types of simple QD
molecules, which we will call a Lieb molecule (Fig. 11a)
and a triangular molecule (Fig. 11b). Omitting the Coulomb
repulsion (U = 0) in the Hubbard model, we obtain the
single-particle Hamiltonian 0 −t −t −t

−t 0 0 0
−t 0 0 0
−t 0 0 0

 c = Ec (Lieb molecule) (26)

 0 −t −t
−t 0 −t
−t −t 0

 c = Ec (triangular molecule) (27)

It can be easily verified by substitution that the eigen-
values and eigenstates are given by E = 0� 0�±√

3t,
c = �0� 1� 0�−1�, �0� 0� 1�−1�� �±√

3� 1� 1� 1� for the Lieb
molecule and E = −2t� t� t, c = �1� 1� 1�� �1�−1� 0�,
�1� 0�−1� for the triangular molecule. The second and third
lowest levels are doubly degenerate and N = 4 corresponds
to half filling of these degenerate levels. Let four electrons
interact with each other by the on-site Coulomb repulsion
in these molecules. Diagonalizing the Hubbard Hamiltonian
numerically, the ground states in both molecules have S = 1
high spin. Figure 12 plots the energy difference 	E = E�S =
0� − E�S = 1� between the ground state (S = 1) and the
first excited state (S = 0) as a function of U/t. This energy
difference represents the effective exchange energy between
electrons in the degenerate levels. For U/t � 1� 	E ∝ U in
both types of molecules, because, from the Pauli principle,
the on-site Coulomb repulsion between electrons in the low-
spin state S = 0 raises the energy of order U , whereas it does

Figure 11. Schematics of quantum dot molecules. (a) A Lieb molecule
and (b) a triangular molecule.

Figure 12. Calculated energy difference between the lowest excited
state with spin S = 0 and the ground state with spin S = 1. Solid
(dashed) line represents the Lieb (triangular) molecule.

not for the high-spin state S = 1. For U/t � 1, the energy
difference behaves as 	E ∼ t2/U for the Lieb molecule,
and 	E ∼ t for the triangular molecule. The mechanism of
this dependence is schematically shown in Figure 13. The
effective interaction for the Lieb molecule is the antiferro-
magnetic kinetic exchange interaction, and the spins on the
center site and on the end sites are in the opposite direction,
which leads to the net spin of S = 1. On the other hand,
the high spin in the triangular molecule is caused by a fer-
romagnetic ring exchange interaction of third order. In this
process two electrons with the opposite spins cycle within
the triangular sites, which gives an energy loss of order t and
favors a parallel spin [203].

Figure 13. Effective exchange interaction for U � t. (a) Antiferromag-
netic exchange interaction based on the second-order process of two
electrons with opposite spins moving back and forth between two sites.
(b) Ferromagnetic interaction based on the third-order process of two
electrons cycling in triangular sites. When two electrons have opposite
spins, this process raises their energy of order t, whereas it does not do
so for two electrons with the same spin.
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3.4. Magnetic Field Effect in Quantum
Dot Molecules

In real molecules, the interatom distance a is very small
and an extremely high magnetic field is necessary to induce
magnetic field effects. In QD molecules, the magnitude of
magnetic fields necessary to observe such effects is quite
reasonable, because the interdot distance is typically a =
10–1000 nm. For example, one flux quantum h/e thread-
ing inside the triangular area S = √

3a2/4 in Figure 11b
of a = 10 Å (100 nm) corresponds to B ≈ 10000 T (1 T).
Let us see what happens in the triangular QD molecule
when it is threaded by an Aharonov–Bohm magnetic flux
� = BS/�h/e� in the triangle. The magnetic flux changes
the phase of the transfer integrals as shown in Figure 14a.
For U = 0, the tight-binding Hamiltonian is given by 0 −te�i� −t

−te−�i� 0 −te�i�

−t −te−�i� 0

 c = Ec (28)

By solving this equation, the single-particle levels are given
by E = −2t cos�2��/3�� 2t cos�2��� ± 1�/3�, where the
doubly degenerate levels E = t for �= 0 are lifted for � > 0.
By taking into account the on-site Coulomb repulsion U and
solving the Hubbard model for this molecule, we can show
that the magnetic field induces a singlet–triplet transition for
N = 4, as depicted in Figure 14b. The applied magnetic field
splits the degenerate levels and the high-spin state is broken
when the level splitting exceeds the exchange energy.

Magnetic field effects in several types of QD molecules
have been discussed in refs. [185, 190, 204]. Yu et al. [185]
used an extended Hubbard model to calculate addition
spectra of linear chains and ring-shaped arrays of QDs
and showed the doubly degenerate peak is split by the
Aharonov–Bohm magnetic flux threaded inside the ring.
Stafford et al. [190] discussed coherent resonant tunnel-
ing through a linear array of QDs in inhomogeneous mag-
netic fields and found a giant magnetoresistance caused

Figure 14. Magnetic field effect in triangular molecules. (a) � is the
magnetic flux threading the triangular area. (b) Schematic of energy
levels as a function of the magnetic flux for N = 2 and 4. Applied mag-
netic flux lifts the degenerate levels, resulting in a spin-singlet–triplet
transition.

by magnetic disorder. Kolehmainen et al. [204] employed
the current spin-density-functional theory and discussed spin
ordering in coupled QDs. They showed that four coupled
dots with 40 electrons in a square or row have a ferromag-
netic ground state.

4. QUANTUM DOT ARRAYS
In this section, we review the study of arrays of quantum
dots. Here, we consider two types of dot arrays. One is an
array of electrostatically coupled dots, where electron tun-
neling between dots occurs incoherently. This type of dot
array is represented by a quantum dot cellular automaton.
This device implementing Boolean logic functions can pro-
cess and carry analog information. The other type of array
is represented by a periodic lattice of dots in which coherent
coupling between dots makes a band structure in the energy
spectrum of electrons. This type is called a quantum dot
superlattice. A wide range of lattice patterns is possible with
tunable carrier concentration and coupling strength between
dots. This enables us to achieve various correlation effects,
such as ferromagnetism, in semiconducting nanomaterials.

4.1. Quantum Dot Cellular Automaton

Lent et al. have proposed a new device called a quantum dot
cellular automaton (QCA) [205–209]. The QCA device con-
sists of arrays of electrostatically coupled cells, each contain-
ing several coupled QDs. The electrons can tunnel between
dots in the same cell but not between different cells. A basic
cell consists of four dots in a square and is charged with
two excess electrons. Coulomb repulsion makes these elec-
trons arrange in one of two diagonal opposite positions,
representing a binary logic state, 0 or 1. Long-range elec-
trostatic Coulomb interaction provides an intercellular cou-
pling between different cells. The overall state of the QCA
device is determined by the boundary condition on edge
cells, which act as the input channels. The QCA scheme
can implement Boolean logic functions and perform general
computational tasks [208]. When coupled cells interact with
neighbors within a certain range, they can be viewed as an
analog nonlinear (or neural) network [210].

Although the idea of QCAs seemed quite concrete and
attractive, some of the proposals have been criticized by
Bandyopadhyay [211–213] and Landauer [214]. Bandyopad-
hyay [213] argued that logic signals in the QCA device
cannot propagate unidirectionally from the input to the out-
put channel and the input bit cannot uniquely determine
the output bit. To overcome this problem, Bandyopadhyay
proposed an alternative type of logic architecture based on
single-electron spin effects in QDs [213].

Experimental realization of QCA devices has been
reported [215–222]. Orlov et al. [215] built a basic cell of
QCAs consisting four metallic dots in Al/AlOx/Al tunnel
junctions and successfully achieved the polarization of two
electrons by controlling an external gate voltage. Amlani
et al. [220] demonstrated QCA majority gate operations in
metallic QDs, where the inputs are driven by biased exter-
nal electrodes and the output is detected by two single-dot
electrometers.
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In these devices, the polarization of bit cells is retained
by the biased input electrodes and the electrostatic forces of
neighboring cells. When the input polarization is switched,
unidirectionality prevents the signal propagation. Lent et al.
[223, 224] proposed a new type of QCAs which ensures uni-
directionality. In the basic cell, three QDs are connected
in series, where the middle dot acts as an interdot barrier
between the top and bottom dots. By lowering or raising
the bias to the middle dot, the tunneling between the two
dots is allowed or suppressed. Whether the electron moves
to the top or bottom dot depends on the input signal. Once
the polarization is determined, it is retained (latched) after
the input bias is removed. Orlov et al. [225, 226] experimen-
tally demonstrated the clocked switching of a single electron
in this type of QCA (see Fig. 15). They formed a QCA
half-cell consisting of two QDs with an extra dot between
them (Fig. 15a and b). Each dot of the device is capaci-
tively coupled to a corresponding gate electrode (Fig. 15c),
and the input signal is applied to the top and bottom gates.
As demonstrated in Figures 15d–f, the clocking bias drives
the charge state of the QCA half-cell. Although the clocked
type of QCA can retain bit information much better than
the original QCA scheme, a drawback arises in constructing
the logic design: the number of clocked gates must increase
with the number of cells, which may restrict scalability of the
QCA logic architecture.

4.2. Quantum Dot Superlattices

Here, we focus on another type of QD array in which
the coherent coupling between QDs forms a band struc-
ture in the energy spectrum. Kouwenhoven et al. studied
the magnetotransport properties of an artificial one-
dimensional (1D) crystal of 15 QDs defined in the 2DEG
of GaAs/AlGaAs heterostructures by means of a split-gate
technique [227]. They observed large oscillations with two
deep dips enclosing 15 small oscillations. They argued that
the larger oscillations correspond to large energy gaps of
the 1D crystal of QDs and the smaller ones to the dis-
crete levels in the miniband. Haug et al. [228] built linear
chains of QDs consisting of one to four dots. Transport
measurements of these devices show sharp resonant conduc-
tance peaks around threshold, which are attributed to the
Coulomb charging and quantum confinement effects.

Phase transition [229–235], correlated electron transport
[184, 190, 236–238], and addition spectra [185, 229, 239] in
linear chains of coupled QDs have been theoretically stud-
ied. Stafford and Das Sarma [181] studied the addition spec-
tra in a 1D array of QDs and obtained quantum phase
transitions, such as the Mott–Hubbard metal–insulator tran-
sition. Ugajin [230–232] predicted a Mott–Hubbard metal–
insulator transition driven by an external electric field. This
effect provides a method of modulating collective excitations
locally and can be applied to new field-effect devices.

Engineering of electronic and magnetic properties of
a lattice of QDs has also been investigated [240–247].
Sugimura [240] theoretically proposed the possibility of mag-
netic ordered states in a semiconductor quantum dot array.
Describing the GaAs/AlGaAs QD system by the one-band
Hubbard model, he showed that magnetic orderings, such as
ferromagnetism and antiferromagnetism, can be expected in

Figure 15. (a) Schematic of a QCA half cell. (b) Scanning electron
microscopy image of the device utilizing Al/AlOx/Al tunnel junctions.
(c) Schematic diagram of the experimental circuit. A single electron
moves between the top (D1) and the bottom (D3) quantum dots
through the middle dot (D2), which acts as a barrier and locks the
electron in either D1 or D3 when it is biased. (d)–(f) Measured (solid
lines) and calculated (dotted lines) responses to the input and clocking
signals together with applied input signals (dashed lines) of the top (d),
middle (e), and bottom (f) dot. Reprinted with permission from [225],
A. O. Orlov et al., Appl. Phys. Lett. 77, 295 (2000). ©2002, American
Institute of Physics.
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QD arrays. Khurgin et al. showed that exchange interactions
between holes confined in arrays of strained In1−xGaxAs
QDs (see Fig. 16) can lead to ferrimagnetic arrangement of
magnetic moments. The ferrimagnetism is induced by cou-
pling two neighboring QDs having different values of orbital
angular momenta. The Curie temperature for QDs with
thickness of t1 = 7 nm and t2 = 3 nm is of the order of 25 K
(see Fig. 16d). Khurgin et al. also proposed a method of engi-
neering ferroelectric arrays of coupled strained QDs [242].

Lattice structure and carrier concentration are essential
factors determining the electronic and magnetic proper-
ties in solids. Carrier concentration in solids can be con-
trolled by chemical or gate-induced doping [248, 249]. On
the other hand, building a desired lattice of atoms is very
hard, because the lattice structure is strictly determined
by the atomic nature of constituent elements. The design
of materials with desired lattice is possible by putting QD
atoms on the lattice points and coupling the QDs with
each other to form artificial crystals called quantum dot
superlattices (QDSLs). Semiconductor fabrication technol-
ogy enables us to form QDSLs in various patterns as we
wish, including lattices not existing in nature. The electron
concentration can be tuned by the gate voltages. There-
fore, QDSLs are suitable for achieving various interesting
effects, such as flat-band ferromagnetism [244–247], which
have been considered unlikely to occur in semiconductors.

Figure 16. (a) One period of a QD array of In1−xGaxAs and In1−yGay
As buried in In0
52Al0
48As. (b) Schematic of the valence-band alignment
of the QD array and (c) directions of spin and orbital angular momenta.
(d) Curie temperature Tc and the thickness of unstrained QD2-t2 as
functions of the thickness of strained QD1-t1 for different compositions
x of strained In1−xGaxAs. Lateral size d = 120 Å. Barrier thickness
tb = 20 Å. Reprinted with permission from [241], J. B. Khurgin et al.,
Appl. Phys. Lett. 73, 3944 (1998). ©1998, American Institute of Physics.

4.3. Flat-Band Ferromagnetism

It has been proved that the Hubbard model on specific types
of lattice having a flat band exhibits ferromagnetism in the
presence of on-site Coulomb interaction [203, 250–255]. The
flat band is a dispersionless subband in the single-particle
band structure. Figure 17 shows two examples of lattices hav-
ing flat bands, where (a) is a Lieb lattice and (b) is a Kagome
lattice. The Hubbard Hamiltonian for these lattices is

H = −t
∑

�i� j��

c+i� cj� − t′
∑

i� k��
c+i� ck� + U

∑
i

ni↑ni↓ (29)

where t (t′) is the transfer integral between the (next) near-
est neighbor sites �i� j� (i� k�), U is the on-site Coulomb
energy, c+i� �ci� � is the creation (annihilation) operator of an
electron with spin � =↑ or ↓ on site i, and n� = c+i� ci� . The
single-particle band diagrams calculated for t′ = U = 0 are
shown in Figure 18, where flat subbands can be seen. In the
presence of on-site Coulomb repulsion, it has been mathe-
matically proven that the Hubbard model exhibits flat-band
ferromagnetism on the Lieb [250] and Kagome lattice [251]
at zero temperatures. The mechanism of ferromagnetism in
these lattices has already been explained in Figure 13. In the
bipartite Lieb lattice, kinetic exchange interactions make the
neighboring spins align in opposite directions (see Fig. 13a)
and the different numbers of up- and down-spins result in
ferrimagnetism. The ferromagnetism in the Kagome lattice
is caused by a ring exchange interaction of the third-order
process cycling two electrons with the opposite spins within
the triangular lattice of three sites (see Fig. 13b). When the
next nearest neighbor transfer t′ is included, the flat band is
broken as shown in Figure 18. It is very important to know
how t′ affects the flat-band ferromagnetism, because the
next nearest neighbor transfer t′ is not negligible in QDSLs
[247]. To include the effect of t′, we consider a realistic
potential in QDSL. The transfer and on-site Coulomb ener-
gies for QDSL are evaluated by assuming that electrons are

(a)

(b)

t

t
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1 3
2
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y

Figure 17. The Lieb lattice (a) and Kagome lattice (b). Solid lines rep-
resent the nearest neighbor transfer t. Dotted and dashed lines indicate
one and 2 × 2 unit cell(s). A unit cell contains three sites i = 1� 2� 3.
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Figure 18. Single-particle band energy E for the (a) Lieb lattice and
(b) Kagome lattice for the next nearest neighbor transfer t′ = 0 (solid
line) and t′ > 0 (dashed line) calculated using the tight-binding approx-
imation, where E and t′ are normalized in units of the nearest neighbor
transfer t. Insets: Brillouin zone. b1 and b2 are the reciprocal lattice
vectors. Reprinted with permission from [247], H. Tamura et al., Phys.
Rev. B 65, 085324 (2002). ©2002, American Physical Society.

confined in a two-dimensional potential [256] given by

V �r� =∑
i

v�r − Ri��

v�r� =


− 1
16

m∗�2a2�cos��x/a� cos��y/a��2

for r < a/2
0 for r ≥ a/2

(30)

where m∗ is the effective mass of an electron, � is
the confining oscillator frequency, Ri is the position of
the ith dot, and a is the interdot distance. Noting that
�cos��x/a� cos��y/a��2 � ��2r/a�2 − 1�2 � 1− 2�2r/a�2 for
r � a/2, the “atomic” wave function localized in the poten-
tial v�r� is given in a good approximation by

��r� = 2√
�d

exp
(
−2r2

d2

)
� (31)

where d = 2
√
�/m∗� is the dot diameter.

The transfer and on-site Coulomb energies are given by

t�Ri�Rj � = −
∫
dr��r − Ri��−�

2� 2/2m∗ + V �r��

· ��r − Rj � (32)

U =
∫∫

dr1 dr2
e2���r1��2���r2��2

4���r1 − r2�
=

√
2�e2

4��d
(33)

where � is the dielectric constant. Here, the nearest neigh-
bor transfer t is calculated for Ri = �0� 0� and Rj = �a� 0�

and the next nearest neighbor transfer t′ for Ri = �a� 0�
and Rj = �0� a� in the Lieb lattice and for Ri = �a� 0� and
Rj = �a/2�

√
3a/2� in the Kagome lattice. For d/a � 0
5, t′

is much smaller than t and negligible.
An exact diagonalization of the Hubbard Hamiltonian of

2×2 unit cells has been done using Eqs. (32) and (33) [247].
In realistic dot arrays formed by a negatively biased gate-
electrode depleting the underneath 2DEG, the interdot dis-
tance is usually fixed and cannot be changed. By modifying
the gate voltage, the dot diameter can be changed. To sim-
ulate this, we evaluate t, t′, and U from Eqs. (32) and (33)
for a fixed interdot distance and diagonalize the Hubbard
Hamiltonian in Eq. (29) for a half filled flat band. Figure 19
plots the energy difference 	E = E�S = 0� − E�S = 2�
between the ground state with S = 2 and the lowest excited
state with S = 0 as a function of dot diameter. This energy
difference can be regarded as a qualitative estimate of the
transition temperature of ferromagnetic and paramagnetic
transition in a macroscopic sample. 	E takes a peak around
d/a = 0
5− 0
6, where the effect of t′ is negligible and 	E
is not affected by t′. Table 2 lists estimated 	E’s in units

Figure 19. Energy difference 	E = E�S = 0� − E�S = 2� as a func-
tion of dot diameter d for the (a) Lieb and (b) Kagome lattices for
different interdot distances a in the dot model given in Eq. (30) rep-
resented by solid symbols. Open symbols represent the energy differ-
ence when we neglect the next nearest neighbor transfer t′. Energy
and length are scaled in units of the effective Rydberg constant Ry∗ =
13
6 eV× �m∗/m0�/��/�0�

2 and the effective Bohr radius a∗
B = 0
53 Å×

��/�0�/�m
∗/m0�, where m0 and �0 are the mass of a bare electron and

the dielectric constant in vacuum respectively. Reprinted with permis-
sion from [247], H. Tamura et al., Phys. Rev. B 65, 085324 (2002). ©2002,
American Physical Society.
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Table 2. Estimated energy difference 	E = E�S = 0�− E�S = 2� (Kelvin) between the ground state with spin 2 and the lowest excited state with
spin 0 for dot arrays of the kagome lattice of typical interdot distance a = 5, 10, 50, 100 nm and dot diameter a/2.

	E (Kelvin) for Lieb Lattice 	E (Kelvin) for Kagome Lattice

Distance 5 nm 10 nm 50 nm 100 nm 5 nm 10 nm 50 nm 100 nm

GaAs 76 26 0
5 0
06 31 11 0
6 0
2
InAs 90 43 3
5 0
6 45 19 1
7 0
5
Si 27 4
5 0
04 0
005 15 4
3 0
2 0
05

Note: We consider GaAs dots (m∗/m0 = 0
067� �/�0 = 12
4�Ry∗ = 6 meV, a∗B = 10 nm), InAs dots (m∗/m0 = 0
02� �/�0 = 12
4�Ry∗ = 1
8 meV, a∗B = 34 nm), and Si
dots (m∗/m0 = 0
2� �/�0 = 12�Ry∗ = 19 meV, a∗B = 3 nm). Source: Reprinted with permission from [247], H. Tamura et al., Phys. Rev. B 65, 085324 (2002). © 2002,
American Physical Society.

of Kelvin for dot arrays of various sizes and materials. We
consider GaAs, InAs, and Si dots and assume a = 2d. For
dots with a distance of 100 nm which is available within the
present fabrication technology, 	E is of the order of sev-
eral hundreds milli-Kelvin and we can expect that ferromag-
netism can be observed in the low temperature region. For
dots of distance 5 nm, 	E is as high as a few ten Kelvin.

Ideas for achieving flat-band ferromagnetism based on
carbon networks [257, 258], graphite ribbons [259, 260], and
Ga and As atomic wires [261, 262] have also been proposed.
However, there has been no clear evidence for flat-band
ferromagnetism in these materials. This is supposedly due
to lattice distortion effects that would destabilize the ferro-
magnetism when the flat band is half filled [263]. In real
materials, the number of valence electrons is determined
in such a way that the crystal structure is stable. It follows
then that unrestricted material design is difficult in general.
The QDSL does not have such disadvantages and is suit-
able for achieving the flat-band ferromagnetism with tunable
parameters.

One may think that a finite magnetization could not
appear at finite temperatures in two dimensions because of
the absence of long-range order described in the Mermin–
Wagner theorem [264]. However, it should be noted that
this theorem is applied in the thermodynamic limit. When a
sample has a finite size smaller than the spin–spin correla-
tion length, a finite magnetization can appear [247].

4.4. Quantum Wire Geometry for QDSLs

We discuss another implementation of the QDSL system.
Schedelbeck et al. [265] have fabricated coupled QDs, each
of which is formed in the intersection of three quantum
wells, by using cleaved edge overgrowth [266] and demon-
strated a coherent peak-splitting between the bonding and
antibonding states in the photoluminescence spectrum. The
area at the intersection is larger than the normal width of
the wire, and the potential energy at each intersection in
which a QD is formed becomes lower. In a similar way, an
array of QDs is formed at the intersections in a network
of quantum wires. Such a network geometry has been fab-
ricated in GaAs wires by selective area growth techniques
[267–270] and in Si wires by combining nanolithography and
nanoetching techniques [271]. In the latter case, the widths
of the Si quantum wires are less than 10 nm, which would
provide much smaller QDs at intersections.

Recently, a QDSL implemented in a two-dimensional
Kagome quantum wire network has been suggested and the

possibility of flat-band ferromagnetism has been discussed
[245]. InAs quantum wires are surrounded by In0
72Ga0
28As
barriers with a band offset of 0.21 eV, as schematically shown
in Figure 20. The electronic band structure was calculated
using first-principles calculations based on a local density
functional as shown in Figure 21a, which is very similar to
the band diagram calculated by the tight-binding approxi-
mation in Figure 18b. At 5/3 filling where the flat band is
half filled, the charge density is well localized at the inter-
sections of wires which form the Kagome lattice as seen
in Figure 21b. A local spin-density-functional calculation
reveals the ferromagnetic spin density at the intersections, as
shown in Figure 22. This ferromagnetism can be turned off
by changing the filling from 5/3 to 6/3 (or to 4/3). This wire
network geometry is suitable for achieving strong potential
modulations needed for creation of an effective Hubbard
system in the QDSL.

4.5. Magnetic Field Effects in QDSLs

In Section 3.4, we explained that transfer integrals acquire
the Peierls phase factor in magnetic fields, which splits
degenerate levels in the triangular QD molecule. Magnetic
fields significantly affect the band structure in QDSLs as
well. The energy spectrum of the tight-binding model in
magnetic fields has a self-similar (fractal) structure called
the Hofstadter butterfly [272], which is obtained by solving
the Harper equation [273]. Figure 23 shows the Hofstadter
butterfly for the square lattice [274]. The Hofstadter but-
terfly of other lattices having a flat band has been studied

0.72 µm0.104 µm

0.104 µm

Figure 20. Schematic of a quantum-wire network effectively acting as
a quantum dot superlattice. InAs wires are buried in barrier regions
of In0
72Ga0
28As with a height of 0.21 eV. Reprinted with permission
from [245], K. Shiraishi et al., Appl. Phys. Lett. 78, 3702 (2001). ©2001,
American Institute of Physics.
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Figure 21. (a) Electronic band diagram of paramagnetic states for the
Kagome wire network calculated using the local density-functional
approximation which neglects the spin degree of freedom. (b) A cross-
sectional view of the total charge density for filling 5/3. Reprinted with
permission from [245], K. Shiraishi et al., Appl. Phys. Lett. 78, 3702
(2001). ©2001, American Institute of Physics.

in ref. [275]. It is well known that the Hall conductance is
in integer multiples of e2/h when the Fermi level lies in a
gap of the butterfly spectrum [276]. In Figure 23, the quan-
tized values of the lowest Landau level are indicated in units
of e2/h. Experimental attempts have been done over the
last couple of decades to find signatures of the Hofstadter
butterfly [277–280]. Albrecht et al. [280] measured the quan-
tized Hall effect of a 2DEG in the presence of a perpen-
dicular magnetic field and a weak lateral periodic potential
with square symmetry. They observed the expected quan-
tized values when the Fermi level is in one of the minigaps
in the Hofstadter butterfly diagram as shown in Figure 24.
In real QDSLs, only primary gaps separating clusters of sub-
bands will survive due to broadening induced by disorders
and lattice imperfections.

Magnetic fields also affect the transport property of
QDSLs, since they influence the many-body wavefunction of
electrons in them. Stafford et al. [190] considered coherent
tunneling through a 3 × 3 array of QDs and demonstrated
a giant magnetoconductance effect. In finite magnetic fields,
some Coulomb blockade peaks are strongly suppressed com-
pared with those in a zero magnetic field, as shown in
Figure 25. The interdot kinetic exchange interaction causes
an antiferromagnetic spin-density-wave ground state in a
zero magnetic field. When an external magnetic field is

Figure 22. (a) Electronic band diagram of ferromagnetic states for the
Kagome wire network calculated using the local spin-density-functional
approximation which takes the spin degree of freedom into account.
(b) A cross-sectional view of the total spin density of ferromagnetic
states for filling 5/3. Reprinted with permission from [245], K. Shiraishi
et al., Appl. Phys. Lett. 78, 3702 (2001). ©2001, American Institute of
Physics.

applied, the electron spins tend to align with the field to min-
imize the Zeeman energy and a transition occurs from the
spin-density-wave ground state at B = 0 to a ferromagnetic
state at some critical magnetic field. This spin-polarization
transition causes the conductance suppression of the sixth
peak at B = 1
3 T. The seventh peak at B = 1
3 T is caused
by the spin-blockade effect explained in Section 2.5.

The effect of magnetic fields is especially interesting in
the Kagome lattice, because the flat band in the Kagome
lattice originates from the interference of wavefunctions,
which is disturbed by the Peierls phase in magnetic fields.
It has been shown that application of a perpendicular mag-
netic field destroys the flat-band ferromagnetism [246] and
induces a ferromagnetic–paramagnetic transition when the
Coulomb interaction is strong. When the Fermi level is in
the flat band, the Kagome lattice acts as a band insulator in
a zero magnetic field, because the dispersionless flat band
has zero group velocity. When magnetic fields are applied,
the flat band is destroyed and has dispersion, giving rise to
a metal–insulator transition (or “a negative magnetoresis-
tance”). When the flat band is half filled, the ferromagnetic–
paramagnetic transition and the metal–insulator one occur
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Figure 23. The scaled energy Ẽ versus inverse magnetic flux p/q (Hof-
stadter butterfly). The Landau band coupling is neglected. The numbers
in the energy gaps are the quantized Hall conductances in units of e2/h.
For the Hall conductance in higher Landau bands, one has to add the
Landau band index � to these values. Reprinted with permission from
[274], D. Springsguth et al., Phys. Rev. B 56, 2036 (1997). ©1997, Amer-
ican Physical Society.

simultaneously at a magnetic field when the Coulomb inter-
action is strong. The magnetic-field-induced metal–insulator
transition in a 2D square lattice has also been discussed
by An et al. [281]. These interesting phenomena can be
observed in experiment under reasonable magnetic fields in
QDSLs.

Figure 24. The longitudinal resistance Rxx and inverse Hall resistance,
1/Rxy , for a 120 nm lattice at 50 mK near filling � = 26 to 30. Horizontal
dotted lines indicate the quantized values of Rxy . The Hall conductance
exhibits the 0–1–0–1 sequence in units of e2/h when it is extracted by
the contribution from the filled Landau levels �e2/h. This is as expected
when the Fermi level is in the right side of Hofstadter’s butterfly (see
Fig. 23). Reprinted with permission from [280], C. Albrecht et al., Phys.
Rev. Lett. 86, 147 (2001). ©2001, American Physical Society.

Figure 25. Conductance versus chemical potential � through the 3× 3
array of QDs at (a) B = 0 and (b) B = 1
3 T. Each peak is labeled by
the number of electrons. The ground state �N� S� Sz� sequence for B =
0 is given by �1� 1/2� 1/2� → �2� 0� 0� → �3� 3/2� 1/2� → �4� 1� 1� →
�5� 1/2� 1/2� → �6� 0� 0� → �7� 1/2� 1/2� → �8� 0� 0� → �9� 1/2� 1/2�,
and for B = 1
3 T by �1� 1/2� 1/2� → �2� 1� 1� → �3� 3/2� 3/2� →
�4� 2� 2� → �5� 5/2� 5/2� → �6� 2� 2� → �7� 1/2� 1/2� → �8� 1� 1� →
�9� 1/2� 1/2�. The sixth peak at B = 1
3 T is strongly suppressed by
the spin-polarization transition. The suppression of the seventh peak at
B = 1
3 T is caused by the spin-blockade effect. Reprinted with per-
mission from [190], C. A. Stafford et al., Phys. Rev. B 58, 7091 (1998).
©1998, American Physical Society.

5. CONCLUSIONS
The advantage of using semiconductors to achieve ferro-
magnetism exists not only in making semiconducting “per-
manent magnets.” As we mentioned, the controllability of
the magnetic property by changing the electron filling and
magnetic field will make dot lattices useful in electronic
devices, such as memories, sensors, and magnetic heads,
since they contain only semiconductor materials, such as
Si and GaAs. Magnetic devices can be fabricated without
using any magnetic elements, such as iron and manganese,
which are incompatible with the conventional large-scale-
integrated-circuit fabrication process.

Regarding QDSLs, one can expect research pursuing var-
ious correlation effects that have been predicted in mathe-
matical models of lattice systems, other than the flat-band
ferromagnetism. One of the most fascinating examples is
high-temperature (high-Tc) superconductivity. High-Tc d-
wave superconductivity in a repulsive Hubbard model has
been predicted [282, 283]. Since the energy scale is a hun-
dred times smaller than in conventional CuO2 high-Tc super-
conductors (Tc ∼ 100 K), the transition temperature of the
superconductivity in semiconductor dot arrays should be
quite low: the estimated transition temperature using the
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prediction is Tc � 0
01t ∼ 1 K for a = 2d = 10 nm GaAs
dots. It has been shown that, in other types of lattices,
the transition temperature becomes much higher [284]. It
would be very interesting if superconductivity (or at least the
Kosterlitz-Thouless-Berezinskii transition) could be achieved
in semiconductors.

Other types of lattice structures are also fascinating. One
is the ladder structure constructed with oxide materials. This
structure exhibits various interesting properties, such as the
spin gap and superconductivity [285–287]. Optical properties
of dot arrays deserve future study, since the large density of
states in the flat band will significantly affect photolumines-
cence and laser characteristics [288].

GLOSSARY
Addition energy Energy necessary to add an extra electron
to a quantum dot. It is the same as the chemical potential
within the dot.
Artificial atom (molecule, crystal) Single (double, or lat-
tice of) quantum dot showing the properties of real atom
(molecule or crystal). Artificial crystal is also called quantum
dot superlattice.
Constant interaction model Simple model to describe the
Coulomb charging effect in a quantum dot. It is usually
expressed by a Hamiltonian consisting of a single-particle
energy and a classical charging energy.
Flat band A subband which does not have dispersion in
a band diagram. Flat band is degenerate in energy, so the
electron correlation becomes strong if the Fermi level is at
the flat band.
Hofstadter butterfly Fractal band diagram when the tight-
binding model is threaded by magnetic fields.
Spin blockade effect When the total spins of the initial
(N ) and the final (N + 1) states in a quantum dot having
N electrons are different by more than 1/2, the transition is
forbidden and the tunneling current is suppressed.
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1. INTRODUCTION
Infrared (IR) detectors are important for numerous defense,
commercial, and scientific applications. Infrared systems
continue to demand detectors with the highest performance,
highest operating temperature, and lowest cost. The current
leading IR detector technology is HgCdTe [1–5]. However,
this II–VI semiconductor material is extremely soft, lead-
ing to difficulties in materials growth and detector process-
ing, which results in low yield and high cost. As a result,
alternative detection schemes using bandgap engineering
and more mature III–V semiconductor materials technolo-
gies have been pursued. One of these approaches is the
strained-layer superlattice with a type-II band lineup [6–8]
(e.g., InAs/InGaSb), which is predicted to have reduced
Auger scattering rates that may lead to increased operat-
ing temperatures in comparison to HgCdTe. This promising
technology is still in the developmental stage and requires
complex material heterostructures. A second approach is
the use of quantum-confined structures to detect IR radia-
tion through optical absorption across intraband electronic
states. The quantum well infrared photodetector (QWIP)
[9] has shown success with this technique as demonstrated
by its use in IR camera systems [10]. Unfortunately, QWIPs
have not demonstrated performance comparable to HgCdTe
due to fundamental performance limitations. An extension
of the QWIP is the quantum dot infrared photodetec-
tor (QDIP), utilizing advantages of quantum confinement
in three dimensions. QDIPs are predicted to outperform

QWIPs due to their inherent sensitivity to normal inci-
dence radiation and reduced phonon scattering. This review
describes the operation of the QDIP; charts progress in
materials growth, device design, fabrication, and testing; and
outlines future directions for the detector technology.

2. OVERVIEW OF INTRABAND
DETECTOR OPERATION

The concept of using quantum confinement in semiconduc-
tor heterostructures for infrared detection may be explained
using basic principles of quantum mechanics. A quantum dot
is analogous to the basic particle-in-a-box problem in three
dimensions. For an infinite potential well, the solution to the
time-independent Schrödinger equation yields the allowed
energy states or eigenvalues

Enx� ny� nz
= �2

�
2

2m∗

(
n2
x

L2
x

+ n2
y

L2
y

+ n2
z

L2
z

)
(1)

where ni are quantum numbers and Li are the dimensions
of the potential well in the x, y, and z directions. The energy
separation between the ground state and the first excited
state for a cubic potential well with L = Lx = Ly = Lz is
given by

E1� 1� 2 − E1� 1� 1 =
3�2

�
2

2m∗L2
(2)

The potential barriers in semiconductor heterostructures
are finite and determined by the bandgap energy and
alignment of the bands. For common III–V semiconduc-
tor material systems such as GaAs/AlGaAs, InGaAs/GaAs,
and InGaAs/InP, the barrier height and well dimensions
may be designed to produce an energy separation between
confined states in the range of 0–1 eV, corresponding
to wavelengths of interest for infrared detection: short-
wave infrared (SWIR, 1–3 �m), mid-wave infrared (MWIR,
3–5 �m), long-wave infrared (LWIR, 8–12 �m), and very-
long-wave infrared (VLWIR, >12 �m).

Bulk semiconductor photon detectors are based on inter-
band optical absorption, where a photon is absorbed to
create electron–hole pairs in the conduction and valence
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bands. The photoexcited carriers are then extracted to cre-
ate a current or voltage as the basis for the detection signal.
Quantum-confined nanostructures may be utilized to detect
photons using intraband optical absorption, where an elec-
tron (hole) in a confined conduction (valence) band state is
promoted to a higher energy state. The photoexcited car-
rier may then be extracted as a photocurrent. In the case of
both interband and intraband infrared photodetectors, these
devices must operate at reduced temperatures since the
energy level spacing corresponding to the desired infrared
wavelength range is comparable to the thermal energy of
the carrier at room temperature (kBT = 26 meV). Thus,
carriers may be thermally excited out of the quantum dot
ground state in the absence of incident infrared radiation,
contributing to large dark currents. The detection mecha-
nism for QDIPs is illustrated in Figure 1. It should be noted
that this detection scheme requires the presence of an elec-
tron (hole) in the conduction (valence) band, and doping
is typically required to provide these carriers. The selection
rules for electron–photon interactions are determined by the
matrix element

�a · pif �2 =
∣∣∣∣∫ �∗

f pa�ie
ik·r d3r

∣∣∣∣2 (3)

where �i and �f are the wave functions of the initial and
final electronic states, pa is the momentum operator, and
eik·r represents the incident photon. An optical transition is
forbidden if this matrix element is 0. Therefore, in order
for an optical transition to occur, a polarization component
of the optical electric field must correspond to a direction
of quantum confinement. For example, a semiconductor
quantum well with confinement in the growth direction
requires an electric field component in the growth direction.
This implies that quantum wells are not intrinsically sensi-
tive to normal-incidence photoexcitation. Despite this prob-
lem, QWIPs have demonstrated success using reflectors and
gratings to couple infrared radiation with intraband transi-
tions, though this intrinsically limits the quantum efficiency
to 50%. Quantum dots provide quantum confinement in

GaAs

InAs

GaAs

QD Ground State

QD Excited States

Barrier Continuum States

Possible IR 
Photoexcited 
Transitions

Incident IR Light

Figure 1. Illustration of intraband optical transitions in InAs/GaAs
quantum dots that form the basis for QDIP detection.

all directions, thus providing intrinsic sensitivity to normal-
incidence photoexcitation and an inherent advantage over
QWIPs.

Detectors based on intraband optical transitions are typ-
ically photoconductive in nature, where photoexcited carri-
ers provide an increase in conductivity. These devices face
challenges in extracting photoexcited carriers due to the
inherent presence of the energy barriers used for quantum
confinement. Ideally, the excited state for the optical transi-
tion should coincide with the top of the barrier for optimal
carrier extraction. In practice, the excited state is signif-
icantly below the barrier and photoexcited carriers must
be extracted by tunneling through the barrier or through
thermionic emission. Detectors may also be designed using a
single bound state, where absorption transitions are between
the confined state and the continuum of states above the
barrier energy.

3. EPITAXIAL GROWTH
AND ELECTRONIC PROPERTIES
OF QUANTUM DOT ENSEMBLES

Achieving nanoscale semiconductor heterostructures with
excellent optical and electrical properties is a challenge. The
realization of semiconductor quantum dots has been pur-
sued for decades due to their potential applications in elec-
tronic and optoelectronic devices, including single-electron
transistors, diode lasers, and infrared detectors and emit-
ters. The development of epitaxial growth techniques, such
as molecular beam epitaxy (MBE) and metal–organic chem-
ical vapor deposition (MOCVD), has resulted in the rou-
tine ability to grow excellent quantum well materials with
quantum confinement in the growth direction. Obtaining
quantum confinement in the lateral direction is much more
challenging. The most straightforward approach has been
to pattern quantum well structures using lithographic and
etching techniques [11, 12]. This method has not proven suc-
cessful for device applications due to the inability to achieve
high-quality interfaces after etching and regrowth. Growth
on patterned substrates has also been investigated to pro-
vide lateral confinement using preferential growth on par-
ticular crystallographic planes [13–15]. This technique has
been highly successful in producing quantum wire arrays and
has proven to be an important technology for semiconduc-
tor diode lasers [16–18]. The preferential growth technique
is limited in its ability to provide multiple layers of quantum
dots, and both techniques are unable to provide high-density
ensembles of quantum dots. The most successful approach
to achieve multiple-layer, high-density, semiconductor quan-
tum dot ensembles is the use of self-assembly techniques
during epitaxial growth [19–25]. Strained-layer epitaxy in the
Stranski–Krastanow growth mode has emerged as the pre-
mier method of forming quantum dot ensembles and has
demonstrated success in a number of electronic and opto-
electronic devices. All of the successful reports of QDIP
operation use this technique to fabricate quantum dots. The
epitaxial growth and electronic properties of self-assembled
quantum dots using strained-layer epitaxy are described in
the following discussion.
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3.1. Epitaxial Growth

The surface morphology that evolves during epitaxial growth
is determined by the relationship between the growth rate
and the surface relaxation as the system is driven toward
equilibrium by diffusion and kinetic processes. The surface
profile is determined by the extent to which the surface
atoms are mobile before incorporation into the underly-
ing crystal lattice, which is under a driving growth flux.
For unstrained systems, or systems with little strain, epi-
taxial growth is pseudomorphic, and growth occurs layer
by layer. This growth mode is commonly referred to as
the Frank–Van der Merwe growth mode. In a strained
system, the minimum free-energy surface is not flat in
all cases, but can have a three-dimensional form. Three-
dimensional island growth may commence immediately
(Volmer–Weber growth mode) or after initial layer-by-layer
growth (Stranski–Krastanow growth mode [26]). The mate-
rial deposited layer by layer in the Stranski–Krastanow
growth mode is referred to as the wetting layer. The
three-dimensional islands may have nanoscale dimensions
where quantum confinement effects are observed. Several
researchers have discovered that the highly strained growth
of InAs on GaAs results in the Stranski–Krastanow growth
mode [19–25], and three-dimensional islands of dimension
less than 40 nm are formed. The driving forces for these
self-assembled, three-dimensional quantum dots are elastic
relaxation at the facet edges, renormalization of the surface
energy of the facets, and interaction between neighboring
islands via the substrate. This technique of self-assembling
semiconductor nanostructures has proven to be a highly eff-
ective technique for fabricating dense ensembles of quantum
dots with excellent electrical and optical properties. Self-
assembled quantum dots have been achieved using MBE
and MOCVD growth techniques in a number of semi-
conductor material combinations, including InGaAs/GaAs,
InGaAs/InP, (In, Ga, Al)Sb/GaAs, InP/InGaP, and SiGe/Si.
Self-assembled quantum dots also have been incorporated
into a number of electronic and optoelectronic devices,
including transistors, lasers, detectors, and modulators.
A vast majority of QDIPs have used In(Ga)As/GaAs self-
assembled quantum dots. Accordingly, we will primarily dis-
cuss the characteristics of QDIPs in this material system,
though results from other materials are also discussed. For
typical growth parameters used in MBE or MOCVD, an
ensemble of dots with lateral sizes from 15 to 25 nm and
heights from 5 to 8 nm are formed. The density of quantum
dots is in the range of 109–1011 cm−2. The typical size, shape,
and density of self-assembled quantum dots used in QDIPs
are shown in Figure 2.

3.2. Electronic Band Structure

The unique shape and strain distribution of self-assembled
quantum dots leads to complexities in understanding the
electronic band structure. The self-assembly technique
results in an inhomogeneous distribution of quantum dot
sizes. Each quantum dot in the ensemble demonstrates
sharp atomic-like electronic states [27]. In the ensemble as a
whole, however, there is an inhomogeneous distribution of
electronic states that typically resembles a Gaussian distri-
bution. Researchers have used a variety of theoretical and
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Figure 2. (a) Atomic force microscope and (b) cross-sectional trans-
mission electron microscope image of self-assembled InAs/GaAs quan-
tum dots illustrating characteristic size, shape, and density for QDIP
applications.

experimental techniques to gain an understanding of the
band structure in individual and ensembles of quantum dots
(QDs). The band structure of InAs/GaAs QDs has been cal-
culated through modeling of the strain distribution and using
an eight-band k.p model [28]. These calculations reveal a
number of near-degenerate hole states and a few electron
states for typical InAs/GaAs self-assembled QD dimensions.
The photoluminescence spectra of self-assembled quantum
dots reveal a number of excited-state interband transitions
and agree with theoretical calculations [29–31]. For intra-
band detectors, it is desirable to experimentally verify the
energy separation between electronic states within the con-
duction or valence band; however, it is difficult to distinguish
these energy levels from the interband optical transitions
probed in photoluminescence experiments. Electrical mea-
surements such as capacitance spectroscopy [32] and deep-
level transient spectroscopy [33] have been used to probe
electronic states within the conduction or valence band. The
fusion of the theoretical and experimental data provides
a general picture of the band structure of self-assembled
InAs/GaAs QDs, where a number of hole states with small
energy separation, as well as single or multiple electron
states, are observed. The energy separation between the
ground electron state and an excited electron state (or the
barrier) ranges from 50 to 500 meV [34–38], corresponding
to the wavelengths of interest for infrared detection.

3.3. Intraband Optical Absorption

The absorption process requires the presence of a ground-
state electron, where dopants have been incorporated into
the heterostructure either by directly doping the quantum
dots [39] or by modulation doping [40]. QDIP performance
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has a distinct tradeoff between, and dependence on, quan-
tum dot density and dopant concentration. As one would
expect, the optimal dopant density corresponds to twice
the QD areal density (i.e., just enough dopants to fill the
ground states of the QDs). The dark current increases at
higher dopant densities as dopants outnumber the electron
states available in the QD ground state, providing addi-
tional “noise” carriers. At reduced dopant densities, there
are fewer electrons in the QD ground state for absorption.
The reduced absorption requires an increase in the number
of QD layers for adequate detection. The optimal level for
electron occupation is therefore the level required to fully
occupy the ground state.

The primary wavelengths of interest for infrared detec-
tors are less than 20 �m, corresponding to energy near
60 meV. The energy separation between electronic states
in self-assembled quantum dots is on this order or larger
for the conduction band, and much less than 60 meV for
the valence band. As a result, devices based on intraband
optical transitions in InAs/GaAs QDs thus far have exclu-
sively used confined electron states in the conduction band.
An understanding of intraband absorption is necessary to
ascertain the suitability of self-assembled QDs for intraband
detectors. The first report of intraband absorption in quan-
tum dots was made by Pan et al. [41], where absorption
was observed in the spectral range of 13–15 �m, correspond-
ing to ground-state-to-excited-state optical absorption. Since
then, intraband absorption has been reported for infrared
wavelengths ranging from the MWIR to the VLWIR
[42–44], where absorption peaks may be tuned by varying
QD size through growth conditions or through modifica-
tion of the barrier layer. The optical absorption spectral
linewidths of the QDs are broadband and are determined
by the size distribution of the QDs in the ensemble, where a
typical spectrum is shown in Figure 3. QDIPs therefore have
a tradeoff in absorption strength and broadband response
for a given net QD volume. To illustrate, a perfectly uniform
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Figure 3. Absorption spectra in InAs/GaAs quantum dots for LWIR
detection.

QD ensemble will have large peak absorption and a narrow
absorption spectrum. A nonuniform QD ensemble will have
reduced peak absorption, where the absorption response
will be distributed in wavelength according to the electronic
structure variation for differing QD sizes.

The intraband optical absorption shows the predicted
intrinsic sensitivity to normal incidence excitation. The
shape of self-assembled QDs resembles flattened pyramids
or lenses, where quantum confinement is more significant in
the vertical direction in comparison to the lateral direction.
As a result, the intraband optical absorption is predicted
to be more sensitive to in-plane polarization in compari-
son to polarization in the growth direction [45]. The signif-
icant decrease in intraband absorption for polarization in
the growth direction has been reported [46, 47]. This polar-
ization dependence has also been confirmed experimen-
tally by measuring the change in peak absorbance at room
temperature as a function of annealing time for in-plane
(�inc = 0� to surface normal) and perpendicularly polarized
(�inc = 65� to surface normal) light. The absorbance of a
70-layer InAs/GaAs quantum dot stack was obtained for
various annealing times at a constant anneal temperature
of 700 �C. As shown in Figure 4, in the unannealed case
(anneal time = 0 min), absorbance is greater in the in-plane
polarized case than in the perpendicularly polarized case,
as predicted by theory. As the anneal time is increased, the
in-plane polarized light absorbance decreases, while the per-
pendicularly polarized light absorbance increases. This result
agrees with theoretical predictions since the dots become
flatter and more like quantum wells as the anneal time
is increased, allowing perpendicularly polarized absorbance
to become dominant. This polarization dependence empha-
sizes the importance of realizing QDs with small lateral
dimensions to obtain strong normal incidence sensitivity for
IR detectors.
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Figure 4. Room-temperature absorbance in 70-layer InAs/GaAs quan-
tum dot stack as a function of anneal time for in-plane and perpendic-
ularly polarized light.
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3.4. Intraband Carrier Dynamics

Carrier excitation and relaxation processes play an integral
role in intraband devices. Thermal excitation (generation
and thermionic emission) is the principal mechanism gov-
erning dark current in an intraband detector. Relaxation
of carriers reduces the efficiency of the detector, since a
photoexcited carrier may relax into the ground state of a
quantum dot before being collected as photocurrent. Once
a carrier has been photoexcited by incident infrared radia-
tion and has escaped a quantum dot, it can undergo several
processes. The photoexcited carrier may drift in the elec-
tric field, be collected at a device contact as photocurrent,
or relax into the ground state of the same quantum dot or
a different one. The relaxation processes in an intraband
device are analogous to minority carrier recombination in a
photodiode; however, the carrier dynamics in quantum dots
differ significantly from quantum wells.

The three-dimensional discrete nature of the QD elec-
tronic states suggests the existence of a “phonon bottle-
neck,” where electron relaxation by a single phonon emission
is suppressed. In contrast, the phonon process dominates
carrier scattering and relaxation in quantum wells. Multi-
phonon events require a resonant condition, and therefore
are typically slow for QDs (>1 ns). The suppression of
phonon scattering in QDs suggests that carrier relaxation
times will be significantly longer than in quantum wells.
Recent investigations have demonstrated that Auger scat-
tering [48] and electron–hole scattering [49] are responsi-
ble for interband carrier relaxation in QDs. Hole relaxation
times measured by differential transmission spectroscopy
(DTS) for In(Ga)As/GaAs QDs can be fast, less than 1 ps
[50, 51], due to valence-band mixing, anisotropy, and high
density of states. Electron relaxation times measured using
the DTS technique show two time constants for relaxation
from the excited state to the ground state [50, 51]. The
short time constant (∼7 ps) is believed to be governed by
Auger, electron–hole, and multiphonon scattering, and the
long time constant (∼15–100 ps) by phonon-mediated pro-
cesses. In quantum wells, electron relaxation processes are
typically about 3 ps [52]. The DTS measurements described
for QDs are performed under conditions where significant
electron and hole densities are present. However, since the
intraband detector is a unipolar device, there is a signifi-
cantly reduced density of holes, which suppresses the Auger
and electron–hole scattering processes and lengthens the
electron relaxation time. The lengthened carrier relaxation
times in self-assembled QDs are a desirable property for
realizing efficient intraband detectors.

4. DEVICE FABRICATION
AND CHARACTERIZATION

There are many possible heterostructure and device designs
that have been used to fabricate QDIPs [53–64]. Therefore,
the following section will discuss the most basic QDIP in
order to understand the fundamental characteristics of the
device and then briefly review various heterostructure and
device designs to indicate the breadth of device possibilities.

The primary figures of merit for a detector are the dark
current, spectral response, detectivity, quantum efficiency,

and photoconductive gain. The dark current in a detector is
the current flowing in the device in the absence of illumi-
nation. Dark current is a primary limitation in IR detectors
where low incidence and corresponding low photocurrent
are typical. The spectral response of a detector measures
the photocurrent generated as a function of wavelength.
The detectivity in a detector is a measure of the signal-
to-noise ratio and represents a convolution of dark current
and quantum efficiency, where the quantum efficiency rep-
resents the conversion of incident photons into an electrical
signal. In a photoconductor, an analogous figure of merit to
the quantum efficiency is the responsivity, given in amperes
per watt (A/W) and representing the measured current for
a given photon incidence. The photoconductive gain, also
closely related to the quantum efficiency, is a measure of
how many photoexcited carriers are generated for a single
incident photon, and its value is based on the ratio of the
carrier lifetime to the carrier transit time. After reviewing
general QDIP characterization techniques, further descrip-
tion of these figures of merit and measured QDIP charac-
teristics follow.

4.1. Device Heterostructure and Fabrication

QDIP devices are photoconductive in nature, where pho-
toexcited carriers within the quantum dots provide a pho-
tocurrent and apparent increase in conductivity. QDIPs
clearly have a resemblance to QWIPs in general operation
and device structure; however, there are additional parame-
ters unique to quantum dots that affect device performance.
Essentially, QDIPs have more design parameters or “dials
to turn,” such as quantum dot size, shape, and density.

The common QDIP device heterostructure is an exten-
sion of QWIP devices, where a series of doped QD layers
is placed between undoped barrier regions with doped con-
tact layers at the device boundaries. Usually, InAs quantum
dots are surrounded by GaAs barriers. IR detection requires
a significant absorption volume to convert photons to elec-
trons. Accordingly, QWIPs typically incorporate 10–50 quan-
tum well layers. The small absorption volume of QDs also
necessitates a large number of layers for adequate detection;
however, the number of layers is typically limited by the abil-
ity to incorporate strain in the structure without generating
dislocations. By calibrating the barrier region thickness to
minimize the effect of strain from one dot layer to the next,
QD layers can be repeated anywhere from 10 to 70 times
without the propagation of dislocations.

In general, there are two device structures that have been
studied, the lateral QDIP [56, 58, 59, 62] and the vertical
QDIP [53–55, 57, 60, 61, 63, 64]. The device conduction
band and heterostructure for the lateral and vertical devices
are illustrated in Figure 5a and b, respectively. The lateral
QDIP, which operates much like a field-effect transistor,
conducts photocurrent through lateral transport of carriers
across a high-mobility channel [62, 65]. AlGaAs barriers,
which provide this high-mobility channel, are also necessary
to modulation-dope the quantum dots. Since the major con-
tributions to the dark current in lateral QDIPs are due to
interdot tunneling and hopping conduction, these devices
have demonstrated very low dark currents and high oper-
ating temperatures [56]. The vertical QDIP conducts pho-
tocurrent through vertical transport of carriers. In this case,
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Figure 5. Schematics of QDIP conduction band and heterostructure
designed for (a) lateral and (b) vertical detection.

the quantum dots are directly doped to provide free carri-
ers during photoexcitation, and an AlGaAs barrier can be
included in the vertical device to block dark current created
by thermionic emission [66, 67].

For either type of device, fabrication typically consists
of standard photolithography and wet-etching techniques.
The lateral device requires a minimum of two lithography
steps, the first for metal evaporation of two top contacts and
the second for device definition by a mesa etch. The verti-
cal device requires a minimum of three lithography steps:
(1) metal evaporation of the top contact, (2) device defi-
nition by mesa etch around the top contact, and (3) metal
evaporation of the bottom contact around the device mesa.
An important advantage of QDIPs over QWIPs is the sim-
pler device fabrication. QWIPs require the fabrication of
random reflectors or gratings at the top of the detector in
order to scatter normal-incidence light so that some por-
tion will be laterally incident and thereby detectable by
the QWIP. As discussed earlier, since QDIPs are inherently
sensitive to normal-incidence light, no such processing is
required. Most infrared detection applications require a two-
dimensional format for imaging applications. Therefore, the

Table 1. Listing of QDIP results.

Quantum dot Barrier Growth Device
material material technology configuration Ref.

InGaAs GaAs MBE Vertical [53, 54, 57, 58, 61, 64]
InGaAs InGaP MOCVD Vertical [55]
InGaAs GaAs MBE Lateral [56, 59, 62, 65]
InAs InAlAs MBE Vertical [60]
InGaAs InGaAs/GaAs MBE Vertical [63, 68, 69]
InGaAs AlGaAs/GaAs MBE Vertical [66, 67, 70]
InAs InAlAs MBE Vertical [71]
Ge Si MBE Vertical [75–77]

vertical detection scheme in which arrays are illuminated
from the top or backside and electrical contacts are placed
correspondingly is typically used as opposed to the lateral
detection scheme.

In addition to the typical InAs/GaAs QDIP, other III–V
dot systems and heterostructures are being investigated for
use as infrared detectors. In contrast to a typical QDIP
with a series of symmetric and uniform layers, alterna-
tive material heterostructures may be designed to realize
multicolor detectors [53]. In these structures, asymmetric
barriers alter the response wavelength in differing bias
directions to provide the capability for independent MWIR
and LWIR response, depending on the bias conditions.
As an example, InAs quantum dots embedded in strain-
relieving InGaAs quantum wells are known as dot-in-a-well
(DWELL) heterostructures. QDIPs using DWELLs not only
permit greater control over detection wavelength tunability
[68], but they have also demonstrated excellent device per-
formance [69]. Devices containing an undoped active region
of InAs quantum dots grown directly on AlGaAs with a
GaAs cap layer have also demonstrated promising device
performance [70]. Other III–V material systems under con-
sideration include InAs/InAlAs QDs grown on InP [71] and
InGaAs/InGaP QDs grown on GaAs [55]. Intraband tran-
sitions in the infrared have also been observed for the ele-
mental semiconductor material system of Ge/Si quantum
dots [72–74]. These boron-doped devices operate by the
intraband absorption of infrared light by holes trapped in
the quantum dot valence band. The device characteriza-
tion of these Ge/Si QDIPs indicates they also may be an
important technology for infrared detection [75–77]. A list-
ing of reported QDIP results for various material systems
and technologies is given in Table 1.

4.2. QDIP Characterization

Due to the large dark current present in all infrared pho-
todetectors, QDIP properties must be measured at reduced
temperatures (<300 K) by using a dewar or cryostat. Thus,
QDIPs are usually mounted on a chip carrier, where con-
tact is made with individual devices through gold wire
bonds. The most straightforward detector measurement is
the dark current as a function of bias voltage for various
temperatures.

Spectral response measurements in QDIPs are often
conducted at normal-incidence using a Fourier transform
infrared (FTIR) spectrometer with a broadband (1–20 �m),
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high-intensity source. Blackbody response measurements of
QDIPs typically use a calibrated infrared photon source,
such as a blackbody at a temperature anywhere from 500
to 800 K, to determine the absolute responsivity of the
QDIP to normal-incidence IR radiation. In such a blackbody
response measurement, the QDIP photocurrent signal and
noise under illumination are measured with a fast Fourier
transform (FFT) analyzer or a lock-in amplifier. A flat-
band noise spectrum is desired because it indicates that
the dominant noise mechanism is generation–recombination
(GR) noise, as assumed in most theoretical calculations.
The blackbody response measurement does not consider the
wavelength of IR light that is detected; thus, spectral and
blackbody responses are considered simultaneously to deter-
mine the detectivity and responsivity (quantum efficiency) at
the peak wavelength response of the device.

The absolute responsivity may be determined by mea-
suring the photocurrent induced by a calibrated blackbody
source by

Ip = Rp

∫
R���W��� d� (4)

where Ip is the photocurrent, Rp is the peak responsivity,
and W is the blackbody power per unit wavelength at a given
temperature. The responsivity shows a broadband response
similar to the absorption spectra, corresponding to the inho-
mogeneous QD size distribution. In general, the spectral
response, as shown in Figure 6, does not change significantly
with bias. The peak responsivity, on the other hand, shows a
clear dependence on bias, indicating the extraction process
for photoexcited carriers. Typical values for peak responsiv-
ity at various temperatures are shown in Figure 7.

4.3. Dark Current

Possible mechanisms for dark current in QDIPs include
thermal generation, thermionic emission from QDs, inter-
dot tunneling, and impact ionization [78]. Similar to QWIPs,
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Figure 6. Spectral response of a vertical InAs/GaAs QDIP.
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Figure 7. Peak responsivity as a function of temperature for several
reported QDIP results.

the dominant mechanisms for dark current are suspected to
be thermal generation and thermionic emission processes.
To reduce dark current to sufficient levels, the devices
are operated at cryogenic temperatures, as are all high-
performance infrared photon detectors. A primary advan-
tage predicted for QDIPs over QWIPs is the reduction of
dark current due to reduced thermal generation in QDs ver-
sus QWs, as described in the above carrier dynamics section.
A characteristic dark-current density–voltage curve for vary-
ing temperature in a vertical QDIP is shown in Figure 8. The
asymmetry in the current–voltage curve is indicative of asym-
metry in the device structure, which may stem from device
structure (incorporation of barriers, nonuniform spacing
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Figure 8. Temperature-dependent dark-current density–voltage charac-
teristics for a vertical InAs/GaAs QDIP.
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between QD layers), the QD shape, or doping nonuniformi-
ties. In addition to temperature dependence, the dark cur-
rent shows a distinct dependence on energy separation or
response wavelength correlating with the expected thermal
generation processes. One of the inherent drawbacks with
the typical photoconductor design is the larger dark current
in comparison to a photodiode. As a result, QDIPs have
been designed to incorporate higher bandgap barrier layers
in the active region of the device and have demonstrated
significant reductions in dark current [64].

4.4. Detectivity

A common figure of merit for detectors is the detectivity
D∗, which reflects the signal-to-noise ratio independent of
detector geometry and operation and is defined as

D∗ = Signal×√
Bandwidth

Noise× Incidance×√
Area

(5)

The value for detectivity is determined using calibrated
blackbody response and dark-current noise measurements.
Typical values for the peak detectivity are shown in Figure 9
for various temperatures.

4.5. Quantum Efficiency and
Photoconductive Gain

The photocurrent in a photoconductive detector is given by

Ip = q	
g (6)

where q is the charge of an electron, 	 is the photon inci-
dence, 
 is the quantum efficiency, and g is the photocon-
ductive gain. The photoconductive gain is defined as the
number of electrons flowing through the external circuit
for each carrier generated in the device. This gain may be
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Figure 9. Peak detectivity as a function of temperature for several
reported QDIP results.

greater than 1 for the case where the carrier lifetime exceeds
the transit time through the device. A direct determina-
tion of photoconductive gain or quantum efficiency requires
a measurement of the product 	
. This measurement is
extremely difficult to do in practice due to optical reflec-
tion and the requirement to accurately determine absolute
power levels. In practice, noise current measurements are
typically used to determine photoconductive gain. In turn,
the quantum efficiency is then inferred from photocurrent
measurements.

In a QWIP, the commonly used expressions between gain
and noise current were developed in the following manner.
The mean carrier density flowing through a QWIP under
steady state during time � is given by n, where the mean
density of captured and ejected carriers in a quantum well
is given by

nci = nei = npc (7)

and pc is the capture probability for a quantum well. This
expression neglects tunneling between adjacent quantum
wells. By the definition of g, the photoconductive gain is
given by

g = n∑
nei

= 1
Npc

(8)

where N is the number of quantum wells in the device.
Assuming that carrier generation and capture are statisti-
cally independent, the noise current may then be related to
gain with the following expression

I 2
n = 4qeIgB

(
1− pc

2

)
(9)

Substitution of the relationship between gain and capture
probability results in the following practical relationship

g = I 2
n

4qIB
+ 1

2N
(10)

This relationship for gain in a photoconductor is commonly
used to infer gain from noise current and dark current,
where photoconductive gain is assumed to be equivalent to
dark-current gain. This has been shown to be a good approx-
imation for QWIPs.

For QDIPs, however, there are important fundamental
differences, precluding the direct use of the QWIP photo-
conductive gain expression. In a quantum well, the presence
of subbands provides a continuum of energy states for the
capture and emission process, where state filling may be
neglected under typical QWIP operation. In a QDIP, elec-
tron occupation in QD states governs the capture and emis-
sion process. Electron occupation in QD states in QDIPs
with and without illumination differs significantly, and dark-
current gain does not directly relate to photoconductive gain.
The following simplified picture may be used to provide a
revised expression for photoconductive gain in QDIPs. The
capture and emission processes in steady state for a carrier
density n are given by

nei = nci = n�pc1i�1−m�+ pc2i (11)
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where pc1i and pc2i are capture probabilities into the ground
and excited QD states, respectively, and m represents the
occupation probability for the QD ground state. Note that
carrier relaxation processes between the QD ground and
excited states are not explicitly represented in the previous
expression, where these processes do not directly contribute
to photocurrent or GR noise. These are also neglected in
the QWIP analysis, and in the QDIP case will affect electron
occupation in the QD states. The factor m is used to rep-
resent this relationship. The revised photoconductive gain
expression is then given by

g = 1
N�pc1i�1−m�+ pc2i

(12)

and the following relationship with noise current

g = I 2
n

2qIB�2 + pc1pc2�1−m�
+ 1

N�2 + pc1pc2�1−m�
(13)

Note that gain cannot directly be determined without knowl-
edge of the capture probability or occupation of the QD
ground state. This analysis only accounts for state filling
in the QD ground state, though filling of excited states
may also significantly affect gain. For dark-current measure-
ments, occupation of QD ground states should be signifi-
cant, withm∼ 1. For illumination, occupation of QD ground
states will be reduced due to photoexcitation, m < 1. The
capture probabilities will be affected by the “fill factor” in
the quantum dots and will change with electron occupation.
The actual photoconductive gain predicted by the preceding
analysis can be lower than the dark-current gain by approx-
imately 30%. This analysis further suggests that the deter-
mination of the quantum efficiency (QE) of QDIPs in the
current method of measurement is lower than the actual
quantum efficiency (the real QE should be about 30% larger
for the simulation given later). Note that the QDIP expres-
sions reduce to the QWIP expressions when returning to a
one-level versus two-level model for gain. Despite the differ-
ences between photoconductive gain in QWIPs and QDIPs,
the expressions for QWIPs are currently being used to esti-
mate gain and quantum efficiency from blackbody response
and noise current measurements.

The quantum efficiency of QDIPs determined using the
above technique has been generally low, approximately 1%,
and has not come to equal that of QWIPs (∼20%), suggest-
ing that the size uniformity needs to be improved and/or the
ability to increase the number of quantum dots in a detec-
tor is needed. The reduced quantum efficiency for QDIPs
in comparison to QWIPs is consistent with the reduced QD
peak absorption compared to quantum wells.

5. EVALUATION OF
QDIP PERFORMANCE

The fundamental limitation for an IR detector is commonly
referred to as the background limited performance (BLIP).
This is the condition where the density of photogenerated
carriers is equal to the density of carriers generated ther-
mally. Kinch has made an excellent comparison for funda-
mental limitations in IR detector materials through analysis

of the BLIP condition [79]. This analysis allows one to
evaluate a materials technology independent of device con-
figuration and examines the BLIP condition where pho-
togenerated carriers are greater than thermally generated
carriers in the material, given by


��/t > nth (14)

where 
 is the absorption quantum efficiency, � is the pho-
ton flux, � is the carrier lifetime, t is the material thickness
in the direction of the incident photon flux, and nth is the
thermally generated carrier density. Using 
 = �t, where �
is the absorption coefficient in the material, we get the BLIP
requirement � > nth/�� and obtain a normalized thermal
generation rate [79]

Gth = nth/�� (15)

This provides a simple technique for comparing differences
between materials technologies for infrared detectors. The
normalized thermal generation rate for a QDIP may be cal-
culated using this technique, as described in [80]. A com-
parison of the normalized dark current for HgCdTe, QWIP,
and QDIP, as obtained from the above equations is shown
in Figure 10 for a bandgap energy of Eg = 0�124 eV corre-
sponding to a cutoff wavelength of �c ∼ 10 �m. Two cases
for QDIPs are given in the figure: (1) The nonuniform case
represents the typical QD size uniformity observed in cur-
rent self-assembled QD ensembles, and (2) the uniform case
represents a perfectly uniform QD ensemble. As can be seen
from Figure 10, the performance of QDIPs is predicted to
surpass that of QWIPs. In the case of dense QD ensembles
with high size uniformity, QDIPs are predicted to rival and
perhaps outperform HgCdTe.

These predictions agree with the theory reported by
Ryzhii [81], where QDIPs were first proposed due to the
following anticipated advantages over QWIPs: inherent sen-
sitivity to normal-incidence radiation, low dark current,
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inhibited carrier capture rates, and high photoconductive
gain. This theory, however, considers somewhat idealized
quantum dots in that the effect of inhomogeneous broad-
ening resulting from the random size distribution in a QD
ensemble is not considered. Such inhomogeneous broaden-
ing adversely affects actual device behavior. While the device
characterization of QDIPs has demonstrated excellent, high-
temperature performance, as discussed in Section 4, these
devices have not yet yielded the same responsivity, quan-
tum efficiency, or detectivity as QWIPs or as expected from
theoretical calculations. Comprehensive theories have been
developed to better understand the behavior of real devices
[82–84]. In general, these theoretical models indicate that
QDIP performance, in particular, the dark current and
detectivity, can become comparable or superior to QWIP
performance given the controlled growth of high-density,
uniform QD ensembles composed of small dots in both the
lateral and the growth directions.

6. CONCLUSION
III–V-based quantum dot infrared photodetectors are posi-
tioned to become an important technology in the field
of infrared detection. Their inherent sensitivity to normal-
incidence radiation, lower dark currents, higher operating
temperatures, multispectral tunability, and mature process-
ing techniques indicate that these devices could provide
the type of high-resolution, low-cost, and high-yield imag-
ing components required by the military and other highly
sophisticated applications.

Excellent device performance has been demonstrated
using QDIPs. Theoretical models predict that QDIPs should
provide comparable performance to HgCdTe detectors and
better performance than QWIPs, especially at elevated tem-
peratures. However, QDIPs are not without disadvantages,
and there are some challenges that must be overcome
in order to take full advantage of this technology. The
random growth process of self-assembled quantum dots
adversely affects device performance due to the inhomoge-
neous broadening associated with the random distribution
in quantum dot size. However, this problem can be resolved
by the growth of dense, small quantum dot ensembles. Addi-
tionally, the quantum efficiency of these devices must be
increased in order to improve the performance of QDIPs.
Further study of MBE growth of self-assembled quantum
dots, as well as more detailed modeling of realistic QDIP
devices should aid in this development.

GLOSSARY
Dark current The external current that, under specified
biasing conditions, flows in a photoconductive detector when
there is no incident radiation.
Detectivity Detector figure of merit commonly used to
characterize and compare the signal-to-noise ratio.
Epitaxy The growth of a thin layer on the surface of a crys-
tal so that the layer has the same structure as the underlying
crystal.
Long-wavelength infrared (LWIR) Typically referring to
infrared wavelengths between 8 and 12 �m.

Mid-wavelength infrared (MWIR) Typically referring to
infrared wavelengths between 3 and 5 �m.
Quantum dot infrared photodetector (QDIP) An infrared
photon detector utilizing optical transitions between bound
electronic states in the conduction or valence band of quan-
tum dots.
Quantum efficiency In an optical detector, the ratio of the
number of output quanta (electrons) to the number of input
quanta (photons).
Quantum well infrared photodetector (QWIP) An infrared
photon detector utilizing optical transitions between bound
electronic states in the conduction or valence band of quan-
tum wells.
Responsivity In a photodetector, the ratio of the electrical
output to the optical input.
Short-wavelength infrared (SWIR) Typically referring to
infrared wavelengths between 1 and 3 �m.
Very-long-wavelength infrared (VLWIR) Typically referring
to infrared wavelengths longer than 12 �m.
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1. INTRODUCTION
Recent years have witnessed the advancement of miniatur-
ization techniques to such a sophisticated level that semi-
conductor structures with dimensions of a few hundred
angstroms can be fabricated routinely. While this technology
led to a reduction in feature sizes of conventional devices—
for instance, deep submicron metal–oxide–semiconductor
field effect transistors (MOSFETs)—it also made possible
the realization of a whole new class of devices based on
novel physical phenomena [1–3]. With the length scale of
these devices approaching the de Broglie wavelength of car-
riers, electron motion is confined. This may be in one, two,
or three dimensions with the corresponding systems being
called quantum wells, quantum wires, and quantum dots
(QDs), respectively. Therefore, electrons are confined to
move in a plane in quantum wells, are confined to move
along a line in quantum wires, and are mostly localized in
QDs.

∗ This chapter first appeared in Quantum Dots and Nanowires, Edited
by S. Bandyopadhyay and H. S. Nalwa. © 2003, American Scientific
Publishers.

This chapter describes the electronical properties of QDs
and addresses general modeling issues, mostly with the den-
sity functional formalism. After giving an introduction to
the different QD systems in Section 2, we review in detail
the phenomena of Coulomb blockade and single-electron
charging in Section 3. The distinction is made between the
classical regime discovered earlier in metallic QDs [4–6] and
the quantum regime recently evidenced in semiconductor
QDs [7–9]. The latter QDs are often called artificial atoms
[10] because, as in real atoms, the electron energies are
totally quantized and the total charge is restricted to an
integer number of electrons. Section 4 describes the first
experiment, carried out by Tarucha and co-workers, that evi-
dences a shell structure in semiconductor vertical quantum
dots (VQD) [11]. Through the observation of single-electron
charging effects, shell filling in VQD was interpreted as gov-
erned by Hund’s first rule, thereby manifesting single spin
effects. However, it is worth emphasizing the differences
between artificial atoms and their real counterparts as shown
in Figure 1. In atoms, the attractive potential arising from
the nucleus positive charge is central symmetric and varies
as the inverse of the distance from the nucleus. In QDs, the
confining potential depends on the way the nanostructure is
fabricated. In many cases, the electron gas is strongly con-
fined in one direction and subject to a more or less harmonic
potential in the other two directions. Furthermore, while the
nuclear charge is an integer number of positive elementary
charges, the net attractive charge of a QD varies continu-
ously by means of an external gate [10]. Sections 5 and 6
describe the physics background for our numerical model. In
particular, the density functional formalism and the impor-
tant concept of addition energy are introduced. In Sections
7 and 8, we present the results of simulations on cylindri-
cal QDs, rectangular QDs, and electrostatically deformable
QD structures, respectively. Section 7 discusses symmetric
structures while Section 8 concentrates on the consequences
of breaking this symmetry, structurally and electrostatically.
Finally, Section 9 studies the electronic properties of double
QDs, or artificial molecules.
Motivation for studies on QDs arises from the many pos-

sibilities they afford for investigation of many-body inter-
actions in an atomlike setup. Whereas it is not possible to
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Figure 1. Schematic representation of a 3D real atom (left) with cen-
tral symmetry and a 2D artificial atom (right) with a parabolic confining
potential.

alter the nature and strength of the confining potential in
atoms as they are fixed by the nuclear charge, it can be
varied more freely in QDs. Furthermore, it is possible to
populate the QD with an arbitrary number of electrons,
corresponding to a specific atom in the periodic table. An
additional important feature is that the length scale on
which such phenomena occur is translated from the atomic
dimensions (a few angstroms) to the mesoscopic dimen-
sions (thousand angstroms), making the observations eas-
ier. All these factors and the many challenges that they
pose to theorists have made the study of mesoscopic devices
hugely popular in recent years. The interest from an engi-
neering point of view comes from their many promising
applications as optical memory elements, floating gate flash
memory cells, lasers, photodetectors, current standards, etc.
[12–16]. Moreover, with the emergence of quantum infor-
mation, artificial molecules appear to be a very favorable
ground to generate entangled states and therefore to be the
core of quantum computers [17, 18].

2. QUANTUM DOTS
QDs are nanostructures electrostatically or structurally iso-
lated from the outside in which electrons are confined. Typ-
ically QDs consist of a few hundreds to a few millions of
atoms, but only a small number of electrons (≤100) are free.
Depending on electron confinement, it is possible to distin-
guish between planar QDs, vertical QDs, and self-assembled
QDs.

2.1. Planar Quantum Dots

The first experiments with semiconductor QDs were made
with planar structures by patterning several Schottky metal
gates above the surface of a two-dimensional electron gas
(2DEG) which isolates electrostatically a small region and
form a planar quantum dot (PQD) [7, 19–25] (for a more
exhaustive list see, e.g., [26]). An example of such structure
is depicted on Figure 2. By applying a negative bias on the
top gate, electrons are repelled and a small island is iso-
lated at the center of the 2DEG, at the n+GaAs/AlGaAs

n+ GaAs

Top Gate

undoped GaAs

undoped AlGaAs

Back Gate

n+ GaAs

Figure 2. Schematic diagram of a PQD showing the gates and different
material layers.

interface. A back gate allows one to change the dot confine-
ment and thus the number of electrons inside the dot.
PQDs have two main characteristics. (i) The current flows

in the 2DEG plane; (ii) the tunnel barrier are created elec-
trostatically which has an advantage: their height is control-
lable. However, electrostatic barriers are weak (a few meV
high) and thick (≈100 nm). Moreover they have variable
shape which is strongly influenced by the gate voltage. That
makes PQDs quite sensitive to external perturbations.

2.2. Vertical Quantum Dots

In vertical quantum dots (VQDs), the zero-dimensional
region is sandwiched vertically between a double resonant
tunneling barrier made of heterostructure layers, and lat-
eral confinement is achieved by a combination of deep mesa
etching and electrostatic depletion [8, 9, 11, 27–37]. The
dot confinement is controlled by a Schottky gate that is
deposited on top of the mesa [30] or is wrapped around
it [31]. VQD atomiclike properties were first evidenced
by Ashoori, by capacitance spectroscopy measurements
[8, 29, 30]. Later, in addition to the quantum features men-
tioned above, spin effects were clearly observed by Tarucha
in experiments with a device similar to the one depicted in
Figure 3 [9, 11, 31, 34, 35].
The main characteristics of VQD are: (i) the current flows

vertically, perpendicularly to the 2DEG plane; (ii) the tunnel

undoped AlGaAs
undoped InGaAs
Schottky gate

n+ GaAs

Figure 3. Schematic diagram of Tarucha’s VQD. Adapted with per-
mission from [11], S. Tarucha et al., Phys. Rev. Lett. 77, 3613 (1996).
© 1996, American Institute of Physics.
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barriers are high (>100 meV) and thin (≈10 nm) because
they are due to the large bandgap material such as GaAs,
but then, they are not electrically tunable. VQDs are there-
fore less sensitive to external fluctuations.
The most popular device made with PQDs and VQDs

is the single-electron transistor (SET) in which the QD
replaces the inversion channel of conventional MOSFETs
[38]. Potential applications for SETs are metrology [39, 40],
optical detectors [16], and ultradense digital logic circuits
[15]. However, due to their high sensitivity to random back-
ground charges, SETs future is not clear [6].

2.3. Self-Assembled Quantum Dots

In PQDs and VQDs, electrostatic confinement leads typi-
cally to dimensions around 100 nm, and structural confine-
ment is of the order of 10 nm. The eigenlevel separation
of a rectangular box of such dimensions is about 1 meV. To
prevent quantum effects from being smeared out by thermal
fluctuations, experiments with PQDs and VQDs are con-
ducted at very low temperature, typically below 1 K [7, 11].
When a few monolayers of InAs are grown on a GaAs

substrate, the lattice mismatch between the two materi-
als induces a strain which leads to the breakdown of a
2D layered structure and the emergence of randomly dis-
tributed self-crystallized islands called self-assembled quan-
tum dots (SAQDs) on the GaAs substrate [41–44] (for a
more complete list of references see, e.g., Jiang [45]). The
confinement in SAQDs is determined by the conduction
band offset between InAs and GaAs and is therefore much
stronger than in PQDs and VQDs. This leads to pyramidal
or lens-shape structures with sizes of approximately 100 Å.
Pyramidal QDs are very promising structures for laser appli-
cations [46–49] because of their spectral purity, relative
insensitivity to temperature, low current threshold, and high
differential gain [50, 51]. However, they are relatively small
to be addressed individually by electrical means, which con-
stitutes an important drawback for electronic applications.
Even more promising candidates for room temperature

devices are the so called “silicon nanocrystal s” which con-
sist of 50 Å diameter spherical silicon particles embedded
in silicon dioxide [52–55]. Here the eigenlevel separation is
typically about 100 meV [56]. Several groups have fabricated
flash memories based on nanocrystal s which surpass clas-
sical cmos devices in terms of retention time and power
consumption.

3. COULOMB BLOCKADE EFFECT
AND SINGLE-ELECTRON TUNNELING

The ability to observe the single-electron charging effect
relies essentially on the Coulomb blockade effect (CBE),
which can be described as discrete changes in charging
energy of an ultrasmall capacitor due to electrostatic inter-
actions between electrons. We follow Likharev [6] and con-
sider a small piece of conducting material called the island as
being “somehow” isolated from its surrounding. Originally,
the island is electrically neutral (Fig. 4a) and therefore, little
work is required to bring an electron on the island. How-
ever, since the island is well isolated, after accepting the

T1

T2

T1

T2

µ µ

ε

EC

1

0

1

0

(c)

(a)

F

e

(b)

(d)

F

e

Figure 4. Principle of the CBE: spatial (a and b) and energetic (c and
d), representation before (a and c) and after (b and d) the addition
of a single electron as explained in detail in the text. Adapted with
permission from [60], K. Likharev, Proc. IEEE 87, 606 (1999). © 1999,
IEEE.

electron, the island charge becomes −e (Fig. 4b). In order
to add another electron on the island, one must then over-
come the repulsive force originating from the electric field
�. The required energy is called the charging energy EC .
This situation is contrasted with a large conductor where
charges are allowed to redistribute easily, and the indi-
vidual electronic charges in the capacitor can be readily
screened by polarizing charges in the system. Here, the
island is a QD isolated from a reservoir by tunnel barriers
and the injection of electrons is controlled by a gate capac-
itively coupled to the dot; that is, the electric field from
the QD electrons can only be screened by adjusting the
external control gate potential. If C is the effective capaci-
tance between the dot and the reservoir, the charging energy
is [6]

EC = e2

C
(1)

Although CBE was already observed in thin metallic films
as early as 1950 by Gorter [4], single electronics gained
popularity in the mid 1980s with the development of the
so-called “orthodox theory” by Kulik and Shekhter [5] and
Averin and Likharev [6]. This theory immediately supported
by almost all experiments with metallic conductors. A theory
similar to the orthodox theory, but taking into account level
quantization in the dot, was later developed by Averin [57]
and Beenakker [58].

3.1. The Coulomb Blockade Regime

It is worth mentioning that there is an visible contradiction
between this classical picture—an integer number of elec-
tron N in the dot—and the quantum mechanical picture
which associates to any observable an average value, here
�N �, and fluctuations with respect to this value, here the
standard deviation ��N �. In order to reconcile these two
pictures, ��N � must be much smaller than 1. This criterion
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is met if the average time �	� spent by the electron inside
the dot is much larger than the charging time, 
	 > �/SE,
where SE is the electron level broadening. In other words,
the tunnel barriers must be opaque enough to prevent the
electron from going back and forth between the dot and the
reservoir. To quantify the opacity of the barrier by a resis-
tance R, we use Thouless’s argument [58]: let ie = e/�	� be
the current provided by one electron flowing across the bar-
rier and let vB be the bias allowing this current to flow. Then
R = vB/ie. From Heisenberg uncertainty relation 
	 �E ≥ �

and the condition for observation of CBE (i.e., �	� 
 
	
and �E � evB), we obtain

R
 �

e2
(2)

�/e2 ≈ 4 k� is called the quantum resistance. When Eq. (2)
is satisfied, it can be shown [26] that cotunneling—a two-
electron process in which one electron from the lead tunnels
into the dot while a second electron tunnels simultaneously
from another state in the dot to the lead—can be neglected
as well.
In the other regime (i.e., R ≤ �/e2), when the barriers

are too transparent (not high or wide enough), the electron
wave function extends largely over the barriers and the elec-
tron cannot be treated as a localized particle. This regime
corresponds to the Kondo effect [59] and is not treated here.
Moreover, CBE can only be observed if the charging

energy is much larger than thermal fluctuations in the sys-
tem. According to Likharev [60], EC ≈ 100kBT is a good
condition for preventing CBE to be smeared out by thermal
fluctuations. This situation is illustrated in Figures 4c and 4d
where the Fermi–Dirac distribution has been superimposed
on the energy levels inside the dot to account for thermal
fluctuations at T = T1 and T2 (T1 < T2). When the dot is
empty (Fig. 4c), an electron outside the dot can tunnel at
both temperatures. When there is one electron inside the
dot, the CBE creates a gap in the energy spectrum of the
dot (Fig. 4d). At T ≤ T1, in the Coulomb blockade regime
(CBR), there are no levels available to the electron outside
the dot, and the conduction is suppressed. At T = T2, ther-
mal fluctuations make higher levels available to the outside
electron, and the CBE is washed out.
In summary, the CBR can be characterized by these two

criteria:

R
 �

e2
EC 
 kBT (3)

3.2. Quantum Dot Statistics

A QD weakly coupled to a reservoir must be treated as
a grand canonical system since, on one hand, the QD
exchanges particles and energy with the reservoir and, on
the other hand, the reservoir determines the temperature T
and the electrochemical potential � in the dot.
Under this framework, let �nj� = �n1� n2� � � � � nk� � � � � be

a dot configuration; that is, nk represents the number of
electrons occupying the many-body eigenlevel �k (nk = 0 or
1 for fermions) and such that

∑
k nk = N , the number of

electrons in the dot. From Gibbs distribution, the probability
for the dot to be in the configuration �nj� reads [61]

P��nj�� =
1
�
exp

[
−�

(∑
i

ni�i + U�N�−N�
)]

(4)

where � is the electrochemical potential of the reservoir
measured with respect to the bottom of the conduction
band, � = �KBT �

−1, and � is the grand partition function,

� = ∑
�nj �

exp
[
−�

(∑
i

ni�i + U�N�−N�
)]

(5)

and where

U�N� =
∫ Ne
0
"�Q�dQ (6)

is the electrostatic energy of the dot with " being the poten-
tial difference between the dot and the reservoir.
To obtain the probability that the dot contains N elec-

trons, we need to sum Eq. (4) over all configurations such
that

∑
k nk = N

P�N� = ∑
�nj ��

∑
k nk=N

P��nj�� (7)

which can be rewritten

P�N� = 1
�
exp

[−�(F �N�− �N )] (8)

where F �N� is the Helmholtz free energy

F �N� = − 1
�
ln

{ ∑
�ni��

∑
i ni=N

exp
[
−�

(∑
i

ni�i + U�N�
)]}

(9)

In order to derive a simple relation between the potential
and the number of electrons in the dot at very low tempera-
ture, and following Beenakker [58], it is assumed that there
is a dominant configuration �nk� in the summation so that
F �N� takes the simplified form

F �N� =∑
i

ni�i + U�N� (10)

The equilibrium configuration corresponds to the integer
N that minimizes F �N� − N� = ��N�, the grand poten-
tial. At very low temperature, either P�N� �= 0 for one sin-
gle value of N , which corresponds to a stable configuration
in the dot, that is, there is no fluctuation allowed (Fig. 5a,
b, d), or there are two nonzero values N and N − 1 such
that P�N� = P�N − 1� (Fig. 5c). According to Eq. (8), this
leads to

� = F �N�− F �N − 1� (11)

which states that the electrochemical potential in the dot is
equal to the electrochemical potential in the reservoir. Then,
the number of electrons in the dot can fluctuate between N
and N − 1; the sequence N − 1 → N → N − 1 is allowed
and corresponds to a single-electron tunneling event.
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Figure 5. Illustration of single-electron tunneling and Coulomb block-
ade effect as the gate voltage VG is swept. (a) The grand potential is
minimized for Q = �N − 1�e. The number of electrons in the dot is
fixed, a gap is created in the energy levels, and tunneling is suppressed
by CBE. (c) When the grand potential is minimized for Q = �N −1/2�e,
the number of electrons can fluctuate between N − 1 and N , the gap
has vanished, and single-electron tunneling is allowed. (b) and (d) show
intermediate situations. Adapted with permission from [10], M. Kast-
ner, Phys. Today, 24, Jan (1993). © 1993, American Institute of Physics.

3.3. The Single-Electron Transistor

Single-electron transistors (SETs) are three terminal devices
based on the CBE where the number of electrons inside a
dot and the transfer of electrons one by one from a reser-
voir called the source to another reservoir called the drain
through two series tunnel junctions is controlled by a gate
[7]. They are schematically represented by Figure 6a, and
the operation principle is similar to a MOSFET.
When the conditions (3) for CBR are satisfied, the tun-

nel junctions can be approximated by capacitors and the
equivalent circuit for single electron transistor is shown in
Figure 6b.

VG

VDS

Gate

Drain (µD)

Dot

G

DS

CG

CS CD

Dot

φ

Ne

Source (µS)

b)

a)

Figure 6. (a) Schematic diagram of a SET and (b) equivalent circuit in
the CBR. Adapted with permission from [60], K. Likharev, Proc. IEEE
87, 606 (1999). © 1999, IEEE.

Solving the equivalent circuit, we find for the potential of
the dot [62]

" = 1
C(

�Ne − CDVDS − CGVG� (12)

where CG, CS , and CD are the gate, source, and drain capac-
itance, respectively, and C( = CG + CS + CD.

3.3.1. Linear Regime: Coulomb Oscillations
Here, we derive the condition for single-electron tunneling
as a function of the gate voltage when the SET operates
close to zero source-drain bias.
Using Eqs. (10) and (12) with VDS = 0, the grand potential

reads

��N� = �Ne�2

2C(
−Ne CG

C(
VG +

N∑
i=1
�i − �N (13)

and the condition (11) to observe single-electron tunneling
becomes

�N − 1/2�e2

C(
− eVG

CG
C(

+ *�N� = � (14)

where *�N� =∑N
i=1 �i�N�−

∑N−1
i=1 �i�N − 1�.

In summary, at equilibrium, as the gate voltage is swept
continuously, there is alternation between Coulomb block-
ade and single-electron tunneling events. Typical experimen-
tal data of the current probed when a small bias (≈150�V)
is applied between the source and the drain are shown in
Figure 7. For each single-electron tunneling, a current peak
or Coulomb oscillation (CO) is measured. It can be shown
that the height of the CO is proportional to VDS [58] and
thus the small source-drain bias regime is usually called the
linear regime.
The interval between two single-electron tunneling events

reads


VG = +−1
(
e

C(
+ 1
e
�*�N + 1�− *�N��

)
(15)

since the electrochemical potential of the reservoir is insen-
sitive to the fluctuations in the dot. The ratio + = CG/C(

Figure 7. Coulomb oscillations as a function of the gate voltage
for Tarucha’s structure showing the irregular current peak spacing.
Reprinted with permission from [11], S. Tarucha et al., Phys. Rev. Lett.
77, 3613 (1996). © 1996, American Institute of Physics.
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can be seen as the gate efficiency if one notices that, all
other quantities being unchanged,


" = +
VG =
(
e

C(
+ 1
e
�*�N + 1�− *�N��

)
(16)

The quantity Ea = e
" is called the addition energy and
its computation is a major issue of this work. It represents
the amount of energy needed to add an electron in the
dot. The addition energy is a very important parameter for
single-electron devices, as crucial as the threshold voltage in
MOSFETs.
If we set CQ�N� = e2/�*�N + 1� − *�N��, Eq. (16) can

be rewritten in terms of capacitances

1
C�N�

= 1
C(

+ 1
CQ�N�

(17)

to introduce the dot capacitance C�N�, which consists of
a classical contribution C( depending only on the device
geometry, that is, independent of N , a quantum contribution
CQ, highly dependent on N [63].
The addition energy (AE) is also defined in the literature

as

Ea�N� ≡ 
2�N� ≡ ��N + 1�− ��N� (18)

which can be understood by looking at Figure 8. The addi-
tion energy Ea can be thought of as the amount of energy
provided by the gate to add an electron to the dot. This
corresponds to the difference ��N + 1�−��N�, at constant
VG.
It is common to distinguish between the classical CBE,

when the dot size is much larger than the de Broglie wave-
length (Fig. 9a) and the quantum CBE, when the dot size is
of the same order as the de Broglie wavelength (Fig. 9b).

3.3.2. Classical Limit
When the dot size is much larger than the de Broglie
wavelength, the level spacing 
�� EC . Therefore, the sec-
ond term of the right hand side of Eq. (15) can be safely
neglected and the Coulomb oscillations are periodic, with
period e/CG: This is the classical limit as shown in Figure 10.
The charging diagram that exhibits a staircase profile is also
shown in this figure.

N e (N - 1) e

(N + 1) e

Ea

Ea

VG2

VG
VG1

∆VG

Ω

N e

(N + 2) e

(N + 1) e

Figure 8. Grand potential � as a function of VG at the transition
between N − 1 and N electrons in the dot (left curve) and the transi-
tion between N and N + 1 electrons in the dot (right curve) that shows
that the addition energy can be interpreted as the amount of energy
provided by the gate in order to add an electron to the dot.
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Figure 9. Illustration of the two CBRs: (a) When the dot size in much
bigger than the de Broglie wavelength, the level spacing 
� is much
smaller than the charging energy EC which can be considered as the
energy required to add an electron in the dot. (b) In smaller dots, 
�
become of the order of EC and can no longer be neglected in the
calculations.

Based on an equation similar to (13), Averin and Likharev
developed the “orthodox” theory where they used a master
equation approach to derive the time evolution of P�N� [6].
This theory was very successful in explaining single-electron
effects in metal tunnel junctions where quantum effects such
as discreteness of energy levels do not play an important
role.

3.3.3. Quantum Limit
When the dot size is comparable to the de Broglie wave-
length, electron energy quantization should be taken into
account as shown in Figure 9b. In order to add an electron
to the dot, not only does the classical charging energy have
to be overcome but also 
�, which is now comparable to EC .
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Figure 10. Coulomb staircase (top) and COs (bottom) as a function of
the gate voltage VG in the classical CBR, showing the periodicity e/CG
of the COs. Adapted with permission from [26], U. Meirav and E. Fox-
man, Semicond. Sci. Technol. 10, 255 (1996). © 1996, IOP Publishing.
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In very small dots, 
� can even become the main contribu-
tion in 
VG and (15) reads 
VG ≈ *�N + 1� − *�N�; that
is, the COs are governed by the level spacing in the dot.
In this study, we consider QDs of intermediate sizes, for

which no simplification of Eq. (15) is made. Moreover, the
term *�N +1�−*�N� hides a complicated many-body prob-
lem because the addition of a new electron in the dot takes
into account a combination of electron–electron repulsion
and exchange-correlation effects based on the occupation of
quantum orbitals and electron spins. Therefore, this term
can only be computed accurately by solving a many-body
Schrödinger equation.

4. TARUCHA’S EXPERIMENT
The first reproducible experiments on single-electron charg-
ing effects with QDs in the quantum limit were achieved
only recently by Tarucha and co-workers [9, 11, 35]. Figure
3 shows a schematic diagram of Tarucha’s vertical QD
[9, 11, 31, 33, 34]. The structure consists of an undoped 12
nm In0�05Ga0�95As well and undoped Al0�22Ga0�78As barriers
of thickness 9 and 7.5 nm. This difference in the barrier
thickness is required to facilitate accumulation of electrons
in the dot in nonlinear transport. The inclusion of indium in
the well is a major breakthrough to immune QD to fluctu-
ations. In earlier devices, the well was made of GaAs [31].
However, to position the well bottom below the Fermi level,
the AlGaAs barrier had to be doped, which increases the
probability of dopant diffusion into the dot. The inclusion of
indium in the well lowers the bottom of the conduction band
and circumvents the drawbacks of delta doped AlGaAs bar-
riers of earlier devices. The lead on the side of the thinner
(thicker) tunnel barrier is made of n+GaAs and is referred
to as the source (drain). The doping is gradually reduced
from the source (drain) to the double barrier heterostruc-
ture (DBH). The DBH is etched to a point below the DBH
to form either a circular [9, 11, 31, 33–35, 64–66] or a rectan-
gular [9, 32, 66, 67] mesa. A Schottky gate surrounding the
mesa controls the number of electrons in the dot. The sur-
rounding Schottky gate is another improvement with respect
to other devices. In conventional planar technology, etching
is performed to a point above the DBH and the Schottky
gate is placed on top of the device. This innovation allows
better control in pinching off the conducing channel [31].
Experimental measurements were made with samples

cooled in a dilution refrigerator and the electron temper-
ature was estimated to be about 0.2 K. A very small volt-
age is applied between the source and drain contacts and
a current flowing through the dot is measured as the gate
voltage is swept. The gate voltage raises or lowers the elec-
trostatic potential of the dot relative to the source and drain.
In order to observe COs, one should operate close to the
zero source-drain bias for which tunnel barrier asymmetry
mentioned above is irrelevant. Thus, when the source-drain
bias is small, most of the time, the current is zero due to
the Coulomb blockade but occasionally the Coulomb gap is
lifted and current flows (i.e., the number of electrons in the
dot oscillates between N and N +1), and current oscillations
are observed as seen in Figure 7. Clearly, as N decreases,
the current oscillations are more irregularly spaced. This was
already observed by Dellow et al. [36] but was attributed

to inhomogeneities in the dot. In contrast, in these exper-
iments, the irregularities are systematic and depend on N ,
suggesting a mapping between the current peak interval and
the energy level spacing in the dot. In order to confirm this
idea, the addition energy, 
�, is measured as a function of
N . From Eq. (16), 
� = +
VG, where 
VG is measured
from the COs and + is deduced from the Coulomb diamonds
of Figure 11 [11]. As shown in Figure 12a, the AE is unusu-
ally large for N = 2� 6, and 12, which suggests the influences
of quantum effects in the AE spectrum of the QD.

5. THE MANY-BODY HAMILTONIAN
OF ARTIFICIAL ATOMS

The electronic spectrum of N -electron QDs is computed by
considering the many-body Hamiltonian

H =∑
i

Hoi +
∑
i �=j
Hij (19)

where Hoi is the single-particle Hamiltonian of the ith elec-
tron and

Hij =
e2

/�ri − rj �
(20)

is the interaction Hamiltonian describing the Coulomb inter-
action amongst carriers. Here / is the dielectric constant of
the material. In the second term of Eq. (19), the sum is
carried out on i �= j avoiding the interaction of carrier with
themselves. Quite generally the Hamiltonian Eq. (19) is used
for solving the Schrödinger equation for the many-particle
energies and wavefunctions

E = EN�1� 2� 3� � � � �N� (21)

0 = 0N�r1� r2� r3� � � � � rN � (22)

Figure 11. Differential conductance 1I/1VDS plotted in the VG–VDS
plane. In the white regions (Coulomb diamonds), 1I/1VDS = 0 due to
Coulomb blockade. Reprinted with permission from [35], L. P. Kouwen-
hoven et al., Science 278, 1788 (1997). © 1997, American Assoc. Adv. Sci.
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© 1996, American Institute of Physics.

which given the two-body interaction (20) can only be solved
exactly for N = 2. In this section we will describe a nat-
ural approach toward the solution of this problem for a
general number N of electrons by considering successive
approximations.

5.1. Single-Particle Hamiltonian
and Shell Structures

We start by considering a system of independent and 3D
confined electrons in the conduction band. By neglecting the
interaction Hij , the Hamiltonian (19) is reduced to a sum of
single particle Hamiltonians, each of the same form

Hoi = Hi =
p2
x + p2

y + p2
z

2m∗ + V �r� (23)

Here we assume the electrons can be described with
an effective mass m∗; px, px, px are the components of
the electron momentum and V �r� is the external potential
which contains several contributions according to the con-
finement achieved in the quantum dot. We will also assume
that the QD is realized by confinement of the electrons in
an heterostructure quantum well along the z-direction and
electrostatic confinement in the x–y plane. The latter con-
finement results usually from dopant atoms in neighboring
semiconductor layers and from the fringing field of the metal
electrodes on the semiconductor surfaces. This configura-
tion is most commonly achieved in PQDs [7] and Tarucha’s
VQD structure [9], and results in a first approximation in a
2D parabolic potential in the x–y plane (Fig. 13). Confine-
ment at the heterostructure along the z-direction is generally
strong (≈10 nm) with energy separation of the order of 50–
100 meV, while the x–y planar confinement is much weaker
with energy separation of the order of 1 meV over larger
distances (>100 nm). In that case, the external potential is
separable in a first approximation,

V �r� = V1�x� y�+ V2�z� (24)

which results in the energy spectrum �8� nx� ny = �8 + �nx� ny
with corresponding wavefunctions 08�z�0nx� ny �x� y� where
�8 (�nx� ny ) is the spectrum resulting from the z-potential

V(x,z)

ρ = x2 + z2

hω

V(y)

ε1y

ε0y

y

Figure 13. Schematic representation of a 2D parabolic potential (left)
with cylindrical symmetry in the xy-plane showing equally spaced
energy levels and the square potential (right) with the first two quan-
tized levels in the z-direction such that E1z −E0z 
 �9. Reprinted with
permission from [112], J.-P. Leburton and S. Nagaraja, “Optical Spec-
troscopy of Low Dimensional Semiconductor,” NATO ASI Ser. E, Vol.
344, p. 235. © 1997, Kluwer Academic.

(x− y potential). Hence, each value of the 8-quantum num-
ber gives a series of x− y energy levels. At low temperature,
given the large separation between the �8 energy states, only
the first levels of the lowest series 8 = 0 are occupied by
electrons. If one further assumes that the V1�x� y� poten-
tial is cylindrically symmetric, the 8 = 0 energy spectrum is
written as

�0� nx� ny = �0� n� l = �0 + n �9 (25)

where 9 is frequency of the cylindrical parabolic poten-
tial. Here each n-level is 2n-times degenerate with the
factor 2 accounting for the spin degeneracy. The number
n �=1� 2� 3� � � � ) is the radial quantum number and the num-
ber l �=0�±1�±2� � � � � is the angular momentum quantum
number. Hence the 2D cylindrical parabolic potential results
in 2D orbitals supporting 2, 4, 6, 8, � � � electrons which give
rise to shell structures filled with 2, 6, 12, 20, � � � parti-
cles, thereby creating a sequence of numbers which can be
regarded as the 2D analogues of “magic numbers” in atomic
physics.
In the absence of cylindrical or square symmetry, the

parabolic potentials are characterized by two different fre-
quencies, 9x and 9y , which lift the azimuthal degeneracy on
the l-number of the 2D artificial atoms. Therefore electronic
states are spin-degenerate only and determine a sequence
of shell filling numbers 2, 4, 6, 8, � � � of period or increment
2. Only when the ratio K = 9x/9y is commensurable does
the sequence of filling numbers deviate from the period 2
and provide new sequences of numbers for particular com-
binations of the nx and nz quantum numbers in the case of
accidental degeneracy.

5.2. Hartree–Fock Approximation
and Hund’s Rules

5.2.1. The Hartree–Fock Approximation
The natural extension of the atomic model for independent
3D confined electrons is the consideration of the Coulomb
interaction between particles in the Hartree–Fock (HF)
approximation. The HF scheme has the advantage of con-
serving the single-particle picture for the many-body state
of the system by representing the total wavefunction as a
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product of single-particle wavefunctions in a Slater determi-
nant which obeys Fermi statistics. The main consequence of
the HF approximation for the Coulomb interaction between
particle is a correction of two terms to the single-particle
energies derived from the Ho Hamiltonian;

�i = �8� n� l +
e2

/

∑
j �=i

∫ ;∗
j �r

′�;j�r′�;∗
i �r�;i�r� dr dr

′

�r − r′�

−e
2

/

∑
j �=i

∫ ;∗
i �r�

′;j�r′�;i�r�;∗
j �r� dr dr

′

�r − r′� (26)

where the first sum is the Hartree energy carried on all
occupied j-states different from the i-state, irrespectively of
their spins, and accounts for the classical repulsion between
electrons. The second term is the attractive exchange inter-
action which occurs between carriers with parallel spins. In
this scheme, the wavefunctions 0i�r� satisfy the HF integro-
differential equation where the Coulomb interaction term
depends upon all the other single-particle wavefunctions of
the occupied states. The HF equation is therefore nonlinear
and must be solved self-consistently for all wavefunctions of
occupied states.

5.2.2. Hund’s Rules
In atomic physics, the ground state of atoms can be approx-
imated by first neglecting the electron–electron interaction
and considering that individual electrons occupy a single-
particle hydrogenic state �n� l�m�. In this model, the total
energy depends only on the radial quantum number n so
that, for a given value of n, there are 2n2 degenerate eigen-
states, including spin. In reality, however, electron–electron
interaction lifts up these degeneracies so that the order of
occupation is not arbitrary. Friedrich Hund devised a set
of rules to identify the lowest energy electron configuration
when such a “quasi-degenerate” set of levels has to be filled
[68]:

1. The configuration with the highest total spin S will have
the lowest energy.
This rule relies on the fact that exchange between

electrons of identical spin reduces the total energy of
the configuration. Moreover, the Hartree energy of the
configuration is reduced when an electron occupies a
free orbital rather than an already partially occupied
orbital since there is then less overlap between occu-
pied orbitals.

2. For a given total spin S, the term with the highest value
of the total orbital angular momentum L will have the
lowest energy.
The basis of this rule is that electrons with a high

value of L (i.e., orbiting in the same direction) will
meet less often than electrons with low value of L (i.e.,
orbiting in opposite directions), thereby reducing their
Coulomb repulsion [68].

3. For atoms with less (more) than half-filled shells, the
level with the lowest (highest) value of the total angular
momentum J will have the lowest energy
The origin of that rule is the spin–orbit coupling

[68].

The orbitals of QDs studied here exhibit degeneracies due
to circular rather than spherical symmetry. Therefore, the
degree of degeneracy is reduced in QDs compared to real
atoms so that only Hund’s first rule needs to be invoked to
resolve degenerate configurations.

5.2.3. Hund’s First Rule in Quantum Dots
One of the important consequences of the HF approxima-
tion for interelectron interaction (20) is the prediction of
spin effects in the shell filling of artificial atoms similar to
Hund’s rules in atomic physics. These effects are illustrated
in the charging energy of a few electron QDs with cylindri-
cal parabolic potential achieved in planar or vertical quan-
tum structures. In Figure 14a, we show schematically the
Coulomb staircase resulting from charging a QD with a few
electrons as a function of the charging energy or voltage
between the metal electrode or gate and the semiconductor
substrate. The relative step sizes of the staircase represent
the amount of energy needed to put an additional electron
in the dot. The arrows on each step represent the spin of
each individual electron on the successive orbitals during
the charging process. The filling of the first shell (s-orbital
with two electrons) consists of one electron with spin up
followed by an electron with spin down. The step size of
the spin-up electron measures the charging energy needed
to overcome the Coulomb repulsion against the spin-down
electron, which is just the Hartree energy between the two
particles. The larger step size of the second (spin-down)
electron is due to the fact that the charging of the third
electron requires overcoming the Coulomb repulsion energy
augmented by the energy to access the next quantized level,
which is the first p-orbitals. The latter process starts the sec-
ond shell filling with the third electron on either one of the
degenerate l = ±1 orbitals of either spins (here we choose
the l = −1 and the spin-up). At this stage, the configuration
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Figure 14. (a) Coulomb staircase as a function of the charging energy
with the spin states of each electron. The horizontal two head arrows
indicate the occupation of the s- and p-orbitals in the dot. (b) COs
versus the charging energy. (c) 2D p-orbitals illustrating the two pos-
sible occupations of two electrons with parallel (top) and antiparallel
spins (bottom). Reprinted with permission from [112], J.-P. Leburton
and S. Nagaraja, “Optical Spectroscopy of Low Dimensional Semicon-
ductor,” NATO ASI Ser. E, Vol. 344, p. 235. © 1997, Kluwer Academic.
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with the fourth electron on the l = 1 orbital with a paral-
lel spin becomes more favorable because it minimizes the
Hartree energy between orbitals of different quantum num-
bers and results in an attractive exchange energy between
the two electrons (Fig. 14c). This is the reason the third
step is smaller than the first and the second steps, requiring
less energy and evidencing Hund’s rule in the electron filling
of the 2D artificial atom. The fourth step is wide because
the addition of the fifth electron on either of the p-orbitals
with l = ±1 must correspond to a spin-down electron which
undergoes a repulsion from the two other p-electrons with-
out benefitting from the exchange with them since its spin
is antiparallel. Figure 14b shows the schematics of current
peaks resulting from the single-electron charging of the QD
which is obtained by differentiating the Coulomb staircase
and which for the first two shells is consistent with the exper-
imental data of Tarucha (Fig. 7).
Hence the HF approximation provides a reasonable pic-

ture of the contribution of electron–electron interaction
and spin effects in the spectrum of quantum dots. How-
ever, it is well known from atomic physics and theoretical
condensed matter physics that this approximation suffers
from two important drawbacks which are the neglect of
electron correlation and the fact that it overestimates the
exchange energy. Moreover, it leads to a tedious solution
of the self-consistent problem when involving a large num-
ber of electrons and makes it difficult to apply to quantum
devices in accounting for the environment of heterolayers
and doping as well as boundary conditions at the semicon-
ductor interfaces with metal electrodes. Hence no single HF
model to date reproduces one-to-one the absolute values
of Ea�N� actually observed in VQDs [66, 69–71]. Model
calculations understandably but nevertheless include some
arbitrary assumptions, typically a rigid or perfectly parabolic
confinement, perfect circular symmetry, and the neglect of
3D effects [69, 72–74], which may not be completely real-
istic. In particular, it has been shown that maximal spin
alignment still consistent with Hund’s first rule can lead to
different secondary maxima in the 0T third shell addition
energy spectrum depending on the actual electronic configu-
rations in realistic VQDs [71]. We argue that behavior which
would widely be regarded as “anomalous” is a consequence
of understandable many-body interactions and is strongly
influenced by the exact profile of the 3D VQD confining
potential. This issue is addressed in the following sections.

6. QUANTUM DOTS
AS ELECTRONIC DEVICES

In order to investigate the effect of 3D geometry on the con-
fining potential in the dot and describe its deviations from
parabolicity, we model the CVQD as a cylindrical structure
(Fig. 15) by taking into account macroscopic parameters,
such as the doping of the source and the drain (ND), the
radius of the device (R), the pinning of the conduction band
at the Schottky gate interface ("S), and the well width (2zi),
and include the effects of the third dimension.

Figure 15. Cylindrical charge model for the cylindrical VQD struc-
ture with boundary conditions. N+

D is the ionized donor concentration,
and �r� @� z� are the cylindrical coordinates. Reprinted with permission
from [71], P. Matagne et al., Phys. Rev. B 65 (2002). © 2002, American
Institute of Physics.

6.1. Potential Model

The model consists of an intrinsic region for −zi ≤ z ≤ zi
surrounded by two depleted regions for �z� > �zi�, which
extends up to z = ±z� where it becomes neutral. The struc-
ture is assumed to be symmetric around z = 0, and the
potential " = "�r� z� does not depend on @. The dot is
also assumed to be empty of electrons in order to capture
only the structural effects, as opposed to the many-body
effects due to electron–electron interactions, on the confin-
ing potential. We obtain the confining potential " by solving
the 3D Poisson equation

12"

1r2
+ 1
r

1"

1r
+ 1
r2
12"

1@2
+ 12"

1z2
= −A

/
(27)

where A is the charge density such as

A = 0 �−zi < z < zi�

and

A = qN+
D ��z� > zi�

Here, / is the dielectric constant. Since z±� ≈ 300 Å is much
smaller than the source (drain)–DBH distance (4000 Å), the
doping variation is neglected in this analytical model. The
boundary conditions at z = ±z� are such as the z-field is
relaxed; that is, �1"/1z��±z� = 0, and "S = "�R� z� is the
Schottky barrier potential at the gate interface (r = R).

6.1.1. Intrinsic Region �0 ≤ �z� ≤ �zi��
We separate variables to solve Eq. (27) and find for the
potential [71]

"�r� z� = "S +
∑
n

AnJ0�Dnr��e
−Dnz + eDnz� (28)

where Dn = �n/R and �j is the jth zero of the zero order
Bessel function of the first kind J0.
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6.1.2. N-Doped Region ��z� > �zi��
By using the same technique as above, we find

"�r� z� = "S −K�R2 − r2�+∑
n

BnJ0�Dnr�

· eDnz��e−Dn�z−z�� + eDn�z−z��� (29)

where K = qN+
D /4/. The constants An and Bn are deter-

mined by matching the values of " and 1"/1z with the solu-
tions found at z = ±zi, which yields

An =
2KR2

�2
n

J2��n�

J 21 ��n�

shFDn�z� − zi�G
shFDnz�G

(30)

and

Bn =
−2KR2 e−Dnz�

�2
n

J2��n�

J 21 ��n�

shFDnziG

shFDnz�G
(31)

so that the potential inside the dot can be rewritten

"�r� z� = "s −
qN+

DR
2

/

∑
n=0

shFDn�z� − zi�G
sh�Dnz��

· J2��n�

�2
nJ

2
1 ��n�

J0�Dnr� ch�Dnz� (32)

By taking the limit z→ 0 in Eq. (32), we obtain the poten-
tial in the center of the dot. We make use of the power
expansion of J0�x� and invert the summations to get the fol-
lowing expression;

"�r� = "0 − I
qN+

D

4/
r2 −J

(
r

R

)
r4 (33)

If we denote

Cn =
sh�Dn�z� − zi��
sh�Dnz��

J2��n�

J 21 ��n�
(34)

which is simply a structure factor depending on the problem
geometry, the first term

"0�VG�N
+
D � = "S�VG�−

qN+
DR

2

/

∑
n

Cn
�2
n

(35)

represents the potential in the bottom of the dot that
depends on the applied gate voltage VG. The second term
is the harmonic term with the form factor I = ∑

n Cn. We
notice that this term does not scale directly with the dot
radius R, nor VG. However, there is a hidden dependence
on these factors through the I-parameter that is a func-
tion of R, zi and z�, as shown in Figure 16. Our model
predicts a weak dependence on the radius of the structure
R (Fig. 16a) but a strong dependence on zi and z� (Fig.
16b and c). In plotting the R-dependence of the I-factor,
we use zi = 175 Å, according to device geometry, and
z� ≈ 350 Å, which is extracted from the solution of our
numerical model presented hereafter. The weak dependence
on R is not surprising since the solution of the 2D harmonic
oscillator (2DHO) is only a function of the doping level.
The zi-dependence can be understood by noticing that, by
increasing the width of the intrinsic (A = 0) well, the field
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Figure 16. Variation of the form factor I as a function of (a) the dot
radius R (zi = 175 Å, z� ≈ 350 Å), (b) the well width 2zi (R = 2500 Å,
z� ≈ 350 Å), (c) the extension of the depletion width z� (R = 2500 Å,
zi = 175 Å) in the vertical direction.

density, and thus the potential curvature in the longitudinal
direction (z) decreases. In Figure 16b, we use R = 2500 Å,
and we keep the depleted region z�−zi constant at 200 Å in
order to maintain the charge constant. The z�-dependence
of I (here R = 2500 Å and zi = 175 Å) is strong because the
variation of z� implies a significant change in the charge of
the depleted region, which, via the Poisson equation, results
in a strong variation of the electrostatic potential curva-
ture. It is worth emphasizing that Figure 16c reflects the 3D
nature of the potential variation, with correlation between
its curvature along the radial and the longitudinal directions.
Figure 17 shows that the 2D harmonic oscillator (dotted
curve) model, with a spring constant K = qN+

D /4/, overesti-
mates the real potential curvature compared with 3D mod-
els. This is consistent with the zi-dependence of the I factor
previously obtained since the 2D harmonic oscillator picture
can be considered as the limit for zi → 0 of the 3D problem
(Fig. 16b). In practical problems, K is a fitting parameter
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Figure 17. Comparison between the profiles of the conduction band
edge (z= 0) computed from self-consistent simulations (solid) and from
our 3D cylindrical charge model (dashed). The dotted curve shows
a parabolic potential with K = qND/4/. The inset shows the Jr4-
correction to the harmonic potential as a function of r/R, where R is
the dot radius.

[66, 75] fudged with a power variation of n, the electron
density, but then it loses its physical meaning since it is unre-
lated to any of the nanostructure parameters.
The last term in Eq. (33) is the 3D correction to the

“quasi-2D” parabolic potential with

J

(
r

R

)
= qN+

D

4/R2

�∑
n=0
Cn

�∑
l=0
�−1�l+1 �2l+2

n

22l+2F�l + 2�!G2
(
r

R

)2l

(36)

We point out that, while retaining the cylindrical symmetry,
this term is structure (N+

D �Cn) and geometry (R) depen-
dent; it is not necessarily negligible, growth with r/R, and
could be positive or negative since J2 oscillates with �n. The
correction Jr4 is plotted as a function of �r/R� in the inset
of Figure 17. It is seen that the correction is small but not
negligible at short distance from the origin.

6.2. 2D Eigenstates Analysis

Since the effective dot radius is much smaller than R,
the Jr4-correction can be treated as a perturbation of a
parabolic potential in the quantum mechanical problem of
the determination of the eigenvalues and the eigenfunctions
in the QD [76]. Hence, we consider the actual xy-potential
profile to be given by

"�r� @� = "osc�r�+W�r� @� (37)

where "osc�r� = "0 − Kr2 is the harmonic potential of
Eq. (33) and W is a perturbation which contains the J-
correction term and, for the sake of generality, depends on
r and @ (Fig. 15b). If the confining potential " retains cylin-
drical symmetry, one can state that

1. " commutes with the two-dimensional angular
momentum operator ��/i��1/1@�. Therefore, H and
H0 have the same eigenfunctions �n� l�.

2. �n� l� and �n�−l� can be generated from one another
by rotation; that is, if R is a rotation operator with z
axis, R�n�−l� = �n� l�. Therefore, �n� l� and �n�−l�
have the same energy �n� �l�.

Thus, as long as the perturbation is small with respect
to �9, the shell structure in VQD is preserved. However,
within a shell, degeneracy is partially lifted, and subshell lev-
els, characterized by identical absolute values in their quan-
tum number l, emerge.
When the cylindrical symmetry is broken by, for instance,

the electron occupation of non-s-orbitals, deviations from
the circular shape of the dot, and/or potential fluctuations
arising from the long range Coulomb interaction of ionized
donors in GaAs, the eigenlevels are, in general, no longer
degenerate.

7. FULL SCALE SIMULATION
OF QUANTUM DOTS

Beyond the HF approximation, the density functional theory
is extremely powerful in predicting with relative accuracy the
electronic properties of atomic systems, and even of large
ensemble of atoms. It is therefore well suited for comput-
ing the electronic spectra of QDs and artificial atoms in the
nanostructure environment [77–81]. Moreover, like the HF
approximation, it has the advantage of retaining the single-
particle picture for the wavefunctions in the system.
In simulating quantum devices, it is often useful to par-

tition the device into regions of different confinements.
Hence, the eigenenergies and the eigenstates are computed
numerically in each region based upon the degree of quan-
tization and the 3D electrostatic potential computed from
the Poisson equation. The wavefunctions are then assembled
using the appropriate occupation probabilities to generate
a 3D charge density throughout the device. If the quantum
device contains 2DEG regions, the adiabatic approximation
can be used by assuming the Schrödinger equation to be
separable into vertical (z) and transverse components �x� y�.
This approximation assumes that the vertical component of
the wavefunction responds instantaneously to the variation
of the transverse potential. Since the longitudinal wavefunc-
tions generally exhibit a propagating nature, they are cast
as plane waves to enhance the performance of our code.
In quasi-2D leads, therefore, the quantum mechanical prob-
lem breaks down into solving the 1D Schrödinger equation
in slices down the x–y plane of the 2D region. The use of
plane waves in 2D regions results in an incomplete treat-
ment of evanescent leakage and reflection in regions where
propagating states impinge on the barriers. The plane wave
approximation could be justified, however, when in the cal-
culation of charge densities, the counting of occupied prop-
agating states is of interest rather than rigorously calculating
quasi-bound energies.

7.1. The Local Spin Density
Approximation Hamiltonian

In the envelope function–effective mass approximation, the
Kohn–Sham equations, one for spin up (↑) and one for spin
down (↓), read

H↑�r�;↑
m�r� = �↑m;

↑
m�r� H↓�r�;↓

m�r� = �↓m;
↓
m�r� (38)
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where �m and ;m are the corresponding eigenenergies and
eigenstates of the Hamiltonians H↑ and H↓:

H↑�↓��r� = −�
2

2
L

[
1

m∗
n�r�

L

]
+ Ec + �↑�↓�

xc �n� M� (39)

The conduction-band edge energy Ec�r� is given by
Ec�r� = −e "�r� + 
Ec, where 
Ec is the band off-
set between different materials. The electrostatic potential
"�r� = "H�r�+"ions�r�, where "H�r� is the Hartree poten-
tial equivalent to the second term in Eq. (26) and "ions is
the potential resulting from ionized donors and acceptors
present in the nanostructure, is the solution of the 3D Pois-
son equation

L · �/�r�L"�r�� = e�n�r�−N+
D �r�+N−

A �r�� (40)

which is solved self-consistently with the stationary Kohn–
Sham equations. In the above equation, we allow for the
position dependence of the effective massm∗ and the dielec-
tric constant /; n�r�, N+

D �r�, and N
−
A �r� are electron, ionized

donor, and ionized acceptor densities respectively. Exchange
and correlation are self-consistently incorporated into the
model using the Kohn–Sham density-functional method [82].
This approach accounts for high-order electron–electron
interaction by adding a correction to the Hartree potential,

�xc�n� =
d

dn
Fn�xc�n�G (41)

where �xc�n� is the exchange-correlation energy per elec-
tron derived from the local electron density n which can be
expressed in terms of the Slater exchange energy and the
Perdew–Zunger parametrization of the correlation potential
[83]. The effect of exchange is predominant in the localized
QD region, where the conduction band is altered by as much
as 1 meV. In the local spin density approximation (LSDA)
formulation, the exchange correlation energy is a function
of the spin polarization M = �n↑ − n↓�/n, where n↑ (n↓� is
the spin up (down) electron density. Here, we use Perdew
and Wang’s formulation [84].

7.2. Electron Equilibrium Statistics

The electron density in the dot containing N electrons reads

n�r� =∑
i

f ��i�N��;i�r��2 (42)

where f ��i�N� is the probability that the eigenlevel �i is
occupied, knowing that there are N electrons in the dot. In
general, f ��i�N� is not equivalent to the Fermi–Dirac factor
[58] but has to be determined by filtering out from (7) those
particular configurations for which �i is occupied,

f ��i�N� =
1

P�N�

∑
�nj ��

∑
k nk=N�ni=1

P��nj�� (43)

The computation of Eq. (43) is a combinatorial problem
that becomes rapidly insurmountable, even with powerful
computer resources. Fortunately, in the Coulomb blockade
regime, that is, when the level spacing 
�i is much larger
than the thermal fluctuation kBT , for N electrons in the dot,

the first N eigenlevels are certainly occupied. The electron
density in the QD thus reads

n�r� = n↑�r�+ n↓�r� =
N↑∑
i=1

�;↑
m�r��2 +

N↓∑
i=1

�;↓
m�r��2 (44)

where N↑ +N↓ = N is the number of electrons in the dot.

7.3. Bulk Region

In regions where quantum effects are negligible, all the
quantities of interest are obtained under the Thomas–Fermi
approximation. The electron density reads

n�r� = Nc

2√
O
F1/2�+c�r�� (45)

where

+c�r� =
−q"�r�+ 
Ec�r�

kBT

which sets up the Fermi level EF as the zero energy (i.e.,
−q" = EC − EF ). F1/2 is the Fermi integral,

F1/2�+� =
∫ �

0

*1/2 d*

1+ e*−+ (46)

and

Nc = 2
(
2OmnkBT

h2

)3/2

(47)

is the electron effective density of states where mn is the
electron density of states effective mass. For nondegenerate
semiconductors, Eq. (45) reduces to the Boltzmann factor

n = Nc e
+c (48)

However, at very low temperature, a semiconductor is
always degenerate and the Fermi integral (46) cannot be
simplified. Here, we use the rational function approximation
proposed by Aymerich-Humet and Millan [85],

F1/2�+c� ≈
(

3/2 23/2(
2�13+ +c + ��+c − 2�13�12/5 + 9�6�5/12

)3/2
+ 2√

O
e−+c

)−1
(49)

which in the worst case shows a 0.5% relative error
�
F1/2/F1/2� [86].
The dopant statistics for dilute donors and acceptors read

N+
D = ND

1+ gD e�EF−ED�/kBT
�donors� (50)

N−
A = NA

1+ gA e�EA−EF �/kBT
�acceptors� (51)

where ND and NA, N
+
D and N−

A , ED and EA are the
donor and acceptor concentrations, ionized concentrations,
and energy levels, respectively. gD and gA are coefficients
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depending on the semiconductor species. This statistic relies
on the assumption that the wavefunction of a dopant in a
piece of semiconductor is very similar to the first ground
state in an hydrogen atom and is given by

;�r� = �Oa3B�
−1/2e−r/aB (52)

where aB is the effective Bohr radius

aB = 4O�2/d
mde

2
(53)

and /d is the semiconductor dielectric constant. At low
impurity concentrations, the impurity density of states can be
approximated by delta functions (see Fig. 18a). As the dop-
ing is increased, this simple picture is no longer appropriate.
The orbitals of adjacent impurities begin to overlap so that
impurity energy levels smear with each other in such way to
create an impurity band (Fig. 18b). At even higher doping
levels, the center of the impurity band distribution moves
toward the conduction band minimum and the ionization
energy diminishes considerably. Finally, at a certain dop-
ing level, the conduction and impurity bands merge, leaving
a zero effective ionization potential (Fig. 18c). The set of
additional states below the conduction band is traditionally
referred to as the band-tail.
The precise determination of band-tailing in semicon-

ductors was first treated semiclassically by Kane [87] and
later quantum mechanically by Halperin [88]. The complete
implementation of these models would be computationally
too expensive. We only retain the two main consequences
of band-tailing: (i) the bandgap of the semiconductor is nar-
rowed and (ii) all the impurities are ionized, as opposed to
what would be predicted by the simple model of isolated
impurities. We use the results established by Jain and Roul-
ston to compute the bandgap narrowing in our model [89].

7.4. Boundary Conditions

Boundary conditions for the electrostatic potential " are
established by imposing Dirichlet conditions at the source,
drain, and lateral surfaces of the device. At the source and
drain, a flat band condition is assumed and " is set up such
that the net charge is zero in these regions. An equivalent
way to express neutrality is to impose zero electric field (i.e.,
a Neumann boundary condition). Both approaches were suc-
cessfully tried, but the latter is favored in the finite element
method since homogeneous Neumann boundary conditions

Ea Ec
E

DOS

E
Ec

DOS

Ec
Ec

E

DOS

′

Figure 18. Variation of the density of states as a function of energy for
a n-doped semiconductor. (a) For nondegenerate semiconductors, the
donor levels are localized at Ea, in the forbidden gap; (b) for degener-
ate semiconductors, the orbitals of neighbor impurity overlap and their
interaction lead to the formation of an impurity band; (c) for highly
degenerate semiconductors, the donor band merges with the conduction
band Ec .

are automatically taken into account. Along lateral surfaces,
the Schottky barriers heights "s are strongly influenced by
surface chemistry, so we use the experimental data of Grant
et al. [90] and Best [91]. On the gated surfaces, the Schottky
barriers are modified by "s −VG, where VG is the gate bias.
Boundary conditions for the Kohn–Sham equation are

imposed by assuming vanishing wavefunctions on any sur-
face of the device. Since the QD is much smaller than the
physical dimensions of the device, the wavefunctions vanish
already before reaching those boundaries. In the direction
perpendicular to the heterointerfaces, we allow wavefunc-
tions to leak into the source and drain regions. However,
this leakage is not taken into account for the computation
of the charge in the source and drain regions where it is
computed entirely using the Thomas–Fermi approximation
in that region. This is a good approximation since it does not
affect the charge within the dot and is too small compared
to the bulk charge in the source and drain regions.

7.5. Conduction Band Profiles

Figure 19c shows the variation of the effective conduction
band edge Ec�r�, including many-body effects, at x = A, B,
C, and D (Fig. 19a) and at y = 0 (center) along the growth
(z) direction for N = 2 electrons in a 4000 Å diameter VQD
structure. Although the overall picture is not at all symmet-
rical with respect to a vertical line drawn at the center of the
well, the central region, as shown in the inset, is perfectly
symmetrical, which explains that simulations on a simpler
domain were qualitatively in good agreement with experi-
mental results [63, 66, 70]. The central InGaAs dot region
(4105 Å ≤ z ≤ 4225 Å) is defined by the 180 meV AlGaAs
double barrier. The lower energy gap of InGaAs (1.448 eV)
compared to the energy gap of GaAs (1.519 eV) results in
the bottom of the well being, 35 meV lower than the source
and drain regions. Therefore, electrons are confined in the
120 Å wide InGaAs region. The portion of curve A on the
right of the barrier shows a steplike behavior which results
in two different pinnings of the conduction band under the
gate and at the exposed surface, respectively.
Figure 19d shows, for the same structure, the variation

of the conduction band edge along the x direction, that is,
perpendicular to the growth direction, along the lines E and
F (in the bulk), G (underneath the gate), H (in the InGaAs
well), and I (in the AlGaAs barrier). None of these curves
is parabolic at all, but, as we will see, the bottom of the
conduction band in the dot region is almost parabolic.
In the analytical potential model, we have already pointed

out the weak potential dependence with respect to radius
of the structure. This is confirmed by our simulations and
is shown in Figure 20a for structures with diameter d =
2000, 5000, and 8000 Å. For 0 ≤ r ≤ 1000 Å, the conduction
band profile of each structure is almost identical so that the
effective size of the dot is practically independent of the size
of the structure.
According to our experience, a variation in the gate shape

or length has an impact only on the threshold voltage Vth
of the structure as shown in Figure 20b. Indeed, in a struc-
ture with a shorter gate, the fringing fields are more impor-
tant than in a structure with a larger gate so that a more
negative bias is required to empty the dot. As predicted by
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(a)

(b)

Figure 19. (a) Schematic diagram of a cylindrical vertical quantum
dot tunneling heterostructure showing the different semiconductor lay-
ers. The quantum dot, represented with the oval, lies in a 12 nm
wide quantum well (In0�05Ga0�95As) surrounded by two potential barri-
ers (Al0�22Ga0�78As) whose thickness are 7.5 nm on the source side and
9 nm on the drain side. (b) Finite element mesh. (c) Conduction band
edges along the z-direction at x = 0 along the lines A, B, C, and D
in (a). (d) Conduction band edges along the x-direction at y = 0 along
the lines E, F , G, H , and I in (a).

the analytical model [Eq. 35], the threshold voltage varies
linearly with the ionized donor concentration in the bulk
N+
D . Figure 20c shows that VG varies almost linearly with

N+
D . It also shows a comparison between the self-consistent

(SC) results, our 3D analytical model, and the 2DHO model.
The slope of the curve predicted by our 3D model is in
remarkable agreement with the SC results and is a clear
improvement over the 2D model. There is, however, a
250 mV difference between the values predicted by the ana-
lytical model and the SC data because the analytical model
does not consider the quasi-neutral region of the structure.
Figure 20d shows the dependence of the confining potential
on the ionized donor concentration. In practice, however,
the range of doping concentration itself depends on the size
of the structure. When device diameter is small, low dop-
ing concentration produces a confining potential that hardly
confines anything. If device diameter is large, a too high
doping concentration would make it impossible to pinch the
dot off.
Figure 21 shows the variation of the conduction band edge

Ec�r� along the x direction, at y = 0 in the QD, for N vary-
ing from 0 to 20; that is, −1�7 V < VG < −0�61 V. It is
seen that when the dot is empty, the conduction band profile
is almost parabolic, but as the gate voltage is varied, thus
increasing the number of electrons in the dot, the bottom
of the conduction band flattens, due to increasing Coulomb
repulsion (Hartree potential) amongst charge carriers. The
inset shows that the minimum of the conduction band edge

(c)

(d)

Figure 19. Continued.

Ec�r� in the dot is not a monotonic function of the num-
ber of electrons N but oscillates as a combined influence of
the attractive ion potential "ION and Vxc, and the repulsion
between electrons "H .

7.6. Electronic Structure
of Vertical Quantum Dots

The first 45 single-particle eigenlevels and the profile of
the wave functions along the radial direction are shown in
Figure 22, for N = 2. The confining potential is drawn on
dashed lines. The corresponding xy (or r@) contour plots
are shown in Figure 23, in agreement with the statements
of Section 6.2. Although the shell structure is maintained,
each shell is split into various subshells. In general, if one
starts numbering shells at n = 0, the nth shell contains n+
1 states. The even numbered shells (n = 2j) split into j
twofold degenerate subshells plus one s state; the odd num-
bered shells (n = 2j + 1) split into j + 1 twofold degenerate
subshells. Figure 23 shows that the levels in the shell number
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Figure 20. (a) Conduction band profiles in the dot calculated from
simulations for R = 1000, 2500, and 4000 Å for VG = Vth. (b) Threshold
voltage Vth as a function of the gate height, (c) as a function of the
ionized donor concentration N+

D in the bulk. (d) Dependence of the
confining potential on N+

D . The simulations were performed on a 2000
Å diameter cylindrical VQD. In (a), N+

D = 1017 cm−3. Reprinted with
permission from [81], P. Matagne et al., Comput. Modeling Eng. Sci. 1,
1 (2000). © 2000, Tech. Science Press.
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Figure 21. Conduction band profile in the x-direction (perpendicular
to the growth direction) at y = 0 and z = 1180 Å, that is, in the quan-
tum well for N equals (a) 0 (VG = −1�7 V), (b) 2 (VG = −1�56 V),
(c) 6 (VG = −1�2 V), (d) 12 (VG = −0�9 V), and 20 (VG = −0�609 V)
electrons. The inset is a zoom of the box drawn in the general view.
Reprinted with permission from [81], P. Matagne et al., Comput. Mod-
eling Eng. Sci. 1, 1 (2000). © 2000, Tech. Science Press.
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Figure 22. First 45 eigenlevels and radial projection of the eigenfunc-
tions in the confining potential (dashed line).

j are obviously characterized by the quantum numbers �n� l�

�0�±j�� �1�±�j − 2��� � � � � �j/2� 0� j even (54)

�0�±j�� �1�±�j − 2��� � � � � ��j − 1�/2�±1� j odd (55)

It must be noticed that, inside a shell, the subshells are
ordered in descending order of �l�.

7.7. Single-Electron Charging

Because the QD is weakly coupled to the source and drain,
electrons are completely localized in the dot. At equilibrium,
and for a given bias, as mentioned in Section 3.2 the inte-
ger number of electrons N minimizes the grand potential of
the system �. In order to determine N , at equilibrium two
approaches may be considered:

• The first method involves the computation of � for
several values of N in order to find its minimum. This
task is readily simplified by considering that the num-
ber of electrons in the dot lies around twice the number
of eigenlevels below the Fermi level. Only a few val-
ues of N are considered. In ��N� = F �N� − N�, the
Helmoltz free energy F �N� now reads

F �N� =
N∑
i=1
�i −

1
2

∫∫ q2

4O/0/r

n�r� n���
�r − �� dr d�

+ExcFn�r�G−
∫
n�r�VxcFn�r�G dr (56)
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Figure 23. Eigenfunction contour plots for the first nine shells.

where Exc and Vxc are the exchange and correlation
energy and potential, respectively. In Eq. (56), the sec-
ond term with the factor 1/2 on the right hand side
avoids double counting in the Coulomb interaction
energy [82] and the third and fourth terms on the right
hand side take exchange and correlation contributions
into proper account [82]. This method is computation-
ally tedious because of the double integral in Eq. (56)
and will be avoided whenever possible.

• The second method relies on the physical significance
on the Kohn–Sham equation eigenvalues [92]

�i =
1ET
1ni

(57)

where ET is the total energy of the dot and ni is the
occupancy of the single-particle level �i. Then, if �i is a
linear function of ni, it is easy to show that [92] (Slater
formula)

ET �N + 1�− ET �N�

=
∫ 1

0
�LUO�n� dn ≈ �LUO�1/2�− EF (58)

where EF is the Fermi energy and �LUO is the lowest
unoccupied orbital eigenvalue. Hence, upon populating
�LUO with 0�5 electron, a stable configuration of N elec-
trons is achieved in the dot if ET �N + 1� > ET �N� [i.e.,

if the integral in Eq. (57) is positive]; otherwise there
are N + 1 electrons. Calculations by Fonseca et al. [93]
have established the validity of this approximation in
self-assembled InAs/GaAs QDs. Here, we will present
a method to test the validity of this approach.

7.8. Computation of the Addition Energy

In this section, we apply Eq. (57) to the particular case
where the single-particle eigenlevels �i are linear functions
of both ni and VG. We then show that the AE has a very
convenient geometrical interpretation.
By definition,

Ea = ��N + 1�− ��N� (59)

��N� = ET �N�− ET �N − 1� (60)

where Ea is the AE, ET is the total energy, and � ≡ EF is
the chemical potential. Thus, using (58), (59), and (60), we
get

Ea=��N+1�−��N� (61)

=�ET �N+1�−ET �N��+�ET �N�−ET �N−1�� (62)

=�NLUO�1/2�−�N−1
LUO�1/2� (63)

Therefore (see Fig. 24),

Ea =
(
VN+1
G − VN

G

)
tg�B� (64)

if we assume that for N electrons, �LUO = �i+1, and for N −
1 electrons, �LUO = �i. Here, the upper script of � gives
the total number of electrons in the system and the number
between brackets gives the occupancy of a single-particle
level.
Let us now assume that �i is linear function of both ni

and VG,

�i�ni� VG� = ani + bVG + c (65)

Obviously from Slater’s formula, we must have

�Ni �ni� VG� = ani + b�VG − VN+1
G �− a/2 (66)
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Figure 24. Schematic of the energy spectrum in the gate voltage
interval corresponding to successive charging of two electrons. Single-
particle energies �i�ni� are represented with the level index (i) and its
electron occupation ni. EF and Ea are the Fermi level and the AE,
respectively. @ is the slope of the variation of the eigenlevel as a func-
tion of the gate voltage. Side: variation of the eigenlevels �i�ni� as a
function of their occupation number ni .
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Thus,

�Ni �ni� V
N+1
G � = ani − a/2 (67)

and ∫ 1

0
�Ni dni =

∫ 1

0
�ani − a/2�dni =

[
an2i
2

− ani
2

]1
0

= 0 = �Ni �1/2� V
i+1
G � (68)

which confirms Slater’s rule. Moreover, using Eq. (67),

�Ni �1� V
i+1
G � = a/2 �Ni �0� V

i+1
G � = −a/2 (69)

as illustrated on Figure 24. It is therefore possible to test
the validity of Slater’s formula in particular by doing a sim-
ulation at VG = V i+1

G and populating �i with 0, 1/2, and 1
electron and checking if the shift of �i is symmetric with
respect to EF .

7.9. Electron Densities in Vertical
Quantum Dots

Figure 25 shows the evolution of the electron density n�r�
in the xy plane as N increases from 2 to 30. Each subplot
corresponds to a filled 2D shell. Each density profile can be
understood from Figure 23 which shows the contour plots
of the eigenfunctions where the electron density is equal to
the summation of the square of the wavefunctions over the
occupied states. Hence, for two electrons in the dot, that
is, one electron of each spin on the s state (Fig. 25a), the
electron density has one lobe and a maximum at the center,
which is in agreement with the first wavefunction of Figure
23. When the p-orbitals are filled (i.e., N = 6), the max-
imum has moved on a ring around the center (Fig. 25b)
since the two p states have a node at the center and two
maxima 250 Å away from it (second and third wavefunction
in Fig. 23). When the third shell is completely filled (i.e.,
N = 12), the maximum of n�r� moves back to the center,
but the crown is still present, although further away from the

Figure 25. Electron density profile in the xy plane for (a) 2, (b) 6, (c)
12, and (d) 20 electrons in the dot. Adapted with permission from [81],
P. Matagne et al., Comput. Modeling Eng. Sci. 1, 1 (2000). © 2000, Tech.
Science Press.

center (Fig. 25c). This is consistent with the third, fourth,
and fifth wavefunctions in Figure 23: the fifth wavefunction
shows a maximum at the center while the third and fourth
ones have their maximum 280 Å away from it. When the
fourth shell is filled (i.e. N = 20), the maximum of the elec-
tron density moves back again at the periphery (Fig. 25d)
since all wavefunctions of this shell have their maximum at
the periphery.
Figure 26 shows the electron concentration, n�r�, in the

xz plane at y = 0, for N = 20. The effect of the different
types of confinements is evident in the figure: Along the z-
direction, the electrons in the dot are squeezed into a thin
layer whereas in the x-direction, the concentration profile is
more spread out and exhibits four lobes, which result from
the contributions of the occupied excited states The only
lobe along the z-direction indicates that only the ground
z-state (i.e., nz = 0) is occupied, if we label the states as
�nx� ny� nz� where nx, ny , and nz are the number of nodes
in the x, y, and z directions respectively.

7.10. Shell Charging Analysis

Figure 27 shows the single-particle eigenspectrum for the
first 10 orbitals in the CVQD as a function of the gate
voltage VG as obtained from the 3D computational model.
Because of their spatial symmetry and spin degeneracy, the
orbitals are grouped into four sets of levels which when
occupied by electrons will form the first four shells. The
upper horizontal scale indicates the number of electrons in
the QD on a particular range of VG. On the vertical axis, the
Fermi level is taken as the reference at zero. Below VG =
−0�62 V, all levels are empty and decrease monotonically
with VG as the potential energy is lowered.
The variation of all eigenlevels �i is piecewise linear with

respect to VG. At each transition from N to N + 1 elec-
trons, each curve �i�VG� is discontinuous with an upward
shift. This is a manifestation of the Coulomb blockade effect:
when a new electron enters the dot, it induces an upward
shift of the whole spectrum because of the sudden increase
of the total electrostatic energy in the dot due to Coulomb
interaction. Here, the first electron entering the dot occurs
for VG = −0�62 V. It must be noticed that the higher the
shell being populated, the smaller the shifts, that is, the
smaller the charge increment. Unlike in orthodox Coulomb
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Figure 26. Electron concentration in the xz plane (growth direction)
at y = 0 for 20 electrons in the dot. Reprinted with permission from
[81], P. Matagne et al., Comput. Modeling Eng. Sci. 1, 1 (2000). © 2000,
Tech. Science Press.
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Figure 27. Energy spectrum of the first four sets of eigenlevels (solid
curves: spin up, dotted curves: spin down) as a function of the gate
voltage VG (bottom horizontal axis) and number of electrons N (top
horizontal axis). EF is the Fermi level.

blockade experiments [6], 
VG, the voltage increment for
adding an electron in the dot, takes very unequal values,
irregularly distributed over the range of VG, because of
the influence of the quantization and quantum many-body
effects during the charging of the dot. 
VG is large for N =
2� 6, and 12 (i.e., after the complete filling of each shell)
because, in addition to the energy required to overcome the
electrostatic repulsion of the electrons already present in
the dot, an energy contribution is needed to lower the next
orbital below the Fermi level for admitting the next electron.
We note that in the interval between the addition of two

electrons, �i�VG� decreases monotonically with VG because
the overall potential energy of the system decreases as the
gate voltage is made more positive. This behavior is differ-
ent from the results of Nagaraja et al. [80] whose model
did not account for individual spin states. In that case, the
single-particle eigenvalues were tangential to the Fermi level
during the charging of the whole orbital.
During the charging process over the whole gate voltage

range (−0�62 V < VG < −0�082 V), the four sets of levels
(shells) remain well separated, which indicates that the shell
structure is preserved. However, as predicted by the analyti-
cal model (Section 6), the degeneracy of levels belonging to
the same shell, even when nonoccupied (i.e., second, third,
fourth sets of levels for −0�522 V < VG < −0�447 V), is
partially lifted.
Another interesting feature appears by considering the

overall energy variation of the different shells during a single
shell charging. For instance, for −0�39 V < VG < −0�285 V
(i.e., during the third shell charging), the average energy of
the two lower full shells is higher at the end of the charging
process than at the beginning. This is easily seen by draw-
ing a line joining the middle of each discontinuity segment.
For the two lower shells, the slope is positive, which indi-
cates an overall energy repulsion among these shells. For
the third filling shell, the slope is slightly negative, which
means that the attractive energy of the gate field is just suf-
ficient to overcome the electron repulsion energy. Finally,
for the upper empty shell, the slope is negative because, free

of electron repulsion, the eigenstates only experience the
attractive effect of the gate.
We also notice the decrease of the intershell energy sepa-

ration as VG increases, as observed experimentally [11]. This
effect is generally interpreted as due to the Coulomb inter-
action between high energy electrons with extended wave-
functions which weakens the confining potential. However,
our analytical model reveals that, in CVQDs, there is in
addition a pure 3D geometrical effect that enhances the level
collapse when VG increases even if the dot is empty. Indeed,
from Eq. (34), the quadratic term I in the potential depends
on the depletion region extension z�. As z� decreases when
VG is made more positive, so does I (Fig. 16). Therefore, as
VG is swept, we expect the oscillator frequency to decrease
and, thereby, the shell separation. This effect is at the origin
of the renormalization of the harmonic oscillator frequency
by the fourth root of the electron density; that is, 9 ∝ 1/n1/4,
in models based on pure 2D parabolic confining potential
[66, 75]. This n−1/4 renormalization was justified to keep the
electron concentration constant during charging of the dot,
which is readily obtained in our simulations.
Addition energy measurements are the clearest way to

evidence the shell structure in CVQDs. Figure 28 shows the
variation of the addition energy with respect to the num-
ber of electrons N , as measured in Tarucha’s experiment
(dashed) and as computed in our simulations for three dif-
ferent confining potentials 91 > 92 > 93 that correspond to
50, 30, and 20 meV conduction band offset 
Ec between
GaAs and InGaAs, respectively. The band offset variation
is not unreasonable due to the fact that the GaAs conduc-
tion band edge with a doping density of 1017/cm3 is simply
not well defined and this can result in an impurity fluctua-
tion at the well edge (z = zi). Figure 28 shows a very pro-
nounced peak for N = 2� 6, and 12 reminiscent of the shell
structure in the experimental curve as well as in the simu-
lation curves for 9 = 91 and 92. For 9 = 93, the confining
potential is so weak that the shell structure begins to van-
ish. In this case, charging the second shell (N = 2) requires
less energy than overcoming the repulsive energy generated
by the first electron (N = 1) so that Ea�1� < Ea�2�. In
the experimental curve, there are also secondary peaks for
N = 4, 9, and 16. These peaks are interpreted as the man-
ifestation of Hund’s rule with parallel spin alignment for a
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Figure 28. Comparison between computed addition energy spectra
(solid) for three different confining potentials 91 > 92 > 93 and the
experimental spectrum [11] (dashed) as a function of the number of
electrons. Notice that, by definition, Ea�N� = EF �N + 1�− EF �N�, so
that a value for N = j in this figure refers to the energy needed to add
the �j + 1�th electron in the dot.
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half-filled shell [9, 11, 34, 35]. In the simulation curve, we
clearly obtain the peaks at N = 4 and N = 16, but not the
peak at N = 9, and we have other secondary peaks at N = 8,
10, 14, and 18.

7.11. Spin Sequence in Vertical
Quantum Dot Charging

If Hund’s rule governs the filling of the second shell, then,
necessarily, the addition energy spectrum will exhibit a peak
at N = 4 surrounded by two minima at N = 3 and N = 5, as
described in Section 5.2. Hence, the third and fourth elec-
trons, with parallel spins (↑), access the empty �0�±1�↑�
orbitals, maximize the exchange interaction, and induce a
minimum for N = 3. For N = 4, the fifth electron, occupy-
ing the �0� 1�↓� state, is the only ↓-electron in the second
shell, with no additional exchange; that is, Ea�4� > Ea�3�.
For N = 5, the sixth electron in the �0�−1�↓� state induces
exchange between the sixth and the fifth electron, which low-
ers Ea�5� < Ea�4�, leading to a peak for N = 4.
The idea that the peak at N = 9 is the manifestation of

Hund’s rule originates from the 2D circular oscillator model
where the three states of the third shell are degenerate.
In this case, the filling sequence would be

LS = 21/2 → 21 → 03/2 → 21 → 21/2 → 00 (70)

where L�S� is the total angular momentum (total spin),
and leads to the configuration 1s2 2p4 3d2 3s1, by adopt-
ing a terminology similar to atomic physics for represent-
ing the electronic orbitals. Here, the �1� 0�↑ �↓�� (s-like)
state is occupied before the �0�±2�↑ �↓�� (d-like) states
to maximize the total orbital angular momentum. Conse-
quently, the addition energies for N = 7 and 8 are low, since
the exchange interaction is maximized. In addition, �1� 0�↑�
and �0�±2�↑� overlap weakly, which reduces the (repulsive)
Hartree energy EH . For N = 9, the same argument as for
N = 4 applies; that is, the tenth electron is the first ↓-
electron of the third shell (no exchange-correlation) that sits
on an already occupied orbital (large Hartree), producing a
peak for N = 9. However, it was demonstrated earlier (Sec-
tion 6.2) that the accidental degeneracy between the �1� 22
and �32 is lifted in CVQDs so that the actual configuration
depends on the antagonistic action of the exchange energy
and the �1� 0�-�0�±2� level separation ES.
If Ex is the exchange energy between two spin-parallel

electrons, one in the �1� 0� state and one in a �0�±2� state,
that, for the present structure, is effectively 0.3–0.4 meV for
N = 8 [94], three situations, shown sequentially in Figure
29, are predicted at 0T depending on the value of ES:

1. ES ≤ 0�2 meV (ES � Ex) for which 3D effects and
Coulomb repulsion interactions practically cancel each
other. Then, the three levels of the third shell are prac-
tically degenerate, and Ea�N� initially shows a peak at
N = 9 and a clear dip at N = 7. The state occupa-
tion sequence going from N = 7 to 12 is LS = 21/2 ⇒
21 ⇒ 03/2 ⇒ 21 ⇒ 21/2 ⇒ 00. The second electron in
the third shell with parallel spin prefers to sit on the
�1� 0� state rather than on the available �0�−2� state
because of the weaker Coulomb repulsion (top inset

of Fig. 29a). However, this sequence is quickly bro-
ken as soon as the accidental degeneracy between the
�1� 0� and �0�±2� states is slightly lifted, to be replaced
by the new sequence LS = 21/2 ⇒ 01 ⇒ 03/2 ⇒ 21 ⇒
01/2 ⇒ 00 where the weaker Coulomb (Hartree) inter-
action between two electrons in the l = 0 and l = 2
states cannot compensate for the level splitting (bot-
tom inset of Fig. 29a). Nonetheless, the spectral shape,
like in Figure 29a for ES = 0�11 meV, may change very
little. Hence, negative nonharmonicity arising from 3D
effects is critical to offset the influence of Coulomb
interactions for achieving this configuration.

2. 0.2 meV < ES < 0�6 meV (ES ∼ Ex) for which the
sequence (inset of Fig. 29b is the same as the final
sequence in a) with Hund’s first rule is still being ful-
filled (S = 3/2 for N = 9). However, placing the third
electron in the third shell on the �1� 0� state that is
now much higher than the two �0�±2� states requires
the non-negligible energy ES, and this can noticeably
increase Ea�8� (see Fig. 29b for ES�7� = 0�35 meV).
The fourth electron in the third shell with antiparallel
spin, deprived from gain in energy due to the exchange
interaction, still falls on one of the two �0�±2� states,
and so Ea�9� can be reduced. Still with a clear dip at
N = 7, Ea�N� may show a peak at N = 8, and not
N = 9, with a magnitude depending on the difference
between ES and Ex.

3. ES > 0�6 meV (ES > Ex), for which the third shell
splits into two distinct subshells of four and two elec-
trons. One then expects a peak at N = 8 for maximum
spin alignment (S = 1) within the lower subshell, a
situation similar to that for the second shell peak at
N = 4 (i.e., Hund’s first rule). There is also a peak at
N = 10 because of the presence of the non-negligible
gap between the two subshells. Ea�N� for ES�7� =
0�65 meV, and the new filling sequences are shown in
Figure 29c.
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Figure 29. Addition energy spectra computed by 3D DFT versus N ,
for three ranges (a), (b), and (c) of nonparabolic potential energy, ES.
Insets schematically show the filling sequences for the third shell. Bold
dotted-dash trace in (a) gives Ea�N� for a 0�54 �m device discussed
in detail in the text. Reprinted with permission from [71], P. Matagne
et al., Phys. Rev. B 65 (2002). © 2002, American Institute of Physics.
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7.12. Magnetic Field Analysis

In order to determine the spin filling sequence within a
shell, a magnetic field parallel to the current flow is applied.
Level splitting is observed according to the Darwin–Fock
model [95],

En� l = �2n+ �l� + 1��
(
1
4
92
c + 92

0

)1/2

− 1
2
l�9c (71)

where �9c is the cyclotron energy. Theoretical calculations
and experimental results are shown in Figure 30a and b
respectively. Theoretical calculations predict that levels with
positive l shift downward and levels with negative l shift
upward. Figure 30b shows the variation of the current oscil-
lations as a function of N for B varying from 0 to 8T .
Assuming a mapping between Figure 30a and b, the elec-
trons must therefore undergo transitions in their quantum
numbers. For example, at 0�4T , the fourth electron goes
from �0�−1� to �0� 1� and the fifth electron goes from �0� 1�
to �0�−1�. This suggests that at B < 0�4T , shell filling can be
predicted by Hund’s rule: up to half shell filling, all electrons
have parallel spins; more electrons can only be added with
antiparallel spins. At B > 0�4T , Hund’s rule breaks down
because the splitting between levels originally degenerate at
B = 0T becomes larger than exchange between electrons of
parallel spin.
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Figure 30. Single-particle energy levels as a function of the mag-
netic field (a) theoretical (Darwin–Fock model), (b) experimental data.
Reprinted with permission from [35], L. P. Kouwenhoven et al., Science
278, 1788 (1997). © 1997, American Assoc. Adv. Sci.

Figure 31 shows experimental 0T third shell spectra for
four VQDs. Applying an arbitrarily small bias (<100 �V)
between the source and drain, Vd, the spacings between the
Coulomb oscillation peaks on sweeping Vg are measured to
an accuracy of better than 2%, which reflect directly Ea�N�
[71]. For easy comparison, we actually show the peak spac-
ings normalized by the peak spacing for N = 6, that is,
Ea�N�/Ea�6�. We start our analysis with the topmost trace
in Figure 31. The AE spectrum of this 0.5 �m device is
shown in full in Figure 31b of ref. [11], and principal peaks
at N = 2� 6� 12, and 20 are clear. The secondary peak at
N = 9 has been widely interpreted as due to Hund’s first rule
(S = 3/2), apparently indicating that the three single-particle
levels of the third shell are quasi-degenerate as depicted in
Figure 31a. We cast doubt on whether this simple interpre-
tation is so clear-cut. First, the weak magnetic (B−) field
dependence close to 0T of the 7th to the 12th Coulomb
oscillation peaks appears to show just regular pairing (Fig. 2
of ref. [11]), surprisingly implying the sequence LS = 21/2 ⇒
40 ⇒ 21/2 ⇒ 00 ⇒ 01/2 ⇒ 00.
Second, Ea�7� is larger than expected when we look at

Figure 31a. Both observations bare the hallmark of the pres-
ence of small (possibly but not exclusively elliptic) deviations
from the circular shape of the fabricated VQD (e.g., due
to potential fluctuations arising from long range Coulomb
interactions of ionized donors in the doped GaAs), which
can lift the degeneracy of all third shell 3s and 3d states.
Because the secondary peak in Ea�N� at N = 4 can be
demonstrated to be due to Hund’s first rule (S = 1) [11], the
deviation from the circular symmetry (T) is of the order of
10% [66]. Nonetheless, the half-shell peak at Ea�9� does not
always guarantee maximum spin alignment (S = 3/2). Trace
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Figure 31. Left panel: Experimental 0T third shell Ea�N�/Ea�6� spec-
tra for four VQDs. Traces are shifted vertically for clarity. Right panel:
Grey scale plot shows the weak B-field dependence of the seven- and
eight-electron ground and first few excited states of the 0.54 �m device
whose Ea�N� spectrum is shown as the bold trace in Figure 29a.
Reprinted with permission from [71], P. Matagne et al., Phys. Rev. B 65
(2002). © 2002, American Institute of Physics.
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(a) in Figure 31 is crucial. Ea�N� for this 0.54 �m device
is shown in Figure 31a (bold trace). Principal peaks at N =
2� 6� 12, and 20 are clear, and the general shape is in good
agreement with the theoretical trace. The secondary peak
here at N = 9 can be demonstrated to be due to Hund’s
first rule (S = 3/2 at N = 9). We make this interpretation
because: (i) the weak B-field dependence close to 0T of the
7th to the 12th peaks reveals clear deviations from regular
pairing (Figure 2 of [94]), and (ii) there is a clear dip in
Ea�N� at N = 7. In Figure 31, we also show dId/dVg in the
Vg–B plane for a weak B-field applied parallel to the cur-
rent (Id) for the same mesa showing the 7th and 8th current
stripes (Vd 
 1 mV) so the width of each stripe is equivalent
to an energy 
 1 meV. Positive (negative) dId/dVg is black
(white). The lower (upper) edge of the each stripe is black
(white). Features within these stripes provide information
about the ground state (G.S.) and first few excited states
(E.S.) [35] of the 7 and 8 electron systems. For each stripe,
the G.S. (E.S.) is marked with a thick (thin) white line at
(above) the lower edge. From the B = 0T dependence, we
can identify the quantum numbers, LS , of these many-body
states. For N = 7, the G.S. (first E.S.) corresponds to the
1st third shell electron entering a 3d (3s) state at 0T . For a
small B-field, the LS = 21/2 G.S. splits because the �n� l� =
�0�±2� states split. We do not claim that the dot inside
this mesa is perfectly circular. Nevertheless, it is sufficiently
circular that within our measurement resolution these two
states appear degenerate at 0T (T ∼ 0%). From the separa-
tion, E∗

S, between the 2
1/2 G.S. and 01/2 E.S., an estimate for

the effective value at N = 7 of the subthird shell splitting at
0T yields ES�7� ∼ 0�26 meV [94]. For N = 8, the 2nd third
shell electron initially enters the �0�−2� state so the 0T G.S.
is LS = 01, a spin-triplet consistent with Hund’s first rule
[11, 94]. This electron can only go into the �1� 0� state if ES
is much smaller than that deduced. The 40 singlet E.S. splits
for a small B-field, again because the �0�±2� states split. At
about 0�2T , there is a triplet–singlet (T–S) transition in the
N = 8 G.S. Based on Figure 29, for this near-ideal artificial
atom, the filling sequence for the six electrons to enter the
third shell is LS = 21/2 ⇒ 01 ⇒ 03/2 ⇒ 21 ⇒ 01/2 ⇒ 00.
With principal peaks at N = 2� 6, and 12, experimental

trace (b) (d = 0�5 �m) of Figure 31 most resembles the
situation of Figure 29b. This trace has a prominent peak at
N = 8 and a clear dip at N = 7 (T ∼ 0–10%). The key point
here is that this spectrum also bares the signature of three
parallel spin filling up to N = 9, and this is not in violation
of Hund’s first rule.
Lastly, experimental trace (c) (d = 0�54 �m) of Figure 31

reflects the situation depicted in Figure 29c. Ea�N� again
reveals principal peaks for N = 2� 6, and 12. The peak at
N = 10 is clear, but there must be a non-negligible split-
ting of the �0�±2� states. This splitting reduces the effect
of exchange between two parallel spin electrons, increasing
Ea�7� and reducing Ea�8�. The B = 0T dependence of sec-
ond and third shell Coulomb oscillation peaks reveals barely
noticeable deviations from regular pairing. The dot is there-
fore probably deformed to an extent that puts T just below
that required to induce the N = 4 T–S transition, namely
∼20% [66].
The different ways electrons fill shells depend sensitively

on the 3D nature of the VQD confinement, including small

deviations from perfect parabolicity and circular symmetry,
and the resulting complex Coulomb interactions between
electrons. We have focused on the third shell, for which
a clear dip at N = 7 followed by a peak at N = 8 or 9
is the signature of maximum spin alignment at half-shell,
but without loss of generality we have shown that: (i) maxi-
mal spin alignment does not guarantee a peak at half-shell
filling (conversely a half-shell peak does not always mean
maximum spin alignment), and (ii) a particular spin filling
sequence does not result in a unique addition energy spec-
trum. Finally, the model discussed here is very relevant for
the general subject of electrostatics in any confined interact-
ing electron system. The third shell of an artificial atom is a
particularly good test for this realistic approach.
It is now possible to suggest an interpretation for the

peak at N = 16 in the fourth shell. Since the accidental
degeneracy between the ;1� 2

3 and ;3� 4
3 states is lifted in the

CVQDs (see Section 6.2)—here, the spacing between the
two subshells is about 1.5 meV—the filling sequence pre-
dicting the four spin alignment up to N = 16, as shown
in Figure 32a, seems unlikely. As for N = 10, the peak at
N = 16 results from the excess energy needed to access the
second subshell in the fourth shell as shown in Figure 32b
which also depicts the ordering sequence obtained in our
density functional theory-based simulations and for which
the addition energy spectrum shows a jagged curve with
alternative peaks and minima for even and odd numbers
of electrons, respectively (Fig. 28). In this sequence, the
secondary peaks at N = 14 and N = 18 result from the
fulfillment of Hund’s rule with two parallel spins at midoc-
cupation within each subshell. In order to explain the exper-
imental spectrum with a single peak at N = 16, we again
consider the complete lifting of degeneracy caused by exter-
nal static perturbations as illustrated in Figure 32c. The min-
ima at N = 14 and N = 18 are then due to the filling of
two empty states �0�−3� and �1�−2�. The intermediate val-
ues at N = 13� 15, and 19 result from the Coulomb repul-
sion due to the filling of the already occupied states �0� 3�,
�0�−3�, and �1�−2�, respectively. The maximum at N = 16,
in this scenario, is also due to the energy increment needed
to access the second subshell, made of the �1� 2� and �1�−2�
orbitals.

8. ASYMMETRICAL SINGLE
QUANTUM DOTS

The confining potential of a QD can be altered either struc-
turally, by etching mesas of various shapes, or electrostati-
cally, by patterning several independent gates on a square
VQD and applying different voltages at the gates.

8.1. Rectangular Quantum Dots

Experiments performed on rectangular structures lead to the
conclusion that the shell structure that would be observed
from addition energy measurements in a square or cylindri-
cal VQD is disrupted [9].
For this reason, we consider a rectangular vertical QD

shown in Figure 33. The material sequence is identical to the
cylindrical structure investigated in the previous chapter with
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Figure 32. Schematic possible sequences for the filling of the fourth
shell. (a) In a 2D circular oscillator with four degenerate levels and four
spin alignment. (b) Separation between �0�±3� and �1�±2� leading to
the formation of two twofold degenerate subshells. (c) Total lifting of
degeneracy leading to the usual pairing sequence ↑ ↓.

the vertical confinement realized in the InGaAs well. In-
plane confinement is achieved by applying a negative bias on
a Schottky gate wrapped around the rectangular pillar, as in
the cylindrical structure. The aspect ratio � of the rectangle
is S = W/D = 1�4 (W ·D = 7000 Å · 5000 Å).

Figure 33. Scanning electron micrograph of a rectangular VQD.
Reprinted with permission from [66], D. G. Austing et al., Phys. Rev. B
60, 11514 (1999). © 1999, American Institute of Physics.

Using a simple model of an anisotropic harmonic oscilla-
tor whose eigenstate reads

�nxy = �9x

(
nx +

1
2

)
+ �9y

(
ny +

1
2

)
nx� ny = 0� 1� � � �

(72)

since 9x �= 9y , there is no reason to expect systematic degen-
eracies due to spatial symmetry as was the case for the
cylindrical structure. Depending on the aspect ratio, only
accidental degeneracies may arise.
In Figure 34, we observe level crossings when charging

the dot. Level crossings are pointed by arrows and labeled
A, B, C, D, and E. For example, at the transition N = 2 −→
3 electrons, the third and fourth eigenlevels switch, as well
as the seventh and eighth eigenlevels. In order to be able
to identify the eigenlevels, we need to look at the eigen-
functions. As seen in Figure 35, nx, the quantum number
associated with the larger dimension, changes faster than ny ,
the quantum number associated with the smaller dimension.
This implies that the aspect ratio of the dot increases with
the number of electrons, as the gate is made more positive.
This is confirmed by Figure 36 which shows equipotential
in the xy plane for N = 0� 5, and 10 electrons at VG =
−1�887, −1�726, and −1�579 V, respectively. At the center
of Figure 36b and c, we can even see how the equipotentials
are influenced by the eigenfunctions. The fact that the eigen-
level sequence depends on the number of electrons can be
explained easily. For N = 0 already, due to the aspect ratio
of the QD, the quantum number nx changes faster than ny
so that the electrons occupy orbitals that extend more in the
x-direction than in the y-direction (Fig. 35a).
However, level crossings are observed even if the dot is

empty, by solely varying the gate voltage, which is unexpected.
Besides, one would expect that high order wavefunctions
would be more sensitive to the outer equipotentials that fol-
low more closely the rectangular shape of the device, and
consequently have a smaller aspect ratio than inner equipo-
tentials whose shapes are more elliptic. The alteration of
the eigenlevel sequence is actually the combination of the
many-body effect described above and a three-dimensional
effect that can be understood by looking at Figure 37 that
shows equipotentials in xz and yz planes, for VG = −1�887
V and VG = −1�579 V, N = 0 in both cases. The changes in
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Figure 35. Eigenvector (↑) contour plots for a rectangular VQD as N
varies from 0 to 8, showing the alteration of the eigenlevel sequence
due to the electrostatic deformation of the confining potential.

the potential profile outside the dot are carried over inside
the dot. This effect can also be explained by Eq. (34): the
depletion in the bulk influences the curvature of the poten-
tial in the dot. Here, however, since the field is stronger in
one direction, the rate of change is different along x than
along y, which enhances the effect.
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Figure 36. Potential contour plots in the xy plane for N = 0, 5, and
10, respectively, showing that the QD aspect ratio increases with N .
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Figure 37. xz potential contour plot for N = 0 at VG = −1�887 V and
VG = −1�578 V showing that, in addition to the many-body effect, there
is a geometrical effect that modifies the potential curvature of the dot.

Figure 38 shows the comparison between the addition
energy spectra of a cylindrical QD and a rectangular QD. By
comparing Figure 38 to Figure 34, the differences between
the two spectra are easily explained. The peak at N = 2 is
considerably reduced, because, in the rectangular QD with
L = 7000 Å, the second shell is closer to the first shell than
for the 5000 Å diameter cylindrical QD. Hence, the con-
firmation of Hund’s rule fulfillment is rather a matter of
how deep the minima are rather than how high the peaks
are in the addition energy spectrum as seen for N = 3. The
rectangular QD has a second shell with only one spatially
nondegenerate level whose filling involves no exchange. The
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Figure 38. Addition energy spectrum comparison between the cylin-
drical (+) and the rectangular (∗) QD.
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addition energy for N = 3 is therefore much larger for
the rectangular QD than for the cylindrical QD. The peaks
exhibited by both structures for N = 4 have two completely
different origins. For the rectangular QD, the increase in
addition energy stands for the access of a new shell while
for the cylindrical QD, it is due to the maximization of the
Hartree contribution and minimization of exchange when a
shell is half filled plus one electron. For N = 7, there is a
minimum in the rectangular QD addition energy spectrum
because the third shell is half filled and the exchange is max-
imized, then an increase for N = 8 to reach the fourth shell,
etc � � � . The main consequence of the modification of the
eigenlevel sequence is that electrons might undergo level
transition. Although it is not observed here—the crossings
occur at empty level—it will certainly do at a later stage.
Austing et al. studied experimentally and theoretically the

charging of rectangular QDs with aspect ratios (�) varying
from 1 to 3.2 [66]. A similar theoretical study has also been
performed by Lee et al. [96], for 1 ≤ � ≤ 2. Both works
assume an a priori, lateral CP given by Vext = 1

29
2��x2 +

y2

�
� and show that, for ellipticity factor � > 1�2, the shell

structure is almost completely destroyed and the total spin
sequence is strongly altered. Unsurprisingly, all that was
described so far is confirmed by our simulations. But, in
addition, we found that the eigenlevel sequence changes
when the dot is filled with electrons and the gate is made
more positive.
Finally, Figure 39 shows a two-electron configuration for

� = 3 and 5, respectively. In the first case, the attractive
confining potential still dominates the electrostatic repul-
sion and the electrons are in the center of the dot. In
the second case, we have the opposite situation where the
electron–electron repulsion dominates and the electrons are
now clearly localized on each side of the dot.

8.2. Electrostatically Deformable
Quantum Dots

Since ideal features are very sensitive to the electrostatic
potential confining the electrons [66, 71, 96], Tarucha and
co-workers investigated a square VQD with four indepen-
dent gates [32, 67, 97] that causes deformation of the lateral
potential by acting differently on each gate. The interest in
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Figure 39. Electron density contour plot for two rectangular QDs with
two electrons. Top: Highly confined QD (aspect ratio = 3) with elec-
tron delocalized in the QD. Bottom: Weakly confined rectangular QD
(aspect ratio = 5) with electrons localized at each side of the dot.

this study was to analyze the influence of the spatial distor-
tion of the lateral confinement on the atomiclike properties
of the VQD. Evidence of the deformation of the confining
potential (CP) was deduced from measurements of the
source-drain current peak spacing, which arises from single-
electron tunneling between Coulomb blockade regimes, as a
function of the gate voltages. In particular, it was found that
the peak spacings were more separated when fewer gates
were operated, evidencing different CPs for different gate
voltage sequences.
Figure 40 shows a schematic view of a 4GVQD with 0.8 �

side length similar to the device investigated by Tarucha
et al. [32]. The material sequence of this QD is the same
as for the cylindrical QD. The top view (Fig. 40) reveals
the four independent Schottky gates A�B�C�D with corre-
sponding voltages VA, VB, VC , and VD.
Figure 41 shows the source-drain current peak spacing

as a function of the gate voltage VG and the number of
electrons, N , inside the dot for two different gate voltage
sequences. Each peak, schematically represented by a ver-
tical arrow, corresponds to an additional electron in the
dot. The arrow orientation indicates the spin polarity. The
peak height is arbitrary since our model does not compute
the transport properties. For each sequence, the total spin
S as a function of N in the dot is shown on the inset. In
Figure 41a, the VQD is pinched off with the four gates at
VG = −2�98 V. Then, the four gates are interconnected and
swept continuously from −2�98 to −2�73 V to charge 13
electrons in the dot (symmetric charging). If 
V i

G denotes
the incremental gate voltage required to add the ith electron
in the dot, the large gaps 
V 3

G, 
V
7
G, and 
V

13
G reflect the

shell structure of the orbitals proper to the quasi-parabolic
confining potential of a symmetrical structure [11, 70, 81].
For N = 4 and 9, S = 1 and 3/2, respectively; that is, the
dot is fully polarized at half occupied shells because these
configurations are more favorable with electrons of paral-
lel spins (exchange energy is maximized) and orthogonal
orbitals (Hartree energy is minimized) [71]. In Figure 41b,
the two opposite gates A and B are kept at constant voltage
VA = VB = −2�73 V and VC and VD are swept backward
until the dot is empty again at VG = −3�24 V (asymmet-
ric charging). We first notice that the gate voltage swing
with two acting gates is almost exactly twice the gate volt-
age swing for four acting gates, reflecting the fact that the
strength of four gates is twice that of two gates, which con-
firms the experiments [67]. This effect can also be noticed
by observing that the separation between individual peaks

VC

VA

VD

VBx

y

Figure 40. Top view of the VQD showing the four independant gates
with applied voltages VA, VB , VC , and VD . Reprinted with permission
from [113], P. Matagne and J.-P. Leburton, Phys. Rev. B 65, 1553 (2002).
© 2002, American Institute of Physics.
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Figure 41. Source-drain current peak spacing as a function of the gate
voltage VG and the number of electrons N (a) when the four gates
are swept uniformly, (b) when only VC and VD are swept while VA
and VB are held at VG = −2�73 V. Inset: total spin S of the QD as a
function of N . Reprinted with permission from [113], P. Matagne and
J.-P. Leburton, Phys. Rev. B 65, 1553 (2002). © 2002, American Institute
of Physics.

is larger when only two gates are swept. In this respect, it
is interesting to compare 
V j

G and 
V k
G, where the j − 1th

and jth electrons belong to the same shell, whereas the k−
1th and kth belong to different shells. In Figure 41a and
b, 
V k

G > 
V
j
G (i.e., the shell structure is preserved even

in the asymmetric charging). However, the ratio 
V k
G/
V

j
G

is smaller in the asymmetric configuration which indicates
that the shell structure is weaker when the CP loses sym-
metry. As seen in the inset of Figure 41b, the total spin of
the dot reveals orbitals filling successively with electrons of
antiparallel spins. Indeed, due to the CP deformation, the
degeneracies inside a shell are gradually lifted and, at some
point, sequential state filling with antiparallel spin electrons
becomes more favorable because exchange between elec-
trons does not compensate any more for the degeneracy
lifting between occupied levels.
Figure 42 shows the equipotential contours in the x–y

plane of the dot, for N = 12 at VG = −2�73 V (Fig. 42a),
when the dot is still uniformly biased, and for N = 0 and
VC = VD = −3�25 V (Fig. 42b), after the asymmetric bias
has been applied. In both cases, the very dense equipoten-
tials on the four sides of the plots denote the proximity of
the gates. In Figure 42a, the contours are circular at the cen-
ter and become square at the periphery while in Figure 42b,
they become slightly elliptic in the center, which reflects the
fact that the electric field is now stronger in the x-direction
than in the y-direction. The deformation is weak though, as
shown in Figure 42c where the equipotential is drawn at the
Fermi level before (solid line, N = 12) and after deforma-
tion (dashed line, N = 0). The area spanned by the Fermi
contours reflects the effective size of the QD. Since the solid
(dashed) contour corresponds to N = 12 (N = 0), it simply

Figure 42. x–y potential contour plots (a) for N = 12 and VA = VB =
VC = VD = −2�8 V, (b) for N = 0, VA = VB = −2�73 V, and VC = VD =
−3�24 V; (c) potential contour at " = EF /q for N = 12 (solid line) and
N = 0 (dashed line). Reprinted with permission from [113], P. Matagne
and J.-P. Leburton, Phys. Rev. B 65, 1553 (2002). © 2002, American
Institute of Physics.

shows that the QD expands while filled with electrons. It is
also worth noticing that, at T = 0 K, the electronic prop-
erties are mainly determined by the confining potential at
the Fermi level, which explains why large square and cir-
cular QDs have almost identical electronic properties, as
already reported by Kumar [98]. The aspect ratio of the dot
after deformation is � = 1�08, for gate voltage swing ratio of

VG = 0�49/0�25 = 1�96, which shows that we cannot expect
to obtain large deformations in electrostatic deformable dots
as opposed to rectangular dots where �, determined by the
geometric aspect ratio, is arbitrarily fixed.
Figure 43 shows the contour plots of the first six eigen-

functions as a function of the number of electrons in the
case of asymmetric voltage sweep. The upper-most row cor-
responds to N = 12, before deformation (VA = VB = VC =
VD = −2�73 V), and the lower-most row corresponds to
N = 0 (VA = VB = −2�73 V, VC = VD = −3�24 V), that
is, the strongest deformation. Intermediate rows show the
progressive transformation from circularly confined orbitals
to elliptically confined orbitals as N varies from 12 to 0.
Before deformation, the first orbital is a s-like state accord-
ing to atomic physics and constitutes the first shell. The
second and third orbitals are p-like and form the second
shell. The fourth and fifth d-like orbitals and the sixth s-
like orbital form the third shell. In general, all the orbitals
are less spread out for N = 0 than for N = 12 because, as
mentioned above, the dot has shrunk.
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Figure 43. Wavefunction contour plots for the first three shells (first
shell: first column, second shell: second and third column, third shell:
fourth, fifth, and sixth column) of a 4GVQD. From top row to bottom
row, N varies from 12 to 0; VC and VD are swept from −2�8 to −3�24 V.
VA and VB are help at −2�73 V. Reprinted with permission from [113],
P. Matagne and J.-P. Leburton, Phys. Rev. B 65, 1553 (2002). © 2002,
American Institute of Physics.

The first orbital is very weakly affected by the deforma-
tion. From N = 12 to N = 8, the two p-states do not show
any particular favored orientation. Physically, as long as
they are degenerate, all linear combinations of the original
eigenfunctions are equally valid solutions. Numerically, the
orientation of the two degenerate wavefunctions is mainly
influenced by the mesh. On the contrary, from N = 7 to N =
0, VA and VB are now substantially different than VC and VD
so that the states are no longer degenerate and align accord-
ing to the symmetry axis of the dot. The third shell orbitals
(last three columns) show the most spectacular transforma-
tions, that is, from circular state symmetry with principal
and azimuthal quantum number �n� l� = �0� 2�, �0�−2�, and
(1, 0) to rectangular state symmetry with quantum numbers
�nx� ny� = �0� 2�� �1� 1�, and (2, 0) states, respectively. One
also notices the crossing between the fourth and fifth eigen-
levels at the transition N = 7 −→ 6.
Various addition energy spectra (AES) are shown in

Figure 44. Figure 44a shows a comparison between the
theoretical AES corresponding to the symmetric charging
(dashed line) and the AES corresponding to the asymmetric
charging (solid line). The symmetric and asymmetric AES
have similar global features. First, there are large peaks at
N = 2� 6, and 12 due to the shell structure, which reflects
the energy contribution needed to lower the next orbital
below the Fermi level for admitting the next electron, in
addition to the energy required to overcome the electrostatic
repulsion of the electrons already present in the dot. These
peaks are approximately 0.5 meV lower in the asymmetric
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Figure 44. (a) Theoretical AE spectra of 4GVQD for the symmetric
charging (dashed) and the asymmetric charging (solid) as a function of
the number of electrons. (b) Comparison between computed AE spec-
trum (solid) of the asymmetric 4GVQD and the experimental spectrum
[11] of a symmetric VQD (dashed) as a function of the number of elec-
trons. Notice that, by definition, Ea�N� = EF �N + 1�−EF �N�, so that
a value for N = j in this figure refers to the energy needed to add the
�j + 1�th electron in the dot. Reprinted with permission from [113],
P. Matagne and J.-P. Leburton, Phys. Rev. B 65, 1553 (2002). © 2002,
American Institute of Physics.

AES though, since the intershell spacing is reduced in this
configuration. Second, there are secondary peaks at N = 4,
which has been so far explained in term of Hund’s rule (HR)
[11, 70]: the third and fourth electrons, with parallel spins
(↑), access empty p-like orbitals, maximize Exc, and mini-
mize EH , inducing a minimum for N = 3. For N = 4, the
fifth electron with antiparallel spin sits on an already occu-
pied state, which increases EH . Moreover, this electron is
the only ↓-electron in the second shell, with no additional
exchange interaction; thus, Ea�4� > Ea�3�. For N = 5, the
sixth electron sits on an already occupied orbital sharing
exchange interaction with the fifth electron, which lowers
Ea�5� < E�4�, leading to a peak for N = 4. This explanation
applies, of course, to the symmetric AES (solid curve, Fig.
44a), which demonstrates that HR is a necessary condition
for observing a peak at N = 4. However, it is not a sufficient
condition since the asymmetric AES (dashed curve, Fig. 44a)
also exhibits a peak at N = 4, and, as shown before, HR
is not fulfilled for asymmetric charging (inset of Fig. 41b).
The peak is weaker, however, since there is no exchange
between the third (fifth) and four (sixth) which increases the
addition energy for N = 3 and N = 5. Moreover, the fifth
electron sits now on an unoccupied orbital, which reduces
the addition energy for N = 4. For the symmetric charg-
ing, there is also a secondary peak for N = 9 which, with a
dip at N = 7, reflects three parallel spins in the third shell
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[71, 99]. This peak is not present in the asymmetric AES,
which shows that, due to symmetry breaking, levels are more
randomly distributed inside the third shell. In summary, sec-
ondary peaks in the energy spectrum are not necessarily the
signature of parallel spin alignment.
Figure 44b shows a comparison between the theoretical

asymmetric charging (solid) and the experimental AES of
a circular device [11]. The striking feature here is that the
asymmetric AES follows very closely the experimental AES
of the cylindrical structure. The asymmetric AES is actually
closer to the experimental AES than the symmetric AES, in
particular for the third shell charging. This agreement is not
fortuitous since it was recently demonstrated that the peak
structure in the experimental curve [11] reflects a sequence
of alternate spins in the filling of the third shell [71], simi-
lar to the sequence achieved in the theoretical asymmetric
charging. This observation leads us to conclude that real
VQDs are probably never completely symmetric.
Based on the observations above, and on the fact that

the total energy of the dot is spin dependent, we investigate
the possibility of changing the spin polarization by deform-
ing the dot electrostatically (Fig. 45). Here, we assume that
the first shell is completely filled, and we exclusively focus
on filling the second shell, which consists of two degener-
ate p-like states, each of them being twofold spin degener-
ate. Let us call them ;↑

x , ;
↓
x , ;

↑
y , ;

↓
y with eigenvalues �↑x ,

�↓x , �
↑
y , �

↓
y , respectively. Let us assume that, with N = 3,

�↑x is occupied. Now, let us increase the four gates posi-
tively until the fourth electron enters the dot. By using the
same argument as above, as long as the orbitals are degener-
ate, the energetically most favorable configuration for N =
4 is achieved with the occupation of �↑y with the fourth
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Figure 45. Variation of the single-particle eigenlevels of the second
shell /↑x , /

↑
y , and /

↓
y as a function of 
VG ≡ VX − VY (X = A�B; Y =

C�D). A solid (dashed) eigenlevel is connected to an occupied (empty)
orbital. For 
VG < 
V S

G = 5�8 meV, two parallel electron spins sit on
the orbitals associated with /↑x and /

↑
y so that the favored configuration

is shown in the top left inset (i.e., a triplet state). For 
VG > 
V S
G , two

antiparallel electron spins sit on the orbitals associated with /↑y and /↓y
so that the favored configuration is shown on the top right inset (i.e., a
singlet state) (S = 0). Reprinted with permission from [113], P. Matagne
and J.-P. Leburton, Phys. Rev. B 65, 1553 (2002). © 2002. American
Institute of Physics.

electron, as predicted by HR. As soon as the fourth elec-
tron is in the dot, VC = VD ≡ VY is made more negative and
VA = VB ≡ VX is made more positive to confine electrons
stronger along the x- than along y-direction, while keeping
N = 4 constant. Figure 45 shows the evolution of �↑x , �

↑
y ,

and �↓y with respect to 
VG ≡ VX − VY . When 
VG = 0,
the dot is spatially symmetric; hence, �↑x = �↑y and �↓x = �↓y .
The dot is spin polarized, however, and the exchange energy
between ↑-electrons lowers �↑x and �↑y with respect to �↓x
and �↓y . Another interpretation of the gap between �↑x , �

↑
y

and �↓x , �
↓
y is given by the Coulomb blockade that should

be overcome to populate the empty orbitals. Let us mention
that �↓x , which is equal to �↓y for 
VG = 0 and runs parallel
to �↑x , is not shown for clarity, since it is never occupied.
As VX (VY ) is made more positive (negative), the confin-
ing potential along y (x) is weaker (stronger), �y (�x) are
shifted down (up), and the energy separation �↑x − �↑y grows
linearly. It must be noticed that the rate of decrease of �y
is larger than the rate of increase of �x because 
VY should
be smaller than 
VX in order to maintain four electrons
inside the dot. Otherwise, if 
VY = 
VX , the three-electron
configuration is more favorable. For VG < V S

G, �
↑
x is smaller

than �↓y , and the parallel spin configuration, schematically
shown in inset (a) of Figure 45, is favored with respect to
the configuration shown in inset (b), because the attractive
exchange interaction between electrons sitting on ;↑

x and
;↑
y is larger than the energy separation �↑x − �↑y . At VG =
V S
G, �

↑
x − �↑y = 0�15 meV exactly offsets the exchange energy

between the two parallel spin electrons with wave functions
;↑
x and ;↑

y . For VG > V S
G, �

↑
x is larger than �↓y ; that is, the

exchange interaction between parallel spin electrons is no
longer capable of overcoming the energy separation �↑x − �↑y ,
and the ;↓

y -state becomes energetically more favorable than
the ;↑

x -state. Thus, through electrostatic deformation, it is
possible to control the spin polarization of a 4VGQD.

9. DOUBLE QUANTUM DOTS—
ARTIFICIAL MOLECULES

While a single QD displays features characteristic of an
atom, an array of QDs coupled through tunnel junctions
shows many similarities to molecules and is therefore also
called an artificial molecule. Just as in molecules, electron
states (in coupled QDs) can couple to form covalent states
that are delocalized over the entire array, making it possi-
ble for an occupying electron to tunnel between the various
dots without being localized to any [100, 101]. These bond-
ing states are lower in energy than the constituent dot states
by an amount that is equivalent to the binding energy of the
molecule. For instance, a two-dot system may be compared
to a diatomic molecule. Such artificial molecules provide an
advantage in that the number of electrons in the coupled
dot, equivalently the constituent “atoms” in the periodic
table, may be varied by varying a external potential. Differ-
ent molecular analogs can be realized by varying the size of
the dots, simultaneously or independently, and their num-
ber of electrons. Furthermore, in the case of coupled PQDs
the vibrational motion of a molecule may be simulated by
driving such an array between weak and strong tunneling
regimes.
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Most of the experimental [101–103] and theoretical stud-
ies [104–109] on coupled dots have so far been on linear
arrays of PQDs, with the exception of some recent work
on vertically coupled SADs [75, 93]. In particular, Ruzin
et al. [106] studied the Coulomb blockade structure for
two nonidentical dots using the activation-energy approach.
Stafford and Sharma [107] and Klimeck et al. [108] have
used a Mott–Hubbard approach with and without interdot
capacitances to determine the many-body wavefunction for
an array of dots. More recently Golden and Harpen [109]
have studied the problem of Coulomb blockade peak split-
ting in the weak and strong coupling limits to explain the
experimental data in [110]. Partoens and Peeters [75] stud-
ied the ground state of two vertically coupled QDs as a
function of the interdot distance to explain an experiment
performed by Tarucha et al. [64]. Here, we will focus on a
planar double quantum dot (DQD) structure because this
configuration provides an easy way to control the coupling
between the dots electrostatically [111].

9.1. Double Quantum Dot Structure

The schematic of the double dot is shown in Figure 46. It
consists of an inverted GaAs–Al0�3Ga0�7As heterostructure
which confines the electrons to a 2D gas at the interface.
In our model, the simulated structure consists of a 22.5 nm
layer of undoped Al0�3Ga0�7As followed by a 125 nm layer

2

1

Back gate

Tuning gates

n doped GaAs

undoped AlGaAs

undoped GaAs

n doped AlGaAs

(a)

z

x

y

Dot 1 Dot 2

Tuning Gates

(b)

Figure 46. The double dot system: (a) layer structure of the double
dot, and (b) schematic representation along the x–y plane. The gate
stub voltage is −1�2 V and the gate pad voltage is −0�40 V. Reprinted
with permission from [111], S. Nagaraja et al., Phys. Rev. B 60, 8759
(1999). © 1999, American Institute of Physics.

of undoped GaAs, and finally an 18 nm GaAs cap layer.
The cap layer is uniformly doped to 5 × 1018 cm−3 so that
the conduction band edge is just above the Fermi level at
the GaAs cap layer–undoped GaAs boundary. The inverted
heterostructure is grown on a GaAs substrate and charge
control is achieved by varying the voltage on the back gate
Vback. We assume a negligible voltage drop across the sub-
strate; hence, we apply Vback directly to the bottom of the
Al0�3Ga0�7As layer. The two dots are defined by energizing
the 10 metallic gates shown in Figure 46b, with the cou-
pling between them varied by means of the voltage Vt on the
tuning gates. Electron charging of the two dots is possible
through tunnel injection from the adjacent two-dimensional
regions through the 35 nm opening between the opposite
stubs. The tuning gates, besides demarcating the two dots,
also control the extent to which the two dots are coupled.
Figure 47a shows the total potential for the empty double-

dot in the plane of the heterointerface for Vt = −0�67 V
obtained by LSDA-based computer simulations. The two dot
regions are visible as depressions in the region 4000 Å ≤
x ≤ 8000Å and 2500 Å ≤ y ≤ 4200 Å. The potentials in
the dots are parabolic at low energy as seen more clearly in
Figure 47b, which shows the potential along x−, the direc-
tion of coupling of the two dots for two values of Vt . For
Vt = −0�67 V, hereafter referred to as the weak-coupling
regime, the interdot barrier (
67 in Fig. 47) is 4 meV, while
for Vt = −0�60 V (i.e., the strong coupling regime), the
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Figure 47. Potential profile for the empty double dot (a) in the plane
of the heterointerface, and (b) along y in the weak (dashed line), Vt =
−0�67 V, and strong (solid line), Vt = −0�60 V, coupling regimes. The
corresponding interdot barriers, 
67 and 
60, are seen to be 4 and
3 meV, respectively. Reprinted with permission from [111], S. Nagaraja
et al., Phys. Rev. B 60, 8759 (1999). © 1999, American Institute of
Physics.
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interdot barrier (
60 in Fig. 47) is reduced to 3 meV. The
entire double-dot is bounded by 14 meV tunnel barriers at
the source and drain ends. Confinement along the vertical
y-direction is provided by a combination of the band offset
of 255 meV between the GaAs and Al0�3Ga0�7As and a large
vertical electrostatic field, Fy � 35 kV/cm, in GaAs. This
results in the separation between energy levels along y of
30–40 meV, much greater than that in the x–y plane, which
is of the order of 1 meV. This large level separation results
in only the ground state (along the z-direction) being occu-
pied at low temperatures. All the results present correspond
to T = 0�25 K.

9.2. Electronic Structure and Charging Effect
in Double Quantum Dots

Figure 48 shows the schematic of the lowest four states with
their wavefunctions in the double dot for Vt = −0�67 V and
Vt = −0�60 V. For both values of Vt the ground states in the
individual dots are 1s type and form a degenerate pair. How-
ever, the first excited states, which are px- and py-like, are
degenerate for weak coupling (i.e., Vt = −0�67 V), whereas
for strong coupling (Vt = −0�60 V), the px-like states couple
to form symmetric (bonding) and antisymmetric (antibond-
ing) states which are lower in energy than the py-like states
as seen in Figure 48. This reordering of the states has an
important bearing on the spin polarization of the double-dot
system, as shall be fully explained later.

9.2.1. Weak Coupling
Figure 49a shows the Coulomb staircase indicating the vari-
ation of the number of electrons in the dot with Vback at
Vt = −0�67 V. For Vback = 0�9769 V, /LAO�0�5� is just neg-
ative, implying that the dot can accept one electron in the
lowermost 1s state. At this point no distinction is made as to
whether Dot 1 or Dot 2 or both are occupied since, in our
model, the two dots are identical from the electrostatic and
quantum mechanical points of view. The dots are decoupled
quantum mechanically, since the leakage of the 1s wavefunc-
tions into the adjacent dot is negligible, and electrostatically,
since the distance between the two electron distributions is
large, and the resulting Coulomb repulsion, screened by the

Figure 48. Schematic representation of the lowest six states in the
empty double dot in the weak (Vt = −0�67 V) and the strong (Vt =
−0�60 V) interdot coupling regimes. In the former the pz- and px-like
states are shown together since they are degenerate within each dot
and are decoupled from the corresponding states in the other dot. The
reordering of these single-particle states due to increased interdot cou-
pling is also seen. The shaded areas denote the positive portion of the
wavefunctions. Reprinted with permission from [111], S. Nagaraja et al.,
Phys. Rev. B 60, 8759 (1999). © 1999, American Institute of Physics.
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Figure 49. Coulomb staircase diagram for (a) Vt = −0�67 V, where
the transitions that do not follow Hund’s rules are shown in dashed
lines, and (b) Vt = −0�60 V. Reprinted with permission from [111],
S. Nagaraja et al., Phys. Rev. B 60, 8759 (1999). © 1999, American
Institute of Physics.

high dielectric constant of GaAs (/GaAs = 13�2), is negligi-
ble, or at least weak enough to be overcome by less than
0.1 mV change in Vback (which is the minimum increment
in Vback considered in this work). Thus both dots can be
charged simultaneously with an electron each, resulting in
N jumping from zero to two. Also, the orientation of the
individual spins of the two electrons does not matter; we
choose both electrons to be ↑. This simultaneous (double)
charging persists as long as the two dots are isolated. How-
ever, as Vback is increased to 0.9804 V, when the next charge
degeneracy point occurs, even though Dots 1 and 2 are iden-
tical in all respects, only one of them can be charged (with
a ↓ electron), but not both. This is due to the fact that
charging, say, Dot 1 first increases the total Coulomb repul-
sion experienced by the incoming electron to Dot 2; that is,
electrostatic coupling is established between the dots prior
to any appreciable quantum mechanical coupling. Overcom-
ing this repulsion requires a 0.1 mV increment in Vback,
resulting in the termination of double charging, and is evi-
dent as a narrow step for N = 3. At Vback = 0�9805 V, Dot
2 also can be charged with a ↓ electron increasing N to 4.
At this point the double-dot is spin unpolarized and the 1s
ground states of both the dots are completely filled with two
electrons (↑↓) each. The next available states for occupa-
tion are the px and py states in each of the dots which are
above the ground state by �1 meV. These states are almost
degenerate; the slight splitting of the states caused by the
nonisotropicity of the two-dimensional parabolic confining
potential in the x–y plane is very small (�10−6 eV). Though
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either of the two states could be occupied we choose to
occupy the px state since it is slightly lower in energy than
the py state by �10−6 eV. Even though the leakage of the
px state into the interdot barrier is greater than that of the
1s state, it is still not coupled to the corresponding px state
of the adjacent dot to form a bonding state. Consequently,
charging of the two px states proceeds in the same man-
ner as done for the N = 2 to N = 3 and N = 3 to N = 4
electrons. The charging of the dot with the fifth electron
occurs at Vback = 0�9832 V, where we choose to occupy the
px state of Dot 1 with an ↑ electron. Subsequent occupa-
tion of the px state of Dot 2 with an ↑ electron (N = 5 to
N = 6 transition) occurs at Vback = 0�9833 V, the 0.1 mV
increment in Vback being required to overcome the Coulomb
repulsion due to the fifth electron. It must be noted that the
sixth electron occupying px state in Dot 2 is also of ↑ spin,
which makes the double-dot spin polarized. This configura-
tion is energetically favorable due to the attractive nature of
the exchange interaction between the two ↑ electrons in the
px states of Dots 1 and 2. The unpolarized configuration,
where the sixth electron (in px state of Dot 2) is of spin ↓
is less favourable and occurs at a slightly higher value Vback
(0.98335 V) (dashed curve in Fig. 49a). Likewise, occupying
the py state of Dot 1 with a spin ↑ electron, thereby increas-
ing N to 7, occurs at a lower voltage than occupying the py
state of Dot 1 with a ↓ electron or completely filling the px
state of Dot 1. This is again a demonstration of Hund’s first
rule. Similarly, the eighth electron of ↑ spin occupies the
py state of Dot 2 at Vback = 0�9848 V, requiring a 0.1 mV
increment in Vback after the py state in Dot 1 has been occu-
pied. As before, this 0.1 mV increase in Vback is required to
overcome the Coulomb repulsion due to the py electron in
Dot 1. The double-dot at this state is spin polarized with
six ↑ and two ↓ electrons. The ninth through twelfth elec-
trons (of ↓ spins) now complete the partially occupied py
and px states in Dots 1 and 2, at Vback = 0�9868, 0.9870,
0.9881, and 0.9883 V, thereby reverting the double-dot to a
zero spin state. A feature that is conspicous over the N = 9
to N = 12 range is the increasing interaction between the
electrons occupying similar single-particle states in the two
dots, as evident in the 0.2 mV increment in Vback for N =
9 → N = 10 (↓ electrons in the px states of Dots 1 and 2)
and N = 11→ N = 12 transitions, compared to the 0.1 mV
increment for the N = 5 → N = 6 and N = 7 → N = 8
transitions. This is a consequence of increasing leakage of
the wavefunctions into the adjacent dot and the center of
the charge distributions in the two dots moving toward each
other. Experimental investigations of Waugh et al. [110] on
arrays of two and three coupled dots confirm our findings.

9.2.2. Strong Coupling
Figure 49b shows the Coulomb staircase diagram for Vt =−0�60 V. The interdot coupling in this case is stronger than
in the previous one (Vt = −0�67 V), which enhances the
leakage of the 1s states into the interdot barrier, thereby
increasing quantum mechanical as well as electrostatic cou-
plings between the dots. The increase in electrostatic cou-
pling between the dots (quantum mechanical coupling,
although present, is still negligible for s states), expectedly,
terminates double charging and charging proceeds sequen-
tially from N = 1 (Vback = 0�9752 V) to N = 2 (Vback =

0�9754 V). The increase in interdot electrostatic interaction
is evident from the 0.2 mV increment required to charge
Dot 2 with a ↓ electron after Dot 1 has been charged with
an ↑ electron. This increment in Vback as may be observed
from Figure 49a is more than the interaction between the
third and fourth electrons that go to complete the 1s states
in Dots 1 and 2 for Vt = −0�67 V. The N = 2→ N = 3 tran-
sition occurs at Vback = 0�7586 V and the N = 3 → N = 4
transition at Vback = 0�9788 V. The four electrons occupy the
two 1s states in Dots 1 and 2. The px states which are the
lowest available for occupation couple strongly to form sym-
metric and antisymmetric states akin to bonding and anti-
bonding states in molecules. A consequence of strong inter-
dot coupling is that for states including px, and for higher
states, the double-dot appears as a single dot about twice as
long along the x-direction as along the y-direction. These
lead to a reordering of states in the eigenenergy spectrum,
as the states with increasing nx (number of nodes along x-
direction) get closer and move below the py state. Thus,
the fifth through eighth electrons occupy sequentially the px
bonding and antibonding states. This is to be contrasted with
the partial filling of the py and px states, for Vt = −0�67
V, by the fifth through eighth electrons, which create a spin
polarized state with a net polarization S = 2�. It is thus clear
that an increase in the interdot coupling drives the double-
dot from a spin polarized to an unpolarized state. Also, the
Coulomb staircase steps assume a more uniform width for
N > 4 as charging proceeds similar to a single QD.
A complete transformation of the two-dot system into a

single large dot requires a de-energizing of the tuning gates
(i.e., Vt = 0 V), a case that has not been considered in this
work. However, from the cases considered so far, it can be
extrapolated that the separation of the peaks would be max-
imum and equal to e/CT , where CT is the capacitance of the
single large dot. This corresponds to the case in Figure 2d
in the work of Waugh et al. [110].
Figure 50 shows the variation of the spin ↑ and ↓ electron

densities at the GaAs/Al0�27Ga0�73As interface for Vt =−0�60
V, along the x-direction for N = 3� 5, and 8. Figure 50a
shows the variation for N = 3, a spin polarized state with
two ↑ and one ↓ electrons. The two ↑ electrons occupy the
1s states in Dots 1 and 2, respectively, while the ↓ electron
occupies the 1s state in Dot 1. Consequently, the two elec-
tron densities have a 1s type distribution in the two dots.
Since the two dots are identical the electron distributions in
them are identical. In reality, however, a very small voltage
is applied between the drain and source to facilitate elec-
tron tunneling injection into the two QDs. This does result
in a breaking of symmetry between the two dots and might
lead to a small differences between the two electron distri-
butions. The electron densities in the interdot barrier region
(z � 6000 Å) are small as the coupling of the 1s states
is weak for this value of Vt . However, as N increases the
stronger electron–electron interaction induces a lowering of
the barrier, an increase in the leakage of the wavefunctions,
and an increase in the electron densities in the barrier. This
is seen in Figure 50b for N = 5; the dot is still spin polar-
ized with three ↑ and two ↓ electrons. The two ↓ and two ↑
electrons occupy the 1s states of Dots 1 and 2, respectively,
while the third ↓ electron occupies the pz bonding state that
gives the jagged profile to the ↓ electron concentration, as
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Figure 50. The variation of the electron spin ↑ (solid) and the ↓
(dashed) electron densities at the GaAs/Al0�27Ga0�73 interface along the
length of the double dot for (a) N = 3, Vback = 0�9786 V, (b) N = 5,
Vback = 0�9808 V, and (c) N = 8� Vback = 0�9839 V. Resolution of spin is
confined to the dot region only (i.e., 3000 ≤ z ≤ 9000 Å). The tuning
voltage Vt =−0�60 V. Reprinted with permission from [111], S. Nagaraja
et al., Phys. Rev. B 60, 8759 (1999). © 1999, American Institute of Physics.

seen in the figure. Figure 50c shows the variation for N = 8.
This is a spin unpolarized state with four ↑ and four ↓ elec-
trons. These fill completely the two 1s states in Dots A and
B and the px state. Hence, the two (↑ and ↓) distributions
look identical.
It is also seen in Figure 50 that the peak electron densi-

ties decrease with increasing N . This apparent anomaly can
be explained by noting that as more electrons are added
to the dot, the volume of the dot increases (in the plane
of the interface where the confinement is the weakest).
Consequently, the electron density spreads out in the x–y
plane while the height of the distribution decreases. This is
manifest in the figure as an increase in the width electron
distribution.
Figure 51 shows the variation of the effective poten-

tial energy for the up and down spin electrons at the
GaAs/Al0�27Ga0�73As interface for Vt = −0�60 V, along the
x-direction, for N = 3� 5, and 8. The profile for N = 0 is sim-
ilar to that shown in Figure 47 but the height of the interdot
barrier is lower at 3 meV. In a spin polarized state the effec-
tive potential for ↑ electrons is different from that for the ↓
electrons, since �xc(r) for each of them is different. In the
N = 3 case shown in Figure 51a the higher ↑ density leads
to a larger �↑

xc(r), which, being attractive, lowers the net
electron–electron interaction energy. This also leads to the
interdot barrier seen by the ↑ electrons to be slightly higher
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Figure 51. The variation, along z−, of the effective potential energy
at the GaAs/Al0�27Ga0�73As interface for the spin ↑ (solid) and the ↓
(dashed) electrons for (a) N = 3, Vback = 0�9786 V, (b) N = 5, Vback =
0�9808 V, and (c) N = 8, Vback = 0�9839 V. The tuning voltage Vt =
−0�60 V. Reprinted with permission from [111], S. Nagaraja et al., Phys.
Rev. B 60, 8759 (1999). © 1999, American Institute of Physics.

than that seen by the ↓ ones. When N increases to 5, as in
Figure 51b, the large ↑ density in the barrier region and the
resulting �↑

xc(r) leads to a drastic reduction in the barrier
height. The potential energy profile for the ↑ electrons then
resembles a single large dot, instead of a coupled dot. In
contrast, for the ↓ electrons whose density in the barrier is
small, the potential energy is characteristic of a coupled-dot
system. With a further increase in N to 8 (four each of ↑
and ↓ electrons), as in Figure 51c, the profiles for the ↑ and
↓ electrons are identical. The interdot barrier separation is
extremely small and is barely noticeable in the figure. A fea-
ture that is evident in Figure 51, typical of electrostatically
defined dots, is the decrease in confinement with increasing
N . The barrier at the source and drain ends decreases from
�15 meV for N = 0 to about 9 meV for N = 8.
The variation of interdot coupling by varying Vt is compa-

rable to the vibration of a diatomic molecule. Weak coupling
(a large negative Vt) is comparable to the situation wherein
the distance between the atoms is large, and strong cou-
pling when the distance is a minimum. Thus by varying Vt
the level crossing as a function of separation between the
artificial atoms in the molecule can be studied. From the
Coulomb staircase diagrams of Figure 49a and b and the
ensuing discussions it is seen that a lowering of the interdot
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N for Vt = −0�67 V (solid line), Vt = −0�60 V (dashed line). Adapted
with permission from [111], S. Nagaraja et al., Phys. Rev. B 60, 8759
(1999). © 1999, American Institute of Physics.

barrier results in a reordering of the single-particle levels,
thereby transforming the double-dot (for N = 8) from a spin
polarized to an unpolarized state. The variation of total spin
with the number of electrons in the dot in the weak (Vt =
−0�67 V) and strong (Vt = −0�60 V) coupling regimes is
illustrated in Figure 52. For weak coupling the total spin of
the dot increases in steps of �/2 between N = 5 and N = 8
as the px and pz states in Dots 1 and 2 get charged with
an electron each of ↑ spin, which is an illustration of the
familiar Hund’s rule in atomic shell filling. For strong cou-
pling such a spin polarization of the dot is precluded by a
lifting of degeneracy of the px and py states, and the total
spin is never greater than �/2. We would like to draw atten-
tion to the fact that for Vt = −0�67 V the total spin is seen
to be � for N = 2 (Fig. 52). This, however, does not imply
that the double dot is spin polarized, but rather that since
the dots are electrostatically decoupled the spins of the two
electrons are not correlated in any way. Though in reality
there may be a weak interaction between the two electrons,
such an interaction is not observable within the resolution
of our model, and our choice of the two electrons being of
parallel spin is incidental.

GLOSSARY
Addition energy Amount of energy required to overcome
Coulomb blockade and add an electron in a quantum dot.
Artificial molecule Coupled quantum dot structures that
exhibit molecular properties due to the quantum nature of
the electronic motion.
Coulomb blockade Suppression of conductance through a
QD due to electrostatic interactions between electrons.
Quantum dot (QD) Electronic structure in which elec-
trons are completely confined in the three directions of
space. Confinement can be electrostatic or structural. When
the size of the confining region is comparable to the electron
de Broglie wave length, QDs exhibit full quantum behavior:
three dimensional energy quantization with orbital motion,
shell structure, typical to atoms. For these reasons, QDs are
often called artificial atoms.
Quantum well Material structure consisting of heterojunc-
tions that creates a potential well in which electrons are
trapped, so their motion is restricted onto a plane parallel
to the interface of the two materials.

Quantum wire Material structure in which electrons are
confined in two dimensions of space so their motion is
restricted to move along a line.
Single electron charging Ability to control the charging of
an ultra-small capacitor by one electron at a time due to
Coulomb blockade.
Single electron devices Devices based on Coulomb block-
ade in conjunction with tunneling of single-electron from
externally controlled reservoirs.
Single-electron transistor Three-terminal quantum dot
device based on the Coulomb blockade effect, in which sin-
gle electron transfer from a reservoir called the source to
another reservoir called the drain is executed through two
series tunnel junctions and controlled by a electric gate.
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1. INTRODUCTION
Nanotechnology has shown its powerful ability to control
electron behavior in a potential well, and the size of the
potential well is of the order of the wavelength of the
electron wave function [1, 2]. In this quantum mechani-
cal regime, the electron properties depend strongly on the
shape of the potential well. The most intensively studied sys-
tem is the semiconductor quantum well, which consists of
three semiconductor layers, one narrow bandgap material
layer (called quantum well) sandwiched between two wide
bandgap material layers (potential barriers, or just barriers).
The potential barriers confine the electrons in the quantum
well, and the energy band structure of the confined electron
in the quantum well is made of discrete energy sublevels
along the confinement direction. The energy positions of the
sublevels are determined by the thickness of the quantum
well (quantum well width) and the difference between the
energy bandgaps of the quantum well and barrier materials
(i.e., the height of the potential barrier). In one applica-
tion of the quantum well system, the inter-sublevel energy

is tuned to match the energy of the incident infrared pho-
ton [3, 4]. An electron originally occupying one sublevel can
then transit to another sublevel by absorbing one infrared
photon. This is the core physical nanostructure for infrared
detection. Up to now, the quantum well in infrared detec-
tion has been one of most successful nanotechnology appli-
cations. With the reverse process of absorption, one designs
the quantum well in such a way that the electron transits
from one sublevel to another by emitting a photon, and with
this we are in the field of light emitter and laser.

Infrared detector technology has been well developed
based on narrow bandgap materials, like InSb and Hg1−x

CdxTe [5]. Due to the high performance and flexibility in the
infrared detection application, Hg1−xCdxTe-based infrared
detector technology has been studied extensively in the past
30 years. The infrared response of Hg1−xCdxTe is based on
the interband transition, that is, from the valence band to the
conduction band (Fig. 1a). The transition energy (i.e., the
energy band gap, Eg) is determined by the mole fraction of
Cd atoms, x, in Hg1−xCdxTe. In such a detection system, the
response wavelength can be easily adjusted from 1 to 20 �m.
After absorbing the infrared photons, photogenerated elec-
trons and holes transport in opposite directions either in
an external electrical field when the device is biased in the
photoconductive mode, or in a built-in electric field in the
photovoltaic mode. The photoconductive detector is based
on the resistance variation due to the increased density of
conduction carriers excited from the valence band by the
interband transition after absorbing infrared photons. Such
a photoconductive operation mode has been widely used for
the infrared detectors of Hg1−xCdxTe.

Since the response time of the Hg1−xCdxTe photoconduc-
tive detector is normally in the region of 10−4 to 10−6 second,
an image frame from a medium size image format of
256 × 256 pixels takes about 0.1–1 second, whereas the
time interval between image frames should be less than
0.01 second when shooting moving objects. A focal plan
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Figure 1. Optical transitions in infrared detection systems.
(a) Hg1−xCdxTe; (b) quantum well infrared photodetector. Interband
transition is used for infrared detection in Hg1−xCdxTe material, while
the QWIP system utilizes the inter-subband transition.

array (FPA) device has therefore been developed to replace
the two-dimensional scanner. In such a system, the mechan-
ical scanner is replaced by an electrical scanner fulfilled by a
readout circuit, which can be well fabricated by the commer-
cial microelectronic foundry. The integration time for one
pixel in the FPA device is now extended to the time duration
of the image frame. With this, the image recording speed can
be high (e.g., more than 100 frames per second). A spin-off
advantage of the electrical readout circuit in the FPA device
over the mechanical scanner is the much reduced weight
of the detection system, and the reduction can be more
than 50%. At present, the infrared technology is mainly
based on the FPA technology.

However, the dark current in the Hg1−xCdxTe photocon-
ductive detector is normally rather high, which limits the
FPA applications. A high dark current of one pixel in a
FPA device easily saturates the capacity of the readout cir-
cuit in the photoconductive operation mode. Meanwhile, a
FPA device consists of a huge number of sensors which are
monolithically integrated in one semiconductor chip. A high
dark current from one pixel means a huge dark current in
the semiconductor chip, which can destroy easily the device.
Thus, the Hg1−xCdxTe FPA system cannot work in the pho-
toconductive mode, even if the fabrication process of a pho-
toconductive sensor is rather simple and the sensor exhibits
very high detectivity and responsibility.

To avoid the large dark current, the photovoltaic mode
was developed. In this mode, the dark current is almost
zero under the zero external bias condition. The pho-
ton excited carriers are swept out by the built-in electric
field in the pn junction. With the photovoltaic operation
mode, very large format FPAs (e.g., 2048× 2048) have been
demonstrated from the pn junctions of narrow bandgap
semiconductors including InSb and Hg1−xCdxTe. For long
wavelength applications, the 256 × 256 format FPA device
has already been commercialized. Up to now, the most
widely used infrared FPA devices have been based on InSb
and Hg1−xCdxTe.

However, with the breakthrough of Hg1−xCdxTe based
FPA device technology, one finds that the yield of the device
is still too low, especially for very large format FPA devices.
The infrared detectors always work at low temperature at

about 77 K, but they are processed at room temperature.
The temperature change degrades the device performance
caused by the thermal expansion induced defects origi-
nating from the interface between the substrate and the
Hg1−xCdxTe film. Moreover, due to the thermal instabil-
ity and the material growth difficulties of the Hg1−xCdxTe
material, the cost is rather high. This strongly limits the
Hg1−xCdxTe FPA device application.

Since 1980, the infrared detector based on the inter-
subband transition in quantum well systems, called the quan-
tum well infrared photoconductor (QWIP), has been studied
and developed intensively.

By inter-subband transition, one can utilize wide bandgap
materials like GaAs for infrared detection [3, 4, 6–20]. As
shown in Figure 1b, the photoexcited electrons have a much
higher mobility compared to ground-state carriers, which are
basically not mobile due to the quantum confinement of the
quantum well. This large difference in the mobilities forms
the principal infrared photoconductive signal in the QWIP
material. Quantum well systems based on wide bandgap
III–V materials are much more mature in both the system
fabrication and the device processing as compared to narrow
bandgap Hg1−xCdxTe material. Up to now, most research
and commercialization effects have been concentrated on
the multiple quantum well system of GaAs/AlGaAs. This
quantum well system has an almost perfect lattice match,
which makes a good interface between the quantum well
material and barrier material (very low density of interface
states). Excluding silicon, the compound semiconductor of
GaAs is the best developed material among the commonly
used semiconductors. By combining the GaAs semiconduc-
tor technology and nanotechnology through optimization of
the quantum well structure, the QWIP will show its advan-
tages with its low cost, high stability, very large format FPA,
easy wavelength extension (especially for the wavelengths
longer than 12 �m), easy multicolor integration, and easy
monolithic integration of the readout circuit with infrared
sensor technology. Figure 2 shows thermal images of a man
taking a glass in hand taken by a 128× 1 linear array and a
hand by a 64 × 64 QWIP FPA with a cutoff wavelength of
9 �m. A huge number of research papers have been pub-
lished since 1985. The number becomes saturated in 1997;
from then the commercialization project of the QWIP has
focused on the optimization of the device performance.

Figure 2. Thermal images of a man with a glass in his hand taken by a
128× 1 linear array and a hand taken by a 64× 64 QWIP FPA with a
cutoff wavelength of 9 �m.
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2. MOLECULAR BEAM EPITAXY
TECHNOLOGY FOR QWIP MATERIAL

The quantum well is the core for the infrared detector oper-
ation. Conventional infrared detector materials of HgCdTe
and InSb utilize inter-band transitions for photon excita-
tion, whereas the QWIP utilizes the inter-subband optical
transitions. In HgCdTe and InSb, the optimized material
size is of micrometer order determined by the diffusion
length of photoexcited carriers and surface-state induced
energy band bending. The subband alignment in the QWIP
is directly determined by the quantum well width and bar-
rier height, so that both the infrared response wavelength
and responsibility are determined by the energy separation
between the ground state and first excited state and the
energy position of the excited state with respect to the bar-
rier height. A one monolayer change in the quantum well
width can significantly affect the QWIP performance. Due
to this sensitive condition, almost all QWIP materials are
grown by the molecular beam epitaxy (MBE) technique.
For the most widely used QWIP material of lattice-matched
GaAs/AlGaAs quantum wells, the MBE process has been
very well developed. Meanwhile, by using the MBE method
one can control the doping profile in the nanometer scale.
Therefore the MBE process can in principle grow all kinds
of desired quantum well structures for QWIP applications.
And normally MBE provides better control over the quan-
tum well potential profile than is observed in the metal-
organic chemical vapor deposition method [21].

As we will see in Section 2.2 the best alignment of the
subband in quantum wells for the QWIP application is that
the first excited state is at the quasi-bound condition. In
this case, the photoexcited electrons are easily driven by an
external bias. For this, the quantum well structure, namely
the quantum well width and barrier height, is to be pre-
cisely controlled. During the material growth, the reflection
high energy electron diffraction (RHEED) specular inten-
sity oscillation is one of the best monitoring methods.

A typical MBE material growth chamber consists of effu-
sion cells with shutters, a RHEED gun with an electron
beam detection fluorescent screen, an ionization gauge for
source flux detection, a gate valve to separate the growth
chamber and the sample load chamber, a main shutter, and
a view port. The effusion cells contain different sources
for QWIP material growth, including Ga, Al, and As for
quantum well structure growth and Si for n-type doping in
GaAs material. The RHEED equipment is used to moni-
tor the growth speed and material surface reconstruction.
The sample holder in the center of the chamber keeps the
(001) GaAs substrate rotating and heated. A typical GaAs
substrate temperature for QWIP material growth is about
600 �C. All the effusion cells and substrate holder heater are
well controlled by the electrical power with a temperature
stability which is better than 0.2 �C, so that a homogeneous
QWIP material is guaranteed for the FPA (which will be dis-
cussed later) device fabrication. For the QWIP FPA device,
the homogeneity of the sample structure is much more crit-
ical than that of any other conventional infrared material.

The RHEED measurement is normally in the forward
configuration and the energy of the electron beam is in the

range of 5–40 keV. The de Broglie wavelength of such elec-
trons ranges from 0.17 to 0.06 Å. The incident angle between
the direction of the electron beam and the substrate surface
is 1–3�. The penetration length of the electron beam into
the GaAs substrate is limited within several atomic layers.
In this way, the roughness of the growth surface is clearly
reflected by the RHEED pattern. Basic properties of the
RHEED pattern are explained by the kinetic theory of the
electron diffraction [22]. For a flat growth surface, the lat-
tice can be approximated as a two-dimensional grating which
results in a RHEED diffraction pattern in the form of paral-
lel lines. When the surface is deposited with lattice islands in
the nanometer scale, the islands act as a three-dimensional
grating so that diffraction points will be generated in the
RHEED pattern [23–25].

For the GaAs substrate used for the QWIP material
growth, the �001� orientation is used. The surface of the
�001� GaAs can be either a Ga-rich surface or an As-rich
surface. The two surfaces have different surface reconstruc-
tions. The Ga-rich surface, which has a 4× 2 reconstruction,
is to be avoided in QWIP materials. Instead, the As-rich sur-
face with a 2 × 4 reconstruction is utilized. A high As-atom
partial pressure can protect the MBE growth surface against
the Ga-rich surface. However, a too high As-atom partial
pressure will degrade the migration of Ga atoms on the
growth surface, resulting in the generation of lattice islands.
In order to grow a high-quality quantum well structure, a
layer by layer growth mode is preferred to keep the growth
surface flat. Thus the conditions of the MBE growth are
very critical so that one has an As-rich surface and, at the
same time, a balanced As-atom partial pressure. Obviously,
the transition point in the RHEED pattern from 2 × 4 to
4 × 2 reconstruction is a good reference condition for the
As-atom partial pressure.

The RHEED specular intensity shows a clear oscillation
of the intensity during the MBE growth. This oscillation has
been used to measure the epitaxy growth rate [26] and to
control both the composition and layer thickness in semi-
conductor superlattice [27]. Moreover, the atom diffusion on
the surface [28, 29], growth mechanism [30, 31], and dop-
ing behavior [32] have been also studied by the oscillation
measurement. The RHEED intensity oscillation period cor-
responds to the growth time of one atomic layer, that is,
one layer of Ga–As atoms along the �001� direction, and
its thickness is 2.83 Å. This oscillation behavior is charac-
teristic in the two-dimensional growth mode [33]. We can
directly correlate the RHEED intensity with the roughness
of the growth surface: A flat surface will result in a high
reflectivity, while a rough surface will decrease the specular
intensity due to the increased diffusion reflection. Starting
at a flat growth surface, the electrons of the RHEED beam
are largely reflected into the special specular points. With
a constant flux of molecular beams, the anion and cation
atoms combine randomly on the growth surface, so that
the local growth rates vary. Since the atomic layer step of
the �001� GaAs substrate is 2.83 Å, which is much longer
than the de Broglie wavelength 0.1–0.2 Å of the electron
beam used in the RHEED, the combined Ga–As atoms
which are randomly distributed make the originally flat sur-
face “rough.” The RHEED electrons are reflected and the
electron densities on the special RHEED specular points
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decrease. When half of the growing surface becomes occu-
pied by the islands, the degree of roughness reaches its
maximum, and the RHEED specular intensities reach their
minimum [34]. Further growing of the surface reduces the
isolated island density and a complete flat surface gradu-
ally emerges. The degree of the surface roughness becomes
small, and enhanced RHEED specular point intensities are
expected. The completion of the new flat surface thus forms
a period of the RHEED intensity oscillation. Normally, a
new layer will start to grow before an old one is complete so
that gradually the growing surface will consist of several dif-
ferent atomic layers, which decreases the RHEED specular
intensity oscillation amplitude.

In general, it is observed from the RHEED intensity
oscillation that the QWIP material growth is in the two-
dimensional mode. The RHEED oscillation period provides
us the absolute growth rate with a precision on the scale of
one subatomic layer. Thus, with the help of RHEED inten-
sity oscillation, we can grow the quantum well structure with
a layer thickness precision of 1 Å required for the optimized
QWIP device operation.

In order to have a high integrity QWIP, a high carrier
mobility in the AlxGa1−xAs barrier region is also required,
which means a very pure material growth condition. During
the material growth, the wall of the MBE growth cham-
ber is normally cooled down to 77 K to prevent foreign
atoms or molecules from the chamber wall. And the back-
ground pressure should be lower than 10−11 Torr. In addi-
tion, adsorbed atoms or molecules on the substrate surface
should be eliminated. This is done by degassing the substrate
at 150, 260, and 370 �C separately for several minutes in a
buffer chamber. After that, the substrate is heated to about
580 �C to evaporate the oxidation layer under the protec-
tion of As flux. At this moment, the RHEED pattern will
change from the amorphous-structure-induced ringlike pat-
tern to the crystal-structure-induced linelike pattern. Finally,
the substrate will be heated at 620 �C for about 20 minutes
to evaporate other remaining impurity atoms.

2.1. Growth of AlxGa1−xAs/GaAs
Heterostructure

Unlike all other conventional materials of infrared detec-
tor applications, the QWIP system contains a lot of het-
erointerfaces between GaAs and AlxGa1−xAs layers. Up to
now, among all heterostructure semiconductor materials, the
GaAs/AlxGa1−xAs system is the best developed in terms
of the MBE growth technology. Such a mutual structure
has established an excellent basis to industrialize the QWIP
materials. Moreover, the system is also used to test and eval-
uate new epitaxy technologies [35].

The first step to grow GaAs/AlxGa1−xAs heterostructure
is to obtain a correct Al composition x. This is done by
adjusting the fluxes of Ga and Al sources (i.e., PGa and PAl).
Since the adsorption coefficients of Ga and Al on the GaAs
substrate are almost identical, we can approximate the ratio
between Al and Ga molecular beam fluxes as their composi-
tion ratio of x/�1− x�. In the MBE growth process, the flux

ratio is determined by the partial pressures measured by the
ionization gauge using the equation

JAl

JGa
= PAl�Ga

PGa�Al

√
TAlMGa

TGaMAl
(1)

where JGa and JAl are the Ga and Al fluxes, �Ga and �Al
represent the relative sensitivities of the ionization gauge to
Ga and Al, TGa and TAl are the temperatures of the effusion
cells, and MGa and MAl are the Ga and Al atomic weights.

However, this is only the first approximate adjustment of
the Al composition. A fine tuning of the composition x is
to be achieved by the RHEED specular intensity oscillation
measurement. Even for a small Al composition change of
x = 0�02, the difference in the oscillation periods is unam-
biguous after 10 oscillation periods. From the oscillation
periods of GaAs and AlxGa1−xAs materials (e.g., �GaAs =
1548 ms and �AlxGa1−xAs = 1517 ms), we can determine the
composition x:

x = 1− �AlxGa1−xAs

�GaAs
= 0�02 (2)

The quantum well width of quantum well is normally
equal to 4–5 nm for long wavelength QWIP applications.
One atomic layer change means a fluctuation of 6% in the
quantum well width. A large quantum well width fluctu-
ation degrades the device performance. There have been
extended works on the study of the quantum well interface
quality using photoluminescence (PL) spectra and transmis-
sion electron microscopy [36]. Since the migration mobility
of Ga on the growing surface is larger than that of Al, GaAs-
stopped and AlGaAs-stopped surfaces shall have different
roughness sizes. Two type of interfaces are expected; one is
called the normal interface formed by AlxGa1−xAs grown on
GaAs, and the other is the inverse interface which is formed
by GaAs grown on AlxGa1−xAs. Normally, interface growth
pause is used to improve the interface flatness. There are
four possible ways: (A) growth pause at the two interfaces
of quantum well; (B) growth pause only at the normal inter-
face; (C) growth pause only at the inverse interface; and
(D) without any growth pause. At 77 K, the PL linewidths
from types A and B are about 4 meV, while they are about
12 meV when types C and D are used. In addition, the quan-
tum wells in the QWIP have to be heavily doped by Si at a
level of about 1× 1018 cm−3. The PL lines of interband tran-
sitions from these doped quantum wells are about 22 meV
wide when the samples are grown by type A; growth pause
type D results in a 39 meV wide PL line.

2.2. Si Doping in Quantum Wells

Shallow impurity doping is another key point in obtaining
high quality QWIP materials. In QWIP materials, impuri-
ties are normally doped in quantum wells (i.e., the GaAs
layers), and Si and Be are used as n- and p-type doping
impurity atoms, respectively. The Si atoms are the best shal-
low donors among IV group elements like Ge and Sn [37];
they can result in an electron concentration as high as 1�8×
1019 cm−3 in GaAs-based materials [38]. As an element in
group IV, Si can be either a donor having an ionization
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energy of 5.8 meV or an acceptor with an ionization energy
of 35 meV in the GaAs material. During the Si doping pro-
cess in GaAs, there are two possible reactions,

Si�g� + VGa ←→ Si+Ga + e

Si�g� + VAs ←→ Si−As + h
(3)

where the label �g� represents the gas phase, VGa and VAs
are the vacancies of Ga and As, Si+Ga and Si−As are the
cation and anion of Si occupying Ga and As lattice positions,
respectively, and e and h are electron and hole.

In the MBE material growth process, the flux ratio of As
and Ga sources, JAs/JGa, determines the behavior of Si in
GaAs to be either a donor or an acceptor [39, 40]. If the
flux ratio is small, the GaAs surface will be Ga-rich with a
�4 × 2� reconstruction. More Si atoms will occupy the As
vacancies. The epilayer becomes p-type. With the increase
of the flux ratio, the GaAs surface will change its reconstruc-
tion from (4 × 2) to (3 × 1) and finally to As-rich (2 × 4).
The Si atoms then mainly occupy the Ga vacancies, resulting
in an n-type epilayer. As described previously, the QWIP
material should be grown in the As-rich (2 × 4) reconstruc-
tion surface condition; thus the Si doping will mainly result
in n-type epilayers.

Increasing the doping concentration to 1× 1018 cm−3, the
impurity scattering will dominate the free electron mobil-
ity [40]. Thus, the Si atoms are normally doped in the central
parts of quantum wells; the barriers are undoped. In this
way, the Si impurities are constrained inside the quantum
wells to avoid possible diffusion of Si into the AlGaAs barri-
ers where Si atoms can induce deep levels. Meanwhile, this
will also strongly suppress the scattering of photoexcited car-
riers, since the photoexcited carriers transport mainly in the
barriers.

3. PHYSICAL MODEL

3.1. General Consideration
of Optical Transition

Figure 3 shows the typical heterostructure of the QWIP sys-
tem. Denoting the electronic state by its quantum number k,
the photon state by photon energy ��, and photon density
by nph, the absorption rate between two electronic states ki

and kj is [41]

Wji���� =
��

2e2nph

m2
0�	

��kj �a · 
 �ki��2��E�ki�− E�kj�+ ��

(4)

Cap layer GaAs:Si 2×1018cm-3 2µm
Al0.3Ga0.7As  50nm
GaAs • Si 1×1018cm-3 5nm

Al0.3Ga0.7As  50nm
Bottom  layer  GaAs:Si 2×1018cm-3 1µm
semi-insulated substract (001)

}×50

Figure 3. The layer structure of a typical QWIP with a response wave-
length of 8 �m.

where �ki� and E�ki� are the wave function and eigenvalue
of state ki, respectively. The net absorption rate (per unit
time) of the system in a photon field is calculated by

W���� =∑
ji

Wji�����f �E�ki�− f �E�kj�� (5)

where f �E�kj� and f �E�ki� are occupations of the final
and initial electronic states, introduced here due to the Pauli
exclusion principle (the initial state occupied and the final
state empty).

Considering a beam of photons traveling along the z-axis,
we can write the continuity equation for the photon den-
sity as

dnph���� z�

dt
= �nph���� z�

�t
− ��vnph���� z�

�z
(6)

where the first term on the right side of the above equation
represents the absorption rate of photons and the second
term represents the photons leaving due to the photon cur-
rent. At the steady state of dnph���� z�/dt = 0,

nph���� z� = n0����e
−�����z (7)

which defines the absorption coefficient �����. Since

�nph���� z�

�t
= −W���� (8)

we have

����� =∑
ij

��
2e2

m2
0v�	

��kj �a · 
 �ki��2��Ej − Ei − ���

× {
f �E�ki�− f �E�kj�

}
(9)

We now begin to calculate the optical absorption when
a semiconductor quantum well sample is illuminated. By
defining the growth direction of the sample as the z-axis and
the plane perpendicular to this direction as the xy-plane,
the Hamiltonian is

H = −�
2
 2

2m∗ + V �z� (10)

in the effective-mass approximation, where m∗ is the effec-
tive mass and V �z� is the quantum well potential energy.
By solving Eq. (10), one can easily get the energy states
of ground state and the first excited state. However, the
measured absorption line positions can differ from this sim-
ple prediction due to different physical effects, including
nonparabolic band structures in the z-direction [42–47] and
Coulomb interactions [48, 49]. For typical QWIP materials,
all of these effects will not shift the absorption peak posi-
tion by more than 10%. In general they are neglected in the
first-order approximation, whereas they should be included
in practical device simulations.

The interaction between the incident radiation and the
electron is e�A · 
/m∗ for an incident light of A = A0e

−i�t

[41]. Since H is translation symmetric in the xy-plane, the
wave function can be expressed as

�jk�r� = �j�z�u�r�e
ik·b (11)
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where u�r� is the Bloch function and r = �b� z�. For all val-
ues of j , u�r� is identical, since only intra-band transitions
among sublevels are involved in the photodetector. u�r� can
be well approximated as k-independent. k and b are the wave
vector and coordinate in the xy-plane, respectively. �j�z� is
the envelope function and is normalized in the z-direction.
Between ground sublevel ��0q� and excited ones, it is easy
to show that〈

�jk

∣∣∣∣ e�m∗A · 

∣∣∣∣�0q

〉
= �k� q

e�Az

m∗

〈
�j

∣∣∣∣ ��z
∣∣∣∣�0

〉
(12)

Equation (12) indicates the momentum conservation in the
xy-plane, and the transition is between the envelope func-
tions in the z-direction.

Moreover, the most important result indicated by Eq. (12)
is the condition of the optical coupling: The coupling of
a radiation with the carriers inside a quantum well struc-
ture is not possible at a normal incident condition (the light
propagates along the sample growth direction so that the
component of its vector potential along this direction, Az, is
zero). This has been clearly observed experimentally [50–52].
Optical coupling is therefore a necessity in many practi-
cal quantum-well-based photodetector devices. The Bruster
angle incidence, 45 degree facet waveguide coupling, and
grating coupling are the most frequently used optical cou-
pling methods.

The probability of an electron optically excited from the
ground sublevel to sublevel j becomes

Wj =
∫ 2dq

�2��2

∣∣∣∣e�Az

m∗

〈
�j

∣∣∣∣ ��z
∣∣∣∣�0

〉∣∣∣∣2 2e2�
���2�2

j + � 2�

× [
f �E0q�− f �Ejq�

]
(13)

where we have replaced the energy conservation of ��Ej −
Ei − ��� by the lifetime � of electrons in excited states.

3.2. Optical Coupling

As a good example, we consider a typical QWIP material
structure for long wavelength detection. The QWIP is n-type
and has an optical active layer consisting of 50 periods of
Al0�3Ga0�7As–GaAs multiple quantum wells (MQWs) along
the z-direction. Each Al0�3Ga0�7As barrier is 500 Å thick and
the GaAs well is 50 Å thick. The GaAs layer is Si-doped at a
level of 5× 1017 cm−3. Doping levels in the cap and bottom
layers are 2 × 1018 cm−3. From the I–V characterization of
the QWIP device, the current density is about 0.25 mA/cm2

at the saturation level.
The active � electrons are described by an effective mass

of m∗ = 0�067m0 in GaAs layers and 0�091m0 in Al0�3Ga0�7As
barriers, where m0 is the free electron mass. The conduction
band offset is 0�65 × 1�247x eV between AlxGa1−xAs and
GaAs.

Due to the isotropic effective mass of the � electrons, nor-
mal incident photon absorption is not possible, as discussed
in the previous section. A component of the optical electric
field along the QWIP growth direction, Az, is required. To
utilize � electrons, diffraction gratings are used as one of
the optical coupling methods. Electron–photon coupling, by

Eq. (12), is achieved normally by a two-dimensional opti-
cal grating. A typical diffraction grating structure consists
of 2a× 2a rectangular apertures, or circular apertures with
radius a periodically arranged on the optical pixel, at dis-
tance b from each other. The depth of the apertures is
denoted as h. Figure 4 shows the scanning electron micro-
scope (SEM) pictures of such an optical grating.

The QWIP structure is not exactly nonconductive. How-
ever, the current density at normal device working condi-
tions is very low so that the approximation of nonconduction
with respect to the electromagnetic field is acceptable. When
analyzing unpolarized infrared radiation, the vector nature
of the wave amplitude will not be important, so that we can
assume that we are dealing with a scalar amplitude function
��r� which is a solution to the wave equation of [53]


 2�ph + 4�2k2�ph = 0 (14)

for purely elastic diffraction, where 2�k = √
	�� is the

wave number. By Huygen’s principle and considering a light
source far away from the diffraction plane XY , the optical
wave function for the refractive diffraction grating defined
by its reflection coefficient q�X�Y �, which is perpendicular
to the direction of radiation incidence, becomes [54, 55]

�ph�x�y�R�=
∫ ∫

q�X�Y �
e−i2�kr

r
cr

×
[(

1
r
+i2�k

)
cos �−i2�k

]
dXdY (15)

r2 = �x −X�2 + �y − Y�2 + R2, R is the distance from the
observation plane xy to the diffraction grating plane XY ,
and � is the angle between the z axis and vector r.

From the calculated electric field as shown in Figure 5 for
a quarter of a QWIP sensor with typical square apertures,
one can observe a periodic behavior of optical field � in
the xy-plane which is determined by the wavelength of the
incident radiation. Such periodicity is expected when consid-
ering a one-dimensional grating structure so that the oscil-
lation factor becomes e−i2�kr = e−i2�kxei2�kX . This is very
much like the so-called near-field effect extensively applied
to the surface properties [56].

Knowing the distribution of the optical field, we can cal-
culate the amplitudes of different optical plane waves prop-
agating in different directions. The optical field can be
expressed as

�ph�x� y� z� = ei2�kz +∑
k

tke
i2��kcdotb−kzz� (16)

SEM figure of grating, side view SEM figure of grating, top view

Figure 4. SEM pictures of a typical optical grating.
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Figure 5. Intensity distribution of the optical field of 10 �m from
square diffraction apertures. Reprinted with permission from [276],
Y. Fu et al., J. Appl. Phys. 84, 5750 (1998). © 1998, American Institute
of Physics.

where r = �b� z�, ei2�kz is the original incident radiation
propagating along the z-direction, and tk is the amplitude
of the plane wave propagating along the −z-direction with
wave vector k = �kx� ky� in the xy-plane after diffraction.
Since we consider only elastic scattering, k2

x + k2
y + k2

z = k2.
The diffraction grating is to be designed for large val-

ues of tk corresponding to small values of kz. The larger
these amplitudes, the larger the effective optical strength
to excite optical transitions, and thus a larger optical cou-
pling between the incident photons and active electrons in
the QWIP. Defining the effective strength of the diffracted
radiation along the z-direction which can absorbed by the
� -electrons in the GaAs quantum well as ��Az�2� = A2B/2,
where A is the amplitude of the incident infrared radiation
and the factor of 1/2 is due to the unpolarization of the
incident radiation, the value of the B parameter for the grat-
ing structure described above is 0.66. Similar results were
reported earlier based on the EM mode approach [57].

Based on these design rules for diffraction grating, many
different grating structures have been studied, including lin-
ear gratings [58, 59], two-dimensional (2D) periodic grat-
ings [57, 60, 61], random reflectors gratings [62, 63], and
quantum grid structure [64–67]. By the random reflectors,
more passes of infrared light are achieved by the randomly
roughened reflecting surface. So the absorption is efficiently
enhanced. The minimum feature sizes of random reflectors
for the FPA with cutoff wavelengths at 15 and 9 �m are
about 1.25 and 0.6 �m, respectively [68, 69]. Combined with
a AlGaAs waveguide structure or a thinned substrate, the
two-dimensional periodic grating can enhance the detector
responsivity by a factor of 2–3 with respect to the standard
45� polished facet illumination device [57, 60]. The so-called
corrugated structure also shows its efficient optical coupling.
In these structures, linear V-grooves are chemically etched
to create a collection of angled facets within a single detec-
tor pixel in the FPA device [70, 71]. A general concept of
utilizing microlenses was also achieved by monolithic inte-
gration. The responsivity is increased by a factor of 2.7 at a
response wavelength of 15 �m [72].

3.3. Dark Current and Photocurrent

Dark current is one of key sources of the detection noise [73,
74], which determines the detectivity of the detector. A sim-
ple physical model was proposed for an order-of-magnitude
estimation [75]. Another model was called the 3D carrier
drift model where the three-dimensional electron density on
the top of the barriers is estimated by taking into account
the drift contribution while the diffusion process is neglected
[76]. There was also the so-called emission-capture model
which give adequate results for a quite extended range of
applied fields [77–79]. A self-consistent drift-diffusion model
was proposed in 1995 [80, 81]. This model was used to
calculate the QWIP dark current by self-consistently solv-
ing the Poisson equation, the continuity equation for elec-
trons in barriers, and the rate equations for electrons in the
quantum wells. The self-consistent emission-capture model
was also proposed, in which a nonuniform electric field
is self-consistently determined by the Gauss law [82]. For
the ultrafast electron transport properties, the semiclassical
Monte Carlo model was advantageous [83]. Even with such
intensive study on the modeling of dark current, a funda-
mental model is still missing for proper simulation and opti-
mization of a realistic QWIP device, in which a thick barrier
and a thin quantum well put the electron transport mech-
anism in the regime between a complete ballistic transport
and a complete drift diffusion [4].

Distributed effects of external bias across the system
recently began attracting attention [84–91]. Since the barrier
regions are normally undoped and, in general, the carrier
concentration in the barrier region can be neglected, the
electric field there can be well approximated as constant, as
assumed in many theoretical analyses [92, 93]. The electric
field in each quantum well is negligible as compared with the
ones in the barriers because of the high density of free car-
riers and the coincidental spatial distributions of electrons
in the quantum well with the doped impurities [18].

Figure 6 shows a very small occupation probability f �Ek�
of excited states Ek above the barriers (the AlGaAs con-
duction bandedge is zero). On the other hand, the electron
transport from one quantum well to the next quantum well
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Figure 6. Occupation probability and transmission from one quantum
well to the next as functions of the electron energy in the z-direction
(the wave vector in the xy-plane is zero). L = 2�9 Å, E0 = −0�158 eV,
Ef = −0�151 eV at 77 K. Reprinted with permission from [277], Y. Fu
et al., J. Appl. Phys. 87, 511 (2000). © 2000, American Institute of
Physics.
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is in the context of coherent wave transmission [94, 95],

�k�z� = eikz + re−ikz (17)

in the quantum well that emits the electron wave, and

�k�z� = tke
ikz (18)

in the quantum well that collects the transmission wave.
Here the QWIP is not biased. �2k2/2m∗ = Ek. The trans-
mission probability �tk�2 as a function of Ek is plotted in
Figure 6, showing that due to the thick barriers the escape
of carriers occupying the ground state E0 in one quantum
well to the next is almost impossible. By the complex eigen-
value approach it was concluded [20] that the lifetime of the
electrons in the localized ground state E0 is rather long so
that these carriers have a rather small rate to escape to the
adjacent wells through barriers.

By Figure 6 it is observed that in the QWIP system,
thermal excitation dominates. In other words, the dark cur-
rent consists of mainly thermally excited carriers over the
barriers. It is also reconfirmed here that the current den-
sity is rather low so that the approximation of the quasi-
equilibrium state is well established (we have used such
an approximation by introducing the Fermi level Ef ). The
approximation of the nonconductive QWIP system when dis-
cussing the propagation of the electromagnetic field is also
established due to this low conduction current.

It is concluded that electrons in one quantum well trans-
mit to other spatial regions (adjacent quantum wells and
contacts) via thermal activation above the barrier (form-
ing the dark current); they become photoexcited to excited
states above the barrier by absorbing the incident infrared
radiation (forming the photocurrent). The current density
has been modeled as J = evdn

′ [92, 93, 96, 97], where vd is
the carrier drift velocity:

vd = �Fz

[
1+

(
�Fz

vs

)2
]−1/2

(19)

vs is the saturation drift velocity ranging from 0�1 ×
106 to 5 × 106 cm/s, � is the low-field carrier mobility
(2000 cm2/V · s for n-type AlGaAs QWIPs), and Fz is the
electric field intensity in the barrier region induced by the
external bias. The density of mobile carriers n′ in the quan-
tum well consists of two parts, n′ = n′

th + n′
ph, where n′

th is
the carrier density due to the thermal excitation

n′
th =

∫
Ez≥0

2 dk dk
�2��3

f �Ek� k� (20)

It is easy to see that, in general, the optical transition
probability is very small so that the carrier distribution of the
ground state is almost unchanged. The photon excitation is

n′
ph = n0

∫
��Az�����2�d����

∫ 2dk
2�

∣∣∣∣〈�k

∣∣∣∣ e�m∗
�

�z

∣∣∣∣�0

〉∣∣∣∣2
× �

�Ek − E0 − ���2 + � 2
(21)

where n0 is the carrier density occupying the ground state
�E0� �0�.

The device operation of the QWIP is in photoconduc-
tive mode. It is similar to the extrinsic semiconductor [98].
Unlike conventional photoconductors, the incident photon
is only absorbed in the quantum well region by the inter-
subband transition, so the absorption region is much nar-
rower than the inactive barrier region. This difference causes
the dependence of photoconductive gain to depend on the
number of quantum wells [99]. The photoconductive gain
is defined as the number of electrons flowing through the
external circuit for each photon absorbed. The magnitude
of optical responsivity is determined by both quantum effi-
ciency and photoconductive gain [100, 101].

3.4. Boundary Conditions
of Continuum States

We consider the multiple quantum well structure in the form
of V �z+ n�dB + dW� = V �z�, where

V �z� =


�Ec −dW/2 − dB ≤ z < −dW/2
0 −dW/2 ≤ z < dW/2
�Ec dW/2 ≤ z < dW/2 + dB

(22)

n is an integer, dB is the AlGaAs barrier width, and �Ec

is the barrier height. There is one localized state confined
in the GaAs quantum well and its boundary conditions
are unambiguous so that the corresponding wave function
is zero deep inside the AlGaAs barriers. It is consistent
numerically with other theoretical considerations, for exam-
ple, the complex eigenvalue approach [20, 102–104]. Carri-
ers occupying the localized state are thermal-excited as well
as photoexcited to the extended continuum states above the
barrier. Theoretically there exist three types of boundary
conditions for these extended states. In early works [105–
108], the GaAs quantum well and its adjacent two AlGaAs
barriers were approximately embedded in an infinitely high
barrier media, which is denoted as a box approximation.
Because of the infinitely high barrier at the two ends,
extended states above the AlGaAs barrier become discrete
and are denoted as Ei� i = 1� 2� � � � . Knowing the wave func-
tions it is then easy to calculate the optical matrix element
of ��i��/�z��0�.

However, due to the consideration of the carrier transport
in the QWIP under normal device working conditions, we
must envisage the conduction of both the thermal-excited
and photoexcited electrons from one quantum to the next
one. We first consider the running wave

�running�z�=


eikz+re−ikz z<−dW/2
Aeiqz+Be−iqz � −dW/2≤z<dW/2
teikz z≥dW/2

(23)

for E > �Ec. Here

�
2q2

2m∗ = E − �Ec

�
2k2

2m∗ = E (24)

The third alternative is the transport of the excited con-
tinuum states in the Bloch wave form

�Bloch�z� = u�z�eiKz (25)
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where u�z� = u�z + n�dW + dB� accounts for the periodic
boundary conditions of the GaAs/AlGaAs multiple quantum
wells.

Knowing the optical matrix elements, the optical absorp-
tion spectra are easily calculated and numerical results are
presented in Figure 7. Fine structures were observed exper-
imentally in QWIPs consisting of multiple quantum wells,
whereas single-quantum-well QWIPs display simple spectra
[11]. Figure 7 suggests the Bloch-state boundary conditions
as the most proper ones for continuum states in character-
izing QWIPs consisting of multiple quantum wells (the dis-
crepancy between the theoretical and experimental spectra
at low wavelength range can be the result of the complicated
conduction band structure at higher electron energies, where
the simple effective mass approximation is not valid). The
boundary conditions of running waves are definitely proper
for QWIPs consisting of a single quantum well or only a
few quantum wells, as demonstrated by the tunneling effect
experimentally [109].

3.5. Alloy Scattering and Carrier Mobility

Recently, researchers have been interested in the application
of quantum well intermixing techniques [110, 111] to mod-
ify energy levels of heterosystems. Ion implantation using
materials such as Si [112] and As [113] and then further
encapsulation by a dielectric layer such as SiO2 and Si3N4
have been proven to be rather effective.

Figure 8 shows dark current spectra from annealed and
ion-implanted QWIP samples. Note that the dark current
increases by nearly a factor of 2 after proton implantation
while it is almost unchanged after annealing. Theoretically it
is expected that due to the ion implantation and annealing,
the Al atoms diffuse from barrier regions into well regions.
The bottom of the quantum well is lifted up and the width
of the quantum well is effectively reduced so that subband
energies of carriers are increased.

We continue considering the QWIP system consisting
of 50 periods of 50-nm-Al0�3Ga0�7As/5-nm-GaAs. Generally
speaking, due to the surface kinetic processes, a certain
degree of GaAs and AlGaAs intermixing is inevitable at the
heterointerface [114]. The intermixing is enhanced by post-
growth treatments [110–113, 115–118]. The GaAs/AlGaAs
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Figure 7. Calculated optical absorption rates and a typical photocurrent
spectrum of a QWIP measured at 77 K. Reprinted with permission from
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Figure 8. Dark current spectra of an as-grown QWIP sample, annealed
and ion-implanted with a H+ dose of 2�5 × 1015 cm−3. Reprinted with
permission from [279], Y. Fu and M. Willander, J. Appl. Phys. 88, 288
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heterointerfaces are described by the degree of the Al
interdiffusion [119–121]

x�z� = x0

2

[
2 + erf

(
z− dW/2

2L

)
− erf

(
z+ dW/2

2L

)]
(26)

where x0 is the initial Al concentration in the barrier, dW is
the quantum well width, L is the diffusion length, and erf is
the error function. The center of the well is located at z = 0.

The Al diffusion length is determined by matching the
peak positions of the theoretical absorption and experimen-
tal photocurrent spectra. Numerical results of the Al diffu-
sion length are listed in Table 1. It is concluded by fitting the
peak positions that the Al diffusion length increases from
2.9 to 6.5 Å when the dose of ion implantation increases
up to 2�5 × 1015 cm−3. In addition to the redshift of the
absorption peak we have observed an increased absorption
intensity following the increase of the Al diffusion length. It
is due to the increased coupling between the ground state
and excited states when the energy separation between them
decreases. However, the photocurrent decreases experimen-
tally following the increased H+ dose.

On the other hand, the density of thermally excited car-
riers increases by a factor of 4.6 when L increases from 2.9
to 6.5 Å, while experimentally the dark current increases
by a factor of only 2. It must thus be concluded that we
have to take into account the microscopic mechanism (which
has reduced the carrier lifetime) when studying the car-
rier transport property. Postgrowth processes enhance var-
ious scatterings so that the lifetime of carriers at excited
states is reduced, and the absorption coefficient is therefore
decreased. The concept of carrier lifetime is introduced for
steady states. In studying the carrier transport we consider

Table 1. Numerical values of physical quantities.

H+ dose [1015 cm−3] 0 2.5 Exp.

Diffusion length L [Å] 2�9 6�5
Peak absorption coefficient 24�75 34�61
n′
th [107 cm−3 6�875 31�978

Carrier mobility 0�82139 0�32895
Dark current 1 1�8 2�0
Peak photocurrent 1 0�56 0�65
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unperturbed electronic states and the transport properties of
carriers occupying these states are perturbed by various scat-
tering centers. At the normal QWIP device working temper-
ature of 77 K, alloy scattering is expected to be dominant in
GaAs/AlGaAs-based materials. Phonon and impurity scat-
terings are limited due to the low device working tempera-
ture and spatially localized doping profile.

We consider a ternary compound AxB1−xC, where the
mole fraction x of atom A varies along the sample growth
direction (z-direction) so that x = x�z�. Now the potential
energy V �r� for the one-electron Schrödinger equation is
divided into a virtual crystal part

V0�r� =
∑
a

�xVA�r − a�+ �1− x�VB�r − a� (27)

and a random potential part

V ′�r� =∑
a

ca�VA�r − a�− VB�r − a� (28)

where VA�r−a� and VB�r−a� are periodic atomic potentials
of compound AC and BC. ca is a random function which is
defined only at lattice site a,

ca =
{
�1− x� for an A atom at a
−x for a B atom at a

(29)

The total scattering rate of state ik [122] is

M�ik� = �2�1− f �Eik�
∫
�1− x�z�x�z���i�z��4 dz (30)

The velocity relaxation time associated with alloy scatter-
ing is

1
��ik�

= 2��2

�
�1−f �Eik�

∫
�1−x�z�x�z���i�z��4dz (31)

The above expression reduces to the ones of Ando [123] and
Bastard [124] when the alloy composition is constant in the
barrier region. It further reduces to the one of bulk material
when the alloy composition is constant in the whole sample
(e.g., see [125]).

The mobility �z along the z-direction determined by the
alloy scattering then becomes

�z =
e

n′

∫ 2dK
�2��3

��K�v2
z�K�

�f �EK�

�EK
(32)

where K = �k� k�, and k is the wave vector in the xy-plane.
�vz = �EK/�k. Increasing L from 2.9 to 6.5 Å (correspond-
ing to the H+ dose of 2�5× 1015 cm−3), the calculated mobil-
ity decreases from 0.82 to 0.33, a factor of 2.5. We then
expect an increasing factor of 31�978×0�33/�6�875×0�82� =
1�8 in the dark current, which agrees very well with Figure 1
in Section 1, where a factor of about 2.0 has been observed.
For the photocurrent, it is 0.56–0.65. Detailed data are listed
in Table 1.

4. PROCESSING OF INFRARED
PHOTODETECTORS

An infrared FPA device consists of two parts. The first one is
the sensor array which is used to convert the infrared radia-
tion into the electrically readable signal. In a QWIP, this sig-
nal is the photocurrent. The second part of the QWIP is the
electrical circuit array, also called the readout circuit (ROC),
which is used to transfer the electrically readable signals gen-
erated in very pixels of the array in a series manner. Such
a signal transferring mode is very convenient for further
data acquisition technology. Normally, the infrared sensor
array is hybridized with the readout circuit by indium bumps.
This hybridization method is very efficient to improve the
total FPA performance, with the combination of the best
infrared sensor array and the very well developed silicon
based integrated circuit technology. The disadvantage of the
hybridization method is its complexity during device process-
ing. A brief description of the QWIP FPA device is schemat-
ically shown in Figure 9. The up contact layer of the QWIP
material is also used for fabricating the optical grating to
couple the infrared (IR) radiation with the inter-subband
transition, while the bottom contact layer is a common elec-
trode of the FPA device. By the hybridization method, the
QWIP sensor array is connected with the Si readout circuit
to form a QWIP FPA. The IR radiation is introduced to the
system from the back side of the QWIP material.

A typical QWIP material for long wavelength infrared
detection has 50 periods of quantum well and barrier sand-
wiched between two n+-GaAs contact layers. Each period
consists of one 4.5-nm-thick quantum well and one 50-nm-
thick Al0�3Ga0�7As barrier. The quantum wells are doped
with Si at a level of about 5× 1017 cm−3. The contact layers
are doped at a level of 1×1018 cm−3 for ohmic contact. Such
a material structure can be further optimized for specific
device application requirements. There are two basic con-
siderations in designing a QWIP FPA device: (1) matching
the quantum well width and barrier height with the detect-
ing wavelength and (2) increasing the doping concentration
to enhance the absorption coefficient within the limit of

IR radiation
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QWIP array
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Figure 9. Schematic presentation of the QWIP FPA device.
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the dark current that should be acceptable by the readout
circuit.

A detailed device process is described schematically by
Figure 10. Unlike the single infrared detector fabrication,
special attention concerning the uniformity of all pixels in
the FPA is to be emphasized in the FPA fabrication. Almost
every step will introduce some nonhomogeneous factors. For
example, the first step in the process is to fabricate the opti-
cal grating on all pixels in Figure 10 to couple the infrared
radiation with the inter-subband transition in the quantum
wells. The nonhomogeneity in the grating fabrication will
result in different optical coupling efficiencies in different
pixels. The second step is to make the mesa for all pixels.
Both the wet etching and dry etching can be used to create a
square mesa with a typical size from 30× 30 to 50× 50 �m2.
Any fluctuation in the mesa etching process among differ-
ent pixels will induce different mesa surface states. These
surface states will in turn induce different dark currents. In
order to make a good ohmic contact between the In bump
and the GaAs contact layer, the alloying between the GaAs
contact layer and an AuGeNi/Au alloy metal is to be made,
on which the In bump is evaporated. The In bump is typi-
cally a cylinder with a diameter of about 10–20 �m and a
height of 10 �m. Using these In bumps the QWIP array is
hybridized with the readout circuit. In a very large FPA for-
mat, fluctuations in the In bump diameter and height will
affect the electric connection property between the QWIP
array and the readout circuit. If an optical pixel is not
properly connected with the readout circuit, a blind point
appears in the FPA. Finally the QWIP array is mechanically
thinned to release the thermal expansion mismatch between
the GaAs based material and Si material. A thin QWIP
array is also preferred so as to avoid optical cross-talking
and to enhance the multi-reflection-induced infrared radi-
ation absorption. At this moment, the QWIP FPA device
process is completed.

For the destination application, the device is packaged into
a cooling Dewar at a temperature of about 77 K. Normally
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Electrode

In-bump

     

MQWs MQWs

Contact layer    

MQWs

GaAs Substrate

MQWs MQWs
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QWIP array
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QW IP array thinning
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Si ROC
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hν
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Figure 10. Schematic description of QWIP FPA device process steps.

for the same response wavelength, the dark current of the
QWIP detector increases much faster than that of a HgCdTe
detector with temperature because of the thermal contact.
The packaging process should be much more careful to
ensure perfect thermal contact between the QWIP chip and
the cooling head.

One important aspect in the FPA fabrication is the optical
coupling efficiency. A detailed electromagnetic wave mod-
eling about the light coupling mechanism in the QWIP has
been developed [126]. Optical gratings with different spac-
ings were used to match the two-color QWIP device at 4.8
and 9.4 �m [127]. A corrugated QWIP structure was also
proposed by chemically etching linear V-grooves through
the detector active region, where normal incident light is
modified through internal reflections for optical absorption
so that the coupling efficiency of the structure does not
depend on the wavelength or the grating size [128]. High
coupling efficiency was obtained by random reflectors in a
very long wavelength (15 �m) infrared QWIP 128 × 128
FPA device [129], and the prism–film coupler concept was
also proposed, which can turn the incident electric field
from parallel polarization to perpendicular polarization with
respect to the quantum well layer surface, thereby increas-
ing dramatically the absorption coefficient [130]. Direct opti-
cal coupling in inter-subband transitions utilizes the AlGaSb
multiple-valley quantum-well material, where strong normal-
incidence electron absorption can be achieved using asym-
metrically stepped quantum wells in contrast to rectangular
wells [131].

5. DEVICE DEVELOPMENT
In 1982, a GaAs/GaAlAs quantum well structure was pro-
posed as a potentially new type of infrared photodetector
for 3–5 and 8–10 �m bands [132]. Up to now, there has been
very extended progress on both the common QWIP struc-
tures and some new structures based on the inter-subband
transitions.

5.1. n-Type QWIPs

Many n-type QWIP device structures have been inves-
tigated, including bound-to-bound, bound-to-continuum,
bound-to-quasibound, bound-to-bound miniband, bound-
to-continuum miniband, and bound-to-miniband structures
[133–141]. The first bound-to-bound state QWIP was
reported at an absorption peak at 10.9 �m and a net absorp-
tion of 5% [133]. An increased barrier thickness struc-
ture was used to reduce the dark current [134]. Similar to
the bound-to-bound QWIP structure, a bound-to-continuum
QWIP was realized by decreasing the quantum well width
so that the energy position of the first excited state is higher
than the barrier height. This makes the photoexcited elec-
trons free to move away from the quantum well. A detectiv-
ity of 3 × 1010 cm

√
Hz/W at 68 K with a cutoff wavelength

of 10 �m was reported [135]. In order to improve the QWIP
performance, a bound-to-quasibound structure was designed
to further reduce the dark current [136]. In this structure
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the first excited state is placed exactly at the well top.
The bound-to-bound miniband QWIP was experimentally
demonstrated in the response wavelength range from 3.6
to 6.3 �m [137], using the superlattice miniband to replace
the discrete sublevel in the single quantum well. A square
step barrier at the end of superlattice was used to reduce
the ground state miniband tunneling dark current [138]. By
placing the excited state miniband in the continuum lev-
els, one can improve the transportation ability of photoex-
cited electrons. This kind of QWIP has been demonstrated
in the 5–9 �m spectral range [139]. Finally the bound-
to-miniband structure has shown its excellent long wave-
length infrared images in a 256 × 256 FPA camera [141].
The structure consisted of two bound states; the higher
energy level is resonant with the ground state miniband in
the superlattice barriers. For the thermal infrared image
and thermal infrared imaging spectrometer applications, a
broadband QWIP in the 6–20 �m spectral range has been
developed [142]. Such a detector has been mated to a 640×
480 multiplexer.

5.2. p-Type QWIPs

The valence band structure is normally much more compli-
cated compared to the conduction band structure due to the
nonparabolic and anisotropic effects and the valence sub-
band mixing effects. However, the complications result in
the direct absorption of the normal incident IR radiation
by the p-type material-based QWIPs. These p-type QWIPs
have thus been introduced and studied [143–146]. The elec-
tronic structure and wave functions of the quantum wells
have been calculated by the 8× 8 envelope-function model
to study the photoresponse as a function of the quantum
well width, alloy concentration, polarization, and tempera-
ture [147]. The dark current behavior has also been studied
[148], and the noise was attributed to a number of fluctua-
tion noises associated with generation and recombination of
holes from and to the quantum-well bound states and the
extended valence-band states [149].

InGaAs/GaAs, InGaAs/InP, InGaAs/AlGaAs, and
GaAs/GaInAsP MQWs have very good detectivities in the
middle IR wavelength region [150–159]. AlGaAs/GaAs
and AlGaAs/InGaAs MQWs grown on �311� GaAs have
also been investigated for p-type QWIP device applications
[160]. The GaAs/AlGaAs p-type QWIP device has been
systematically studied as far as operation performance as
a function of the barrier height and the quantum well
width [161, 162]. The photoresponse of the detector ranges
from 1.4 to 15 �m [163]. By aligning the first heavy hole
subband as the ground state and the second light hole
subband in resonance with the top of the barrier, the
detector shows a background-limited operation temperature
of 100 K for the 3–5 �m response [164]. The optimum
two-dimensional doping density obtained for this structure
is in the range of (1–2) × 1012 cm−2 [165]. A resonant
cavity can increase the absorption efficiency of the p-type
GaAs/AlGaAs quantum-well peak absorption by 25%
[166]. It was also found that a QWIP with three wells of
In0�25Ga0�75As of different thicknesses (4.5, 5.5, and 6.2 nm)
and an undoped GaAs barrier (40 nm thick) shows a
broadband IR detection in the range of 7–14 �m [167].

A very long wavelength detection with a peak response
at 19.2 �m has also been demonstrated by the p-type
compressively strained In0�27Ga0�73As/Al0�15Ga0�85As QWIP
[168]. The detectivity of 5�9 × 1010 cm

√
Hz/W at the peak

wavelength of 8.1 �m and operation temperature 77 K
was obtained [169]. More recently, the p-type GaAs/GaInP
QWIPs show background-limited performance up to 120 K,
while the p-type GaInAsP/GaInAsP QWIPs exhibit a rather
broadband response window of 2.5–10 �m [170].

5.3. QWIP Light Emitting Device

An innovative concept of frequency up-conversion based on
QWIP devices has been proposed [171, 172]. The conversion
of the middle infrared radiation into near infrared or visi-
ble radiation utilizing inter-subband transitions in the QWIP
and interband transitions in the light emitting device (LED)
has been demonstrated. A large area QWIP is covered by
a near infrared LED to fulfill the frequency up-conversion.
The up-converted photons generated by the detection of
longer wavelength infrared radiations were collected by a Si
charge coupled device, resulting in the up-converted image
from the infrared source image [172–174]. Recently, a large
pixelless thermal imager based on the up-conversion tech-
nique has shown its temperature resolution of 1 K by con-
verting a mid-infrared (9 �m) scene to a near-infrared
(0.82 �m) emission image [175]. A multicolor infrared pho-
todetector based on this up-conversion concept has been
achieved. A remarkable selectivity of the device has been
achieved between wavelengths of 9.1 and 4.85 �m by bias
voltage adjustment [176].

5.4. Multicolor QWIP

With the development of the IR technology, the integrated
multicolor detector is very advantageous in increasing the
target recognition capability. The multicolor, especially hav-
ing response wavelengths in two atmosphere windows, 3–5
and 8–12 �m, is of great interest. Very extended works on
multicolor QWIP devices have been published. There are
two typical methods for multicolor detection. One is the
voltage tuning method based on the Stark effect of the
confined electron states; the other is based on multistack
MQWs in the QWIP structure [177–186]. Theoretically, it
was observed that a strong Stark effect can tune the response
wavelength from 2.9 to 4.2 �m by an electric field varia-
tion of 90 to −90 kV/cm [187, 188], and from 7.4 to 14 �m
when the electric field changes from 60 to −60 kV/cm [189,
190]. Experimentally a response wavelength tuning from 8.2
to 9.1 �m and 10.8 to 11.5 �m was demonstrated [183].

In the simplest structure, one can electrically tune the
response wavelength of a GaAs/AlGaAs asymmetric step
quantum well from 8.5 to 13.5 �m [191]. In the multistack
MQW structure, the wavelength tuning behavior is deter-
mined by both the dc resistance and the dynamic resistance
of individual detectors [180, 181, 184, 192, 193]. A structure
with four stacks of MQWs for four different detection wave-
lengths at 4.7, 8.5, 9.0, and 12.3 �m has been fabricated from
InGaAs/AlGaAs and GaAs/AlGaAs systems [194].

Recently, a two-color QWIP device has also been demon-
strated based on electron transfer between two asymmetric
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coupled quantum wells under an applied bias [195, 196].
The intermixing technology in the nanostructure of quantum
wells has also shown its potential application of the multi-
color detection [197–201].

5.5. Photovoltaic Quantum Well Detector

Similar to the HgCdTe materials, a quantum well photo-
conductive device has a much larger dark current than the
photovoltaic (PV) device, so that the PV device is more
suitable in FPA device applications to match with the exter-
nal readout circuit. Unlike the conventional PV device with
the p–n junction, an asymmetric nanostructure is used in
the quantum well device to generate the necessary built-
in field. Many types of structures have been used, includ-
ing AlGaAs/GaAs and InAs/GaInSb superlattice structures
[202–204], modulation doping [205], nanosize AlAs layers
induced asymmetric structures [206–209], asymmetric quan-
tum well structures [210], and double-barrier quantum wells
[211–216]. A structure consisting of graded barrier between
three quantum wells also shows the PV effect [217]. A MQW
structure operating in a photovoltaic detection mode with an
intrinsic event discrimination capability has also been devel-
oped, and the device shows a peak responsivity of 0.4 A/W
and a detectivity of 6�0 × 1011 Jones [218]. The dynamic
process of the photoexcited carrier was also studied, both
theoretically [219] and experimentally, by infrared pulse
excitation [220–222]. In order to enhance the PV effect, a
four-zone structure was proposed, where every period of the
active region consists of an excitation zone, a drift zone, a
capture zone, and a tunneling zone [223]. The PV struc-
ture was also combined with a PV structure for a two-color
device application [224–226].

Table 2. Optical transition structures of quantum well infrared photodetectors.

Optical transition Material Advantage Disadvantage Ref.

Bound–bound GaAs/AlGaAs high absorption, low dark
current

low responsibility, normal
incident absorption
forbidden

[133, 134]

Bound–continuum GaAs/AlGaAs
InGaAs/InAlAs
InGaAs/InP GaInAsP/InP
GaAs/GaInP GaAs/AlInP
InGaAs/GaAs

high responsibility low absorption, high dark
current, normal incident
absorption forbidden

[135, 261–271]

Bound–quasibound GaAs/AlGaAs high responsibility, high
absorption, low dark
current

normal incident absorption
forbidden

[136]

Bound–bound miniband GaAs/AlGaAs low dark current, low noise,
good for very long wave-
length response

low responsibility, normal
incident absorption
forbidden

[137, 138, 272, 273]

Bound–continuum miniband GaAs/AlGaAs high responsibility high dark current, normal
incident absorption
forbidden

[139]

Bound–miniband GaAs/AlGaAs,
GaAs/AlGaAs/InGaAs

high responsibility, low dark
current

normal incident absorption
forbidden

[140, 141, 274, 275]

p-Type GaAs/AlGaAs InGaAs/InP normal incident absorption low responsibility, high
dark current

[143–158]
[159, 161, 162]
[166–170]

5.6. High Frequency Response Detectors

Infrared communication needs a very fast response infrared
detector. Like optical communication at the wavelength of
1.3–1.5 �m, operation frequencies in the range of GHz
are strongly required. For the CO2 laser based communi-
cation, a GHz frequency response detector at the wave-
length of 10.6 �m becomes the key device. For conventional
infrared detectors, such a high frequency requirement does
not impose any problems since the lifetime of photoexcited
carriers is rather long. The QWIP device can also operate
at such a high GHz response frequency, since the lifetime of
photoexcited carriers is about 5 ps [227]. By the optical het-
erodyne detection technique, an experiment with an inter-
mediate operation frequency up to 26.5 GHz was reported
[228]. Furthermore, by combining the conventional hetero-
dyne experimental method with an additional microwave
excitation, a frequency separation of two infrared beams up
to 82.16 GHz has been achieved [229]. Moreover, theoretical
and experimental works focused on the high frequency capa-
bility of QWIP are useful for specific applications [230–234].

5.7. FPA Devices

For FPA device applications, the QWIP device should
be matched with the external readout circuit electrically.
To achieve this, optimization and trade-off of the QWIP
operation parameters, including responsivity, dark current,
dynamic resistance, noise current, optical gain, and detectiv-
ity, are very important and, at the same time, rather compli-
cated [235]. The dark current is one of the key parameters,
which should be reduced as much as possible from the view-
point of perfectly matching the QWIP arrays with the read-
out circuit. An infrared hot-electron transistor was proposed
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Table 3. Device structures of QWIPs.

Device structure Material Advantage Disadvantage Ref.

QWIP-LED GaAs/AlGaAs, optical readout, fabrication complex [171–176]
GaAs/InGaAs pixelless for FPA

Multicolor QWIP GaAs/AlGaAs, two-color or fabrication complex [177–190, 192–201]
GaAs/InGaAs/AlGaAs multicolor detection

Photovoltaic QWIP GaAs/AlGaAs low dark current low resposibility [202–226]

High frequency GaAs/AlGaAs very fast response low responsibility [227, 228, 230–234]
response QWIP

QWIP FPA GaAs/AlGaAs good for infrared fabrication complex [235–244, 246, 247]
technology application

to reduce the dark current [236]. For other conventional
QWIP structures, a low-bias current should be used [237,
238]. Recently, the feasibility of monolithic integration of
QWIP with the readout circuit on the same GaAs/AlGaAs
material was demonstrated, where a charge storage capabil-
ity of 2 × 107 electrons in a 50× 50 �m2 area was obtained
[239].

As a single device for high temperature operation
(>70 K), the HgCdTe material is better than the QWIP
material due to the fundamental limitations associated with
inter-subband transitions. However, the QWIP is advanta-
geous in the fabrication of large format FPAs due to its high
impedance, fast response time, long integration time, and
low power consumption [240]. The 128 × 128 QWIP FPAs
at 7.7 �m have been shown to have a high performance at
78 K [241]. For long wavelengths, the FPAs with 256 × 256
and 640×512 pixels have been demonstrated to have a noise
equivalent temperature difference NE�T of only 10 and
20 mK, respectively [242]. A similar result was also reported
from a 640× 480-pixel single-color FPA, which has a NE�T
of 30 mK at 60 K operation temperature [243]. A very use-
ful two-color array for both mid- and long wavelength was
reported having a FPA format of 256 × 256 [243]. More-
over, a 640 × 480 format monolithically integrated 8–9 and
14–15 �m two-color QWIP FPA was reported [244].

In the practical applications of QWIP FPAs, the 256 ×
256 handheld QWIP long wavelength infrared camera has
shown its various possible applications in science, indus-
try, and medicine fields. The hot spots, which are not nor-
mally visible, have been clearly revealed in QWIP cameras.
The QWIP cameras are perfect fire surveillance devices
[245], and the volcanic observation feature (with a temper-
ature variation from 300 to 1000 �C) demonstrates the wide
dynamic range of the QWIP [246]. In medical applications,
the sensitivity of the QWIP revealed arterial plaque inside
a heart [247]. The excellent 1/f noise performance of the
QWIP FPA operating at 35 K has been successfully used in
the slow scan strategy, which is often required in infrared
observation from space [245].

6. CONCLUSIONS
Quantum well technology is a typical and a major one-
dimensional nanotechnology. With this, one is able to
control the electron behavior in semiconductors. For quan-
tum well infrared photodetector applications, detector key

parameters can be adjusted from the nanoscale of atomic
monolayers to optimize the infrared detection. Tables 2
and 3 list important aspects of the QWIP materials and
devices. This novel QWIP will be an important member
in the infrared detector family in the very near future.
Meanwhile, the QWIP detector performance can be fur-
ther optimized and new device concepts have been reported
based on deeper theoretical investigation and the advanc-
ing MBE material growth technology. It has been clearly
shown that the commercialization of the QWIP has been
very successful due to its maturation of the GaAs based
material and related device process technology. Moreover,
the intensive research on the QWIP in the past 20 years
has greatly improved its IR detecting ability, which is now
almost identical to the typical IR materials of HgCdTe and
InSb. Current and future research activities concentrate on
the normal incident response, dark current reduction, high
temperature operation, very long wavelength detection, very
large format FPA devices, and monolithic integration. It has
been suggested that by further increasing the electron con-
finement (e.g., to work with quantum dots), higher detec-
tor operation temperature and normal incidence absorption
coefficients can be achieved [248–258]. The QWIP material
grown on Si substrate has also shown its high application
potential [259], and special structures have been proposed
to reduce the dark current [260].

GLOSSARY
Focal plan array (FPA) An FPA consists of either a one-
dimensional or a two-dimensional array of QWIPs sensor.
The optical response is fulfilled by the QWIP sensor. Then
the electrical signal from the QWIP sensor is picked up by
the readout circuit in one by one mode.
Infrared photodetector A device converts that the infrared
photon into an electric signal which is ready for use.
Multicolor QWIP One type of QWIP device. With this
device, more than one wavelengths can be selectively
detected. The electric field can tune the detection
wavelength due to the Stark effect in asymmetric quantum
well structures. Or one can simply stack QWIP structures
with different response wavelengths together during mate-
rial growth and then pick out the detection signal separately.
Photovoltaic quantum well detector Similar to a normal
QWIP device, but a built-in electrical field is created in
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the quantum well region by the asymmetric quantum well
structure design. Then the photoexcited carrier will be
driven by the built-in field and result in the electrical signal
without external bias.
Quantum well infrared photodetector (QWIP) Energy
sublevels form in the multiple GaAs/AlGaAs quantum
wells. Electrons at low-energy sublevels (normally confined
in the GaAs quantum wells) absorb infrared photons and
then jump to high-energy sublevels (in the AlGaAs barri-
ers), forming a photocurrent in an external bias induced
electric field.
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1. INTRODUCTION
With the advancements in modern growth techniques such
as molecular beam epitaxy and MOVPE, the addition of
quantum wells within semiconductor devices has expanded
considerably over the past decade. For instance, quantum
well infrared photodetectors (QWIPs) [1, 2] rely upon a
series of uncoupled quantum wells to detect light by excit-
ing a bound electron into the continuum of states above the
quantum well. Self-electro-optic effect devices [3, 4] use a
quantum well to enhance carrier confinement and an elec-
tric field to produce the quantum confined Stark effect for
optical switching.
Upon the application of an electric field, the quantum

well is no longer a closed system but becomes an open sys-
tem [5–7]. This changeover from a closed system to an open
system results in a continuum of states arising below the
band offset where, at zero electric field, there would exist no

states [7]. Moreover, the states above the conduction band
offset are also modified with applied electric field. It is this
modification of the states that is known as the redistribution
of the density of states [5–7] and occurs in both position and
energy within a biased quantum well. Furthermore, as there
is a redistribution in the density of states below the band
offset, there exists a finite probability of the particle lying at
those states. Therefore, the wavefunctions for these states
are different than the zero field wavefunctions.
The present treatment also questions the validity of the

use of the free particle group velocity for a quasi con-
fined system. Traditionally, the free particle group velocity,
�kz/m∗, has been used in calculating the current through a
quantum structure. However, it has already been shown that
for double barrier resonant tunneling structures [5, 6], the
local group velocity is a function of position and energy and
in only very special cases is the quantity equal to �kz/m∗.
The field dependence of the local group velocity when aver-
aged over position, by taking into account the redistribution
of the density of states [7], approaches �kz/m∗ only for con-
duction well above the band offset energy.
The importance of these effects resulting from a perpen-

dicular electric field upon a quantum well will be demon-
strated through the calculation of the escape rate of an
electron from a biased quantum well [8, 9], the absorption
coefficient of a two quantum well QWIP as well as the dark
currents for a QWIP. Furthermore, the electron–polar opti-
cal phonon interaction is also addressed in terms of the
escape rate [10], capture rate, and the general scattering
rates.
The determination of the dark current [1, 11] and the

escape rate [8, 9] requires the computation of the current
density that in turn requires parameters such as carrier con-
centration, carrier velocity, and the knowledge of the density
of states. Furthermore, the calculation of the absorption
coefficient [1, 12–21] and the electron–phonon scattering
rates [22] requires the knowledge of the matrix elements

ISBN: 1-58883-065-9/$35.00
Copyright © 2004 by American Scientific Publishers
All rights of reproduction in any form reserved.

Encyclopedia of Nanoscience and Nanotechnology
Edited by H. S. Nalwa

Volume 9: Pages (199–224)



200 Quantum Well Infrared Photodetectors: Theoretical Aspects

between the initial and final state wavefunctions. However,
for open systems, the normalization of the wavefunction
forces one to use complicated numerical techniques such
as the density matrix approach [23] or the Wigner function
[24]. A simple calculation of the wavefunctions can be eas-
ily achieved by the transfer matrix approach [25] or through
Airy functions [25]. However, these methods are (a) not suit-
able for self-consistent calculations, (b) require the wave-
functions to be artificially boxed normalized, and (c) are
error prone.
Over the last several years, quantum wells have been

incorporated into semiconductor devices to enhance car-
rier confinement. A large number of these semiconductor
devices [1–4, 26–28] also utilize an electric field applied per-
pendicular to the quantum well which modifies the electron’s
dynamics within the quantum well. The characteristics of
these devices depend to a large extent on the rate at which
carriers escape from the quantum well, the absorption of
light, and the interactions between electrons and phonons.
For instance, the dark current in quantum well infrared
detectors and multiple quantum well avalanche photodiodes
has been attributed to the electrons escaping the quantum
well [29, 30] while exciton saturation [31, 32] has been linked
to the rate at which both the electrons and holes escape the
quantum well. However, efforts in modeling such devices as
SEEDs and QWIPs have lagged behind the advancements
in the growth and fabrication techniques. This has especially
been demonstrated through the electron–phonon interaction
within a quantum well which has traditionally been linked to
the broadening in the absorption spectrum [33] and excitonic
peaks [34] as well as the dark currents [35, 36] in QWIPs
and SEEDs.
The calculation of the carrier escape time was first

reported by Schneider and von Klitzing [32] using thermionic
emission to explain their experimental study of carriers
escaping a biased quantum well. This model addressed only
over the barrier conduction with a transmission coefficient
of unity. However, the use of this simple thermionic emis-
sion model proved to be inadequate in explaining the exper-
imental results of Cavailles et al. [37] for the escape of
both the electrons and holes from a biased quantum well.
Also pointed out by Cavailles et al., lack of agreement
between the experimental and theoretical results at low elec-
tric fields may be due to the sudden change from the two-
dimensional (2D) density of states to the 3D density of
states. Moss et al. [38] introduced the concept of tunnel-
ing through a full width at half maximum (FWHM) calcu-
lation and the uncertainty principle in order to theoretically
explain the results obtained by Cavailles et al.; however,
the Moss et al. treatment provided only a qualitative under-
standing of the experimental data. Nelson et al. [39] also
reported the measurement of photocurrent from a single
quantum well. However, in order to explain their experi-
mental results, an adjustable recombination time parameter
was introduced to the escape time, which included both tun-
neling and thermionic emission components of current, to
relate the experimental work to the theoretical work.
As electron transport from a biased quantum well can

either be through a thermionic current, transport over the
barrier, or through a tunneling current, transport through

the barrier. The calculation of the current proceeds by inte-
grating over all energies the product of the particle’s group
velocity, the density of states, the occupation probability,
and the transmission coefficient. However, the previously
discussed models apply the infinite quantum well density
of states [38] to calculate the escape time even though the
energy levels are calculated for a finite quantum well. More-
over, as stated previously, in the presence of an electric field
the density of states is redistributed in energy as well as
position; therefore, the infinite well density of states is an
approximation that cannot be justified upon the application
of an electric field. In addition, the calculation of the car-
rier velocity must be based upon the proper density of states
where the simplified group velocity of �kz/m∗ cannot be jus-
tified [40]. Also, proper partitioning between the thermionic
emission and the tunneling current needs to be accounted
for which results from the redistribution of the density of
states.
The calculation of the electron–phonon scattering rate

within a quantum well is critical to understanding the broad-
ening in the absorption spectrum, the capture rate, and the
escape rate. Lam and Singh [35] calculated the thermaliza-
tion of carriers within a biased quantum well through the
absorption of a phonons. Ferreira and Bastard [41] and Zhu
et al. [42] calculated the scattering rates of electron–phonons
in biased and unbiased quantum wells. Zhu et al. included
the effects due to confined phonons. Hernandez-Cabrera
et al. [43] considered the escape of carriers through a time
dependent investigation of the electron–phonon interaction,
whereas Feldmann et al. [44] addressed the escape of car-
riers via a phonon interaction from shallow quantum wells
and Shorthose et al. [45] investigated the escape of elec-
trons via phonon assisted tunneling. However, none of the
previous studies of the electron–phonon interaction within
a quantum well accounted for the redistribution of the den-
sity of states when an electric field is applied. Therefore,
Section 4 will address the effects of the redistribution of the
density of states in the calculation of the general electron–
polar optical phonon scattering rate for both emission and
absorption of phonons as a function of applied electric field
as well as the capture rate and the escape rate due to an
electron–phonon interaction.
Determining the performance of quantum well devices

requires knowledge of the transport of carriers in and
around the quantum well. For instance, the gain [22, 47, 48]
and dark currents [1, 29] of a quantum well infrared pho-
todector as well as the modulation bandwidth of quantum
well laser [49] are strong functions of the rate at which carri-
ers are captured into the quantum well. Extensive investiga-
tion [50–70] over the last decade has theoretically predicted
and experimentally verified capture times on the order of
femto- [57, 58] to picoseconds [58–60] with an oscillatory
behavior [62–69] as a function of quantum well widths. How-
ever, these studies [50–68] have been for a flat conduction
band which is essential for the operation of quantum well
lasers but not for quantum well infrared photodetectors,
the quantum well solar cell, or the self-electro-optic device.
Furthermore, Vinter et al. [70] studied a specially designed
quantum structure under bias by impedance spectroscopy;
the theoretical explanation yielded a weaker dependence on
the field than the experimental results.
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Theoretical calculation of the absorption coefficient for a
QWIP [1, 12–21] that explains experimental results has yet
to be achieved. Previous calculations of the absorption coef-
ficient [14–20] introduced a dephasing time into the tran-
sition rate to account for the broadening in the absorption
spectrum. The dephasing time is determined experimen-
tally by measuring the FWHM of the absorption spectrum.
This results in a theoretical model which is dependent upon
experimental results, making the design of QWIPs diffi-
cult. Furthermore, a comparison between the theoretical
and experimental magnitudes of the absorption coefficient
is usually done on a normalized scale, eliminating any error
that may occur between theoretical calculations and experi-
ment results
The dephasing time introduced in the transition rate has

been attributed to the scattering [37] of electrons by
phonons [14, 21], interface roughness [21], and impuri-
ties [21] within the quantum well. Furthermore, band non-
parabolicity [19], carrier lifetimes [14, 15, 17], and kz

dependence on kt [21] have also been attributed to the
broadening where kz and kt are the wavevectors in the per-
pendicular (z) and transverse directions, respectively. How-
ever, as stated by Sizov and Rogalski [12] and Manasreh
et al. [16], the broadening in the experimental absorption
coefficient can be different than the theoretical broadening
associated with excited state lifetimes, nonparabolicity, inho-
mogenity of the layers, and phonon interactions. However,
none of the previous works have investigated the redistribu-
tion of the density of states as a possible source of broaden-
ing in the absorption coefficient of a biased quantum well.
Since the transition rate of an electron from a bound state
to a continuum state is a function of the number of final
states through the matrix elements as well as a summation
over final states [46], the absorption coefficient is broadened
as a result of the redistribution of the density of states. An
important implication of the redistribution of the density of
states is that the states above the quantum well in a multiple
quantum well system are correlated even in the presence of
wide barriers. This correlation further affects the redistribu-
tion of the density of states, thereby affecting the absorption
calculation of single wells especially in the presence of other
quantum wells. This effect is enhanced in the presence of
an applied electric field.
Quantum well infrared photodetectors with a high detec-

tivity over a varying range of wavelengths [1, 11, 13, 71]
have been achieved over the last several years. The range
of the wavelength at which the sensitivity peak occurs varies
depending upon the size of the conduction band offset as
well as the quantum well width. However, variations in the
quantum well width are limited to a small range since a
higher detectivity occurs when there exists one bound state
within the quantum well and a virtual bound state just above
the conduction band offset. Therefore, any changes in the
location of the sensitivity peak mainly occurs by varying
the conduction band offset. However, as previously demon-
strated by Levine et al. [11], decreasing the conduction band
offset increases the dark currents.
Theoretical calculations of the dark currents have been

performed by Levine et al. [1, 11] where the dark current
was attributed to the current tunneling out of the quantum
well as well as the thermionic emission current above the

quantum well. The agreement between theory and experi-
ment was achieved by varying sample parameters to match
the experimental results. Liu [13] has also addressed the
dark currents by calculating the current exiting a quantum
well. His calculation incorporated the capture of electrons
into the quantum well since the current exiting a quantum
well must equal the current entering the quantum well under
steady state conditions.
Considering that a QWIP is fabricated in an n+–i–n+

structure [1, 11, 13, 71] and assuming that the current exit-
ing the quantum well is equal to the current captured by
the quantum well under steady state [13], dark current must
result from the contact or n+ regions. Furthermore, as the
transmission coefficient for an electron exiting a single quan-
tum well is not a strong function of the barrier width and
the number of quantum wells, the results of Levine et al.
[1, 11] will not change for increasing barrier widths or varying
number of quantum wells. Liu et al. have incorporated the
barrier width into the dark currents through a transit time
calculation, resulting in the dark current being inversely pro-
portional to the barrier width. However, if the dark currents
decreases with increasing barrier width, the experimental
result of Liu [13] is self-contradictory. Therefore the vari-
ation in the dark currents as a function of barrier width
and number of quantum well must arise from some other
mechanisms.

2. INFLUENCE OF A PERPENDICULAR
ELECTRIC FIELD UPON
A QUANTUM WELL

Upon the application of an electric field perpendicular to
a quantum well, the quantum well becomes tilted (Fig. 1)
changing the density of state the group velocity and the
wavefunction of the electron. The effects of an applied elec-
tric field on the energy dependence of the density of states
and the wavefunction for a symmetric quantum wells are
investigated within this section.
The redistribution of the density of states is calculated

by using the method of the logarithmic derivative of the

Position
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Figure 1. Symmetric quantum well under the influence of an applied
electric field.
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wavefunctions [5–7]. It is demonstrated that there exist dis-
crete states as well as a continuum of states between the
bottom of the quantum well to the conduction band offset
which depends upon the applied field and the quantum well
itself [7].
After the redistribution of the density of states is obtained,

the average local velocity of electrons as well as the elec-
tron’s wavefunction is calculated within a biased quantum
well. Considering that the distribution of electrons within a
quantum well is a function of position as well as energy, the
average local velocity (group velocity) deviates from the free
particle group velocity of �kz/m∗. A comparison between
�kz/m∗ and the average local group velocity is made for ener-
gies both above and below the band offset as a function of
applied electric field, band offset, and quantum well width.
The single electron Schroedinger equation in the effective

mass approximation can be written as [46]

−�
2

2
d

dz
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m∗�z	
d
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Ez� z
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dz

)
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where V (z) is the potential energy which includes all exter-
nally applied fields, Ez is the z-directed carrier energy,m∗(z)
is the effective mass at position z, � is the reduced Planck’s
constant, and 
(Ez� z) is the envelope function at energy Ez

and position z. Using the substitution

G
(
Ez� z

) = (
2�
/
jm∗�z		�
′(Ez� z	

/

�Ez� z	

]
(2)

Eq. (1) can be rewritten as [5–7]
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where j = √−1 is the complex number and G(Ez� z) is
known as the logarithmic derivative of the wavefunction.
By discretizing both in energy (�E) and in position (�z)

(i.e., for a piecewise continuous potential profile), Eq. (3)
can be solved to yield

G±(Ez� zi

) = Goi

G�zi−1	 cosh��i�z	∓Goi sinh��i�z	

Goi cosh��i�z	∓G�zi−1	 sinh��i�z	

= G±
R

(
Ez� zi

)+ jG±
I

(
Ez� zi

)
(4)

whereGoi = 2�i�/jm
∗�zi	� �i = j

√
�2m∗�zi	/�	/�E − V �zi		,

and �z = zi − zi−1. The positive and negative signs indicate
the direction of the calculation of G±; for G+ the calcula-
tion proceeds from negative to positive values of z and vice
versa for G−.
Once the logarithmic derivative of the wavefunction in

both the positive and negative directions is known for all
positions and energies [Eq. (4)], the one-dimensional (1D)
density of states can be calculated as a function of position
and energy by [5–7]

g1D�Ez� z	 = Im
[

j8/��

G+�Ez� z	−G−�Ez� z	

]
(5)

The energy dependence [5–7] of g1D(Ez� z) can be obtained
by integrating over distance, eliminating the position depen-
dence, as

	g1D�Ez	
 =
1

Lwell

∫ Lwell

0
g1d�Ez� z	dz (6)

where Lwell is the length of the quantum well. The total three
dimensional density of states is calculated by convolving the
1D density of states with the 2D density of states. As shown
in Eq. (7), this integration is trivial due to the delta function
in energy:

g3D�E
′′	 = m∗

��2

∫ �

0
dEt

∫ E′′

0
	g1D�Ez	
dEz ��E − Et − Ez	

= m∗

��2

∫ E′′

0
	g1D�Ez	
dEz (7)

As shown in Figure 1, there exists an energy, the tun-
neling energy, below which the transmission of an electron
out of the quantum well is practically zero. Since the ener-
gies below E ′, the tunneling energy, are still bounded, the
density of states below E ′ is the usual quantum well density
of states for a finite quantum well. This results in the total
three-dimensional density of states within a biased quantum
well as

g3D�E
′′	= ∑

n
En<E′

m∗

�2�2
�kzn−kz�n−1		+

m∗

��2

∫ E′′

E′
	g1D�Ez	
dEz

(8)

where

kzn =
√
2m∗En

�2
kz0 = 0

As stated previously, once the logarithmic derivative is
known for all positions and all energies [Eg. (4)], the local
group velocity can be calculated. Following the method in
[5–7, 46], the local group velocity, v±

g �Ez� z	, is one-half the
real part of G±�Ez� z	, where the positive (negative) sign
indicates a positive (negative) velocity. The average local
velocity is obtained by averaging the number of electrons at
positive Ez with the local velocity over position as〈

v±
g �Ez	

〉 = ∫ Lw

0 n1d�Ez� z	v
±
g �Ez� z	 dz∫ Lw

0 n1d�Ez� z	 dz
(9)

where n1d�Ez� z	 �=f �Ez	g1D�Ez� z	 is the number of car-
riers at position z and energy Ez and obtained by multiply-
ing the Fermi distribution function by the one-dimensional
density of states.
For the calculation of the scattering rates later addressed

in this chapter, the wavefunction of the electron is required.
The wavefunctions can be calculated by Eqs. (3) and (4) as


�z�Ez	 = exp
[∫ z

0
!�z′� Ez	 dz

′ +
∫ z

0
"�z′� Ez	 dz

′
]

(10)

where

!�Ez� z	 = −�m∗�z	G+
R�Ez� z	#/2� and

"�Ez� z	 = i�m∗�z	G+
I �Ez� z	#/2�

(11)

The structure considered is a symmetric quantum well
consisting of 200 Å AlGaAs barriers and a 100 Å GaAs
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quantum well. The concentration of Al is 20%, yielding a
conduction band offset of 0.1621 eV and effective masses of
0.084 for AlGaAs and 0.067 for GaAs.
The energy levels and tunneling energy are plotted as

a function of the applied electric field in Figure 2. As
seen from the graph, the tunneling energy decreases and
the energy levels increase with increasing electric field. The
energy reference for the energy levels is the lowest possible
energy within the quantum well.
The 1D density of states is plotted in Figure 3 as a func-

tion of energy with applied electric field as a parameter.
Since both of the energy levels are below the tunneling
energy when the electric field is below 20 kV/cm, the 1D
densities of states are delta function spikes, as shown in Fig-
ure 3a. Also shown in Figure 3a is the existence of states
between the upper most energy level and Ec. As was stated
before, this is a result of the system being unbounded for
energies greater than the tunneling energy when an elec-
tric field is applied. Figure 3a also shows the virtual bound
states which occur above the conduction band offset (dot-
ted vertical line), Ec. As the electric field is increased to
30 kV/cm, only the upper energy level is above the tunneling
energy. This creates a spreading in the 1D density of states
around the upper energy level as shown in Figure 3b. How-
ever, the spreading of the density of states is not limited to
a small area around the energy level but is continuous to Ec

and is more pronounced compared to the 20 kV/cm case.
Also shown in Figure 3b are the virtual bound states which
are becoming less defined and shifting to a higher energy.
Increasing the electric field further results in the spreading
of the density of states for the virtual bound states. The

0 10 20 30 40 50 60 70 80 90 100 110 120 130 140

Applied Electric Field [kV/cm]

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

E
ne

rg
y

[e
V

]

Energy Levels
Tunneling Energy

Upper Energy Level

Lower Energy Level

Figure 2. Energy levels and tunneling energy for a symmetric quantum
well as a function of applied electric field. Reprinted with permission
from [46], K. R. Lefebvre, Electron Dynamics in a Biased Quantum
Well, Ph.D. Dissertation, University of Connecticut, Storrs, CT, 1997.
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Figure 3. One-dimensional density of states for a symmetric quantum
well as a function of energy and applied electric field. Reprinted with
permission from [46], K. R. Lefebvre, Electron Dynamics in a Biased
Quantum Well, Ph.D. Dissertation, University of Connecticut, Storrs,
CT, 1997.

uppermost energy level eventually shifts above Ec, and there
is an increase in the number of states between the energy
levels as well as above the upper most energy level. This is
demonstrated in Figure 3c–e for electric fields of 50, 100,
and 140 kV/cm. The spreading out of the 1D density of
states and the shifting of energy peaks suggests that as the
electric field is increased, the quantum well loses the step-
like characteristics of the zero field density of states and
approaches the 3D density of states for bulk. This will be
discussed further in the next paragraph.
In Figure 4, the 3D densities of states are plotted as a

function of energy for electric fields of 0, 20, 50, 90, 110, and
140 kV/cm. As shown in Figure 4a, at low fields where the
tunneling energy is greater than the upper most energy level,
the 3D density of states for 20 kV/cm resembles the zero
electric field case except for the energy shift and a slight cur-
vature occurring between the upper most energy level and
Ec. At energies above Ec, the 3D density of states follows
the bulk density of states except for slight oscillations due
to the virtual bound states. However, as the electric field
is increased and the tunneling energy falls below the upper
most energy level, the steplike function of the density of
states becomes more bulklike as shown in Figure 4b and c.
Eventually the density of states will lose the steplike charac-
teristics of the zero field density of states as the applied elec-
tric field is progressively increased. This is demonstrated in
Figure 5 where the 3D density of states is plotted for electric
fields of 100 and 200 kV/cm verses energy on a semilog scale.
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Figure 4. Three-dimensional density of states for a symmetric quantum
well as a function of energy and applied electric field [46].

The calculation of the wavefunction [Eq. (10)] is shown in
Figure 6 for an AlGaAs/GaAs system with an electric field
of 0 kV/cm, 20% Al, a conduction band offset of 0.1621 eV,
a quantum well width of 100 Å, and a barrier width of 200 Å.
As shown in Figure 6, there exist two energy levels.
As previously demonstrated, there exist states from the

tunneling to the band offset. If states exist then these
states must have a wavefunction. This is demonstrated in
Figure 7 where an electric field of 100 kV/cm is applied.
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Figure 5. Three-dimensional density of states for a symmetric quan-
tum well as a function of energy and applied electric fields of 100 and
200 kV/cm. Reprinted with permission from [46], K. R. Lefebvre, Elec-
tron Dynamics in a Biased Quantum Well, Ph.D. Dissertation, Univer-
sity of Connecticut, Storrs, CT, 1997.
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Figure 6. The wavefunctions for the first and second energy level at
zero bias.

As demonstrated, the wavefunctions of the first and second
energy levels shift toward the lower portion of the quantum
well (inset of Fig. 7). Also, as the energy increases from the
first energy level (66 meV) toward the second (161 meV),
the first energy level must transform into the second. This
is demonstrated for selected energies between the first and
second energy level.
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3. ELECTRON ESCAPE TIME
FROM A QUANTUM WELL

The current exiting a quantum well as a result of a z-directed
electric field is the sum of two components (Fig. 8): the
thermionic emission component (Jth) and the tunneling com-
ponent (Jtu). The thermionic emission component is the
current above the conduction band offset (Ec) while the
tunneling component is the current below the conduction
band offset. The total current is a combination of two oppo-
sitely propagating current components: J+ along the positive
z-direction and J− along the negative z-direction [46],

Jtot= �Jtu+Jth#
++�Jtu+Jth#

−

�Jtu+Jth#=
2e

�2�	2



∫ �

−�

∫ �

−�
dkxdky

×
[
1
2�

∫
tu
f �E		v±

g �Ez	
D±�Ez	dk
tu
z

]
+
∫ �

−�

∫ �

−�
dkxdky

×[ 1
2�

∫
th
f �E		v±

g �Ez	
D±�Ez	dk
th
z

]


(12)

where f (E) is the Fermi distribution function, Ez is the
energy corresponding to the wavevector in the z-direction,
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Figure 8. (a) Energy diagram of a biased quantum well and (b) p–i–n
device structure. Reprinted with permission from [8], K. R. Lefebvre
and A. F. M. Anwar, IEEE J. Quantum Electron. 33, 187 (1997). © 1997,
IEEE.

	v±
g �Ez	
 are the effective carrier velocities in the positive

and negative z-directions, D±�Ez	 is the transmission coef-
ficient, and e is the elemental electron charge.
The integration over kz for the tunneling current is

between ±ktu to ±kc where ±ktu is the z-directed wavevec-
tor associated with E ′ (the energy at which carriers can first
tunnel out of the quantum well [E ′ = ��ktu	

2/2m∗]: Fig. 8)
and ±kc is the wave vector associated with the energy of the
conduction band offset [Ec = ��kc	

2/2m∗]. The integration
over kz for the thermionic emission current is from ±kcto
±8, where the upper sign corresponds to the positive kz inte-
gration and the lower sign is for the negative kz integration.
Assuming parabolic energy bands and converting the inte-
grals over k into integrals over energy, we obtain the total
current,

JTot =
em∗

2��2


∫ �

0
dEt

∫ �
E

kz>0
f �E		v+

g �Ez	
D+�Ez		g1D�Ez	
dEz

+
∫ �

0
dEt

∫ �
E

kz<0
f �E		v−

g �Ez	
D−�Ez		g1D�Ez	
dEz


(13)

where 	g1D�Ez	
 is the effective 1D density of states
[Eq. (6)], Ef is the Fermi level, � is the reduced Planck’s
constant, m∗ is the effective mass, and Et is the energy in the
transverse direction.
For a given carrier concentration, the Fermi level is

obtained by solving

ntot =
∑
i

∫ E′

Ei

gi�Ez	f �E	dE +
∫ �

E′
g3D�Ez	f �E	dEz (14)

where gi�Ez	 is the finite well density of states, Ei is the ith
energy level below E ′ with a corresponding wavevector kzi

and kz0 = 0 and g3D�Ez	 is the 3D density of states which is
calculated by Eq. (7).
Calculation of the carrier escape time that includes the

proper partitioning of the thermionic emission and tunneling
components of the current is obtained by considering the
total number of carriers that are able to traverse the barrier.
Rearranging the usual current equation (J = qnv = qnL/.),
the escape rate can be calculated as

1
.
= 1

.2Dun
"+ 1

.3Dun
�1− "	 (15)

where .2Dun �=en2DLw/Jtu	 is the unweighted tunneling time,
.3Dun �=en3DLw/Jth	 is the unweighted thermionic emission
escape time, "�=n2D/ntot	 is the partitioning factor, and
n3D, n2D are the carrier concentrations above and below Ec.
According to this equation the thermionic emission and the
tunneling mechanisms provide two parallel paths for carrier
escape. Moreover, the partitioning of carriers in the 2D and
3D parallel paths depends upon the applied bias and the
structure of the quantum well as well as the redistribution
of the density of states.
The theoretical calculations are compared to the exper-

imental work of Cavailles et al. [37] for a quantum well
consisting of 200 Å AlGaAs barriers and a 96 Å GaAs well.
The composition of Al is 40% and 20% yielding an asym-
metric quantum well with conduction band offsets of 0.3242
and 0.1621 eV respectively (Fig. 8). The measurement of
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the escape time was performed by a pump–probe method
where the pumping laser produces approximately 1022 m−3

electrons within the quantum well [37] and the probing laser
detected any changes in the sample at a later time with
respect to the pumping laser. The material parameters used
are from [8, 9, 37] and are shown in Table 1 for convenience
[46].
The calculation of the electron escape time as a func-

tion of applied electric field is shown in Figure 9 (open
squares). Experimental results (solid circles) [37] are also
shown on the same plot and show excellent agreement with
the present model. Also shown in Figure 9 is theoretical
results of Moss et al. [38] (solid diamonds) which demon-
strate the general trend of decreasing escape time as the
electric field increases.
Three distinct regions can be identified by comparing the

individual escape times (tunneling and thermionic emission)
to the total escape time as shown in the inset of Figure 9:
(1) a thermionic emission dominated region, (2) a tun-
neling dominated region, and (3) a combination tunneling
and thermionic emission region. At low electric fields, the
electron escape time is dominated by the thermionic emis-
sion component, whereas at high electric fields the electron
escape time is tunneling dominated. At intermediate elec-
tric fields the determination of the escape time is decided by
the partitioning of current/charge between the thermionic
emission and tunneling components.
To better understand the role of the two current com-

ponents, the ratios of the individual current components to
the total current are plotted as a function of electric field
in Figure 10. It is apparent that the thermionic emission
component is dominant at lower bias as is evident from
the ratio of Jth/Jtot whereas at high fields, Jtu/Jtot dominates.
At low electric fields, the tunneling particles experience a
rectangular barrier attributing to an extremely small trans-
mission coefficient and a large tunneling energy (E ′ is close
to Ec) resulting in a negligible tunneling current. However,
for the same range of electric fields, over the barrier trans-
port with a transmission coefficient of approximately unity
contributes largely toward the total current. As the electric
field increases, the barriers and the quantum well become
more triangular corresponding to an increase in the trans-
mission coefficient as well as a reduction in the tunnel-
ing energy. By reducing the tunneling energy as well as
increasing the transmission coefficient, the number of carri-
ers within the quantum well that are able to participate in
Jtu increases, resulting in a rapid rise in Jtu as the electric
field increases as shown in the inset of Figure 10. However,
since the transmission coefficient above Ec is approximately
unity and the effective velocity is approximately constant as
the field increases, the steady increase in Jth as the elec-
tric field increases arises from an increase in the number of

Table 1. Material parameters for escape time calculations.

Al0/4Ga0/6As Al0/2Ga0/8As GaAs

Band offset [eV] 0/3242 0/1621 —
m∗/mo 0/1002 0/0836 0/067
Eg[eV] 1/92 1/67 1/424
Structure width [Å] 200 200 96
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carriers above Ec. Therefore, as the electric field increases,
Jtu overcomes Jth and eventually becomes the dominant
current at high electric fields.
The increasing function of Jth in Figure 10 can also be

explained by considering the product of 		v3D

 and n3D
(		v3D

 is the local group velocity averaged over position
as well as energy) which yields Jth as shown in Figure 11.
Since the rate of increase in n3D is greater than the rate of
decrease in 		v3D

, Jth shows a steady increase with applied
bias. n2D, on the other hand, is much larger than n3D and
is a very weak function of the applied electric field. This
attribute of n2D along with the rapid increase in 		v2D


results in a sharply increasing tunneling current, Jtu, with
applied bias. Though Jth and Jtu both increase with increas-
ing electric field, Jtu increases faster, becoming the major
component of current at higher bias. This switch over from
thermionic emission dominance to tunneling dominance for
this structure occurs at around 50 kV/cm.
The calculation of the escape time based upon

.3Dun �=qn3DLw/Jth	 and .2Dun �=qn2DLw/Jtu	 is not complete
as carrier partitioning is not accounted for. The carrier par-
titioning, which is also implicit in the Moss et al. treatment,
yields the correct escape time by writing it as .−1 = "/.2Dun +
�1− "	/.3Dun . In Figure 12, the unweighted escape times are
shown. As observed, the unweighted thermionic emission
escape time always dominates, as 		v3D

 is greater than
		v2D

. Also shown in Figure 12 is the partitioning factor,
", which is close to unity for the structure considered. The
weighted tunneling time �.3Dwt = .3Dun /�1−"		 is much greater
than .3Dun and can become comparable or even greater than
the weighted tunneling time �.2Dwt = .3Dun /"	.
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The importance of using the proper quantum mechanical
group velocity as well as the continuous density of states is
shown in Figure 13. In Figure 13 the escape time has been
calculated using �kz/m∗ for the group velocity, including the
redistribution of the density of states (solid triangles) and
excluding the redistribution of the density of states (solid
circles). As observed, the electron escape time is overesti-
mated when the redistribution of the density of states is not
accounted for. Also to be noticed is that the curvature of
the electron escape time is opposite the experimental results
when the redistribution in the density of states has been
excluded; a similar situation is observed in the Moss et al.
[38] calculations.
For completeness, the hole escape time is shown in

Figure 14 is included. Included in the hole escape time figure
are the experimental results of Cavailles et al. as well as the
previously reported theoretical results of Moss et al. The
theoretical escape time for holes also shows excellent agree-
ment with the experimental results with similar plateaus in
regions. In the present calculation for holes, the heavy hole
masses (mhh/mo	 of 0.734, 0.284, 0.454, and 0.415 and the
light hole masses (mlh/mo	 of 0.596 and 0.222 are used.
These hole masses are obtained by fitting parabolas to the
calculated band structures in [75]. The use of the data that
were reported for a slightly different structure may explain
the discrepancy between the experimental and the theoreti-
cal results.
Comparison between the Moss et al. work and the

experimental results for the holes demonstrates large dis-
crepancies. The large discrepancy can be attributed to
the use of the conventional hole effective mass, discrete
density of states, FWHM calculation for the tunneling
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(1997). © 1997, IEEE.

10
10–13

10–12

10–11

10–10

20 30 40 50 60 70 80 90 100

Electric Field [kV/cm]

H
ol

e
E

sc
ap

e
T

im
e

[s
ec

]

Theoretical Escape Time (Our Work)
Experimental Results
Tunneling Escape Time
Thermionic Escape Time
Moss et al.
Our Work with Moss et al. m*

Figure 14. Comparison between the theoretical calculated hole escape
time, experimental hole escape time and Moss et al. calculated hole
escape time. Reprinted with permission from [46], K. R. Lefebvre, Elec-
tron Dynamics in a Biased Quantum Well, Ph.D. Dissertation, Univer-
sity of Connecticut.

times, and �kz/m for the group velocity. This is demon-
strated in Figure 14 where the escape time for holes has
been calculated using this theory with the effective masses
given by Moss et al. (open circles). As demonstrated, an
improvement in the hole escape time results from using the
present formulation.

4. ELECTRON–POLAR OPTICAL PHONON
INTERACTION WITHIN A BIASED
QUANTUM WELL

4.1. Electron–Polar Optical Phonon Interaction
within an Unbiased and Biased
Quantum Well

The calculation of the absorption (abs) and emission (ems)
rates of phonons begins with Fermi’s golden rule [46],

1
.abs
ems

�Ei	
= 2�

�

∑̄
kf

∑̄
q

�	0f �Hep�0i
�2�1− f �Ef 		

× ��Ef − Ei ± �2	 (16)

where 0 is the wavefunction in three dimensions for the
initial (i) and final (f ) states, Ei and Ef are the energies of
the states 0i and 0f , f (Ef 	 is the Fermi distribution, kf is
the final state wavevector, q is the phonon wavevector, and
�2 is the energy of the polar optical phonon. The positive
sign in the conservation of energy (�(E)) is for the emission
of a phonon while the negative sign is for the absorption of
a phonon.
Assuming bulk phonons within the quantum well and

neglecting screening, the interaction Hamiltonian, Hep, is
the Frölich Hamiltonian [46],

Hep =
[
e2�2

2V

[
1
3�

− 1
3o

]] 1
2
(
Nq +

1
2
± 1
2

) 1
2
(
1
q

)
× [a+

q e
−iq̄·r̄ + aqe

iq̄·r̄] (17)

where aq is the annihilation operator, a+
q is the creation

operator, q is the phonon wavevector, r is the position vec-
tor, e is the elemental charge, Nq is the phonon occupation
number, and 3� and 3o are the high frequency and static
dielectric constants, respectively.
The wavefunctions can be decomposed into transverse

and perpendicular components as shown in

0i� f �r	 =
1√
V

eik̄ti� tf ·r̄t 
zi� zf (18)

The perpendicular component (
zi� zf 	 is the bound (or quasi
bound when an electric field is applied) particle wave-
function in the z-direction and the transverse component
�eik̄ti� tf •r̄t 	 is the free particle wavefunction parallel to the
quantum well. Also, kti� tf is the initial (final) wavevector in
the transverse direction and rt is the position vector. The
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decomposition of the initial and final wavevectors into trans-
verse and perpendicular components simplifies the calcula-
tion of the matrix elements, 	0f �Hep�0i
 which yield

	0f �Hep�0i
 =
1
V

[
e2�2

2V

[
1
3�

− 1
3o

]] 1
2
(
Nq +

1
2
± 1
2

) 1
2

×
(
1
q

)
�k̄ti∓q̄t � k̄tf

∫ Lw

0

∗

zf e
∓iqz
zi dz/ (19)

The upper sign corresponds to emission while the lower sign
corresponds to absorption. The z component of the wave-
functions will be addressed later.
Using the properties ��aE	 = a−1��E	 and ���E − E1	

�E − E2		 = �E1 − E2�−1���E − E1	 + ��E − E2		, the con-
servation of energy and momentum in the transverse direc-
tion, as in Eqs. (16) and (19), can be combined [10] to solve
for the momentum in the transverse direction as

��Ef − Ei ± �2	�k̄ti∓q̄t � k̄tf

= 2m∗

�2

1
�Q+

t −Q−
t � ���qt −Q+

t 	+ ��qt −Q−
t 	# (20)

where for the absorption of phonons

Q±
t =−kticos8±

√
�kti cos8	2−

(
k2zf −k2zi−�2

2m∗

�2

)
(21)

and for the emission of phonons

Q±
t =kti cos8±

√
�kti cos8	2−

(
k2zf −k2zi+�2

2m∗

�2

)
(22)

where the angle 8 is between the initial wavevector and the
phonon wavevector in the transverse direction.
As stated in Section 2, upon the application of an elec-

tric field perpendicular to the quantum well (along the
z-direction), there exists a finite probability for the electrons
within the quantum well to tunnel through the triangular
barrier for energies greater than E ′. However, for energies
below E ′, the system is bounded and the density of states
is the usual steplike function. Therefore, for the final states
greater than E ′, the summation over the final states can be
converted into an integral over energy, whereas for energies
below E ′, the summation over final states remains. Using
Eqs. (17)–(22), Eq. (16) can be rewritten (we have dropped
the subscripts abs and ems for convenience) as

1
.�Ei	

= "
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dqz d8dEzf (23)

where
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for final states where the energy is greater than E ′ and

1
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where

" = 2m∗

�3
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�2�	3
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1
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](
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1
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± 1
2

)
× �1− f �Ei ∓ �2		

for final states in the region is below E ′. Here Mkzqz
=∫ Lw

0 
∗
zf e

∓iqz
zidz while the limits on the qz and 8 are
determined by requiring the quantity beneath the radical in
Eqs. (21) and (22) be positive.
The conversion of the ktf summation into an integral over

the final energy, Etf , introduces the effective 1D density of
states, 	g1D�Ez	
, into the scattering rate. Calculating the
effective (1D) density of states is performed as in Section 2,
Eqs. (1)–(6).
The calculation of the scattering rate, which is a func-

tion of the initial energy, can be extended to calculate the
average scattering rate of phonons. The average total scat-
tering rate is calculated by averaging .−1

tot �Ezi	�=.−1
abs�Ezi	 +

.−1
ems�Ezi		 over the number of carriers at that energy as
shown in Eq. (24),〈

1
.

〉
=
∫
.−1
tot �Ei	g3d�Ei	f �Ei	 dEi∫

g3d�Ei	f �Ei	dE
(25)

where f (E) is the Fermi function and g3d�Ei	 is the 3D den-
sity of states calculated from the convolution of the effective
1D density of states 	g1D�Ez	
 and the 2D density of states
[Eq. (23)].
The system under consideration consists of a single quan-

tum well with AlGaAs barriers and a GaAs quantum well.
The composition of Al is 20% producing a band offset
of 0.1621 eV and a barrier effective mass of 0.0836m0.
Also, the applied electric field ranged between 0 and
70 kV/cm.
The phonon absorption, emission, and total scattering

rate are plotted as a function of initial energy and applied
electric field in Figure15a–d. Consider first the absorption
rate (solid curves). At zero electric field (Fig. 15a) the
absorption rate is zero for initial energies below the first
energy level, due to a lack of initial states. With increas-
ing initial energy, a step occurs in the absorption rate aris-
ing from the availability of initial states corresponding to
the first energy level (E1). For this structure, the separa-
tion between the two energy levels (E2 − E1 = 77 meV) is
greater than �2 (36 meV); therefore, the absorption rate is
determined purely by intrasubband absorption. As the ini-
tial energy is increased, there is a steady rise in the absorp-
tion rate until the initial energy equals E2 − �2. Once the
initial energy equals E2 − �2, another step in the absorp-
tion rate results signifies that both intrasubband and inter-
subband scattering can occur. Further increase in the initial
energy again produces a steady rise in the absorption rate
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Figure 15. The electron–phonon scattering rates as a function of initial
energy and the electric field as a parameter. Reprinted with permis-
sion from [10], K. R. Lefebvre and A. F. M. Anwar, IEEE J. Quantum
Electron. 35, 216 (1999). © 1999, IEEE.

until the initial energy equals the second energy level. At the
second energy level, a step occurs in the absorption rate as
a result of an increase in the initial states. It is worth noting
that if the assumption that the first energy level is the only
initial state in the kz direction and not including the second
energy level, the step resulting from an increase in the ini-
tial states once the second energy level is reached (from the
initial energy equaling the second energy level) would not
exist in the absorption rate.
For the emission rate (dashed dotted curve) at zero elec-

tric field, the first step in the emission rate occurs when the
initial energy is above the first energy by an amount equal-
ing �2. As the initial energy is further increased, there exists
a slight decrease in the emission rate due to the transverse
phonon wavevector increasing with an increase in initial
energy and the scattering rate being inversely proportional
to the transverse phonon wavevector. As the initial energy
increases further another step results when the initial energy
equals E2, increasing the number of initial states which the
electron can scatter from. Another step in the emission rate
occurs when the initial energy equals E2 + �2 as a result
in an increase in the final states of the scattered electron.
The slight downward slope in the emission rate disappears
since once the second energy level is reached due to the
increase in the number of initial states. The total scatter-
ing rate (dashed curve) is the combination of the absorption
and emission rates and demonstrates characteristics of both
curves as expected.
In Figure 15b, the electric field is increased from 0 to

20 kV/cm for the phonon absorption and emission rates.

As in the zero field case both the emission and absorp-
tion rates exhibit the steplike function. However, as men-
tioned before, the electric field redistributes the density of
states above the point where the transmission coefficient
becomes appreciable (E ′ ∼ 122 meV for 20 kV/cm). For
completeness, this is demonstrated in Figure 16a–d where
the 1D density of states is plotted as a function of energy
and applied electric field. With increasing electric field, the
1D density of states expands below the band offset and
a spreading around the energy levels occur. Applying this
knowledge to the phonon absorption and emission rates, the
extra step which occurs around 122 meV corresponds to the
point where the transmission is appreciable (E ′). The grad-
ual increase in the absorption and emission rates is a result
of the continuous nature of the 1D density of states. Another
difference between the zero field scattering rates and the
20 kV/cm scattering rates is the shift in the steps toward
higher energies.
Increasing the electric field further (Fig. 15c) to 50 kV/cm

demonstrates evidence of a second energy level in the
absorption rate; however, the smoothing effect is more pro-
nounced than in the previous cases. As before, the first step
in the absorption curve is due to the first energy level while
the second step is a result of E ′. However, there exists a
flattening in the absorption curve resulting from the large
energy separation (>36 meV) between E ′ and the peak in
the 1D density of states (Fig. 16c). As the initial energy
is increased further to around 90 meV, the absorption rate
turns up rapidly which is 36 meV from the peak in the 1D
density of states. Any further increase in energy results in
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Figure 16. The effective one-dimensional density of states as a function
of energy and applied electric field where the vertical dotted line is the
band offset. Reprinted with permission from [10], K. R. Lefebvre and
A. F. M. Anwar, IEEE J. Quantum Electron. 35, 216 (1999). © 1999,
IEEE.
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the gradual increase in the absorption rate as demonstrated
previously. The rate at which electrons emit phonons for
the 50 kV/cm case begins at 36 meV above the first energy
level, as has been demonstrated before, and increases gradu-
ally with increasing energy. A further increase in the electric
field to 70 kV/cm (Fig. 15d) shows a switch in the emission
rates from turning on at higher energies to turning on at a
lower energy. This is a result of E ′ falling well below the
first energy level (E ′ ∼ 20 meV), implying that the quan-
tum well is almost completely unbounded. The spreading
in the 1D density of states is more dramatic for the sec-
ond energy level (Fig. 16d), resulting in a smoother transi-
tion in the absorption rate from the first step to the second
step.
The average total scattering rate is shown in Figure 17a

function of applied electric field along with the energy
difference between the energy level, E ′, and �2. which
demonstrates a direct correlation between the average scat-
tering rate and the energy separation. At electric fields of
10 and 40 kV/cm, there is a peak in the average scatter-
ing rate which occurs at a point where there is a mini-
mum in the energy separation. As shown in Figure 17 at 40
kV/cm both energy levels are within �2 from E ′, resulting
in a sharp rise in both the emission and absorption rates.
This is also demonstrated for the 20 kV/cm case (Fig. 15b),
except that only the second energy level is within �2
from E ′.
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Figure 17. (a) The average electron–phonon scattering rate as a func-
tion of applied electric field. (b) The comparison between the energy
level separation ET and �2. Reprinted with permission from [10], K. R.
Lefebvre and A. F. M. Anwar, IEEE J. Quantum Electron. 35, 216
(1999). © 1999, IEEE.

4.2. Electron Escape via a Polar Optical
Phonon Interaction and Tunneling
from a Biased Quantum Wells

The escape rate of electrons due to a phonon interaction
as a function of initial energy is calculated by first order
perturbation as [46]

1
.abs�Ei	

= 2�
�

∑̄
kf

∑̄
q

�	0f �Hep�0i
�2

× �1− f �Ef 		 ��Ef − Ei − �2	 (26)

the parameters for Eq. (26) are defined in Section 4.2.1 and
only the upper sign is used in Eqs. (16) and (19).
Combining the conservation of energy and momentum in

the transverse direction and solving for qt , as in Eqs. (16)
and (17) [10], yields
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2m∗

�2
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and 8 is the angle between the initial wavevector (kti) of the
particle and the phonon wavevector (qt) in the transverse
direction.
The redistribution of the density of states can by included

into the scattering rate calculation by converting the kzf

summation into an integral as the final energy, Ezf , intro-
duces the effective 1D density of states, 	g1D�Ez	
. The 1D
density of states can be calculated as in Section 2. Equa-
tion (26) now may be rewritten as
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Here Mkzqz
= ∫ Lw

0 
∗
zf e

−iqzz
zi dz while the limits on 8 are
determined by requiring the quantity beneath the radical
in Eq. (28) be positive. The limits on the Ezf integration
are from the top of the conduction band offset to infinity
since we are considering the transition of an electron from a
state below the conduction band offset to a state above the
conduction band offset.
Since the tunneling rate is a function of the z-directed

energy, the transition rate due to phonons needs to be con-
verted to only a function of Ez. The calculation of the scat-
tering rate, which is a function of the initial energy, into a
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function of only Ez can obtained by the averaging scattering
rate of phonons over the transverse initial states as〈

1
.�Ezti

	

〉
=
∫
.−1�Ei	f �Eti	dEti∫

f �Eti	dEti

(30)

where f (Eti) is the Fermi function. Just as in Eq. (30), the
average scattering rate is calculated by averaging 	.−1�Ezti

	

over the number of electrons at Ezi as〈

1
.

〉
=
∫ 	.−1�Ezi	
	g1d�Ezi	
f �Ezi	dEzi∫ 	g1d�Ezi	
f �Ezi	dEzi

(31)

The structure simulated is a symmetric AlxGa1−xAs/GaAs
system with a 100 Å quantum well and 240 Å barriers.
An Al mole fraction of x = 20% is used, resulting in a
band offset of 0/1621 eV and two energy levels with a
separation greater than the polar optical phonon energy,
�2 (0/036 eV). The electron’s effective mass in the quan-
tum well is 0.067m0 while the electron’s effective mass in
the barrier material is 0.084m0 with m0 being the free elec-
tron mass. The two competing processes for carrier escape
out of a quantum well are tunneling and phonon interac-
tion. As demonstrated in Figure 18, tunneling is related to a
spatial dislocation of the carrier whereas phonon interaction
modifies the carrier’s energy. The carriers that are assisted
by phonons to move from within the quantum well to con-
tinuum are eventually swept away by thermionic emission.
It should also be pointed out that the energy at which the
transmission coefficient becomes appreciable for an electron
tunneling out of the quantum well is denoted as E ′ as shown
in Figure 18, implying that any electrons with a z-directed
energy above E ′ and below Ec (conduction band offset) can
participate in the tunneling current.
In Figure 19, the electron transition rate via a phonon

interaction is plotted as a function of initial energy in the
z-direction for an applied bias of 10 kV/cm. The damped
oscillatory behavior of 1/. shows a peak for energies within
the quantum well followed by a dip. This behavior is
explained in the context of the density of states. For com-
pleteness, in Figure 20, the 1D density of states is plotted as
a function of Ez. As demonstrated in Figure 20, there exist
states (initial states) between the upper most energy level
and the band offset as well as a virtual bound state above the
band offset (final states). The initial states below the band
offset allow phonon induced transitions to the final states

E′∆Ec

τtuτph

Figure 18. A quantum well under the influence of a perpendicular elec-
tric field. Reprinted with permission form [46], K. R. Lefebvre, Electron
Dynamics in a Biased Quantum Well, Ph.D. Dissertation, University of
Connecticut, Storrs, CT, 1997.
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Figure 19. The electron–phonon transition rates as a function of initial
z-directed energy for an electric field of 10 kV/cm. The inset is the
electron–phonon transition rates for only the z-component. Reprinted
with permission form [46], K. R. Lefebvre, Electron Dynamics in a
Biased Quantum Well, Ph.D. Dissertation, University of Connecticut,
Storrs, CT, 1997.

above the band offset, creating the peak in the phonon tran-
sition rate. It should be mentioned that such a transition is
only possible due to the redistribution of the states in the
presence of an applied electric field. The existence of states
below the band offset but above the upper most energy level
make possible a phonon assisted electron transition with kt

equal to zero even though the difference between the band
offset and the upper most energy level is greater than �2.
This is demonstrated in the inset of Figure 19 where the
phonon induced transition rate has been plotted as a func-
tion of Ez for kt = 0. This is unlike previous calculations
where if the difference between the band offset and the
energy level is greater than �2, the transition of an electron
from the below the band offset to above the band offset via
a phonon is only possible with finite kt .
The damped oscillatory behavior of 1/. is not only due

to the redistribution of the density of states, the matrix
elements also play a role as is evident from Figures 21 and
22. In Figures 21 and 22, the transition rate and the density
of states are plotted as a function of Ez for an applied field
of 20 kV/cm. As shown from Figure 22, at an electric field of
20 kV/cm, the first virtual bound state lies beyond Ec + �2.
Therefore, the dip followed by the hump in 1/. (Fig. 21) is
not due to the redistribution of the density of states but is
a result of the matrix elements between the initial and final
states. This observation is justified in the inset of Figure 21
where 1/. follows the 1D density of states and is obtained
by forcing the matrix elements to a constant.
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Figure 20. The effective one-dimensional density of states as a function
of energy for an applied electric field of 10 kV/cm where the dotted
vertical lines are for the band offset and �2 above the band offset.
Reprinted with permission form [46], K. R. Lefebvre, Electron Dynam-
ics in a Biased Quantum Well, Ph.D. Dissertation, University of Con-
necticut, Storrs, CT, 1997.

Further increasing the electric field to 50 kV/cm (Fig. 23)
modifies the 1/. and density of states vs Ez curves consid-
erably. As evident from the density of states plot, a bound
state exists at 0.122 eV and there are no virtual bound states
within Ec + �2. The small hump at Ez = 0/122 eV results
from a phonon assisted transition from the bound state to
the continuum states below the band offset. In the absence
of any states between the bound states and the band off-
set such a transition would be impossible and is attributed
to the field induced redistribution of the density of states.
Increasing Ez to 0.126 eV, a phonon assisted transition from
within the well to the continuum is possible. Though 1/.
increases sharply at 0.126 eV, the magnitude, when com-
pared to Figures 19 and 21, is less and is due to the lower
number of final states.
An electron in a biased quantum well experiences two

competing processes: a change in energy due to a phonon
assisted transition or a change in position via tunneling
out of the quantum well. In Figure 24, the two compet-
ing processes, the phonon assisted electron transition time,
		.ph

, and the electron tunneling time, 		.tun

, are plot-
ted as a function of applied electric field. The calcula-
tion of the tunneling times has been performed by the
method of Anwar et al. in [6, 7]. As is evident, at low
electric fields, phonon assisted transitions dominate over
tunneling; however, with increasing electric field, tunnel-
ing dominates. To clearly understand the process, the scat-
tering times as a function of energy, Ez, are plotted for
an applied field of 50 kV/cm in Figure 25. For energies
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Figure 21. The electron–phonon transition rates as a function of initial
z-directed energy for an electric field of 20 kV/cm. The inset is the
electron–phonon transition rate for a constant value for the matrix ele-
ments. Reprinted with permission form [46], K. R. Lefebvre, Electron
Dynamics in a Biased Quantum Well, Ph.D. Dissertation, University of
Connecticut, Storrs, CT, 1997.

around 0.12 eV, the density of states reaches a maxi-
mum value where, from Figure 25, tunneling dominates.
At higher energies, though phonon scattering time is large,
the number of carriers at these energies is negligible, mak-
ing its contribution insignificant toward the escape time
calculation.
The dominant transport mechanism responsible for car-

rier transport, that mainly contributes toward escape, is a
strong function of conduction band offset and width of the
quantum well. In Figure 26, the phonon assisted electron
transition time and the tunneling time are compared by plot-
ting the probability of tunneling ��1/.tun	/�1/.tun + 1/.phon	#
as a function of applied field for quantum well widths of 40,
70, and 100 Å and band offsets of 0.1621 eV (dashed line—
20% Al) and 0.2 eV (solid line—30% Al). Starting with
the 20% Al cases, for electric fields greater than 20 kV/cm
the probability of tunneling is larger than the probability
of a transition due a phonon interaction. For small elec-
tric fields (<20 kV/cm), there exists a virtual bound state
within �2 of the band offset, increasing the number of
final states for phonon absorption and the probability of
phonon absorption. However, with increasing electric field,
the virtual bound state increases in energy beyond �2 above
Ec, reducing the number of final states and the probabil-
ity of phonon absorption. For electric fields not exceeding
40 kV/cm the energy difference between E ′ and Ec is less
than Ec − �2 (see Fig. 18). This implies that the number
of electrons available, with energy Ez, to absorb a phonon
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Figure 22. The effective one-dimensional density of states as a function
of energy for an applied electric field of 20 kV/cm where the dotted
vertical lines are for the band offset and �2 above the band offset.
Reprinted with permission form [46], K. R. Lefebvre, Electron Dynam-
ics in a Biased Quantum Well, Ph.D. Dissertation, University of Con-
necticut, Storrs, CT, 1997.

is equal to the number of electrons available for tunneling.
However, for electric fields greater than 40 kV/cm, Ec−E ′ is
greater than Ec − �2, implying that the number of electron
available, with energy Ez, for tunneling is greater than the
number for phonon absorption. Furthermore, not only is the
number of electrons available important in the removal of an
electron from a quantum well; the transmission coefficient
is an important parameter for tunneling while the number
of final states is important for phonon absorption, both of
which change with applied electric field. It is worth noting
that the dip which occurs in the 70 Å quantum well between
60 to 80 kV/cm arises from an increase in the number of
final states above Ec, increasing the probability of phonon
absorption. However, as Ec − E ′ is much greater than Ec −
�2, the effects of phonon absorption on the probability of
tunneling is small. It should also be pointed out that for
electric fields below 40 kV/cm the probability of tunneling
decreases with increasing well width for the same electric
fields. This results from the virtual bound states residing
closer to Ec with increasing well width as well as being
broader for larger quantum well widths, resulting in a higher
probability of phonon absorption.
As the well width increases, the energy levels are located

deeper in the well while the virtual bound states are located
closer to the band offset at low electric fields. Therefore,
with increasing well width, a larger electric field is required
to move the virtual bound state above Ec + �2, making
the transition due to phonons more probable over a larger
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Figure 23. The electron–phonon transition rates as a function of initial
z-directed energy for an electric field of 50 kV/cm. The inset is the one-
dimensional density of states as a function of energy where the dotted
vertical lines are for the band offset and �2 above and below the band
offset. Reprinted with permission form [46], K. R. Lefebvre, Electron
Dynamics in a Biased Quantum Well, Ph.D. Dissertation, University of
Connecticut, Storrs, CT, 1997.

range of electric fields for larger well widths as shown in
Figure 26. However, by increasing electric field even further,
tunneling overcomes phonon absorption since there are
more electrons available for tunneling than phonon absorp-
tion. This is the same situation for the case of the 30% Al
composition except that the virtual bound states are broader,
yielding an even larger range of electric fields where phonon
transition is more probable for the 40 and 70 Å quantum
wells. However, as see by Figure 26, the 100 Å quantum
well, 30% Al composition demonstrates unique character-
istics. This results from the 100 Å quantum well beginning
with three energy levels in the well, one close to the top
and two much deeper within the well, for electric fields
below 20 kV/cm and the existence of a virtual bound state
within �2 of the band offset, producing a high probability of
phonon absorption for small electric fields. However, as the
electric field increases above 20 kV/cm, the probability of
phonon absorption increases rapidly creating the dip in the
probability of tunneling. This results from the upper most
energy level being within the quantum well for small electric
fields but residing above Ec within increasing electric field.
This increases the probability of phonon absorption rapidly,
decreasing the probability of tunneling. As the electric field
is increased further, the virtual bound states exists beyond
Ec + �2 which reduces the probability of phonon absorp-
tion. This occurs around 80–90 kV/cm resulting in the sharp
upswing in the probability of tunneling.
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Figure 24. A comparison between the tunneling escape time and the
electron–phonon transition time as a function of applied electric field.
Reprinted with permission form [46], K. R. Lefebvre, Electron Dynam-
ics in a Biased Quantum Well, Ph.D. Dissertation, University of Con-
necticut, Storrs, CT, 1997.
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Figure 25. A comparison between the tunneling escape time and the
electron–phonon transition time as a function of z-directed energy for
50 kV/cm. Reprinted with permission form [46], K. R. Lefebvre, Elec-
tron Dynamics in a Biased Quantum Well, Ph.D. Dissertation, Univer-
sity of Connecticut, Storrs, CT, 1997.
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Figure 26. A comparison of the probability of tunneling as a function of
applied electric field, Al concentration, and well width. Reprinted with
permission form [46], K. R. Lefebvre, Electron Dynamics in a Biased
Quantum Well, Ph.D. Dissertation, University of Connecticut, Storrs,
CT, 1997.

The temperature dependence on the competing escape
times is demonstrated in Figure 27 where of the probability
of tunneling is plotted for the 20% Al case as a function
of electric field, quantum well width, and temperatures of
300 and 77 K. As one would expect, with decreasing tem-
perature both the tunneling rate and the phonon scattering
rate would increase. This is indeed the case and is demon-
strated in Figure 27, where the individual scattering rates
for the 40 Å quantum well have been plotted as a func-
tion of electric field and temperature. As is demonstrated
in Figure 27, the tunneling rate has a stronger tempera-
ture dependence than the phonon scattering rate, making
the probability for tunneling at the 77 K less than 300 K
even though both interactions increase with decreasing
temperature.

4.3. Dynamics of Electron Capture
into a Biased Quantum Well

An electron residing above the conduction band offset of
a quantum well can be captured within the quantum well
by emitting a polar optical phonon. The rate at which this
transition can occur is calculated by first order perturbation
theory as [10]

1
.�Ezi	

= 2�
�

∑̄
kf

∑̄
q

�	0f �Hep�0i
�2�1− f �Ef 		

× ��Ef − Ei + �2	 (32)
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Figure 27. Scattering times as a function of temperature and electric
field. Reprinted with permission form [46], K. R. Lefebvre, Electron
Dynamics in a Biased Quantum Well, Ph.D. Dissertation, University of
Connecticut, Storrs, CT, 1997.

where the parameters for Eq. (32) are defined in Section
4.2.1.
As stated previously, the application of an electric field

perpendicular to a quantum well creates an open system,
producing a continuum of states below the conduction band
offset. The range of energies below the conduction band off-
set that becomes continuous varies as a function of electric
field, a larger region of continuum with increasing electric
field. If the final kz states are within the continuum region,
the summation over final kz states can be converted over to
an integral over final energy, Ez, states as

1
.�Ezi	

= 2�
�

V

�2�	3

∫ Ec

E′

∫ �

0

∑̄
q

�	0f �Hep�0i
�2�1−f �Ef 		

×��Ef −Ei+�2		g1d�Ezf 	
dktdEzf (33)

where the parameters for Eq. (33) are defined in Section
4.2.1. However, if the final energy, Ez, states are below
E ′, the summation over final kz states remains. The effec-
tive one-dimensional density of states is calculated by the
method in Section 2.
Separating the wavefunctions into a transverse component

�eik̄ti�tf •r̄t 	 and a z-component �
zi� zf 	, the matrix elements,	0f �Hep�0i
, become

	0f �Hep�0i
 =
1
V

[
e2�2

2V

[
1
3�

− 1
3o

]] 1
2

�Nq + 1	
1
2

(
1
q

)
× �k̄tf−q̄t � k̄ti

∫ Lwell

0

∗

zf e
+iqz
zi dz (34)

where e is the elemental charge, Nq is the phonon occupa-
tion number, 3� and 3o are the high frequency and static
dielectric constants, 
z is the initial (i) and final wavefunc-
tion (f ), and �k̄tf−q̄t � k̄ti

is the conservation of momentum in
the transverse direction.
Combining the conservation of energy and momentum in

the transverse direction, as in Eqs. (33) and (34) [10], yields

��Ef − Ei ± �2	�k̄ti∓q̄t � k̄tf

= 2m∗

�2

1
�Q+

t −Q−
t �
[
��qt −Q+

t 	+ ��qt −Q−
t 	
]

(35)

where

Q±
t =−ktf cos8±

√
�ktf cos8	2+

(
k2zf −k2zi+�2

2m∗

�2

)
(36)

and the angle 8 is between the final wavevector and the
phonon wavevector in the transverse direction.
Combining Eqs. (33), (35), and (36) yields the capture

rate as a function of initial energy,

1
.�Ezi	

="
∫∫∫

�Mkzqz
�2 	g1d�Ezf 	

�Q+

t −Q−
t �

×
[

Q+
t

�Q+
t 	2+q2z

+ Q−
t

�Q−
t 	2+q2z

]
dqzd8dEzf (37)

where

"= 2m∗

�3

Lwelle
2
�2

�2�	4

[
1
3�

− 1
3o

]
�Nq+1	�1−f �Ei−�2		

and Mkzqz
is the matrix elements.

The average capture rate can be calculated by averaging
the capture rate over the number of electrons at Ezi as〈

1
.

〉
=
∫ 	.−1�Ezi	
	g1d�Ezi	
f �Ezi	dEzi∫ 	g1d�Ezi	
f �Ezi	dEzi

(38)

where the integral over energy is from Ec to infinity.
An AlGaAs/GaAs single quantum well is utilized to

demonstrate the electron capture rate for a biased quan-
tum well as a function of quantum well width and conduc-
tion band offset. The parameters used in this calculation
are shown in Table 2. Figure 28 demonstrates the capture
of an electron by the emission of a polar optical phonon
into a biased quantum well where, as stated previously, E ′

is the energy at which the transmission coefficient becomes
appreciable.
In Figure 29, the capture rate is plotted as a function

of z-directed energy above the conduction band offset (ini-
tial energy) for electric fields between 0 and 50 kV/cm. The
conduction band offset (Ec) and the quantum well width

Table 2. System parameters for capture calculation.

Composition of Al 20% Al 30% Al

Band offset 0.1621 eV 0.2432 eV
Quantum well m∗ 0.067m0 0.067m0

Barrier m∗ 0.0836m0 0.092m0

Phonon energy 0.036 eV 0.036 eV
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Figure 28. Energy band diagram for a quantum well with an applied
electric field.

are 0.1621 eV and 100 Å, respectively. The vertical line in
Figure 29 represents the energy �2 above band offset. Since
the bound energy levels are at least 36 meV below the band
offset, the capture rate for the zero field case (�) decreases
with increasing initial z-directed energy as demonstrated in
Figure 29. For a bound state removed from the band off-
set by �2, an electron capture requires that the initial and
final transverse wavevectors are nonzero for zero electric
field. However, through an application of an electric field,
the requirement of a tranverse momentum is relaxed for the
capture of an electron and is demonstrated in Figure 29 for
electric fields greater than zero.
Increasing the electric field to 10 kV/cm (©), the capture

rate for energies below 0.185 and above 0.198 eV is similar
to the zero electric field case. However, for energies between
0.185 and 0.198 eV, the capture rate deviates away from the
zero electric field case. This is a result of the applied elec-
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Figure 29. Capture rate as a function of incident energy and the cap-
ture rate as a function of z-directed incident energy in the inset.

tric field redistributing the final states below the band offset,
creating a continuum of states below Ec. The point at which
the continuum of energies below the band offset begins will
be defined as E ′. This is demonstrated in Figure 30 where
the redistribution of the density of states is plotted, for com-
pleteness, as a function of energy and applied electric field.
Through an increase in the number and location of final
states, the capture rate increases in an energy range where,
for zero electric field, the capture rate would be less. Fur-
thermore, for an electric field greater than zero there exists
a capture rate when the final transverse momentum equals
zero and the difference between the eigenenergies and Ec

is greater than �2. This is demonstrated in the inset of Fig-
ure 29 where the capture rate is plotted as a function of
Ez and electric fields when the momentum in the transverse
direction is zero for the final states (ktf 	. For an electric
field of 10 kV/cm, the capture rate for ktf = 0 resides in the
energy range between 0.185 and 0.198 eV since electrons in
this energy range can emit a phonon and be captured into
the states between 0.15 eV and Ec (0.1621 eV) as shown in
Figure 29 and in the inset of Figure 29.
Increasing the electric field further redistributes the states

below Ec (Fig. 30) and widens the range of initial ener-
gies where a transverse final momentum is not required for
a transition. This is demonstrated in Figure 29 (and inset)
where the energy range �2+E ′ to �2+Ec expands, broad-
ening the plateau in the capture rate which occurred for the
10 kV/cm case. It is also worth mentioning that Ec + �2
occurs at 0.198 eV, implying that if there is any transition
due to phonon emission, it must occur with a final trans-
verse momentum and is demonstrated by a sharp drop in
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Figure 30. One-dimensional density of states as a function of energy
and electric field.



218 Quantum Well Infrared Photodetectors: Theoretical Aspects

the capture rate at 0.198 eV in the inset of Figure 29. In
addition, the gradual rise in the capture rate for increasing
electric field arises from an increase in the total number of
final states (transverse and z-directed) as the electric field
increases.
Increasing the band offset to 0.2434 eV (30% Al) pro-

duces an eigenenergy within �2 from Ec. This allows tran-
sitions to occur when the transverse momentum is equal to
zero for any electric fields. This is demonstrated in Figure 31
where the capture rate is plotted as a function of initial
energy with the applied electric field as a parameter for Ec =
0/2434 eV. The sharp peak in the capture rate (∼0/265 eV
for zero electric field) is a result of the final state eigenen-
ergy being within �2 from Ec. The inset in Figure 31 is
the capture rate when ktf = 0 for various electric fields and
as a function of energy. It is worth mentioning that unlike
the 20% Al (Ec = 0/1621 eV) case, the capture rate for
the 30% Al case does not generally increase with increasing
electric field. This can also be explained in the context of
the redistribution of the density of states which is plotted in
Figure 32 as a function of energy for Ec = 0/2434 eV and for
various applied electric fields. As the electric field increases,
the density of states of the upper most energy level spreads
and shifts in energy as well as reduces in magnitude. All of
these combined result in a shift in the peak of the capture
rate to a higher energy, a broadening in energy, as well as a
reduction in magnitude for the energies around the peak.
As previously mentioned, it has been demonstrated that

the capture rate oscillates with increasing quantum well
width when the electric field equals zero. This is still the case
for nonzero electric fields. This is demonstrated in Figure 33
where the average capture time is plotted as a function
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Figure 31. Capture rate as a function of incident energy for a band
offset of 0.2434 eV.
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Figure 32. One-dimensional density of states as a function of electric
field and energy for a band offset of 0.2434 eV.
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of quantum well width with the applied electric field as a
parameter. As demonstrated by Figure 33, with increasing
quantum well width and increasing electric field, the oscil-
latory nature dampens out, resulting from the redistribution
of the density of states.

5. DENSITY OF STATES INDUCED
ABSORPTION LINE BROADENING
OF A BIASED QUANTUM WELL

The transition rate for an electron at initial states 0i and
final state 0f is [46]

Wif = 2�
�

�	0f �Hint�0i
�2 �1− f �Ef 		 f �Ei	

× ��Ef − Ei − �2	 (39)

where Ei (Ef ) is the initial (final) energy of the electron,Hint
is the interaction Hamiltonian, f (E) is the Fermi function,
and �2 is the energy of the photon. The interaction Hamil-
tonian is calculated by applying perturbation theory to the
interaction between electrons and electromagnetic radiation
[46]:

Hint =
i�e

mc
�A · =̄ (40)

Assuming z-polarized light, Eq. (40) can be written as

Hint =
i�eA0

2mc

d

dz
(41)

where e is the elemental charge, m is the free electron mass,
c is the speed of light, � is the reduced Plank’s constant,
i = √−1, and A0 is the vector potential. This reduces the
matrix elements to

	0f �Hint�0i
 =
1
V

i�A0

2mc
�k̄ti� k̄tf

∫ Lw

0

∗

zf

d

dz

zi dz (42)

where the initial (i) and final (f ) state wavefunctions have
been separated into a z-component (
z) and a transverse
component (
t) which results in a conservation of momen-
tum in the transverse direction, �k̄ti� k̄tf

V is the crystal vol-
ume and Lw is the length of the quantum well.
Absorption coefficient, >abs, is defined as �2 times the

number of transitions per unit volume per unit time and
divided by the incident power,

>abs =
1
V

∑̄
kf

∑̄
ki

2?c
nr2

2A2
0

�2Wif (43)

where nr is the refractive index and ? is the permeability.
Combining Eqs. (39)–(42), using the conservation of

momentum and energy and converting the final state sum-
mation into an integral, Eq. (42) can be written as

>abs��2	 = e2c?�2�sin @�2
2m2nr

∑
kzi

∫
kti	g1d�Ezi + �2	
�Mz�2

× �1− f �Ei + �2		 f �Ei	 dEti (44)

where @ accounts for the incident angle of the light, Mz

are the matrix elements, and 	g1d�Ezi + �2	
 is the effective
one-dimensional density of states.
Converting the kzf summations into an integral over the

final energy, Ezf , introduces the effective 1D density of
states, 	g1d�Ezf 	
, into the absorption rate. The effective
(1D) density of states is obtained by the method of Section 2
where V (z) not only includes the conduction band poten-
tial energy and any externally applied fields but also incor-
porates the effects of the transverse momentum upon the
z-directed wavefunction [70].
The structure investigated is the one used by Levine [2]

and consists of two 40 Å GaAs quantum wells with 500 Å
AlGaAs barriers. The composition of Al is 30% yielding a
band offset of 0.2431 eV. The effective masses for electrons
in the barriers and quantum wells are 0/092m0 and 0/067m0,
respectively, where m0 is the free electron mass. One bound
energy level exists within the quantum well at 82 meV for a
25 kV/cm electric field while a virtual bound state exists at
260 meV.
In Figure 34, the calculation of the responsivity �R ∼ �1−

exp�−2>l		# [1] of the two quantum well system is com-
pared to the experimental two quantum well [1] system and
shows excellent agreement. The responsivity of the individ-
ual wells is also shown in Figure 34 where the peaks in the
responsivity of the individual wells occur at different wave-
lengths and are discussed later. The availability of states due
to the redistribution of the one-dimensional density of states
(see Fig. 35) around the band offset but above the bound
energy level accounts for the excellent fit above 6 ?m. For
wavelengths below 6 ?m, the theoretical calculations show
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Figure 34. The calculated (solid line) and the experimental (dashed
line) responsivity for the two quantum well QWIP. The inset is the
responsivity of only the lower quantum well as a function of wavelength.
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Figure 35. The one-dimensional density of states for the upper (solid)
and lower (dashed–dotted) quantum wells. The vertical line is the con-
duction band offset.

oscillatory behavior and is attributed to the nature of the
one-dimensional density of states due to the virtual bound
states above the band offset. This oscillatory behavior of the
one-dimensional density of states, as shown in Figure 35,
results from simulating an abrupt heterojunction. However,
upon fabrication, the heterojunction loses its abruptness
resulting in a slightly graded junction which would suppress
the oscillatory nature of the 1D density of states. Further-
more, the incorporation of other scattering mechanisms (i.e.,
phonons, interface roughness) will also smooth out the oscil-
lation wavelengths below 6 ?m.
Figure 35 also shows the density of states of the two

wells separately. As is evident, the presence of one quantum
well, though separated by a large barrier, redistributes the
other’s density of states. This behavior affects the absorp-
tion characteristics and the responsivity as shown in Fig-
ures 35 and 36. In Figure 36, the absorption coefficient of
the combined two quantum well system is shown along with
the absorption coefficient of the individual quantum wells.
In comparing Figures 35 and 36, it is seen that the absorp-
tion coefficient is a strong function of the density of states.
Moreover, the existence of states below the band offset
(vertical line in Fig. 35) but above the bound energy level
results in the transition of an electron to these states. This
is demonstrated in Figure 36, where there exists an absorp-
tion coefficient for states which lie below the band offset
(the vertical line in Fig. 36 represents the energy difference
between the energy level and the band offset). It is worth
noting that if one claims that the densities of states are iden-
tical for both wells, the peak in the responsivity curve would
be shifted and the broadening would be reduced as shown

0.1 0.15 0.20 0.25 0.30

Photon Energy [eV]

0

5000

10000

15000

20000

25000

30000

A
bs

or
pt

io
n

[c
m

–1
]

Lower Well
Upper Well

Figure 36. The absorption coefficient of the upper (solid) and lower
(dashed–dotted) quantum well as a function of photon energy.

in the inset of Figure 34 where the responsivity is plotted
using only the absorption coefficient of the lower well.
Furthermore, if the effects upon the wavefunction in the

z-direction from changes in kt are neglected, the broadening
would be less and the peak in the responsivity would shift.
This is demonstrated in Figure 37 where the responsivity
is plotted as a function of wavelength when the effect of
kt upon the wavefunction is not accounted for. However,
as shown in Figure 37, the broadening has not been drasti-
cally reduced, implying that the broadening in the absorp-
tion spectrum and the responsivity mainly results from the
redistribution of the density of states and not due to scatter-
ing mechanisms or the effects of kt upon the wavefunction.

6. DARK CURRENTS IN MULTIPLE
QUANTUM WELL INFRARED
PHOTODETECTORS

The dark current arising from the n+ regions consists of a
positive z-directed and a negative z-directed current where
z is perpendicular to the quantum wells. The total cur-
rent is the summation of the two components where each
component is calculated by integrating over all k-space
the local velocity (vg�E� z	), the transmission coefficient
(D(Ez	), and the Fermi function (f (E)) at the edge of the
n+ regions as [46]

Jtot = J+ + J− = 2q
�2�	2

∫ �

−�

∫ �

−�
dkx dky

×
[
1
2�

∫
f �E	v±

g �Ez	D
±�Ez	 dkz

]
(45)
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Figure 37. The responsivity as a function of wavelength for the two
quantum well QWIP when the kz dependence on kt is not accounted
for.

where q is the elemental charge and k is the wavevector in
the x, y, and z direction.
Since the local velocity and the transmission coefficient

are a function of the z-directed energy, the kz integral is
converted to an integral over energy (as well as the kx and
ky integrals), Ez, as

Jtot=
qm∗

2��2

×


∫ �

0
dEt

∫ �

0
kz>0

f �E	v+
g �Ez	D

+�Ez	g1D�Ez	dEz

+
∫ �

0
dEt

∫ �

0
kz<0

f �E	v−
g �Ez	D

−�Ez	g1D�Ez	dEz


(46)

where g1D(Ez) is the 1D density of states at the edge of the
n+ regions and Et is the energy in the transverse direction
(x and y).
The calculation of the 1D density of states proceeds as

in Section 2. The calculation of the transmission coeffi-
cient [5–8] is obtained from the logarithmic derivative of
the wavefunction by subtracting the square of the reflection
coefficient at the edge of the n+ region as

D±�zi� Ez	 = 1−
∣∣∣∣G±�zi� Ez	∓Goi

Goi ∓G±�zi� Ez	

∣∣∣∣2 (47)

The QWIPs investigated are the same as those reported
by Liu [13] with the system parameters summarized in
Table 3 and an energy diagram shown in Figure 38.

Table 3. System parameters for QWIP.

Number Aluminum Length Length
of wells composition of well of barrier

4 26% 60 Å 254 Å
8 28% 60 Å 254 Å

In Figure 39, experimental dark current [13] is plotted as
a function of applied bias for QWIPs with four and eight
quantum wells. On the same graph, theoretical plots are also
shown. It is observed that dark current is independent of the
number of quantum wells contrary to the common belief.
Transport in any structure is controlled by (a) the trans-
mission coefficient, (b) the local velocity, and (c) density of
states. In Figure 40, where the transmission coefficient, local
velocity, and 1D density of states are plotted as a function
of electron energy, for both four and eight quantum well
systems, for a band offset of 0.216 eV. The plot suggests that
the current is independent of the number of quantum wells
as the parameters themselves do not change appreciably.
As shown in the figure, there exist minibands of high trans-
mission above the band offset separated by minibands of low
transmission regions. The only difference in the transmis-
sion coefficient between the four well system and the eight
well system is that the transmission coefficient between the
minibands is smaller for the eight well system than the four
well system. However, since the transmission coefficient of
valleys for both systems is several orders of magnitude less
than unity, there is a negligible difference between the four
and eight well system. Moreover, a comparison of the local
velocity and the density of states between the two systems
also does not demonstrate any significant change.
However, a slight change in the growth parameters,

namely, the band offset or the doping, makes a noticeable
difference in the magnitude of dark current as is shown
in Figure 39. It was pointed out in the table provided by
Liu [13] that the Al concentration in the barrier region
of the four and eight quantum well systems are 26% and
27%, respectively. The dark current for the eight well sys-
tem (dashed–dotted line) is smaller than the four well sys-
tem (dashed line). This results from the conduction band
offset being larger for the eight well system, resulting in a
smaller number of electrons participating in the current even
though the peaks of the velocity and transmission coeffi-
cient are broader than the four well system, and is shown in
Figure 41.

n+

n+

Ef

Jd

Jc Je
Ec

Ef

Figure 38. Energy diagram of a biased multiple quantum well n+–i–n+

systems demonstrating the origin of the dark currents.
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Figure 40. The velocity, density of states, and transmission coefficient
for a four and eight quantum well system for Al compositions of 26%.
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Figure 41. The velocity, density of states, and transmission coefficient
for a four and eight quantum well system for Al compositions of 26%
and 27%, respectively.

The experimental determination of the dark currents for
the four and eight well system shows that the eight well
system has a higher dark current. This can be attributed
to the 10% uncertainty in the n+ doping level as pointed
out by Liu [13]. Incorporating the variation in n+ doping
level, the dark currents for the eight well system can become
larger than the four well system. This is also demonstrated
in Figure 39, where an increase in the dark current for the
eight quantum well system (solid line) system is obtained
by adjusting the Fermi level to 0.03 eV above the four well
Fermi level. The increase in the dark current of the eight
well system reported by Liu [13] may therefore be attributed
to the difference in the donor doping level and not to the
number of quantum wells.

GLOSSARY
Metalorganic vapor phase epitaxy (MOVPE) The reactor
where the layered structures using different materials are
grown. MOVPE growth is preferred by industry over MBE
(molecular beam epitaxy) or LPE (liquid phase epitaxy) as
it provides high throughput and lower cost per device while
maintaining the quality especially for large wafers.
Quantum well (QW) A quantum well is like a well where
a particle can be trapped. Layers made by using different
semiconductor materials may result in the trapping of car-
riers (electrons, holes) in a particular layer. The trapped
carriers and confined and are restricted to make certain
movements or move in certain directions. The presence of
QWs has resulted in modern electronic devices such as high



Quantum Well Infrared Photodetectors: Theoretical Aspects 223

electron mobility transistors (HEMTs), heterojunction bipo-
lar transistors (HBTs) and photonic devices such as QWIPs.
Quantum well infrared photodetector (QWIP) QWIPs
operate based upon the bound to quasi-bound transition in
a quantum well. It has been demonstrated in focal panel
arrays in high resolution infrared cameras.
Self electro-optic device (SEED) An optically bistable
device used in optical switching. An external voltage is
applied to shift the wavelength of the onset of absorption,
thereby, controlling the intensity of transmitted light.
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1. INTRODUCTION

1.1. Semiclassical Theory of the Raman
Scattering from a Molecule

In this section a simplified description of the Raman effect
is presented, with the aim of providing readers who have no
experience in the field with the basic physical concepts and
equations, which may allow a discussion of some peculiar
aspects of the Raman response of nanostructured materials
or (more generally) of chemical compounds on the order of
nanometers. For a comprehensive treatment of the Raman
effect the reader can refer to books and reviews listed in the
References [1–3].

Several concepts needed to understand the phenomenon
of inelastic scattering of light observed when a material is
irradiated with a monochromatic beam can be rather eas-
ily introduced starting from a classical approach. According
to this scheme, we describe scattered light in terms of the
fluctuating polarization field originating in the material and
radiating the Raman light. In this section the material is
described as the simplest case of an isolated molecule.

The intensity I (or time-averaged power per unit solid
angle) radiated by an oscillating electric dipole p induced in
a molecule by the electric field EI = EIeI of the incident
radiation beam of frequency �I , along a direction making

an angle � with the axis of the dipole is given by classical
electrodynamics [4] as

I = ��S�4p2 sin2���

32	2
20c
3

= ��S�4�eS · p�2
32	2
20c

3
(1)

where eS is the polarization unit vector of the emitted radia-
tion. Due to quantized rotovibrational motion, the molecule
polarizability � is modulated at some internal frequencies
�k (see below) and thus the induced electric dipole oscillates
at frequencies �S which can be different from �I .

The expression for the (time-dependent) induced dipole
of a molecule can be written, in very general terms, as a
Taylor series in the field E

p=
∑
�

��E�+
1
2

∑
��

����E�E�+
1
3!
∑
���

�����E�E�E�+···
(2)

where p is the �th Cartesian component of the induced
dipole and ���� ����� ����� are the elements of the (second
rank) polarizability tensor and of the first and second hyper-
polarizability tensors, respectively.

Raman scattering originates by the first term of this
expression, namely, from molecular polarizability fluctua-
tions; while in an isolated molecule the fluctuations are
purely quantum mechanical effects, in a system of molecules
in thermal equilibrium one also has to take into account
thermodynamic fluctuations [5]. In the following we consider
the expression (2) approximated to the first term, linear
in the field. The time dependence of p is determined both
by the time dependence of the tensor involved and from the
time dependence of the electric field E of radiation. Com-
bining the above formulae we obtain

I = ��S�4�eS · � · eI �2
32	2
20c

3
�EI�2 (3)

The polarizability tensor � is indeed a function of the
nuclear coordinates. Neglecting rotations, for a vibrating
molecule this dependence can be expressed in terms of the
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set of all vibrational normal coordinates of the molecule
�Qk� according to the relationship

���=�����0+
∑
k

(
����

�Qk

)
0
Qk+

1
2

∑
kl

(
�2���

�Qk�Ql

)
0
QkQl+···

(4)

where the index 0 indicates the values at equilibrium geom-
etry of the molecule in its electronic ground state. In the
electric harmonic approximation we can write

��� = �����0 +
∑
k

�′kQk

neglecting the higher order anharmonic terms in (4). The
quantity � ′k = �����/�Qk�0 is called the derived polarizabil-
ity tensor. According to the expressions above we can explic-
itly describe the time dependence of the fluctuating induced
dipole resulting from the kth normal mode of vibration of
the molecule irradiated by a plane monochromatic electro-
magnetic wave of frequency �I

pk = �0E
I cos��I t�+ � ′kE

IQk0 cos��kt + �k� cos��I t�+ · · ·
(5)

Simple algebraic manipulation of the above equation
allows us to identify three different contributions to pk oscil-
lating at different frequencies:

pk = p��I�+ p��I − �k�+ p��I + �k� (6)

p��I� = �0E
I cos��I t� (7)

p��I ± �k� = �Raman
k EI cos���I ± �k�t + �k� (8)

�Raman
k = Qk0� ′k

The dipole moment in Eq. (7) describes the elastic scatter-
ing of light (taking place at the same frequency as that of
the exciting beam) called Rayleigh scattering. The fluctuat-
ing dipole moments in Eq. (8) are associated with inelastic
Raman scattering. These random dipoles radiate two differ-
ent monochromatic components oscillating, respectively, at
lower frequency �I − �k (Stokes line) and at higher fre-
quency �I + �k (anti-Stokes line) with respect to the fre-
quency of the incident beam. The emission of the Raman
light is a random process as it depends on the normal coor-
dinate Qk = Qk0 cos��kt + �k�, a function of time and of
the random variables Qk0 and �k, the amplitude and the ini-
tial phase of a quantum harmonic oscillator obeying Bose–
Einstein statistics [5].

Considering the Raman scattering from a polyatomic
molecule (N atoms with 3N -6 vibrational normal modes),
we would expect to observe (at least in principle) 3N -6 lines
at negative frequency shifts with respect to the Rayleigh
line (Stokes Raman spectrum) and 3N -6 lines at positive
frequency shift (anti-Stokes Raman spectrum). Usually the
Raman spectrum is recorded in the Stokes region (see
below) and Raman intensities are plotted versus Raman
shifts, measured as wave numbers (units of cm−1). In fact
the number of Raman transitions which can be observed
can be lower than that predicted by dynamics: indeed if the
molecule has some symmetry selection rules may be active.

The simple derivation illustrated above holds in the
hypothesis of strict electrical and mechanical harmonicity:
the effect of anharmonicity is the appearance of lines at
frequency shifts corresponding to near multiples of the fun-
damental vibrational frequencies (overtones) and at fre-
quencies which are the sum or difference of fundamental
vibrational frequencies (combination lines). Raman transi-
tions corresponding to overtones and combination bands are
usually referred to as second order Raman spectra.

According to Eqs. (8) and (3) we can state that the inten-
sity of a Raman line (and thus the possibility of observing
Raman scattering at a given frequency shift) is determined
by the (i) vibrational dynamics of the molecules (i.e., normal
vibrations and their frequencies: Qk��k); (ii) values of the
Raman tensors � ′k; and (iii) orientation of the molecule with
respect to the polarization directions of both the incident
and scattered light beams.

This last point is important both in the discussion of the
symmetry of the normal vibration responsible for Raman
scattering and in the determination of the orientation of the
molecule with respect to a space fixed reference system.

Analysis of (ii) can be further developed according to the
following logical steps.

(a) Determination of the symmetry selection rules is
done. The analysis of the molecular symmetry allows
us to select (among the 3N -6 molecular normal
modes) those Qk modes with � ′k 	= 0. This can be done
without any specific knowledge of any numeric value
of � ′k. For fundamental Raman transitions the selec-
tion rules can be easily stated: Qk is Raman active if
at least one element �uv� of the polarizability tensor
fullfils the requirement #1 ⊂ #�Qk� ⊗ #��uv�, where
#1 is the totally symmetric representation.

(b) The intrinsic intensity of a Raman allowed transition
at �k (large or small Raman cross section) is deter-
mined by the electrical properties of the molecule
considered (molecular polarizability and the extent of
its change during the normal mode motion). Based
on experimental findings it is usually accepted that
Raman transitions associated with totally symmetric
normal modes are stronger than those associated with
vibrations belonging to non totally symmetric species.

(c) According to the simple classical theory illustrated in
this section it is impossible to discuss one of the most
important issues of Raman scattering. Raman intensi-
ties depend on the dispersion behavior of the Raman
tensor while varying the frequency of the exciting
electromagnetic wave (incident photon energy). Fac-
tors which determine this behavior are intimately
related to the electronic structure of the molecule
(material) and can be explicitly considered only in
the frame of a quantum theory of Raman scatter-
ing [6–8]. The study of the evolution of the Raman
spectrum with the exciting photon energy is of great
importance, since it can give specific insight into the
electronic properties of the material.

(d) A special case related to what is illustrated in (c)
is the occurrence of resonance enhancement of a
Raman line [6–9], when a suitable exciting energy is
used matching the energy gap between energy levels
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(usually the gap between the ground state and one
selected electronic excited state) of the material. Res-
onance effects are responsible for a huge enhance-
ment of Raman cross sections (which is often very
selective for specific normal vibrations).

1.2. Raman Scattering in Extended Media

Many nanostructures can be thought as the assembly of ele-
mentary molecular units (conceptual bottom-up approach)
and the scheme of the preceding section can be natu-
rally extended. Yet, in some cases, a conceptual top-down
approach is more convenient and the nanostructure is seen
as a limited portion of an otherwise perfect infinite crys-
tal. To this purpose we now generalize the classical theory
of Raman scattering from single molecules in such a way
that it can be applied to extended media and also to Bril-
louin scattering (inelastic light scattering from acoustic exci-
tations). For the sake of simplicity we restrict ourselves to
the case of optically isotropic solids (e.g., amorphous bodies
or cubic crystals). Both Raman and Brillouin scattering can
be treated introducing the instantaneous anisotropic dielec-
tric susceptibility of the medium around the frequency �I ,
the tensor

$ij = $�ij + �$ij (9)

$ is the usual time-independent isotropic susceptibility,
while the tensor �$ij is the anisotropic fluctuating part of
the susceptibility due to the presence of phonon excitations
modulating the optic response of the body. The correspond-
ing fluctuating part of the dielectric constant is simply

�
ij = 
0�$ij (10)

while the usual isotropic dielectric constant is 
 = 
0�1+ $�.
When the body is irradiated, there is a fluctuating part of
the polarization vector radiating the scattered electromag-
netic waves. This fluctuating continuous volume density of
electric dipoles can be written as �Pi = �
ijEj (in the fol-
lowing, the summation convention over repeated indexes is
understood). Here

Ej = EIj + ESj (11)

is the sum of the incident field and of the scattered field.
Using the linearity of Maxwell equations the scattered elec-
tric field ES radiated by the source ��Pi/�t can be computed
by means of first order perturbation theory (Born approxi-
mation), that is, assuming

�Pi ≈ �
ijEIj = 
0�$ijEIj (12)

The above equation is justified by the smallness of both the
scattered field and �
ij : in this way the excess polarization
is seen as driven only by the incident electric field EI . Fol-
lowing the same scheme used above for molecules, it turns
out that �Pi oscillates at the frequencies �S = �I ± �� as
the time dependence of �
ij is e−i��t , where �� is one of the
vibrational eigenfrequencies of the whole body, that is,

�
ij = 
0�$ij�r�� �e−i��t (13)

�$ij�r�� � represents the space-dependent part of �$ij when
only one normal mode of frequency �� is active. Solving
the radiation problem in the far field approximation, as it is
appropriate for most Raman and Brillouin scattering exper-
iments, we find the fundamental formula [11]

ES�r� t� ≈ 
{
−E0e

i�kS · r−�St�

4	
rr
kS × �kS ×G��

}
(14)

In the above equation the observation point r is at distance
r from the scattering portion V of the irradiated crystal.
The origin of the coordinate system is inside the scattering
volume scanned by vectors r′ and the direction of the vector
r − r′, which is the same as that of the vector kS , has been
confused with that of vector r. The vector scattering integral
G is given by the key expression

G� =
∫
V
��� �r′�� � • eI �e−iQ · r′ dr′ (15)

where • denotes the product of a second rank tensor by a
column vector generating again a column vector. The trans-
ferred wave vector Q is defined as

Q = kS − kI (16)

where kS and kI are the wave vectors of the incident and of
the scattered photons, respectively. Equations (14) and (15)
express the scattered electric field as a function of the ran-
dom variables �$ij . At thermodynamic equilibrium the ther-
mal average �ES�th = 0 because ��$ij�th = 0, but the mean
square ��ES �2�th, which depends on the finite mean square
value of the phonon normal coordinate buried in �$ij , does
not vanish.

The measured outcome of any inelastic light scattering
experiment is the power spectrum SES ��� of the scattered
light, which is computed as

SES ��� =
∫ �
−�
�ES�t + ��ES∗�t��thei�� d� (17)

where ES = ES · eS is the complex amplitude of the scattered
field projected along a given analyzed polarization direction
perpendicular to kS .

Defining

�� �Q =
∫
V
�� �r′���e−iQ · r′ dr′ (18)

as the Fourier transform of index Q of the spatial part of
the susceptibility tensor fluctuation and using some straight-
forward manipulations, the power spectrum of the scattered
light can be written as

SES �Q� �� =
�E0�2��S�4
8	
2r c4r2

〈�eS · �� �Q • eI �2〉th
× ���− ��I + ���� (19)

for anti-Stokes scattering. For Stokes scattering one has just
to replace �I + �� with �I − �� in the argument of the
delta function. In all practical applications the delta func-
tion is substituted by a Lorentzian line shape centered at
�I ±�� with a FWHM related to the lifetime of the phonon
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and to instrumental and opacity broadening. Introducing the
Raman susceptibility ��� �Q�/�,� with respect to the ampli-
tude ,� of normal mode �, Eq. (19) can be rewritten as

SES �Q� �� =
�E0�2��S�4
8	
2r c4r2

∣∣∣∣eS · ��� �Q��,�
• eI

∣∣∣∣2�,∗�,��th
× ���− ��I + ���� (20)

Standard second quantization arguments [12] show that

�,∗�,��th =
�

2��
n (21)

Again the above formula can also be applied to Stokes scat-
tering provided �I +�� is replaced with �I −�� and n with
n+ 1, where

n =
(
e

���
kBT − 1

)−1
(22)

is the Bose–Einstein statistical factor. Because of the sta-
tistical weight the Raman Stokes intensity is always higher
than the anti-Stokes one and often only the Stokes signal is
recorded.

In the case of a crystal the normal modes of vibration are
lattice waves (or Bloch waves [13] called optic and acoustic
phonons). As a consequence of space periodicity (transla-
tional invariance of the crystal) the mode eigenfrequencies
���q� of a given phonon branch � are periodic functions of
the phonon wave vector q in the extended zone scheme [13],
that is, ���q + gi� = ���q� for any reciprocal lattice vector
gi. It is important to stress that the phonon wave vector q
is, strictly speaking, a good mode label only for ideal crys-
tals. Yet in real cases q also keeps a physical meaning for
systems exhibiting a sufficient degree of long-range transla-
tional order (see the confinement theory below). In the limit
q → 0 ���q� of acoustic phonons goes linearly to 0, the
group velocity ����q�/�q becoming identical to the corre-
sponding sound speed v�. For optic phonons instead ���q�
goes to a finite value ���0� (typically in the range of 100–
4000 cm−1) with a vanishing group velocity. While scattering
from crystal optic phonons is still called Raman scattering,
as for single molecules, scattering from acoustic phonons is
called Brillouin scattering (see below).

If the phonon-induced susceptibility fluctuations are due
to lattice waves, the main result one gets is that one-phonon
scattering occurs only for q = Q and Q ≈ 0 due to the low
photon momentum transfer, in the visible or in the infrared,
with respect to zone boundary wave vectors. The argument
goes as follows. In a crystal with a basis, the basis atoms of
cell n in the lattice position rn form a molecule with polar-
izability �n. Thus the crystal susceptibility fluctuation due
to all individual polarizability fluctuations �� �n caused by a
phonon ��q� can be written as

�� �r��� =∑
n

�� �n ��r − rn�

Computing the Fourier transform in Eq. (18) we obtain

�� �Q =
∑
n

�� �n e
−iQ · rn

Because �� �n is a Bloch wave with wave vector q

�� �n = �� �0 eiq · rn

we get

�� �Q = �� �0
∑
n

e−i�Q−q�·rn = 1
V
�� �0

∑
i

��Q− q − gi�

Due to the extremely low photon momentum (with respect
to zone boundary wave vectors), we can assume Q ≈ 0.
Thus only the optic phonons with q ≈ −gi do contribute to
Raman scattering in a crystal. These phonons have frequen-
cies ���q ≈ −gi� = ���q ≈ gi� = ���q ≈ 0�. As the group
velocity of optic phonons at small q is negligible we can
put ���q ≈ 0� = ���0�. This marks an important difference
with respect to coherent Brillouin scattering and incoherent
Raman scattering. In fact, in the case of Brillouin scattering,
q is small but cannot be put exactly equal to 0 in the lin-
ear dispersion relationship of acoustic phonons: this would
correspond to a rigid translation of the lattice as a whole.

Introducing the normal mode expansion for the displace-
ment u�p0� of atom p of the basis, composed of s atoms, of
the cell in 0:

u

(
p
0

)
= 1√

Nmp

∑
q�

,��q�e�p�q��eiq · rp

we can express �� �0 /�,��0� as

�� �0
�,��0�

= 1√
Nmp

∑
p= 1� s

�� �0

�u
(p
0
) • e�p�0��

where the e�p�0�� are the polarization eigenvectors of the
basis excited by phonon �0��. Now the power spectrum of
the anti-Stokes Raman signal can be obtained from Eq. (19)
just summing up over all phonons �0�� with eigenfrequen-
cies ���0�, obtaining the fundamental result: SES �0� �� is
proportional to

∑
�

∣∣∣∣∣eS ·
[ ∑
p= 1� s

�� �0
�u�p0�

• e�p�0��
]
• eI

∣∣∣∣∣
2

× �,∗��0�,��0��th���− �I − ���0��
The quantity∣∣∣∣eS · [ ∑

p=1� s

(
�� �0 /�u

(
p
0

))
• e�p�0��

]
• eI

∣∣∣∣2
governs the first order Raman selection rules in crystals [13,
214] through their symmetry properties combining the point-
group symmetry of the basis with the translations group of
the lattice [14]. In particular, the Raman tensor of odd-
parity phonons in centrosymmetric crystals must vanish. In
this case only even-parity phonons with q = 0 can be Raman
active.

To treat disordered bodies and finite size crystalline bod-
ies (isolated nanocrystals and nanocrystalline systems), it is
worth (see below) further generalizing the above formal-
ism, using the fact that the square modulus of the Fourier
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transform of some function f �r� equals the Fourier trans-
form of the autocorrelation function of the same function
�f �r�f �r′��. In this way the Raman spectrum of a generic
extended medium can be written in terms of direct space–
direct time dependence of fluctuations as [43]

SES �Q���∝�
∫
dr
∫
dr′
∫
dt��$�r�t��$�r′�0��the�−iQ·�r−r′�−i�t�

(23)

where, for the sake of simplicity, we dropped the tensorial
notation.

The function SES �Q� �� � is called the dynamic structure
factor, its � = 0 value being the static structure factor,
governing elastic light scattering. The experimental inves-
tigation of the dynamic structure factor can be performed
with different techniques depending on the time scale (i.e.,
frequency range). For frequencies in the range of some
gigahertz, which is typical of Brillouin spectroscopy, inter-
ferometric techniques (Fabry–Perot interferometers) are
necessary [14]. Higher frequencies, typical of Raman spec-
troscopy, require the use of diffraction gratings (monochro-
mators).

As we have seen, the ingredients which determine the
Raman spectrum are the normal modes of vibration (either
molecular vibrations or optic phonons) and the derived
polarizability tensors (with respect to normal modes).

Our discussion is organized according to the following
questions.

• How are normal vibrations of a material affected by
the confinement within material domains of a size of a
few nanometers?

• How is the polarizability tensor affected? That is, how
are Raman selection rules affected? How is dispersion
behavior and/or resonant behavior affected?

In the following section we try to extract some answers
to these questions. Some quite general predictions can be
given (and also suitable formalisms can be used) if specific
models for the description of nanostructures are developed:
for this reason we need to introduce a classification of nano-
structures, based on their peculiar structural characteristics.

2. CLASSES OF NANOSTRUCTURES
The vibrational dynamics and the sequence of Raman tran-
sitions of a periodic (infinite) system (crystal) are subjected
to rules (and give rise to a formalism, i.e., that of phonons)
determining a spectroscopic behavior deeply different from
that of single molecules. On the other hand, nanostructures
can be considered objects which occupy an intermediate
position between a perfect, ideally infinite crystal and a giant
molecule.

Thus it is useful to group nanostructures according to a
similarity criterion with respect to either a crystal (in this
case the nanostructure is seen as a very little crystal and
the solid state physics approach is the suitable starting point
for its description) or to a molecule (in this case the nano-
structure can be seen as a very large molecule and the
molecular approach is better).

As this classification is necessarily too rigid, a bridge
between the two different approaches can be conveniently
built in same specific cases.

We propose the following classification, based on pure
geometrical properties.

1. Nanoobjects. These objects must necessarily be
regarded as (large) molecular entities, which cannot be
correlated to a parent crystal with higher perfection
characteristics (first of all, large enough to be thought as
infinite). Molecular normal modes and molecular point
symmetry rule their Raman response. According to this
definition clusters (e.g., fullerenes) are nanoobjects.

2. Nanocrystals. These objects can be obtained cutting a
finite portion from an infinite crystal. This ideal pro-
cedure finds several examples in reality, for example,
by ball milling crystalline materials can be reduced to
a powder made of small crystallites of few nanometers
in size. Moreover, in a large crystal, due to the pres-
ence of structural defects, translational order can also
be lost over relatively few cells: in this case the mate-
rial can be described as formed by crystalline subunits
of reduced dimensions. Defected graphites are often
regarded as assembly of finite size domains with the
same structure of a graphite sheet.

A specific example in which nature directly provides
us with nanocrystals is the case of (semi)crystalline poly-
mers where single crystals are born in forms of lamellae
with a characteristic thickness of few nanometers.

The relevant point characteristic of nanocrystals is
the fact that they can be set in correspondence with
a parent crystal (which can exist in reality, as in the
case of Ge crystals described below, or which exist only
ideally, as in the case of a polymer). This fact allows us
to start from the phonon formalism for the treatment
of the vibrational problem.

3. Special nanostructures. In this class we collect materi-
als which, according to their geometry, would be classi-
fied as nanoobjects, but which, at least in some respect,
can be also related to an ideal parent crystal. Carbon
nanotubes belong to this class. Their structure can be
described as originating by cutting and rolling a piece
of matter from a single graphite sheet. A very long
nanotube can be regarded as a graphite portion which
has been confined in two dimensions (the radial and
the tangential ones), giving rise to a one-dimensional
1D crystal. On the other hand, the rolling of the sheet
gives rise to an object which is unique from the struc-
tural point of view (it is not a strip, but really a tube,
which is even characterized by a given chirality) with
respect to the parent crystal.

3. GENERAL CONSIDERATIONS
ON VIBRATIONAL DYNAMICS
AND RAMAN SCATTERING
OF NANOSTRUCTURES

In this section we discuss the general criteria (relative
to vibrational dynamics and spectroscopic selection rules)
which can be derived for the three classes of nanostructures
considered above.
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1. Vibrational dynamics of nanoobjects must be treated
on the usual basis of molecular dynamics (nanoobjects
are indeed molecules in all the points of view). In this
case selection rules are dictated by the point group
symmetry of the molecule and can be derived applying
the usual procedure described for molecules. Notice
that, in the case of a very large object (made by
N atoms) with low symmetry, at least in principle,
all 3N -6 vibrational modes can be observed in the
Raman spectrum at spectral shifts corresponding to
their eigenfrequencies.

Also, when nanoobjects are assembled to form solid
aggregates (e.g., crystals, as in the case of fullerite,
made assembling C60 fullerenes in a f.c.c. lattice) their
molecular nature still dominates and practically gov-
erns their spectroscopic behavior. This is especially
true when intermolecular bonds are relatively weak
(van der Waals interactions), as usually happens in
molecular crystals. An exception to this rule seems to
be the f.c.c. solid C20 in which interstitials carbon atoms
could create stiff covalent bridges between different
cluster units [28].

The case of nanoobjects does not require any further
discussion at this level. A detailed example is given
in Section 5.1, where the Raman spectrum of C60, the
most famous fullerene, is described and commented
upon.

2. In the treatment of the vibrational dynamics of
nanocrystals one can start from the hypothesis that
their normal modes would be described on the basis
of the phonons of the parent perfect crystal. This
hypothesis drastically reduces the complexity of the
mathematical problem and has several immediate con-
sequences.
• The normal vibrations (of the nanocrystal) are

described as stationary waves which can be easily
built as a combination of two phonons of the parent
perfect crystal traveling in the opposite directions,
characterized by wave vectors q and −q, respec-
tively.

• According to this model, the vibrational frequencies
of the normal modes obtained from the phonons of
wave vector q are identical to those lying on the
vibrational dispersion curves of the parent crystal (at
the same q).

• The choice of the suitable subset of q values is deter-
mined by boundary conditions dictated by the finite
size, as in the case of the electromagnetic stand-
ing waves characteristic of a cubic cavity of edge
length L. In the simplest case of a 1D crystal [15]
this leads to the relationship q = 	j/L = j/�N +
1�d, j being an integer ranging from 1 to N and
N the number of unit cells of size d contained in
L = d�N + 1� (see Fig. 1). The 3D case is similarly
treated.

Since in nanocrystals the translational symmetry is bro-
ken, all the frequencies selected with the procedure
described above can (in principle) be observed in the Raman
spectrum. However, selection rules determined by the point
symmetry of the nanocrystal (thought of as a unity) will
determine the activity of each normal mode.
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Figure 1. Longitudinal vibrations of a linear chain of eight point masses
with fixed ends. The real displacements of the masses can be obtained
by turning the vectors by 90� clockwise, as indicated for the mode with
5 = 18/8 d.

Under this point of view the finite size of a nanocrystal
can be regarded as a very peculiar kind of defect of the
parent crystal. As a consequence of the geometrical confine-
ment, we can predict, as for any other kind of defect, the
activation in the Raman (and/or infrared) spectrum of q 	= 0
phonons of the parent crystal. In a limiting case where the
point symmetry of the nanocrystal is low we would expect
that features observed in the Raman spectrum should be
directly related to the density of phonon states, as is true
to a first approximation for amorphous solids [29]. This is
indeed what one expects for sufficiently large nanocrystals,
where the spacing 6q = 2	/�N +1�d between allowed q′s is
small. However, in the simplest cases also, the experimental
findings are often quite different from this ideal expectation.

The breakdown of the translational q = 0 selection rule
is usually effective only in the activation of phonons near to
the zone center (q ≈ 0 phonons). This can easily be realized
considering the simplest case of normal modes of a one-
dimensional crystal: these modes can be classified according
to the number of “nodes” of the associated stationary wave
(Fig. 1).

The mode with the longest 5 (lowest q = 2	/5) allowed
(5 = 2L) is characterized by two nodes at the boundaries
(end of the chain): in this case the phase difference between
amplitudes of vibration for atoms belonging to different
repeating units of the chain is always less than 	. As a
result the contribution to the change of total polarizability
by each unit sums up to that of the others (i.e., the effect is
cooperative, by each unit). Modes with higher q values are
described as an amplitude wave with more than two nodes.
In this case we have several pairs of units along the chain
which vibrate with the opposite phase, giving rise to contri-
butions to the total polarizability which cancel each other.
This mechanism of cancellation is more and more efficient
as the number of nodes increases and as the dimension of
the crystal increases.
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On this basis it can easily be realized that for a relatively
large nanocrystal only phonons in a narrow range of q val-
ues near zone center will be seen in the Raman spectrum.
Another consideration must be added about confinement
(for details see the case of small 3D Ge nanocrystals, quan-
tum dots, as illustrated in Section 5.3.1). Confined phonons
can be thought of as the application of an envelope factor to
a plane wave. This amplitude modulation makes the phonon
wave function significantly different from 0 only in a space
region of linear size a. Thus a very general, though rough,
evaluation of the size �6q� of wave vector space involved
is easily deduced from the uncertainty principle as 2	/a,
where a could be the nanoparticle radius. As q scans a vol-
ume ≈�6q�3 around q ≈ 0, provided the group velocity of
crystal phonons is significantly different from 0, one can
observe the Raman contribution of several phonons lead-
ing to inhomogeneous broadening of the Raman line. If the
group velocity is negative, one observes an average red shift;
if it is positive, an average blue shift. In this way inhomoge-
neous broadening and either red or blue shifts are distinctive
marks of vibrational confinement effects. Yet special inter-
preting care must be assumed, because small shifts in the
Raman line can also be due to internal stresses via anhar-
monic effects.

Due to the extreme flatness of the optical phonon disper-
sion curves of polymers, it is practically impossible to reveal
the small thickness of polymer lamellae by inspection of
Raman bands corresponding to vibrational transitions which
belong to optical branches. However, in the case of nor-
mal modes belonging to acoustic branches, new frequencies
can be revealed. This is the case of longitudinal accordion
motions, whose frequencies give reliable information about
the dimension of the polymer lamellae (see Section 5.4).

4. CONFINEMENT EFFECTS
In Section 3 we have described the effect of confinement in
nanocrystals solely as a pure geometrical constraint: all rel-
evant dynamic properties were thought to remain the same
as in the parent crystal and finite size boundary conditions
ruled out the q = 0 rule activating a whole set of wave
vectors.

Unfortunately this first approximation shows some weak-
ness in many cases. This can be ascribed to the following
points:

(i) Effects due to change in the vibrational potential energy
�and then in vibrational force constants�. This effect is
usually found in systems characterized by long-range
interactions. It is the case of organic materials contain-
ing conjugated 	 electrons, with an electronic struc-
ture strongly sensitive to the delocalization path avail-
able (and then to the size of the crystal).

As a consequence, one finds a continuous change
in the values of some force constants often accompa-
nied by an increase in the distance of interaction as a
function of the size of the crystal itself. The signature
of this phenomenon in the Raman spectrum is a fre-
quency shift of some characteristic Raman bands with
respect to the frequency value of the parent crystal.

Systematic frequency and intensity dispersion of the
strongest Raman active modes has been observed for
linear polyenes with increasing chain length [18] (see
Fig. 2). These frequencies do not reach the limit of
the q = 0 phonon of polyacetylene, which can be
estimated by extrapolation from the frequency trend
observed for polyenes of increasing length. On the
other hand, probing a polyacetylene sample [20] (see
Fig. 3) with different exciting laser lines one can
sweep through the range of energy gaps of polyacety-
lene. Thus by resonance it is possible to probe the
poly-dispersity in conjugation lengths of a given sam-
ple (see Section 5.4).

The frequency dispersion observed in the case of
polyenes cannot be simply explained considering the
fact that normal modes of finite size chains (polyenes)
correspond to polyacetylene phonons with small (but
finite) q values. Due to the large frequency shifts
observed, this would imply having very steep opti-
cal phonon branches (near q = 0) for the parent
crystal. For this reason a change in some relevant
force constant (a softening of the relevant force con-
stant while increasing the chain length) has been
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Figure 2. Raman spectra of t-butyl-capped polyenes N = 3–12 is the
number of C C bonds in the chain. 5exc = 64791 nm. The top spec-
trum is that of di (t-butyl) that is, N = 0 [18]. Reprinted with permission
from [16], M. Gussoni et al., “Spectroscopy of Advanced Materials”
(1991). © 1991, Wiley.
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Figure 3. Raman spectra of trans-PA. The same sample has been exam-
ined with three different excitation lines: 647 nm (top); 488.0 nm
(middle); 350.7 nm (bottom). Reprinted with permission from [16],
M. Gussoni et al., “Spectroscopy of Advanced Materials” (1991).
© 1991, Wiley.

proposed [16, 17, 19] in order to explain the observed
phenomena.

(ii) Structural relaxation infinite size crystal domains. In the
case of polyenes mentioned above it is possible to fol-
low the effect of the changes in the electronic struc-
ture (due to the presence of conjugated 	 electrons)
with chain length or conjugation length, also consider-
ing the ground state nuclear geometries. Theoretical
calculations [21] of polyenes of different and increas-
ing size show that the degree of bond alternation (i.e.,
the value of the difference between the equilibrium
bond length of adjacent CC bonds along the polyene
chain) decreases as the chain length increases, as a
consequence of the larger delocalization of the pz
electrons. According to this trend one would expect
that in the infinite crystal (polyacetylene) a perfect
equalization of the CC bonds should be reached, thus
making polyacetylene, a metal. However, due to the
Peierls instability [22, 23] in the 1D crystal, this does
not happen and the parent crystal keeps a structure
similar to that of the oligomers (polyenes) with a
sequence of quasi-simple and quasi-double bonds. The
dimerization parameter is determined by the strength
of the Peierls instability.

However, structural relaxation infinite size domains
can bring much more drastic effects. This can be

realized, for instance, if one compares the equilibrium
nuclear geometry of graphite with that of molecular
graphites [24] (very large polycyclic aromatic hydro-
carbons (PAHs) [25]) (see Fig. 4). In Section 5.5 the
Raman behavior of these molecular materials will be
described and compared with that of graphite. What
is relevant for the present discussion is the fact that
the ground state geometries of PAHs do not show
the presence of equalized CC bonds, as happens in
the case of graphite. Theoretical predictions [24] indi-
cate that PAHs start to show an equalized structure
(but only in the very inner region) only when a very
large size (about 10 nm of diameter) is reached. PAHs
can be grouped according to three different canoni-
cal structures (Fig. 5). All the PAHs experimentally
available belong to the all-benzenoid family, where the
bonds are arranged in aromatic rings (sextets of short
CC bonds) linked each other by longer CC bonds.
According to these findings it can be concluded that
the parent crystal of molecular graphites is not an
infinite graphite sheet (with all CC bonds of identi-
cal length, two C atoms per hexagonal unit cell), but
a 2D crystal with a relaxed structure, whose unit cell
contains six C atoms arranged according to the same
topology as graphite, but showing CC bonds of two
classes, with different equilibrium bond length (Fig. 6).
This fact has very important implications in the dis-
cussion of normal modes of PAHs in terms of the
phonons of graphite.

Indeed a superlattice (with a threefold cell) has to
be introduced as a reference lattice for PAHs (seen
as nanocrystals cut from an infinite graphene sheet).
The definition of this superlattice, implies that phonon
dispersion curves obtained for a 2D graphite must be
looked at after a zone folding procedure, following the
introduction of a new reciprocal lattice. In Figure 7 it
can be seen that this procedure brings K points of the
first Brillouin zone (BZ) of graphite to coincide with

D6h,
D3h

D2h

C24

C96 C114 C138 C96

C78C72C60C38

C42 C54 C84

Figure 4. Structure of some PAH molecules. C42H18, C114H30, C96H30,
C60H22, C72H26, and C78H26 are experimentally available thanks to the
new synthetic route developed at Max Planck Institut of Mainz (D)
[25].
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Figure 5. Schematic representation of the three classes of PAHs iden-
tified according to the ground state optimized geometry.

nodes (q = 0 points) of the reciprocal lattice of the
superlattice [26].

According to this finding we expect (see Section 5.5)
that large molecular graphites show strong Raman
transitions for those normal vibrations corresponding
to graphite phonons with wave numbers q ≈ 0, where
q is read according to the suitable reciprocal lattice
(i.e., that of a threefold superlattice). As a conse-
quence both phonons near # and near K points of
the first BZ of graphite are predicted to be potentially
active in the Raman spectrum.

This is what indeed happens in the case of large
PAHs where two strong bands appear in the Raman

Figure 6. Perfect 2D graphite lattice (dashed lines) and superlat-
tice (dotted lines) corresponding to the parent crystal of molecular
graphites, showing an all-benzenoid structure.

Γ M

K

b2

b1

Figure 7. Reciprocal lattice of the supercrystal of Figure 6 (dotted
lines). The reciprocal lattice and the first Brillouin zone of a perfect 2D
lattice of graphite are shown (solid lines).

spectrum which can be set in correspondence with the
one Raman active optical phonon of 2D graphite at #
point (the so-called G band) and to the totally sym-
metric phonon at K point (D band).

The results obtained by the study of molecular
graphite have been extrapolated to the case of disor-
dered graphites and microcrystalline graphite in order
to explain the activation of the D band in these mate-
rials [27] (see Section 5.5 for a discussion and com-
parison with different approaches).

The concept of zone folding is a quite general pro-
cedure which allows us to make use of the dynamics
(and phonon dispersion curves) obtained for a given
crystal structure in order to study systems character-
ized by different topologies and symmetries, but which
are expected to keep the same (or a very similar)
dynamic interactions (force constants) between atoms.

The frequencies of the active phonons of carbon
nanotubes have indeed been predicted with success
by this technique [109]. As expected, several (q 	= 0)
points of the first BZ of a 2D graphite lattice are
brought to coincide with # point, after zone folding
is applied (Fig. 8). What is important is the fact that
a given nanotube (characterized by a given diameter
and a given chirality) requires the definition of its own
superlattice: as a consequence the activation of differ-
ent graphite phonons for nanotubes with a different
structure can be predicted.

It can immediately be seen that this approach can
be extremely useful for a structural diagnosis (in terms
of tube diameters, chirality, and even distribution of
these parameters) by Raman spectroscopy on nano-
tube samples (see Section 5.5 for a discussion).
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Figure 8. Phonon dispersion relations and phonon DOS for a (10, 10)
nanotube, as obtained by a zone folding procedure applied to dispersion
relations of a 2D graphite (left) and by dynamics calculations based on
a force field adapted to the specific nanotube geometry. Reprinted with
permission from [109], R. Saito and H. Kataura, “Topics in Applied
Physics, Vol. 8, Carbon Nanotubes: Synthesis, Structure, Properies and
Applications” (2001). © 2001, Springer-Verlag.

(iii) Resonance effects. As mentioned in the Introduction
the dispersion behavior of the Raman intensity with
the energy of the exciting laser line is a very important
phenomenon, most of all for low band gap materials.

From a formal point view and similarly to the case
of phonons, for the description of electronic states in
nanostructures the band theory (as developed for an
infinite perfect crystal) is also no longer exact. How-
ever, one expects to find discrete energy levels (which
merge in a continuum of states as the size of the crys-
tal increases) which approximately lie on the disper-
sion electronic branches of the parent crystal. This
allows us to make use of the known electronic struc-
ture of the parent crystal in order to discuss effects
due to interactions between phonons and electronic
excited states.

According to this idea it is possible to predict
important effects observed in the Raman spectra of
nanostructures, as the resonance enhancement of scat-
tering from q 	= 0 phonons activated by the confine-
ment (see ii above).

As an example, we can quote the case of graphites:
in order to explain the activation of the D line
in microcrystalline and nanocrystalline graphites,
Thompsen and Reich [104] proposed a very ele-
gant treatment based on a double resonance effect
responsible of the very strong activation of a specific
q 	= 0 phonon. In the Thompsen model the use of
the electronic band structure of graphite is explicitly
introduced.

Moreover, the lowering in the dimensionality in
going from graphite to nanotubes gives rise to Van
Hove singularities in the density of electronic states.
The implication of this phenomenon is remarkable:
the intensity behavior of the Raman spectrum of nano-
tubes as a function of the exciting laser cannot be
explained without the introduction of the concept of

resonance enhancement by interaction with electronic
states corresponding to these singularities [109, 116].

(iv) End or surface effects. When one considers finite size
crystals it is immediately realized that the lack of a
perfect translational invariance does not consist only
in the fact of having a finite number of cells: while
approaching the crystal boundaries unit cells cannot be
considered identical due to effects of the (near) sur-
face. When this effect is strong (i.e., it is a long-range
effect) a perturbation of the vibrational potential can
take place in the whole nanocrystal and possibly also
changes in the nuclear equilibrium structure.

However, in all the cases (both in the presence or
in the absence of long-range interactions) atoms lying
at the surfaces have to be considered defects which
probe an environment different than that probed by
the atoms which belong to the bulk.

The case of polymers is meaningful: in any linear
chain, for chemical reasons, end groups are chemi-
cally and structurally different from those of the cen-
tral units. For instance polyethylene (chemical for-
mula (CH2)n) can end on either side by methyl
(CH3) groups or by vinyl groups (CH CH2). Vinyl
groups are also the ends of polyenes and polyacetylene
(chemical formula (CH)n).

As a consequence of the presence of end defects in
polymers we expect to find specific signals in the vibra-
tional spectra: characteristic group frequencies corre-
sponding to normal modes localized on end atoms
can indeed be detected in the case of relatively short
chains. These signals are easily detectable in the
infrared (they are routinely used for an estimate of
the average chain length in low-molecular-weight poly-
mers); however, they can be detected via Raman scat-
tering only when the ratio between the number of end
and bulk groups is high.

It is indeed an usual finding that in the Raman spec-
tra collective vibrations are intrinsically much more
active than localized modes.

5. SPECIFIC NANOSTRUCTURES

5.1. C60: The Bucky Ball

Since the discovery of the main (most stable) fullerene,
the C60 molecule (or cluster), also called the buckminster-
fullerene (or bucky ball) [30–34], the detection and the
study of its vibrational fingerprints has attracted a great deal
of interest both from the experimental and the theoretical
point of view. Due to the large number of papers that have
appeared in the literature, it is a difficult task to give, in
a necessarily short paragraph, a comprehensive summary of
the work done on this subject during the last 15 years. For
this reason, the reader interested in an overview of all the
relevant aspects is referred to some books and specifically to
chapters dealing with the spectroscopy of fullerenes [35–37].

The following discussion has merely the aim of pointing
out some of the most relevant aspects of the Raman spec-
trum of (C60) and its interpretation.

C60 can be described (with respect to its spectroscopic
behavior) as a nanoobject. In other words, it is really a
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molecule and the concepts of molecular spectroscopy can be
applied to the interpretation of its vibrational spectra with
success.

The structure of an isolated C60 unit is that of a closed
carbon cage (fullerene), with the point group symmetry of
a regular truncated icosahedron. C atoms in the cage are
bounded together in an highly symmetrical arrangement of
pentagonal (12) and hexagonal (20) rings (Fig. 9). The C
atoms belonging to pentagonal rings are connected by longer
(single) bonds (RCC = 19455 Å) and C atoms shared by
adjacent hexagons are connected by shorter (quasi-double)
bonds (RCC = 19391 Å) [38].

According to Ih point group symmetry, the structure of
the representation in the vibrational space of C60 is

#vib = #Raman
vib + # infrared

vib + # inactive
vib

#Raman
vib = 2Ag + 8Hg

# infrared
vib = 4F1u
# inactive
vib = 3F1g + 4F2g + 6Gg +Au + 5F2u + 6Gu + 7H2u

(24)

According to this description we can immediately make
some observations.

1. The very high symmetry of the molecule implies that
the vibrational transitions which can be detected in
vibrational spectra are few with respect to the number
of degrees of freedom of the molecule. The vibrational
degrees of freedom of an isolated C60 are 174, but they
correspond to 46 different frequencies, due to the high
degeneracy of some symmetry species (e.g., modes of
H species have a degeneracy of 5). Moreover, among
these 46 frequencies, only 4 are active with respect to
infrared absorption and 10 are Raman active. On this
basis we expect to obtain relatively simple Raman and
infrared spectra from samples of C60.

2. Another consequence of the high symmetry of the
molecule is the fact that all normal modes of C60
involve the molecule as a whole (all C atoms are dis-
placed during each normal mode). By virtue of this
fact we expect that frequencies are strongly sensitive

Figure 9. Sketch of the structure of buckminsterfullerene, C60.

to the characteristic structure of C60 (on the whole): in
this sense vibrational spectra are expected to behave
as is usual in molecular vibrational spectroscopy as fin-
gerprints of that specific molecule, with that specific
structure.

One of the first Raman experiments on purified C60
have been reported by Bethune et al. [39]. Spectra (see
Fig. 10) have been taken by a micro-Raman from a C60 film
deposited on a suprasil slide by a C60 solution.

According to these spectra the 10 Raman active funda-
mental transitions of C60 were clearly identified. Among
these, the strongest lines at 1470 and 496 cm−1 have been
assigned to the two Ag modes, according to their behavior
in polarized Raman spectra.

In the same paper [39] vibrational spectra of C70 (the
other abundant fullerene) are reported. In the case of C70,
due to the lower symmetry of the molecule, infrared and
Raman spectra show a drastic increase in the number of
observed frequencies. No coincidences of the frequencies of
the main lines are found with observed frequency values of
C60. These last observations strongly support statements 1
and 2 above. On the other hand they make clear that
Raman and infrared spectra of C60 provide evidence that C60
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Figure 10. Raman spectra of a film of purified C60 on a suprasil sub-
strate. (a) Unpolarized; (b) polarized. Reprinted with permission from
[39], D. S. Bethune et al., Chem. Phys. Lett. 179, 181 (1991). © 1991,
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belongs to the Ih symmetry group and that vibrational spec-
tra can be safely used for the detection of C60 in unknown
samples.

The identification and the vibrational assignment of C60
transitions proposed by Bethune et al. [39] were supported
by theoretical predictions obtained by Stanton and Newton
[40]. Theirs is only one of the many papers that has appeared
in the literature dealing with the theoretical prediction of
vibrational frequencies of C60. In the more recent calcula-
tions, the accuracy of the results has been raised in such
a way that the discrepancies found between computed and
experimental frequencies are of the order of few wave
numbers.

According to our opinion, two points have to be stressed
regarding the development of theoretical models for the
study of C60 vibrational dynamics.

(i) The possibility of obtaining reliable results is strongly
influenced by the level of the theory used (which
in turns depends on the available computational
resources). In a recent paper by Schettino et al. [41].
DFT calculations using B3-LYP exchange and corre-
lation functional and a large (6–31G∗) basis set have
been performed, thus reproducing the experimental
frequencies of C60 with very good accuracy, with a
single scaling factor (0.98) on the calculated frequen-
cies. On the other hand, semiempirical methods based
on suitable Hamiltonians have been shown to give
excellent results. The use of an updated QCFF/PI
Hamiltonian developed by Negri and Orlandi [42]
made if possible to obtain an accuracy very close to
that already reached by first principle calculations, at
a fraction of the computational cost.

(ii) The choice of the best theoretical models and the criti-
cal comparison of the different approaches is based on
the availability of as many experimental data as possi-
ble. In this respect the case of fullerene presents the
problem that few vibrational frequencies give observ-
able transitions. The problem of obtaining informa-
tion about silent frequencies has been partially solved
with the help of neutron scattering [33] data and par-
tially making use of accurate data from C60 crystals
and chemically substituted C60.

As suggested at point ii, the difficulty arising from the
lack of information about the frequencies of the inactive
transitions can be overcame by some suitable molecule mod-
ification which lowers the symmetry of the molecule itself. A
technique widely used in molecular spectroscopy is (asym-
metric) chemical substitution with isotopes.

In the case of C60 nature itself provides a way to observe
a C60 molecule with a lowered molecular symmetry. This
happens when C60 molecules pack together into a fullerite
crystal. Ih symmetry is not compatible with any crystal space
group: in its low-temperature crystalline phase C60 forms a
closely packed f.c.c. lattice with Td symmetry.

As mentioned in Section 3, however, the interactions
between pairs of C60 molecules in the crystal are weak: as
a consequence the intramolecular vibrations are expected
and found to be very weakly perturbed by such interactions
and the Raman and infrared spectra of fullerite show a pat-
tern which can be interpreted on the basis of the vibrations

(and symmetry) of the single isolated molecule. On the other
hand, the symmetry lowering of the molecular surround-
ing in the crystal causes (at least in principle) a breakdown
of the Raman (or infrared) selection rules: weak transi-
tions, corresponding to the silent frequencies of the isolated
species, have been detected. Data from vibrational spectra
of fullerite have been used by Schettino et al. [41] and Negri
and Orlandi [42] for comparison with the predicted results.

According to these last observations, we can conclude that
when the nanostructured materials (e.g., fullerite) are made
by weakly interacting nanoobjects characterized by high sym-
metry, we can obtain from the Raman spectrum informa-
tion essentially related to the molecular nature of the object
(namely, its shape, symmetry, and intramolecular potential).
On the contrary, relatively little information can be derived
about the superstructure (molecular arrangement and inter-
actions). On this subject we refer the reader to Eklund
et al. [36] where a thorough discussion of optical phonon
modes and their symmetry classifications in solid (fullerite)
and doped C60 is presented.

5.2. 3D Nanocrystalline Materials

We have seen that the differential cross section for spon-
taneous light scattering d2�/dDd�s is proportional to
the dynamic structure factor SES �Q� ��. We now follow
Nemanich et al. [43] and assume that in the presence of
confinement effects also the susceptibility fluctuations are
related to the phonon displacements u�r� t� to linear order
by

�$ij = Aiju�r� t� (25)

In this way S�Q� �� (we drop the index ES) becomes
directly proportional to a phonon displacement autocorrela-
tion function (see Eq. (23)).

In the case of nanocrystalline materials characterized by
dimensions of particles or domains comparable with phonon
wavelength, the description of the elementary excitations
with (modulated) plane waves (Bloch waves) is no more
justified. A wave packet whose spatial dimension is compa-
rable to the crystallite size must be used: this introduces a
spread or uncertainty in wave vectors. This uncertainty will
be larger for smaller domain sizes because the wave packet
becomes more localized in real space. Since the phonon dis-
persion curves are in general not flat, new frequencies will be
introduced in the Raman spectra when contributions from
phonons with wave vectors q significantly different from 0
start to play a role [44].

In general, assuming that the size reduction does not
modify the phonon dispersion curves of the periodic refer-
ence system (parent crystal) and does not change the other
Raman selection rules, Raman lines, now resulting from
both q = 0 and q 	= 0 individual contributions, will exhibit
an overall shift and asymmetrically broaden, the nature of
the changes and the critical size where these changes take
place depending on the dispersion curve of the material and
on the intrinsic phonon lifetimes.
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We can assume that phonons of the same branch of dif-
ferent q in small crystallites have a correlation function as
in a perfect infinite crystal given by

�u∗�r� t�u�r′� 0��th =
1
V

∑
q

�u∗�q�u�q��the�iq · �r−r′�+i��q�t�

(26)

where ��q� are the intrinsic phonon dispersion curves. Thus
[43] S�Q� �� � can be written as

S�Q� �� � =
(
N

V 2

)
1
V

∑
q

�Aij�q��2���− ��q���u∗�q�u�q��

× �F �Q− q��2 (27)

where N is the number of crystallites in the volume V and
F is a integral restricted to a single crystallite:

F �Q− q� =
∫
ei�Q−q� · r dr (28)

then S�Q� �� � can be written as

N

V 2

(
n���+ 1

�

)
1
V

∑
q

C�q� ���F �Q− q��2

× #1/2/4	

��− ��q��2 + �# 2
1/2/4�

(29)

where all coefficients are grouped in a single collective
matrix element C�q� ��, the boson occupation numbers have
been introduced and a phonon lifetime has been included
as a Lorentzian broadening #1/2.

For a large crystal F �Q − q� becomes a delta function
and the spectrum becomes, in general, a sum (over active
phonon branches at #) of weighted Lorentzians; on the
other extreme, for very small structures, the system can be
considered amorphous and the whole phonon density of
states becomes visible: the spatial integration will be limited
to the local atomic environment and all the excitations can
contribute to the scattering.

In the intermediate case, where crystallites of a few nano-
meters in diameter must be considered, the choice of F �Q−
q� should be based on physical considerations to motivate a
specific phonon confinement function.

For example, Nemanich and co-workers [43] have consid-
ered a confinement function for boron nitride microcrystals
of the form

F �Q− q� = ∏
i= x� y� z

2 sin��qi −Qi�Li/2�/�qi −Qi� (30)

Due to size distribution, this function should be more appro-
priately replaced with a Gaussian function. In reality a
direct connection between the confinement function and the
microscopic structure of the crystallites is not straightfor-
ward. Numerical fits of the experimental results are used to
find the best confinement function. With this information
the mean size of the crystallites can be extracted; however,
this quantity can be exactly determined only for a single
size ensemble of particles or if the size distribution and the
phonon dispersion curves are known exactly.

5.3. Semiconductor Nanoparticles

Group-IV-based structures, consisting of Ge and Si
nanocrystals embedded in matrices or free standing, exhibit
visible photoluminescence that is sensitively dependent upon
the particle size and size distributions. Despite considerable
efforts having been concentrated on the characterization of
these nanocrystalline systems and on their electronic struc-
tures, many aspects remain to be clarified. The confinement
of elementary excitations in semiconductor nanocrystals has
a strong influence on photoluminescence behavior and more
generally on linear and nonlinear optical properties. For an
unambiguous characterization of the role played by structure
and dimensions in determining the quantum confinement
effects, it is necessary to prepare well-characterized nano-
structures and to be able to follow their evolution along the
different steps of the synthetic routes.

Raman scattering is particularly suitable for the charac-
terization of semiconductor low-dimensional systems: it is
nondestructive, it can be applied to systems embedded in
transparent matrices, and it can also be used for in-situ
measurements with a lateral resolution of 1 Gm. As we have
already discussed, in many instances, a theory has been devel-
oped that successfully explains the observed spectra in terms
of the structural properties of the particles. The effect of
confinement on the phonon density of states can be quanti-
tatively related to the size and distribution of the particles,
making Raman scattering a powerful tool for the characteri-
zation of assemblies of semiconductor nanoparticles. Despite
its potentiality a word of caution is in order concerning the
different factors affecting the phonon density of states and
hence the Raman spectra. As we discuss in more detail in
the following, the interaction of the particles with the host
matrix, the oxidation of the surface, the coexistence of differ-
ent amorphous and crystalline phases in the same particle,
and the size distribution of the particles can affect the Raman
response. It is then difficult to disentangle the different con-
tributions to the modification of the phonon density of states
of a reference crystalline bulk system and to what extent
confinement effects are the only responsible cause of the
observed spectra features. This implies that an independent
determination of the size distribution and of the structure of
the particle and of their degree of crystallinity is highly desir-
able for a correct interpretation of the Raman spectra and
an identification of the confinement effects.

5.3.1. Germanium Nanoparticles
Ge nanostructures embedded in different matrices have
been extensively studied by Raman spectroscopy. A wide
variety of techniques have been used to produce Ge
nanocrystals, including gas evaporation [45, 46], rf mag-
netron sputtering [47–49, 238, 50], chemical vapor depo-
sition [51], chemical reduction of metastable Si1−xGexO2
[52–55], molecular and cluster beam deposition [56–58],
oxide reduction in zeolite [59], inorganic solution phase syn-
thetic routes [60] and ion implantation and annealing [61].
These techniques have to meet several requirements for the
production of samples which can be unambiguously charac-
terized: (i) Production of single sized particles or assemblies
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of particles with a well-defined size distribution and (ii) con-
trol of the crystalline state of the particles and of their inter-
action with the embedding matrices.

The production of Ge nanocrystals embedded in a matrix
such as SiO2 is obtained by chemical reduction, precipita-
tion, and annealing of the SixGeyOz phase [52–55]. The
influence of the host matrix on the structure of the embed-
ded clusters is still an open question. The crystalline struc-
ture, the coexistence of amorphous and crystalline phases,
and the nature of the interfaces are very difficult to charac-
terize over macroscopic regions of the sample. X-ray scat-
tering, TEM, and HRTEM analysis are usually employed for
the determination of size distribution and for checking the
crystalline structure of nanoparticles [46, 62]. In principle,
with these techniques information about the structure and
dimension of a particle can be achieved independently; how-
ever, an extrapolation over the entire sample is not always
straightforward.

Raman scattering has been used as a diagnostic tool
for the determination of size distribution; however, since
Raman spectra are expected to be quite sensitive not only
to quantum confinement, but also to disorder, strain, or in
general to interface peculiarities and structural characteris-
tics of the system, it is mandatory to have an independent
way to characterize the crystalline nature of the particles and
their size distribution. On the other hand the same problem
is encountered in the study of the confinement effects them-
selves, since the size distribution and the interaction with the
matrix can introduce effects which render the interpretation
of the spectra in terms of confinement very difficult [46].

For bulk crystalline Ge, the Raman spectrum can be
assigned to the q � 0, #+25 optic phonon exhibiting a
Lorentzian line at 300 cm−1 with an intrinsic width of
≈3 cm−1 [14, 57]. The q � 0 selection rule is a consequence
of the full translational symmetry of a crystalline sample. In
the presence of phonon confinement in the nanoparticles,
the Raman intensity can be written as a superposition of
Lorentzians centered at � = ��q�. This produces a symmet-
ric broadening and red shift of the Raman line. In partic-
ular the red shift is caused by the fact the in germanium
� is a decreasing function of �q�. Since it is very difficult
to produce samples characterized by identical particles, the
size distribution of the particles must be taken into account.
This introduces a further asymmetry in the line which can
be described by

I��� ∝
∫ �
0
��R�R3 dR

∫ 1

0
exp

(
−q

2R2

4

)
× #/2	
��− ��q��2 + �#/2�2 d

3q (31)

where the size distribution ��R� should be measured inde-
pendently [46].

Different authors used Raman spectroscopy to charac-
terize the Ge particles in SiOx matrices and to follow
the change in size distribution due to thermal annealing.
Kobayashi and co-workers produced an SiO2/ncGe/SiO2
structure [55] by depositing a Ge layer on a SiO2 film and
annealing it at a temperature between 1100 and 1300 K
for 1 h in a dry O2 ambient. Due to rapid diffusion of
oxygen molecules through the Ge grain boundaries, the

Ge become crystallized and embedded in the SiO2 during
high-temperature oxidation. Raman spectroscopy has been
used to determine the size of Ge nanocrystals as a func-
tion of the annealing temperature. The Raman spectrum of
the as-deposited amorphous Ge is characterized by a broad
shoulder peaked around 270 cm−1. The annealing, inducing
a crystallization of the amorphous phase, causes the appear-
ance of the phonon peak at 300 cm−1 and the disappearance
of the shoulder. The asymmetric peak obtained at 1300 K
has been fitted to obtain the average size of the particles.

Paine and co-workers performed Raman spectroscopy on
S1−xGex alloys oxidized and annealed under various condi-
tions to promote the formation of Ge nanoparticles [52].
This work indicates that larger average particle size can be
obtained with longer annealing times and higher tempera-
tures. It should be remarked that no frequency shift of the
Raman peak is observed contrary to the prediction of the
theory. Samples deposited by rf sputtering in a glassy SiO2
matrix and subsequently annealed showed a similar behav-
ior, with, however, a shift of the peak position [238].

A systematic study of the growth of Ge nanocrystals
in SiO2 matrices by Raman spectroscopy and electron
microscopy has been performed by Fuji and co-workers [48].
Rf cosputtering and annealing were employed to produce
Ge nanoparticles. The dependence of the Raman spectra
upon annealing temperature is similar to that of Kobayashi
et al. [55], showing a crystallization for temperature higher
than 900 K. The size distribution of Ge nanocrystals has
been determined by HRTEM analysis and used to calculate
the Raman spectra following the phonon confinement rela-
tion. They have found a qualitative agreement; however, the
peak frequencies of experimental spectra are much lower
than the calculated ones and no shift of the Raman peak is
observed.

The discrepancies in the Raman shifts in apparently sim-
ilar samples are difficult to account for. A possible expla-
nation is the deviation of the lattice constant from the bulk
value caused by cluster surface–matrix interaction. Fort-
ner and co-workers have demonstrated the influence of the
near-surface dangling bonds and of the bond–angle disorder
on the phonon density of states [49].

Besides the particle–matrix interaction, several other fac-
tors can affect Raman response: Fujii and co-workers have
suggested that the presence of compressive stress exerted
by the matrix on the clusters can compensate for the down-
ward shift of the Raman peak. However, no direct evi-
dence for the existence of the stress has so far been pro-
vided. The coexistence of amorphous and crystalline phases
in the same particle can also induce a departure of the
Raman behavior from that predicted by a too naive the-
ory taking only confinement into account. The effects of
size distribution should also be taken into account explic-
itly. As already discussed the width of the Raman peak
is determined from both homogeneous broadening caused
by the phonon confinement and inhomogeneous broaden-
ing caused by size distribution. A strong size dependence of
the peak frequency should indicate that the inhomogeneous
broadening is nonnegligible.

In order to minimize the interaction of particles with host
matrices, free particles can be grown from gas phase and
in colloidal suspension [45, 60]. Hayash et al. [45] produced
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oxidized germanium microcrystals by gas condensation and
characterized by TEM and electron diffraction. Very small
clusters show Raman spectra and electron diffraction typical
of amorphous systems; a transition to crystalline structure
is observed for relatively large sizes. The effect of surface
should play an important role in determining the vibrational
spectra.

In the case of colloidal suspensions of Ge nanocrystals,
Raman spectra showed broadened bulk Ge features with
virtually no dependence of the peak position on the parti-
cle dimensions. In order to reconcile the prediction of the
phonon confinement model with TEM observations, Heath
et al. [60] used a bulk homogeneous line width of the bulk
peak of ≈1.85 cm−1 and proposed a very small amount of
lattice contraction as the origin for the absence of frequency
shift.

Raman spectroscopy of germanium nanoparticles has
been performed in conjuction with TEM characterization
and optical absorption measurements [46]. The sam-
ples were grown by an evaporation–condensation self-
organization technique that allows obtaining particles with a
truncated sphere shape, a size dispersion of �/R ≤ 20% (R
is the average radius), and with the possibility, in addition,
of controlling their average radii in a range from about 1 up
to 10 nm [186]. Samples are prepared by deposition of Ge
vapor on amorphous Al2O3 substrates. The partially wetting
character of the substrate and the high-temperature deposi-
tion allow the formation of particles with regular sizes and
the minimization of interaction with the matrix and reduc-
tion of stresses.

The particle size distribution ��R� has been obtained by
TEM analysis and could be introduced to fit the Raman
spectra. A deviation from the theory has been observed for
the lowest size values. This can be due to a strong influ-
ence of the surface (dangling bonds and bond angle disor-
der [48, 49]); instrumental correction of TEM observations,
needed to obtain the size distribution, tends to underesti-
mate the percentage of larger particles with a high Raman
cross section in favor of the more numerous smaller parti-
cles with a low cross section.

The relevance of confinement effects in the observed
Raman spectra is confirmed by optical spectra which show a
good crystallinity of particles, suggesting that matrix effects
can be neglected. The coupling of different techniques
allows us to distinguish different contributions affecting the
vibrational spectra of small particles [46].

5.3.2. Silicon Nanoparticles
Technological interest has stimulated the study of silicon
micro- and nanocrystals showing electronic and vibrational
confinement [44, 63, 64]. More recently, a renewed interest
has been motivated by the characterization of porous silicon,
which promoted the use of Raman scattering as a technique
for the determination of the size distribution of nanoparticles
considered as building blocks of porous mesostructures.

Raman spectroscopy has been also used to characterize
different silicon-based systems showing different degrees of
order and crystallinity and ranging from amorphous silicon
to polycrystalline and microcrystalline silicon obtained by
laser annealing or ion implantation [44]. The Raman spec-
trum of crystalline silicon is characterized by a #+25 optical

phonon at 521 cm−1 with a natural width of ≈3.5 cm−1 [67];
in amorphous silicon the q � 0 selection rule does not apply
and the Raman spectrum resembles the phonon density of
states with a broad bump centered around 480 cm−1. Sam-
ples characterized by incomplete or incipient crystallization
show a Raman spectrum which is somehow intermediate
between the two extreme cases. A broadening and red shift
of the 521-cm−1 peak is observed together with the appear-
ance of a broad feature around 480 cm−1 [63].

Microcrystalline silicon films, characterized by grain size
of the order of a few tens of nanometers, show similar
behavior, with the line shape and red shift of the 521-cm−1

line depending on the crystallite size.
Several authors interpreted the observed features in terms

of a relaxation of the q � 0 vector selection rule and of
the presence of confinement effects [44, 63, 64]. As in the
case of germanium many experiments have shown that for
microcrystalline samples a broadening and a red shift of the
521-cm−1 Raman peak is observed and those features that
depend on the crystalline domain dimensions. Fauchet and
Campbell [44] showed that phonon confinement theory can
successfully be used to explain the Raman spectra of small
silicon crystals and their dependence on crystalline size and
shape. Considering spherical microcrystallites, Campbell and
Fauchet have investigated the influence of the choice of the
confinement factor W�r� L�, the anti-Fourier transform of
a generalization of the F �Q� factor in Eq. (30) W�r� L� =
F −1�F �Q�� on the quality of the fit between theory and
experiments. They have considered three types of functions:

W�r� L� = sin�2	r/L�
2	r/L

(32)

W�r� L� = exp�−4	2r/L� (33)

W�r� L� = exp�−8	2r2/L2� (34)

The first confinement function was chosen in analogy
with the ground state of an electron confined to a hard
sphere, the phonon amplitude being 0 at the boundary.
Equation (33) can be written as exp�−�r� and it has been
chosen in analogy with a wave in a absorbing medium. Equa-
tion (34) can be written as exp�−�r2/L2� (in agreement with
[43, 63]). Equation (34) is found to lead to a good agree-
ment with the experiments when the phonon is confined
very strongly to the microcrystal. On this basis Raman spec-
troscopy can be applied for the characterization of silicon
nanocrystalline systems.

A detailed study of silicon microcrystallites has been
reported by Iqbal and Vepřek [64]. Microcrystalline silicon
films have been prepared by chemical transport in a DC
hydrogen plasma at low pressure; by varying the substrate
temperature the dimensions of the crystalline domains have
been varied. A shift and broadening of the #+25 phonon peak
together with the appearance of a second broad component
around 480 cm−1 is observed. This component could be cor-
related with the feature observed in amorphous silicon. The
origin of the amorphouslike feature has been related to a
surfacelike mode involving Si–Si shearing motion of the Si
surface groups [64]. Hayashi and Yamamoto [241] reported
amorphouslike Raman spectra for silicon clusters smaller
than 100 Å, in contrast with TEM measurements showing
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that very small clusters present a crystalline structure. These
discrepancies were tentatively attributed to surface effects:
the amorphous contribution should be due to the outer dis-
ordered shell of the clusters surrounding a crystalline core.

It is known that below a crystallite size of ∼3 nm sil-
icon becomes thermodynamically unstable with respect to
the amorphous phase [64]; it is thus reasonable to expect
that when very small clusters are present they can contribute
to the onset of the amorphouslike Raman spectrum. A size
distribution extending toward small sizes may account for
the observed features without invoking the presence of high-
energy surface modes. An independent determination of the
size distribution would improve the understanding of the
different contributions to Raman spectra.

Raman scattering has been used to characterize SiO2 films
with embedded Si mesoscopic particles [241], very small
clusters with diameters ranging from 10 to 1 nm have been
produced by cosputtering and postannealing, as observed in
germanium. The dimensions of the particles did not allow
the use of TEM to determine in an independent way the size
distribution. This prevented a quantitative determination of
the size and of the structure of the clusters.

5.4. Nanomaterials in One Dimension:
The World of Relevant Nanosized
Molecular Sticks

A large class of organic chain molecules occurring in nature,
or synthesized in the laboratory, develops anisotropic and
directional interactions along the molecular backbone yield-
ing systems whose equilibrium structure consists of long
straight chains with a remarkable structural rigidity. On the
whole, the intramolecular forces are larger than those which
glue them together in the supramolecular clusters, which
may reach, sometimes, a tridimensional crystalline order.
Such world of one-dimensional nanosized objects cannot be
neglected, especially since vibrational spectroscopy in gen-
eral and Raman spectra in particular provide a tool for
the understanding of their structural and dynamic proper-
ties which are directly connected with their extremely rele-
vant functions in nature or in material science in general.
As will be shown, phonon confinement does take place in
these one-dimensional molecular sticks and can be nicely
and relatively easily revealed by Raman spectroscopy, which
becomes a unique probe of the structure and dynamics of
these systems.

The world of chain molecules is very wide and includes
(i) natural and synthetic linear polymers which need to be
considered in this review since they are able to self-organize
in crystalline lamellae with nanoscale thickness (Fig. 11 [65])
and (ii) long linear molecules which again self-organize in
mesoscopic or crystalline lamellae [65]. The physics of the
lamellar organization of such molecular nanosticks is still
matter for extensive studies to which Raman scattering and
other techniques (which probe their vibrational motions
through infrared spectroscopy, inelastic neutron scattering,
etc.) can substantially contribute.

A prototypical case of lamellar organization is that
encountered when the process of self-organization of very
long polymer chains takes place with the folding of the poly-
mer chain into shorter segments (with lengths between 5 and

(a)

(b)

1 µm

l

Figure 11. (a) Sketch of a polyethylene lamellar crystal the vertical
lines represent segments of the molecular chains which fold at the sur-
face. (b) Trasmission electron micrograph of single crystals (lamellae)
of polyethylene, cystallized from a diluite solution.

25 nm) and their tridimensional packing, which yields a large
lamella (Fig. 11) (for a thorough discussion see Wunderlich
[65]). The stacking of these lamellae, more or less free or
bound to each other through tie molecules, is the basis for
further self-assembling into various kinds of morphological
architectures (Fig. 12) which determine the physicomechan-
ical properties of any polymeric material. The important

Entangled
interlamellar

links

Branch points

Figure 12. Polymer spherulite (grown from the melt). In the magnified
section a stack of lamellae is shown.
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concept in the physics of the organized soft matter consist-
ing of regular polymer chains is the ubiquitous lamellar self-
organization of molecules. The length of the segments, their
topological distribution throughout the lamella (reached by
suitable chain reentry as a consequence of some energet-
ically plausible process of chain folding (see Fig. 11), and
their local and/or collective mobility need to be precisely
known).

The main concept underlying the treatment of the vibra-
tional dynamics of segmented polymer chains is that the
folding decouples the vibrations of each segment, thus
allowing spectroscopic analysis of each segment as an iso-
lated entity. The atoms forming the fold do perform their
peculiar and characteristic vibrations (defect modes) which
are fully localized in the fold itself [66] and need not con-
sidered or discussed in this review.

A second nonnegligible case of lamellar organization is
found in nature when finite chain molecules of nanometric
length self-organize in mesoscopic or crystalline lamellae,
some of which are able to perform functions essential
in the life of living organisms. The simplest case is the
lamellar organization of the molecules of n-hydrocarbons
with the general formula CH3−(CH2)n−CH3. In systems
where the stacking of the lamellae has taken place small
angle X-ray scattering experiments indicate the existence of
long-range periodicities. When interchain packing is perfect
wide angle scattering indicates short-range crystalline order
inside the lamella, while the surface of the lamella may be
ordered and/or disordered depending on the (temperature-
dependent) molecular mobility of the chain. From spec-
troscopy [67, 68], STM experiments [69, 70], and numerical
simulations by molecular mechanics [71] it has been shown
that on the molecular scale the process of melting of such
systems starts first with the generation of a surface disor-
der (surface melting) which proceeds into the lamella until
the binding interchain forces of the ordered lamella have to
yield to the incoming geometrical disorder (Fig. 13 [67]).

The problem of order/disorder in conformationally flexi-
ble molecules self-organized into nanosized lamellae is basic
in biological systems which perform essential functions in
living organisms. First is the case of the intermolecular
lamellar organization of long chain fatty acids or alcohols
with the general formula CH3−(CH2)n−X, where X =
−COOH or −CH2OH. These molecules can also double
their length because they can form dimers through the
hydrogen bonding of the carboxylic or hydroxylic heads (e.g.,
CH3−(CH2)n−COOH· · ·HOOC−(CH2)n−CH3, Fig. 14).

If these kinds of molecules are tied as esters to phospho-
ric acids and derivatives the class of phospholipids is gen-
erated; such systems are universally found in all living cells
and play a role essential in life, thanks to their hydrophilic
or hydrophobic properties. The thickness of the membrane,
the relative concentrations of straight sticks vs disordered
matter (with a well-defined geometry) as function of tem-
perature, ionic strength, attack by an external agent (e.g., a
molecule of antibiotics), etc., are basic questions which can
be answered by Raman spectroscopy studies of the phonons
confined in such nanosized one-dimensional systems orga-
nized as lamellae (Fig. 15, [72]).

The list of other cases of nanosticks of relevance in the
basic and applied science of nanomaterials could become
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Figure 13. Sketch of the mechanism of phase transition of n-dodecane.
(A) Schematic overall view; (B) detail on a molecular level.

longer (Langmuir–Blodgett films, monomolecular films
deposited onto metallic surfaces relevant in microelectron-
ics, soaps, lubricants, detergents), thus showing the relevance
of the physics of nanosized soft matter at the molecular level
studied through vibrational Raman spectroscopy.

In this chapter we will summarize the background con-
cepts which may be applied and generalized to many other
cases.

Let us first consider the phonon dispersion curves of a
linear chain of polyethylene in its perfect conformational

c

c

c

b
a

B-form A-form C-form

Figure 14. (A–C) Crystal form of fatty acids with an even number of
carbon atoms.
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Figure 15. Alteration in the intensities of the bands attributed to the
skeletal C–C stretching modes as a function of the temperature for
a multilamellar dispersion of dipalmitoyl phosphatidylcholines (chain
of 16 C atoms). Reprinted with permission from [72], I. W. Levin,
“Advances in Infrared and Raman Spectroscopy” (1984). © 1984, Wiley.

structure (i.e., with a geometry corresponding to its abso-
lute energy minimum) considered, so far, in the vacuum.
The translational repeat unit of polyethylene as a 1D crys-
tal consists of N = 6 masses associated with two equivalent
chemical units (two CH2 groups). The dynamics, group the-
ory analysis, and optical selection rules can be and have been
worked out in detail. We expect 3N phonon branches in the
dispersion relation given by

M−1�q�F �q�L�q� = L�q�K�q� (35)

which represents the q-dependent (18 × 18) dynamic prob-
lem in terms of Cartesian coordinates [73, 74], where
the matrix M−1 is the inverse masses tensor, F �q� is the
q-dependent tensor containing Cartesian harmonic force
constants, L�q� is the matrix made by the q-dependent
Cartesian eigenvectors, and K�q� the diagonal matrix of the
frequency parameters 5s�q� = ��Ls�q��2/4	2c2�; the index s
labels the sth phonon dispersion curve Ls�q�.

Since the vibrational harmonic force field for a chain of
sp3 carbon atoms (valence force field) is well known, highly
reliable phonon dispersion curves are available and are rou-
tinely used (Fig. 16 [75]). It should be pointed out that
consideration of a tridimensional crystalline system leaves
the intramolecular potential practically unaltered, while it
turns on weak intermolecular van der Waals type interac-
tions which act only as small and often negligible pertur-
bations of the phonons of the isolated chain (Fig. 17 [76]).
This concept, which has been verified from both experiments
and calculations for very many molecular systems, can be
extended to all the “mesosticks” we are considering in this
review and our discussion proceeds always referring to “sin-
gle chains” with the only proviso that since for all polymer
chains the single chain model neglects interchain forces it
cannot describe the rotational (libration) motion about the
chain axis, that is, the chain rotation about its axis is free. It
follows that (i) while for tridimensional crystals we have the
three acoustic branches (with a finite slope at q = 0 in the
Brillouin zone), the single chain model adds an extra zero
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Figure 16. Phonon dispersion curves of a single polyethylene chain.

frequency (free rotation); (ii) the slope at q = 0 of the acous-
tic branches corresponding to the two “transversal” modes
are wrong and the derived singularities near q = 0 in the
density of vibrational states have no physical meaning. On
the contrary, the longitudinal acoustic branch is fully reliable
and gives the correct description of the low-frequency longi-
tudinal accordion modes observed in the Raman spectra of
nanosticks (see below).

A great contribution to the study of the physics of
classical polymers and of the derived shorter nanoscopic
chain segments was given as early as 1963 by Snyder and
Shachtschneider (S, S) [77], who studied in detail the dynam-
ics of polyethylene and of many shorter nanosized molecular
models. If N is the number of atoms in the translational
repeat units of polyethylene 3N are the branches in the
phonon dispersion relations and 3N − 4 are the nonzero
phonon frequencies at # in terms of the single chain model.

For the sake of conciseness let us consider the longitu-
dinal vibrations of a linear chain of n masses, each at a
distance d, joined by weightless elastic springs; its standing
waves can be characterized by the phase shift between vibra-
tional amplitudes of adjacent units.

Mj = qjd (36)

Mj =
	j

n
j = 0� 1� 2� 9 9 9 �n− 1� (37)

Mj =
	j

n+ 1
j = 1� 2� 9 9 9 n (38)

where Eqs. (37) and (38) refer to a chain with free or
fixed ends, respectively. Since in the case of polymers the



Raman Scattering in Nanostructures 243

3000

2900

2500

1500

1400

1300

1200

1200

1100

1100

1000

900

800

700

600

500

400

300

200

100

0
0 π

0 π

�6

�1

�2

�3

�7

�4

�8

�5

�9

C
M

–1
C

M
–1

Figure 17. Phonon dispersion curves for crystalline (3D) polyethylene.

translational repeat unit is formed by several smaller chem-
ical units related by a symmetry operation (e.g., through a
screw axis if the polymer forms a helix), phonons are usu-
ally described with the phase shift between chemical units.
For instance, in the case of polyethylene M describes the
amplitude shift between two adjacent CH2 units. S,S showed
experimentally (and later by dynamical calculations) that the
vibrations of long chain hydrocarbons, tending to and reach-
ing polyethylene, could be labeled in terms of the phase shift
M. Band progressions are observed mostly in infrared, with
increasing intensity toward the q = 0 phonons of the infinite
1D crystal. For long chains, it can be shown that the finite-
ness of the chain does not give enough intensity to most of
the q 	= 0 phonons to be observed in the Raman spectra
and only q ≈ 0 phonons are observed for most of the model
molecules; the only exception are the phonons in the band
progression for the longitudinal acoustic branch where all
q 	= 0 gain remarkable intensities, with the lowest frequency
components being the strongest line in the Raman spectra of
each model molecule. From the spectroscopically observed

(in infrared (IR) and or Raman) band progressions, exper-
imental phonon dispersion curves were constructed. Only
very recently has the new technology in inelastic neutron
scattering [78] experiments the reaching of spectroscopic
results similar to those obtained much earlier by S,S.

The dynamics of nanosized molecular sticks cannot avoid
consideration of the so-called “end group modes,” which
derive by the fact that chain ends are different (in terms
of masses and of force constants) from the repeat chem-
ical units which make up the finite molecular entity. The
number of end modes (not their location in the spectrum)
can be predicted by Ledermann’s theorem, which states that
if in a Hermitian matrix the elements of r rows and their
corresponding columns are modified in any way whatever,
the number of eigenvalues which lie in any given interval
cannot increase or decrease by more than 2r [79]. The loca-
tions of the end modes in the class of n-alkanes studied
by S,S were analytically predicted with the method of the
“transfer matrix” [80]. The present availability of powerful
computers and of suitable algorithms for the construction
of the dynamic matrices for each nanosized molecular stick
of any chemical nature provides a quick and easy way to
calculate and to describe the nature of all normal modes,
including the end group modes. It has to be remarked that
for chains made up of sp3 carbon atoms the interactions
between neighboring chemical units are very short range,
reaching at most the second neighbor. It follows that for
long nanosized sticks even if the size of the secular determi-
nant to be solved becomes enormous the matrix is a typical
band matrix consisting of a diagonal and a few codiagonals,
while all other elements are 0 (the band width increases with
the increasing of the molecular complexity of the chain).
The numerical solution of the dynamic problem becomes
extremely fast even for huge systems [74].

From the experimental viewpoint, in the case of chain
segments with increasing length where the force field is not
modulated by chain length (i.e., the numerical value of r
is very small because long-range electronic interactions do
not take place) end group modes are few and can be eas-
ily located in the spectrum because their relative intensity
decreases when the number of repeat units in the chain
increases.

The easy and unquestionable observation in the Raman
spectra of finite molecular chains of phonons which lie on
the longitudinal acoustic branch of the corresponding infi-
nite polymer chain opens the way to further relevant and
unique characterizations. Such vibrational modes are com-
monly referred to as “longitudinal accordion modes” (LAM)
[81, 82] and correspond to stationary vibrational waves with
one or more nodes along the chain backbone. For n-alkane
molecules (n even), if j is the number of nodes, because
of symmetry, only modes with odd j are Raman active and
the Raman intensity strongly decreases when j increases.
LAM-1 has received most of the attention since it gives rise
to the strongest line in the Raman spectrum, thus becoming
a very useful spectroscopic probe (Fig. 18). Mizushima and
Shimanouchi [81] have shown that if a segment of a trans-
planar polymethylene molecule is represented by an elastic
rod of length l, density �, and Young modulus E, the LAM-1
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Figure 18. Frequency versus phase difference curves for acoustic
(LAM) vibrations of a polymethylene chain with the corresponding
observed Raman.

frequency [cm−1] can be related to l by

L�LAM1� = 1
2lc

√
E

�
(39)

Once the numerical values of E and � are known for a
given polymer the length l of the nanosized molecular sticks
(which are chemically similar to that of the parent poly-
mer) can be immediately derived from the observation in the
Raman of their L(LAM-1). On the other hand, if a sequence
of several LAM-j modes can be experimentally observed for
a given finite chain, part of the acoustical branch can be fit-
ted on the experimental data and the elastic modulus of the
polymer can be derived.

The same concepts form the basis of a recent study [83],
in which the frequency behavior of the transverse acoustic
modes (TAM) of polyacetylene has been predicted with a
simple, classical model. In this model the molecular chain
is represented by a continuous elastic beam with a flexural
rigidity value extrapolated from ab initio computed TAM
frequencies of polyenes of increasing length (ranging from
C4H6 to C22H24).

LAM modes have been used in structural determinations
of many nanosized molecular segments. A few interesting
cases are quoted here as meaningful examples.

From what has been stated above the existence of
straight nanosized sticks in a given material is relevant
information in soft matter physics. Figure 19 shows the

LAM I
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Figure 19. LAM band from the Raman spectrum of n-nonadecane at
0±C (orthorombic) and 29.7�C (� phase). Reprinted with permission
from [67], G. Zerbi et al., J. Chem. Phys. 75, 3175 (1981). © 1981,
American Institute of Physics.

contribution of LAM spectroscopy to the study of phase
transition (orthorhombic → pseudo-hexagonal → melt) of
n-nondecane (taken as a prototype of a class of molecules)
[67]. At T < 0 �C L(LAM-1) = 12495 cm−1 assures that n-
nonadecane has 19 carbon atoms in a transplanar geome-
try, near T = 27978 �C L(LAM-1) = 12392 cm−1 the chain
is still straight, but the weak surface interactions at either
end of the chain (interlamellar forces) further weaken, at
T > 32 �C the nanostick collapses in a “disordered” struc-
ture and LAM-1 disappears, leaving a broad scattering near
220 cm−1.

The nature of such broad scattering (observed in practi-
cally all systems consisting of long CH2 chains in the liq-
uid phase) has been the a center of attention for quite
a while, suggesting that the material in the liquid phase
may not consist of fully structurally collapsed and randomly
coiled chains, but a nonnegligible fraction may consist of
a distribution of short, but still straight segments. Statis-
tical thermodynamics has been strongly involved in such
studies. The observed broad scattering may result from the
convolution of the LAM-1 transitions of short and “stiff”
hydrocarbon segments. This view has refueled the relevant
issue of the local order in amorphous polymers or systems
with long alkyl residues in terms of short- or long-range
reorientational correlations which may determine the pro-
cess of crystallization. A contribution to these studies again
comes from Raman LAM spectroscopy of short hydrocarbon
chains, which provide evidence of short straight segments in
liquid hydrocarbons as long as C12 [84, 85] thus supporting
the idea that the model of nematiclike structure for liquid n-
alkane melts is not applicable, while indications are collected
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from LAM of the existence of weak orientational correla-
tions characterized by a short correlation length and/or of a
pretransitional ordering of very short segments as seeds of
crystallization [85], in agreement with numerical simulations
[71].

LAM has also contributed greatly to the study of the
folding of polymer chains during the formation of lamel-
lae. As early as 1978 Snyder and Scherer [86] were able to
modify the existing Raman spectrometers in order to reach
extremely small Raman shifts (reaching 3 cm−1) for the
recording of LAM modes of specimens of polyethylene as
solid state extruded or as bulk-crystallized materials. From
the shape of the observed LAM-1 scattering the authors
were able to obtain a quantitative distribution of lengths
of straight chain segments associated with polymer lamellae
(Fig. 20).

The use of Raman LAM spectroscopy for tackling struc-
tural and dynamic problems of complex biologically relevant
nanosized molecular sticks has required the development
of a simplified theoretical approach. Indeed it has been
observed experimentally that heavy substituents at either
end of chain molecules (e.g., monolayer comblike systems
biochemically very common), weak or strong interactions
between molecular chains facing each others in finite sys-
tems (e.g., hydrogen-bonded heads in fatty acid dimers), and
interlamellar forces in crystals critically affect both LAM
frequencies and intensities. A simplified model of coupled
oscillators has been developed and applied to many cases
offered by nature [87]. The theoretical results drastically
modify the way experimental LAM frequencies and intensi-
ties have to be interpreted. The first direct consequence of
such treatment is that the previous belief (based on a wrong
interpretation of LAM modes) that the chains of fatty acids
were not planar, but conformationally distorted had to be
dismantled since evidence of fatty acid dimers as straight
sticks has been unambiguously offered [87]. Finally, the cou-
pled oscillator model has been extended to “composite”
nanosized chain molecules, that is, linear chains made up of
segments of different chemical natures (hence with different
mechanical and optical properties) linked together. A classi-
cal case is that of semiflouorinated n-alkanes of the general
formula F(CF2)n − (CH2)mH, with m = n in the range 7 to
12 and with n = 12 and m raging from 1 to 20, produced
and experimentally studied by Twieg and Rabolt [88] and
interpreted by Minoni and Zerbi [89].

After the first synthesis of polyacetylene [90] (in this dis-
cussion we always refer only to trans-polyacetylene, hereafter
indicated as PA) and after the discovery that it can be trans-
formed in a highly conducting material by suitable doping
[91] the interest of pure and applied chemistry, physics, and
technology has grown dramatically and has branched out in
many directions, including molecular electronics and pho-
tonics [92]. Actually, because of its poor chemical stability
PA has been set aside and replaced by chemically more sta-
ble and workable oligomers and polymers of pyrrole, thio-
phene, paraphenylene vinylene, and many others.

The physical phenomenon which forms the basis of all
these studies is that PA (and the many derivatives and homo-
logues which have been produced) is a prototypical polymer
molecule made up of carbon atoms in sp2 hybridization. The
pz orbitals are delocalized along the molecular backbone,
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Figure 20. Distribution of extended segment lengths (a) for extruded
polyethylene and (b) for annealed (1 h at 130�C) bulk crystallized
polyethylene. The dotted curves represent the estimated error in f(n).
Reprinted with permission from [86], R. G. Snyder and J. R. Scherer,
J. Polymer Sci. 16, 1593 (1978). © 1978, Wiley Interscience.

thus forming again a one-dimensional crystal. In the pre-
vious sections we have stressed that all polymers or short
molecules considered were made up of carbon atoms in
sp3 hybridization, with the consequence that intramolecular
interactions are short range and intermolecular forces are
weak and almost negligible. In the case of polyconjugated
polymers and short oligomers, because of delocalization,
the HOMO–LUMO bandgap decreases substantially (thus
changing colour of the material), the electronic interac-
tions turn on the so-called Peierls distortion, strong elec-
tron/phonon coupling takes place, and intramolecular forces
may extend long distances.

It is beyond the scope of this chapter to review the chem-
istry and physics associated with the existence of delocalized
	 electrons in polyconjugated polymers, again taken as 1D
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crystals and in short molecular segment (oligomers) where
both phonons and electrons become localized [16, 93]. As a
conceptual continuation of the discussion started with chains
and nanosticks made by sp3 carbon atoms we feel obliged
to point out that in polyconjugated systems with sp2 carbon
atoms all physical properties are conjugation length (CL)
dependent. Since our present interest is Raman scattering
of nanosized molecular chains we feel it necessary to focus
on a few properties of the Raman spectra of these materials.

First is the observation that the Raman spectrum of a
sample of PA is extremely simple, and similarly the spec-
tra of nanosized polyene chains (ranging from polyenes to
carotenoids etc.) show almost the same spectral pattern of
two strong bands which shift by changing CL. It becomes
obvious that if the electronic properties of these systems are
CL dependent the molecular force field also changes with
CL together with the derived dynamic and spectroscopic
properties. We then expect a frequency dispersion and inten-
sity dispersion of the Raman spectrum in terms of CL, as
indeed is observed in various samples of PA and in very
many nanosized chains of molecular models (see Figure 2).

Of particular interest is the observation for several poly-
conjugated materials of an extremely strong Raman transi-
tion (showing frequency and intensity dispersion with CL) in
the range of 1600–1450 cm−1 which has been accounted for
in terms of a collective totally symmetric vibrational mode
which involves the in-phase stretching of all C C bonds
and the in-phase shrinking of all C C bonds. These modes
have been variously described in terms of the “dimerization
coordinate” or the “effective conjugation coordinate” and
form the basis for understanding the electronic properties
and dynamics of the whole class of polyconjugated linear
chains oligomers and polymers [16]. Since the mode probes
the whole molecular chain it can be taken as a characteristic
signal of each nanosized segment of a certain length.

Using these concepts, from Raman spectra of polyacety-
lene samples, bimodal or trimodal distribution of segment
lengths has been derived [95].

5.5. Carbon-Based Nanostructured Materials

There are very many materials made of only carbon atoms,
which show relevant deviations (from the viewpoint of struc-
ture and properties) from the two main allotropic forms
of carbon, namely, graphite and diamond. Among car-
bon nanomaterials we find molecular objects with a well-
defined structure and point symmetry (this is the case of
fullerenes and other carbon clusters) and materials which
can still be described starting from some parent structure
(graphite or diamond), by the introduction of structural
defects (for instance, the loose of the three-dimensional
order as in turbostratic graphites, or the drastic lowering of
the crystals size, as in micro- and nanocrystalline graphites).
Sometimes the structural similarity with a parent, perfect
crystal is restricted to very a short-range order, as in the case
of amorphous carbons: here graphitic islands (characterized
by a finite number of condensed hexagonal carbon rings)
develop and increase their size (the characteristic diameters
range from of a few to 101 nm) upon thermal treatment.

A very special case is that of carbon nanotubes, which
can be regarded as nanoobjects but which obey a physics

which can be written starting from concepts and calculations
already developed for the case of a 2D graphite lattice.

5.5.1. Disordered Graphites
Under this name we can group a very wide family of mate-
rials (ranging from amorphous carbons, microcrystalline
graphites, and graphite fibers to whiskers). All these mate-
rials are characterized by the presence of a nonnegligible
number of sp2 carbons which give rise to islands which can
be correlated (in terms of structure and also in terms of their
Raman response) to an ideally perfect crystal of graphite.

The Raman spectra of many carbon materials contain-
ing a variable number of sp2 structures have been exten-
sively studied [96–102, 155, 187]. Their first order spectra
show two main signatures: first, a band located at about
1580 cm−1, which is known as the graphite (G) band, since it
is the only intense feature observed in the first order Raman
spectrum of highly ordered, crystalline graphite. The second
band (D band) appears at about 1350 cm−1 and is a charac-
teristic feature of disordered samples of graphite (e.g., nano-
crystalline and microcrystalline graphites) and amorphous
carbon materials containing sp2 graphitic islands.

In Figure 21 the first order Raman spectrum of a variety
of disordered graphitic samples is shown. As can be imme-
diately observed the different samples show

• Relatively modest frequency shift in the two main lines.
• A wide range of values of the intensity ratio between

the two main lines. The ratio ID/IG ranges from the
theoretical value for a perfect graphite crystal (ID/IG =
0) to values ID/IG > 1.

• Band shapes and especially bandwidths show sample
dependence.

The fundamental experiments made by Póksic et al. [97]
on microcrystalline graphites and those performed by Fer-
rari and Robertson [98] and Robertson and O’Reilly [99]
on films of amorphous carbons showed a clear resonance
behavior and frequency dispersion of the D line with respect
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Figure 21. (Left) Raman spectra of commercial samples of graphitic
materials. (Right) Raman spectra of “disordered” samples of various
origins. Reprinted with permission from [101], R. Escribano et al.,
Vibrational Spectrosc. 26, 179 (2001). © 2001,
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to the energy of the exciting laser line used in the Raman
experiments. This behavior is illustrated in Figure 22.

Other peculiar features can be identified in Raman spec-
tra of graphites, namely, that in several samples a second
component in the high-frequency side of G band (referred as
the G′ band) arises and several features ascribed to second
order Raman spectra (overtones or combination bands) can
be detected. All these features show a more or less marked
sample dependence.

In what follows we restrict ourselves to the main features
in the first order Raman spectrum of graphitic materials,
namely, to the G and D lines.

The presence of the G band can be immediately related
to the existence of structures like graphite in the samples.
It corresponds to the only symmetry allowed phonon tran-
sition in the Raman spectrum of a perfect two-dimensional
graphite lattice (the E2g phonon at # point in the first Bril-
louin zone of graphite). This line is indeed the only one
observed in the first order Raman spectrum of graphite crys-
tals of high perfection (e.g., HOPG, highly oriented pyrolytic
graphites). It is commonly accepted in the literature that
the G line in disordered samples corresponds to the exci-
tation of the same vibrational mode as in HOPG, confined
into a finite size graphite domain. The small frequency shifts
observed for this line in different samples can be ascribed
to intrinsic changes in the force field (atom–atom interac-
tions). Moreover, it can also be rationalized as due to the
mere effect of the geometrical confinement which is well
recognized in solid state physics, namely, the activation of
phonons characterized by wave vector q different from 0, in
a narrow range around q = 0 (see point 2, Section 3).

On the contrary, the understanding of the physical mech-
anism lying behind the activation of the D band has been,
and is presently, a matter of debate in the literature.

A point is generally accepted, namely, the fact that the
appearance of the D line is due to a transition correspond-
ing to a q 	= 0 graphite phonon which is activated by the
presence of “disorder” in the sample. Independently of the
kind of disorder, the measure of the intensity of the D
line has been used by several authors to obtain an estimate
of the degree of disorder. An empirical linear correlation
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between the intensity ratio and the inverse of the crystal
planar domain size La has been observed by Nemanich and
Solin [187]. This correlation has been used for evaluating
the average size of the graphite domains in both micro-
crystalline graphites and amorphous carbons. More recently,
thanks to the systematic work of Ferrari et al. on several
samples of amorphous carbons it was definitely shown that
the ID/IG parameter does not follow a monotonic law as a
function of La. It increases systematically in a regime were
graphite domains of a few nanometers are present, thus
reaching a maximum and than decreasing in samples with
larger graphite domains (e.g., microcrystalline graphites).
Moreover, it is now clear that the crystal size is not the only
factor which determines the intensity of the D line: suitably
induced defects (e.g., by ion irradiation [102]) have been
shown to contribute to enhancement of the D line cross
section. Other experiments reported by Wang et al. [103]
showed that the D line intensity is independent of the crys-
talline size.

Despite the general agreement about the existence of a
correlation between disorder and the D line, there are at
least two fundamental problems which have to be clarified:
(i) to explain the selectivity of the phenomenon and (ii) to
give a description (e.g., in terms of structural parameters)
of the nature of the defects responsible for activation.

The breaking of spectroscopic selection rules (by virtue
of disorder) brings us (at least in principle) to the activation
of the whole phonon density of states. What is surprising
in this case is the fact that only one phonon (or a distri-
bution of phonons in a very narrow range of energies) is
activated by disorder. Moreover, the simpler explanation in
terms of correspondence of the observed Raman frequency
with a peak of the phonon density of states must be dis-
missed based on the observed frequency shift (Fig. 22) of
the D line with excitation energy. Indeed a peak in VDOS
lies definitely at a fixed frequency. All these observations are
at the basis of the model proposed by Thompsen and Reich
[104], which explains the appearance of the D line as due
to a double resonant process involving (1) the creation of
an electron–hole pair at the k point of the graphite BZ for
a particular laser energy E1 matching the energy difference
between valence and conduction band at k; (2) the scatter-
ing of the electron to a state in a second band by a phonon
with the proper phonon quasi-momentum; (3) the recom-
bination of the electron assisted by elastic scattering from
lattice defects.

Both processes 1 and 2 are affected by resonance behav-
ior (double resonance). The model developed by Thompsen
and Reich [104] has been analytically worked out, giving
rise to equations which predict in a quantitative way, the
experimentally observed dispersion relation of the D line
frequency with respect to the energy of the exciting laser
line (Fig. 22) [97].

An alternative interpretation of the origin of the D line in
graphitic materials has been proposed [24, 26, 106] based on
a molecular approach. This approach is built on the spectro-
scopic data obtained from a wide series of samples of PAHs.
Very recently a new synthetic route has been developed
[25, 107] and PAHs of very large size have become avail-
able. These large polycyclic aromatic hydrocarbons can be
considered molecularly defined graphitic clusters, such as
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those present in defected graphite samples and other car-
bon materials. Molecularly defined objects can indeed be
investigated in order to provide explanations for some
not yet well understood experimental behaviors observed
for disordered carbon materials containing nanosized sp2

domains.
Interestingly, the experimental spectra of PAHs [24, 26,

106] are also characterized by a few bands in approximately
the same G and D regions (Fig. 23). This is expected, given
the similarity of their structure to that of graphitic islands,
and offers the advantage of using molecules with a well-
known dimension and structure to probe defects of similar
size and structure in carbonaceous materials.

To assess quantitatively the correlation experimentally
found between the Raman bands of graphite and the
Raman active modes of PAHs, we carried out a quantum–
chemical study of vibrational force field and Raman inten-
sities of PAHs of different sizes and symmetries [24, 26].
These calculations, performed at the BLYP/6-31G level of
theory, confirmed the idea (earlier developed on the basis of
classical vibrational dynamics calculations) that this corre-
lation is due to the strong polarizability changes associated
with two peculiar [182] collective vibrational displacements,
characteristic of a graphitic cluster, namely, R− and A
vibrations.

The Raman active modes of PAHs in the 1600-cm−1 region
correspond to vibrational eigenvectors with a large projec-
tion on the vibrational coordinate R− and give rise to the
G band. In a similar way the normal modes (usually two
or three) giving rise to strong Raman transitions in the D
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Figure 23. Raman spectra of different graphitic materials: (a) HOPG
graphite (5exc = 63298 nm); (b) disordered graphite (5exc = 63298 nm);
(c) multiwall nanotubes (5exc = 63298 nm); (d) pyrolitic graphene sheet
(5exc = 63298 nm); (e) a D6h PAH molecule containing 222 carbon atoms
(5exc = 63298 nm). Samples d and e were kindly provided by Professor
K. Müllen [25].

band region show a large content of the vibrational coordi-
nate A. In the case of a perfect two-dimensional crystal of
graphite the vibrational coordinates R− and A correspond to
two phonons of the crystal: the only Raman active q = 0 E2g
phonon and the totally symmetric A′1 phonon at q = K [26].

In Figure 24 the nuclear displacements associated with
these phonons are shown and compared with the computed
eigenvectors of a large PAH (C114H30). The eigenvectors dis-
played for C114H30 have been selected on the basis of their
very large Raman cross sections.

The analysis in terms of local contributions to Raman
intensities clarifies the origin of the large Raman cross
section for the few bands at about 1300 cm−1, observed
(and calculated) for all the PAHs examined. It is shown
that the values of the local stretching polarizability tensors
���/�Rcc = �′ parameters) can be used as a very sensi-
tive probe of the character of CC bonds in PAH molecules.
More specifically, in the case of “all-benzenoid” PAHs, they
allow easy identification of the presence of aromatic sex-
tets. Moreover, the �′ correlate with the equilibrium bond
lengths that results from quantum–chemical calculations of
equilibrium structure. This lies in the peculiar electronic
structure of PAHs, which is induced by the confinement of
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Figure 24. (Upper panels) Nuclear displacements associated to R− and
A phonons of a perfect two-dimensional lattice of graphite. (Lower
panels) Comparison with selected normal modes of C114H30, as obtained
from BLYP/6-31G calculations.
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the 	 electron system into a finite size domain. This elec-
tronic structure is strongly affected by the molecular topol-
ogy and it is reflected by the nuclear equilibrium geome-
try, characterized by nonequivalent CC bonds which can be
described according to the canonical structures commented
on in Section 4, point ii.

The relevant fact is that the existence of nonequivalent
CC bonds (and, correspondingly, nonequivalent �′ parame-
ters) in PAHs is essential for the activation of normal modes
in the D band region.

If these ideas are extended to the rationalization of the
Raman spectra of carbon materials containing nanosized
clusters of condensed aromatic rings, we have to conclude
that in these cases the confinement of 	 electrons also
induces a structural relaxation (like that described in Fig. 5),
with respect to the structure of a perfect graphite crystal
with all the CC bonds perfectly equivalent. The spectro-
scopic signature of this relaxation is just the appearance
of the D line in the Raman spectrum. It must be noted
that several years ago, Tuistra and Koenig [96], based on
a simple symmetry consideration, proposed that the D line
observed in disordered graphites was correlated to a totally
symmetric phonon corresponding to the A mode sketched in
Figure 24.

The success of the molecular approach consists in the fact
that it makes it possible (1) to clearly identify the quasi-
phonon involved in the Raman process as the A mode and
(2) to describe the effect of disorder in terms of a well-
defined structural relaxation, which is in turn correlated with
effects of confinement of the 	 electrons. Effects of this
kind can certainly be induced both by the presence of finite
size graphitic domains and by the presence of edges, as in
nanocrystalline graphites.

Moreover, as in the model of Thompsen and Reich [104],
the molecular approach indicates that the appearance of
the D line is a resonance phenomenon. It has indeed been
shown (both experimentally and by means of theoretical cal-
culations) that Raman intensity enhancement of the D band
occurs in PAHs [27, 106].

In conclusion, we stress that the interpretation of the
Raman spectra of materials containing graphitic domains of
small size has been done with the help of models which,
at first sight, may appear very different or even incompat-
ible. However, both the models mentioned in this section
make it possible to rationalize several experimental features
and shine new light on the nature of nanostructured car-
bon materials. The challenge for future research is to find a
bridge between the different approaches and to clarify the
limitations, potentialities, and complementarities of the dif-
ferent points of view.

5.5.2. Carbon Nanotubes
Since their discovery [108] carbon nanotubes have attracted
the interest of both theoretical and applied researchers due
to their very peculiar physics and consequently to the many
possible applications foreseen for these materials (e.g., in
the fields of nanoelectronics, sensors, and energy storage).

Raman spectroscopy is a widely used technique for the
structural diagnosis and study of electronic properties of car-
bon nanotubes. Among other things, vibrational spectra are

useful for the identification in experimental samples of dif-
ferent nanotubes (characterized by different structures and
properties). This is probably the reason for the large num-
ber of publications which have appeared in the literature in
the last 10 years dealing with the prediction and interpre-
tation of the vibrational spectra of carbon nanotubes. Due
to the amount of literature on the subject we are forced to
refer the reader interested to a deeper discussion to some
selected reviews which contain a wide bibliography on the
subject [109, 110].

A first classification of carbon nanotubes is based on the
fact that they can be described as either made by a sin-
gle (rolled) graphite sheet (single wall nanotubes, SWNT)
or consisting of several concentric cylindrical graphite layers
imbedded one inside the other (this configuration is tradi-
tionally called the “Russian-doll” model, and these nano-
tubes are referred as multiwall nanotubes, MWNT).

The interpretation of the Raman behavior of SWNT has
now reached, thanks to the many experimental and theoret-
ical works, a consistent set of reliable conclusions. On the
contrary, the study of the spectroscopic behavior of MWNT
presents much more complicated theoretical issues and has
not yet reached the same degree of maturity. For this reason
we deal in the following with just the case of SWNT.

The structure of a given SWNT can be specified in terms
of the tube diameter and the chirality. These concepts are
conveniently expressed in terms of a proper chiral vector
Ch = n1a1 + n2a2 defined on the honeycomb lattice (see
Fig. 25) and by a translation vector T which is in turn deter-
mined by the choice of the two integers, n1� n2. Accordingly,
the pair (n1� n2) is the only information needed in order to
fully specify the structure of the tube. The importance of
the knowledge of nanotube structure consists mainly in the
fact that it determines the electronic structure (and then the
electrical behavior) of the tube: while varying (n1� n2) one
can obtain a 1D metal or a semiconductor (and the energy
gap value can be tuned by selecting (n1� n2)).
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Figure 25. The unrolled honeycom lattice of a nanotube. Connecting
sites O and A and sites B and B′ a nanotube can be constructed. Ch
(the chiral vector) and T (translational vector) are indicated. The rect-
angle OAB′B defines the unit cell of a (4, 2) nanotube. Reprinted with
permission from [109], R. Saito and H. Kataura, “Topics in Applied
Physics, Vol. 8, Carbon Nanotubes: Synthesis, Structure, Properies and
Applications” (2001). © 2001, Springer-Verlag.
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Since the length of carbon nanotubes is usually between
102 and 103 nm, while diameters are of the order of 10 nm,
the treatment of the electronic and vibrational properties of
a single tube can be performed on the simplified hypothe-
sis that they are infinite in the direction of the tube axis.
This allows the avoidance of the explicit description of
the nanotubes edges. However, as an example of a struc-
turally well-defined nanotube end, in Figure 26, SWNTs are
shown where each end of the cylinder is capped with half a
fullerene.

Raman spectra of bundles of SWNT and, more recently,
from isolated nanotubes [111] have been reported in the
literature.

In Figure 27 [112] the first order Raman spectra recorded
with different exciting laser lines for a purified SWNT sam-
ple are shown.

Despite the higher number of q = 0 phonons of carbon
nanotubes with respect to those of graphite, symmetry selec-
tion rules determine the activation of relatively few phonons
in the Raman spectra.

The most important observed Raman features are the fol-
lowing: (1) the radial breathing mode (RBM), whose fre-
quency varies according to the diameter of the tube; (2) the
tangential G band (derived from the graphite E2g Raman
mode) in the range of 1550–1605 cm−1; and (3) the “disor-
dered induced” D band at about 1350 cm−1 and its second
order harmonic (G′ band) at about 2700 cm−1.

Another very relevant point is the fact that the Raman
intensities of a given nanotube are strongly enhanced by
resonance phenomena. Resonance effects are determined
by matching between the laser energy and the energy of
electronic transitions between Van Hove singularities in the
valence and conduction bands. As already stressed, this is
peculiar to one-dimensional structures.

The different locations of Van Hove singularities for
SWNTs characterized by different diameters and chiralities
offer the way to obtain (by suitable tuning of the laser

(a)

(b)

(c)

Figure 26. Schematic models for single-wall nanotubes capped with
hemispherical fullerene-like caps: (a) armchair nanotube; (b) zigzag
nanotube; (c) chiral nanotube.
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energy) Raman spectra arising from nanotubes of a selected
structure. This effect is clearly shown in Figure 27, where
frequency dispersion of the main lines is observed while
varying the excitation energy.

The dispersion of the frequency of RBM has been repro-
duced by both empirical force constants [113] and ab initio
calculations on model structures: these calculations showed
a linear dependence of its value on the inverse of the tube
diameter. Accordingly, the relationship L (cm−1) = 248/dt
has been proposed for the practical determination of SWNT
diameters from the Raman frequency of RBM.

As for the G band, the most dramatic features are the
characteristic differences between the G bands for metallic
and semiconducting nanotubes, as shown in Figure 28.
The rationalization of these findings not only requires the
description (frequency prediction by vibrational dynamics)
of the Raman active phonons for a given (n1� n2) tube, but
also calls for the understanding of the Raman intensity and
line shape associated with the Raman transitions. These
two features strongly depend on the characteristic electronic
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structure of the tube considered (see [111] for a discussion)
and are the specific signature of the strong electron–phonon
coupling in SWNTs.

As for the case of graphitic materials (see Section 5.2) the
origin of the D band in Raman spectra of nanotubes is still
ascribed to a double resonant mechanism [111] activated by
the presence of disorder. In the discussion of the behavior
of the D line in nanotubes, the existence of Van Hove sin-
gularities is explicitly taken into account in the treatment
by Kürti et al. [116], giving rise to phenomena which are
described by the authors as triple resonances.

The experimental study of the G band behavior and of the
D line activation for nanotubes shines light on the fact that
each (n1� n2) nanotube is characterized by its own unique
electronic structure and that the strong coupling between
electrons and phonons determines its Raman response.
Conversely, the theoretical models developed in order to
give a reasonable description of these interactions and to
accurately predict the observed spectroscopic behavior are
essential, at least for the following reasons: (i) developing
the correct correlation for structural diagnosis (e.g., assign-
ment of Raman lines to the corresponding (n1� n2) tube);
(ii) extracting (from spectra) information about the elec-
tronic structure; and (iii) for a challenging test of different
levels of theories and computational methods.

Point iii requires some comment. As mentioned in
Section 2, the simplest way to treat the vibrational dynamics
of nanotubes consists in applying the zone folding meth-
ods to the phonon dispersion curves obtained for an infinite
graphite sheet. This technique has been followed by several
authors who obtained in a relatively quick way good insight
into the interpretation of SWNT Raman spectra. On the
other hand, a more detailed comparison of the predictions

with experimental data revealed nonnegligible weakness in
the method. The main drawback of the zone folding treat-
ment can be briefly summarized in the following two points.

1. The description of some modes of nanotubes cannot
be made correctly on the basis of the nuclear displace-
ments characteristic of the corresponding phonon of
the graphene sheet (see Fig. 29). This happens, for
instance, for the radial breathing mode of the nano-
tubes, which is put in correspondence with the out-of-
plane acoustic mode of the graphene sheet (Fig. 29a).
This last mode corresponds to a vanishing frequency
(pure translation of the sheet) in the limit q → 0. It
is immediately realized that the RBM of the nano-
tube is an optical mode, which does involve both the
graphite out-of-plane (radial) force constants and the
in-plane (tangential) force constants. As another exam-
ple, nanotube modes exist for which the correct nuclear
displacements can be obtained only by mixing of in-
plane and out-of-plane modes of graphite (Fig. 29b),
which cannot mix by reason of symmetry in the case of
a graphene sheet.

2. Another problem arises from the fact that a force field
transferred from graphite may be intrinsically different
(different values of force constants) from the real field
of a nanotube. This can happen for at least two rea-
sons: (a) the curvature of the nanotube surface can
modify, in principle, all radial and tangential force con-
stants and (b) the presence of a finite sequence of
CC bonds along the circumference of the tube is cer-
tainly responsible for confinement effects of the 	 elec-
trons and of the resulting change in the intramolecular
potential.

In a recent paper by Dubay and Kresse [117] state of the
art calculations of phonon dispersion relations for nanotubes
are presented and all the relevant references are quoted.

(a)

(b)

Figure 29. (a) The out-of-plane acoustic mode at K = 0 (left) in a sin-
gle layer of graphite gives rise to a radial breathing mode in the carbon
nanotube with nonzero frequency (right); (b) an acoustic mode of the
nanotube corresponds to a linear combination of both in-plane and
out-of-plane graphene modes. Reprinted with permission from [110],
M. S. Dresselhaus and P. C. Eklund, Adv. Phys. 49, 705 (2000). © 2000,
Taylor & Francis.
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In this paper, accurate calculations for the phonon disper-
sion relations of single wall armchair (n� n) and zigzag (n� 0)
nanotubes based on density functional theory are reported.
The results are compared to those predicted by the zone
folding procedure applied to graphite phonon dispersion
branches as obtained with a consistent theoretical treatment
at the same level of theory. According to this study an appre-
ciable softening of the longitudinal A1 mode in metallic
nanotubes has been found with respect to frequency value
obtained by the simple zone folding procedure: this effect
has been correlated to a precise electronic mechanism tak-
ing place in metallic nanotubes.

5.5.3. Carbynes
Nanostructured carbon films produced by supersonic cluster
beam deposition have been studied by in-situ Raman spec-
troscopy [135]. Raman spectra show the formation of an sp2
solid with a very large fraction of sp-coordinated carbyne
species showing a long-term stability under ultrahigh vac-
uum. Distinct Raman contributions from polyyne and cumu-
lene species have been observed. The long-term stability and
the behavior of carbyne-rich films under different gas expo-
sures have been characterized showing different evolution
for different sp configurations. These experiments confirm
theoretical predictions and demonstrate the possibility of
easily producing a stable carbyne-rich pure carbon solid. The
stability of the sp2–sp network has important implications for
astrophysics and for the production of novel carbon-based
systems.

Linear carbon chains with sp hybridization are considered
fundamental constituents of the interstellar medium [118,
119]. They are abundant in circumstellar shells [118] and
their presence can account for many features of the diffuse
interstellar bands [118, 119]. The efforts to synthetise and
study these species in the laboratory stimulated the discovery
of C60 [120]. Several gas phase studies of carbon clusters
with linear or cyclic structure have suggested that they can
be elemental building blocks of three-dimensional fullerenes
and nanotubes [121].

The sp carbon chains can present alternating single and
triple bonds (polyyne) or only double bonds (polycumulene)
[122]. Theoretical calculations suggest that polycumulenes
are less stable than polyynes [122, 123]. Both species are
characterized by an extremely high reactivity against oxy-
gen and a strong tendency to interchain cross-linking [124],
thus rendering the direct observation of a pure carbyne-
assembled solid still a major challenge. Isolated carbynic
species have been investigated in the gas phase in order to
determine their geometry [121, 125]; their electronic and
vibrational structure has been studied for non-interacting
clusters embedded in matrices of cold rare gases [126].

The sp carbon chains have also been proposed as the ele-
mental building blocks of a carbon allotrope called carbyne
[124]. The carbyne story is very controversial: the first claims
of direct observation of carbyne date from the sixties [124,
127]; however, up to now, no firm and unambiguous evi-
dence of the existence of this allotrope has been provided
[124]. Experimental results, mainly based on crystallographic
recognition supporting the identification of crystalline car-
byne, have been the object of strong criticism up to a com-
plete rejection of the carbyne concept [124, 128].

Although the occurrence of crystalline carbyne is still a
matter of debate, carbyne-rich or carbynoid solids have been
produced by synthetic strategies mainly based on chemical
routes. These include oxidative coupling reactions, dehy-
drohalogenation of polymers, polycondensation reactions of
halides, electrochemical reductive carbonization, and con-
densation of end-capped chain molecules produced in the
gas phase [129, 132]. In these systems polyyne chains, assem-
bled together, are preserved against cross-linking and chem-
ical decomposition by the presence of metal-based species
and molecular groups terminating and separating the chains.

A different approach to the synthesis of carbyne is the
high-temperature and high-pressure treatment of carbon-
based materials. Resistive heating of graphite or high-energy
laser or ion irradiation of carbon have been suggested
as possible methods to produce carbynoid materials [133].
However, no definitive confirmation of the validity of these
methods has yet been reported.

Raman spectroscopy is one of the techniques of choice
for the study of carbon-based materials and for the identifi-
cation of carbyne [124, 134]. The presence of a Raman band
at roughly 2100 cm−1, generated by the carbon triple bond,
is admitted to be one of the strongest arguments in favor
of the presence of carbynes [124, 131]. Raman spectra of
carbynoid materials are characterized by G and D bands in
the range of 1200–1700 cm−1 as in amorphous carbon and
by the presence of the band in the 2100-cm−1 region [124,
131]. For carbyne-rich materials this band should have an
intensity comparable to or even greater than the amorphous
contribution.

Raman spectra from chemically stabilized carbynoid sys-
tems are reported in the literature, but due to the high
reactivity and fast aging of the carbyne species, no Raman
spectra are reported for pure carbon systems.

Ravagnan et al. [135] it have shown that it is possible to
produce nanostructured carbon films rich in carbyne species
by depositing pure carbon clusters from a supersonic beam.
These films have been characterized by in-situ Raman spec-
troscopy determining the contribution to the spectra coming
from the polyyne and cumulene species.

Cluster-assembled carbon films have been previously
characterized ex-situ by Raman spectroscopy [139]. The films
have an amorphous structure with a main sp2 hybridization
character. The G and D features reveal a substantial amount
of distortion of bond lengths and angles [140]. A weak peak
at about 2100 cm−1 was observed. Due to the high reactivity
of carbyne this peak could be attributed to the residual pres-
ence of a primeval larger carbynoid population. Although an
attribution based solely on ex-situ data cannot be considered
definitive.

Figure 30 shows the comparison between the ex-situ and
in-situ Raman spectra of two films deposited under the same
conditions. The G and D bands are almost identical, whereas
the peak at 2100 cm−1 has dramatically increased in inten-
sity in the in-situ spectrum (we will refer to it as the C peak).
This peak has a remarkably strong intensity and appears
to be structured and composed of a main broad peak at
about 2100 cm−1 and a weaker shoulder centered around
1980 cm−1, as evidenced by a two-Gaussian fit. The rela-
tive C peak intensity, expressed by the ratio between its
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Figure 30. Raman spectra of nanostructured carbon films deposited
by a supersonic cluster beam, measured ex-situ (gray) and in-situ in
UHV conditions (red). For the second spectra we have indicated the
two fitting curves identifying the cumulene (left) and polyyne (right)
contributions.

integrated intensity and the D–G band integrated intensity
(ICrel = IC/ID, G) is roughly 45%.

Raman spectra confirm the formation of a carbynoid
material with a substantial presence of sp linear structures
among an sp2-hybridized disordered network, although it
is not possible to quantify the number of sp-hybridized C
atoms, since the Raman cross section of this kind of vibra-
tion is unknown. Compared to other carbynoid systems
reported in the literature the C peak at 2100 cm−1 presents
a low-frequency shoulder at 1980 cm−1. This is caused by
the presence of both cumulenic and polyynic chains coexist-
ing in the film and giving spectral contributions at different
frequencies [141]. The broadening of the two components
can be ascribed to the sp chain length distribution and to
disorder [124].

These observations show that a carbyne-rich material
can be formed by assembling carbon clusters at very low
energies without high temperature and high pressure or
chemical reactions inducing carbyne formation from poly-
mers or hydrocarbons.

The experimental results reported here provide new ele-
ments for the interpretation of the carbyne puzzle and are
of relevance for areas where carbon clusters play an impor-
tant role, such as the composition of the interstellar medium
and the existence of new allotropic forms of carbon. Low-
energy cluster beam deposition in an oxygen-free environ-
ment appears to be a viable technique for the production
of a pure carbon nanostructured material extremely rich in
carbynoid species. The unexpectedly high stability of polyyne
and cumulene species interacting with each other and with
a fullerenelike type of clusters once deposited [138] suggest
the existence of a cluster–cluster reaction mechanism lead-
ing to the formation of networks where the sp bonds are
stabilized. These networks composed of sp2 and sp linkages
may be a disordered analogue of a new phase of carbon
called graphyne and theoretically predicted by Baughman
et al. [143]. The doping of this material with alkali metals or
stabilizing molecular groups may lead to the observation of
novel structural and functional properties in these systems.

The gas phase chemical models of interstellar clouds take
into account the presence of different carbon nanoparticles,
such as carbyne, fullerenes, and polycyclic aromatic hydro-
carbons [118, 144]. These species are related by very com-
plex reaction pathways to produce and destroy one species
from another. Cluster–cluster interaction can produce large
carbonaceous grains where carbyne species are present and
stable.

5.6. Raman Scattering from
Confined Acoustic Modes

5.6.1. Nanoparticles
As described in the preceding sections, the confinement of
optical phonons in small particles can be studied by Raman
spectroscopy. Raman scattering from confined acoustic
phonons can also be observed and it can be used for
the determination of particle size. Duval and co-workers
have reported low-frequency Raman bands in nucleated
cordierite glass [145]. The size of the particles has been
determined by X-ray scattering and electron microscopy and
the position of the low-frequency Raman peaks as a function
of the inverse of particle diameter is reported in Figure 36.
An analysis of Raman peak intensity and polarization have
suggested the existence of a spherical source of scattering.
This observation, together with the linear dependence of the
Raman line shift from the inverse of nanocrystallites dimen-
sions, suggested that vibrational surface modes of the parti-
cles are responsible for the observed Raman scattering [145].

A model that can account for the observed low-frequency
scattering describes the nanocrystal embedded in matrices
as an homogeneous elastic body of spherical shape vibrat-
ing elastically. Lamb [146] Tamura and Ichinokawa [147],
and Fujii et al. [148] have theoretically studied the vibra-
tional eigenfrequencies of a homogenous elastic sphere with
a free surface (i.e., the eigenfrequencies of the confined
acoustic modes). Two equations determining the spectrum
are derived:

jl+1�P�−
l − 1
P
jl�P� = 0 (40)

2
[
P2 + �l − 1��l + 2�

[
Pjl+1�P�
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− �l + 1�
]]
,jl+1�,�
jl�,�

− P
4

2

+ �l − 1��2l + 1�P2 + �P2 − 2l�l − 1��l + 2��

×Pjl+1�P�
jl�P�

= 0 (41)

where P and , are nondimensional eigenfrequencies and l
is an angular momentum quantum number. The first equa-
tion describes, with l ≥ 1, a torsional mode and the second,
with l ≥ 0, a spheroidal mode [148]. The torsional modes
are vibrations without dilatation, which is instead present
in spheroidal modes. The eigenfrequencies corresponding to
different angular momentum quantum numbers can be writ-
ten as

Ptl =
�tld

2vt
(42)
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where �tl is the angular frequency of the lth torsional mode,
vt is the transverse sound velocity, and d the diameter of
the particle. For the spheroidal modes the eigenfrequencies
are

Psl =
�sld

2vt
(43)

,sl =
�sld

2vl
(44)

where vt is the transversal sound velocity.
With the above equations one can calculate the eigenval-

ues belonging to angular momentum lPtln and Psln (n + 1th
eigenvalues). By introducing the transverse and longitudinal
sound velocities with n = 0, the Raman peak frequencies of
the torsional and spheroidal modes can be reproduced by
fitting the dimension of the crystallites d.

This model has been applied to different systems starting
from the observation of Duval and co-workers [143]. Fujii
et al. measured the low-frequency Raman spectra of small
silver particles embedded in SiO2; the agreement between
theory and experiment is reasonable for particles with an
average size d ≤ 40 Å. This has been attributed to the fact
that particles with a small average size have a narrow size
distribution, whereas the growth of large particles cannot
avoid a wider size distribution. Size distribution cannot be
taken into account in the model [148]. Another possible rea-
son for the discrepancy between experiments and calcula-
tions could be the effect of particle shape. The deviation
from spherical shape can cause changes in the vibrational
frequencies and Raman selection rules. TEM micrographs
show that large particles have irregular shapes.

For Ag crystallites in SiO2, the effect of the matrix seems
to be negligible. This is true if the elastic properties of the
matrix are very different from those of the particles. In
this case the clusters can be considered under free surface
boundary conditions. The assumption that the nanocrystal is
a homogeneous elastic body is valid for Ag nanocrystals as
small as 3 nm. For very small nanocrystals, the continuous
assumption is not justified and lattice dynamics calculations
should be performed [148].

The low-energy Raman scattering from silver particles in
alkali halides was also investigated by Mariotto et al. [149].
From the energies of the observed modes the shape and
dimensions of the particles were deduced. A good agree-
ment with small angle X-ray scattering characterization of
the samples has been found.

Films assembled by LiF clusters with diameters between
10 and 5 nm have been characterized by Raman spec-
troscopy [150, 151]. Bulk LiF does not show first order
Raman scattering; the selection rules are relaxed in small
crystallites because of the uncertainty of the phonon wave
vector. The Raman spectra of LiF clusters show several
sharp lines located between 28 and 1492 cm−1. In particular
two lines at 28 and 42 cm−1 have been attributed to localized
acoustic vibrations of the clusters [151]. The interpretation
of the origin of the other peaks observed at higher frequen-
cies has been discussed in terms of surface optical modes.
The role of size distribution and of cluster–cluster interac-
tion in the film needs further investigation to be clarified.

Quasi-free silicon clusters deposited onto a porous sili-
con matrix also show low-frequency Raman lines that can
be attributed to surface acoustic modes and to their combi-
nations [152]. The clusters in porous silicon are only weakly
bound and touching each other so that although the matrix
is of the same material as the clusters, surface effects should
not be suppressed. Comparison between theory and experi-
ments suggests that surface modes are Raman active.

Low-frequency Raman scattering has also been used to
detect acoustic modes in metallic nanocrystals and their
behavior as a function of temperature for sizes in the con-
finement regime, giving new information about melting of
the particles. The eigenfrequencies of the acoustic modes
are in agreement with theoretical calculations of vibrations
in a sphere. Approaching the nanoparticle melting temper-
ature [153] the acoustic modes of the particles are progres-
sively softened and damped; a sudden change in the mode
frequency and damping is detected just below the previously
measured melting temperature and is explained in terms of
surface premelting; no acoustic peaks can be detected after
melting. A broad central peak, whose intensity increases
with temperature, was detected. The coupling of the particle
acoustic modes with relaxing degrees of freedom, through
a damping process also involving the matrix–particle inter-
action, produces overdamped fluctuations in dielectric func-
tion, thus explaining the observed behavior.

5.6.2. Nanotubes
As discussed above, SWNTs are formed by warping a sin-
gle graphitic layer to form a seamless cylindrical object
[155]. Their expected very high strength-to-weight ratio has
stimulated an enormous interest in view of applications as
reinforcement fibers in composite materials, high-strength
cables, actuators, etc. [155, 160, 162, 163]. The quasi-static
elastic properties of SWNTs (e.g., Young modulus) have
been estimated by observing their bending with AFM [164]
or their freestanding room-temperature bending vibrations
with TEM [159, 163]. With these methods problems arise
from the lack of precision in determining the SWNT diame-
ter, length, temperature, and vibrational frequency [159] and
the tendency of SWNTs to form bundles complicates the
analysis. A Young modulus of the order of E = 1925 TPa was
found, even though, in the vibrating rod model, this quan-
tity is related to a ill-defined quantity, the thickness of the
tube walls. Moreover, different theoretical approaches have
been proposed to model a SWNT with an elastic contin-
uum model [159], or by ab initio calculations [156, 157, 160,
161] and the predicted Young moduli are scattered over a
large interval. It is still a matter of speculation whether the
curvature modifies the original properties of the graphene
sheet [159, 165–168], since the Young modulus of SWNT’s
appears to be systematically higher than the in-plane elastic
modulus of graphite, and no precise comparison could be
made between SWNTs and MWNTs (see, e.g. [169, 170]).
The higher value of their Young modulus could be attributed
to an increased strength due to the wrapping [159] (stiff-
ening of the graphite sheets is predicted for a radius lower
than 0.5 nm [171]).

Bottani et al. [172] present the measurement by inelas-
tic light scattering of confined longitudinal acoustic modes
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(with a wavelength of the order of hundreds of nanometers)
in aligned SWNT, whose dispersion relations depend on
the 2D elastic constant of the tube walls, that is, of a sin-
gle warped graphite sheet. This is a dynamic measurement,
in contrast with AFM (static) and TEM (dynamic, flexural
modes at lower frequencies). So far no direct dynamic mea-
surement of these modes has been reported, even though
theoretical calculations have been attempted. The analyzed
sample is a freestanding film of pure SWNTs aligned in the
plane of the film. Tubes are present in bundles or ropes
(100–1000 tubes), with a preferential orientation.

The SWNT diameter was evaluated to be in the range
of 12–14 Å by measuring the frequency of the breathing
radial mode at about 170–180 cm−1 in the Raman spectrum,
which is inversely proportional to the radius of the tube
[155]. Raman spectroscopy also confirmed the pure SWNT
nature of the samples. The absence of scattering for a scat-
tering plane perpendicular to the tube direction confirmed
the relative vibrational independence of the tubes and that
the composite material is not an effective medium in which
acoustic waves can propagate in all directions, at least at
the scale of laser excitation wavelength 50. Nevertheless, the
interaction between adjacent nanotubes probably plays some
role and makes the theoretical description based on an iso-
lated cylindrical shell only a first approximation to the prob-
lem of acoustic phonon propagation in this kind of material.

Depending on tube length compared to 50, the inelastic
photon scattering from the acoustic excitations of a nano-
tube can be a new type of coherent line Brillouin scattering
or an incoherent, Raman-like inelastic scattering by confined
acoustic phonons (typically in the range of 0–10 cm−1 ≡
0–300 GHz [180]). The authors computed the scattering
intensity going beyond the rod approximation and modeled
the SWNT as an elastic cylindrical surface in the mem-
brane approximation, i.e., as a 2D elastic object. This 2D
model allows only dynamic 2D stress conditions and the
nanotube elastic constants have the dimensions of force per
unit length. Though the membrane approximation would be
inadequate to describe strong bending modes of long tubes,
it is precise enough to compute those normal modes along
the tube axis, which have a frequency in the range of 1–
300 GHz and are thermally excited. These modes are the
only ones responsible for the scattering described here. The
authors assumed that a surface elasto-optic effect couples
the light to the tube thermal phononic strains which are
then expanded in normal coordinates. This coupling pro-
duces a fluctuating surface polarization density that radiates
the Stokes and anti-Stokes scattered photons. The compu-
tation has been carried out for the backscattering geometry.

The elasto-optic coupling [177] can be described by intro-
ducing the fluctuating part of the 2D dielectric susceptibility
of the nanotube surface, the tensor �� whose three indepen-
dent components (by symmetry arguments similar to those
used for determining the strain tensor) are related to mem-
brane displacements in cylindrical coordinates x� r� M by the
equations
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where ux� uM, and ur are the longitudinal, radial, and tan-
gential displacements, respectively, R is the tube radius, and
K and , are the components of the 2D elasto-optic ten-
sor K (having the same symmetry as the elastic constant
tensor which, in turn, has only two independent compo-
nents for a sixfold symmetry surface). Assuming traveling
waves (W represents the normal coordinate and q� the wave
vector)

[
ux uM ur

]= 1
2
W
[
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(46)

and using the elastodynamic equations of a cylindrical mem-
brane we find the dimensionless eigenfrequencies (E2D is
the 2D surface Young modulus and L is the Poisson ratio):

D2
m�q�� j ≡ ��2D/E2D��1− L2�R2�2

m�q�� j (47)

where j is a branch index. For an infinitely long tube the
above traveling waves are the appropriate solution; for tubes
of finite length L the proper boundary conditions affect
the form of the solution and the corresponding frequencies,
unless L� 2	/q�.

In our case, since �R/50� � 1, the computation of the
intensity of the light scattered from a single tube reduces to
[177]

I��� ≈ �4
0

∑
m� q�� j

Im� q�� j���− �0 ± �m�q�� j � (48)

where the contribution of each normal mode Im� q�� j is given
by
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where S is the tube surface and Q� is the component of
the scattered wave vector parallel to the tube direction; in
backscattering Q = ks − ki = −2ki. An analysis of the above
equations shows that only the longitudinal modes with m =
0 contribute to inelastic scattering with nonvanishing inten-
sity, provided Q� 	= 0 (i.e., there must be a nonvanishing
component of the transferred wave vector, i.e., a scatter-
ing plane not perpendicular to the SWNT orientation). In
this case the scattered light remains polarized. When the
tube length L is much longer than 50, the above equation
gives

Im� q�� j ∝ ��Q� − q�� (50)

In this case (infinite tube, i.e., length L� 50) the scattering
would be a coherent line Brillouin scattering and only one
longitudinal wave (determined by the selected value of q�)
would contribute to the measured spectrum (see the surface
Brillouin scattering below). The cross section is significant
only if the parallel wave vector is conserved �Q� = q��, and
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this conservation would produce a strong dependence of the
peak position on the incident angle �i (dispersion of the
modes) that was not observed. Instead the �i dependence of
the peak position turned out to be negligible. This was inter-
preted taking into account that the free mean SWNT length
in the samples was of the order of 1 Gm or less (L≈ 50), and
the tubes cannot be considered infinite with respect to the
propagation of the modes selected by the scattering tech-
nique used. Assuming clamped ends boundary conditions,
as suggested by AFM images, all longitudinal modes with
m = 0 (stationary waves in this case) turn out to contribute
to scattering, due to confinement effects when L ≈ 50. The
name usually given to this kind of scattering is low-frequency
Raman scattering (e.g., in the case of scattering from vibra-
tional eigenmodes of small spheres see [180]). This is the
case with the inelastic scattering here reported. In Bottani
et al. [172] a more detailed model for the description of the
vibrational dynamics of the tubes was used (Donnel theory,
see [178, 179]) and applied to a thin shell (thickness h� R),
which considers the finite length L of the tube and takes
into account shear forces and torques not belonging to the
shell surface. Imposing clamped ends boundary conditions
�ux = uM = ur = dux/dx = 0), the normal modes can be
written as

ux = u0�− sin�G/R��L/2 − x�+ k sinh�G/R��L/2 − x��
× cosmM cos�t

uM = v0�cos�G/R��L/2 − x�+ k cosh�G/R��L/2 − x��
× sinmM cos�t

ur = w0�cos�G/R��L/2 − x�+ k cosh�G/R��L/2 − x��
× cosmM cos�t (51)

The eigenmodes are characterized by a reduced wave vector
G = n�	/L�R, with n = 19506, 3.5, 5.5, 7.5, 9 9 9 . The cor-
responding dimensionless eigenvalues can be written as in
Eq. (47) and numerically computed.

It is found again that only longitudinal modes with m = 0
contribute to scattering, provided Q� 	= 0. Longitudinal
modes with different values of n contribute to the scattered
intensity with relative weights given by the above mentioned
computation. The authors assumed �2D = 796 · 10−7 kg/m2

(surface density in SWNTs is assumed to be the same as that
in graphite), R = 6 · 10−10 m (as obtained by Raman mea-
surements), and Poisson’s ratio L = 092 [160]. The dispersion
relation of the longitudinal modes turns out to depend only
very weakly on L. Spectra corresponding to different tube
lengths (0.5–1.5 Gm) have then been convoluted. The 2D
Young modulus being the only unknown, its value can be
estimated to be the one that best reproduces the measured
frequency position of the scattering features. The best cor-
respondence between the computed and the measured peak
positions is obtained for E2D = 110 N/m. This value is of the
same order of magnitude as the C–C atomic force constant
computed for a graphite plane [182]. If one considers the
thickness of a graphite layer, this corresponds to a Young
modulus for an ideal isolated graphitic plane of the order of
1 TPa.

6. BRILLOUIN SCATTERING

6.1. Bulk and Surface Acoustic
Waves and their Phonons

Bulk Brillouin scattering of laser light is the inelastic coher-
ent scattering of a photon in a material from a long-
wavelength traveling acoustic phonon. If instead the acoustic
phonons are localized in nanostructures with sizes of � <
5 = 2	/�kI �� 5 being the photon wavelength, then the
scattering from an ensemble of independent separated nano-
structures is incoherent and it is better referred to as low-
frequency Raman scattering (see the sections above on
nanoparticles and nanotubes). To save space the reader is
referred to Sandercock [206] for a detailed description of
the experimental setup. Particularly interesting is the hybrid
case of surfaces, thin films, and multilayers in which phonon
localization can occur only in the depth z direction, while
free propagation with wave vector q� takes place parallel to
the surface in the �x� y� plane (surface Brillouin scattering).
In view of the wavelength of the excitations involved, the
vibrational dynamics responsible for every type of Brillouin
scattering can be treated in the continuum elastodynamic
approximation [195].

6.2. Bulk Waves

The elastodynamic equations can be written in terms of the
dynamic displacement field u = u�r� t� mapping the equilib-
rium r configuration into the istantaneous dynamic config-
uration r′ = r + u�r� t�, where r spans all the undeformed
volume of the material. In the simplest case of a homoge-
neous isotropic body these equations read

�2u
�t2

= v2t � 2u+ �v2l − v2t �� �� · u� (52)

where

vl =
√(
B + 4

3
G

)/
�

is the longitudinal sound velocity and vt =
√
G/� is the trans-

verse sound velocity. � is the mass density and B and G
the bulk and shear moduli, respectively [195]. Remembering
that the most general deformation process is the superpo-
sition of a simple dilation ul and of a simple shear ut , one
is tempted to try a solution of the type u = ul + ut , with
� × ul = 0 and � · ut = 0. The second condition is identical
to that holding for electromagnetic waves in a vacuum. This
trick works perfectly (instead anisotropic materials require
a more complex treatment [198]), leading to two decoupled
wave equations for ul and ut:

�2ul
�t2

= v2l S 2ul and
�2ut
�t2

= v2t S 2ut (53)

The fundamental bulk solution of Eq. (52) is then the super-
position of three independent monochromatic plane waves,
one longitudinal (LA) and two (mutually perpendicular)
transverse (TA1, TA2), of the type

u� = 
{
Qq� eq�e

i�q · r−w��q�t��} (54)
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where q is the wave vector, � is a branch index �� =
l� t1� t2��Qq� is the complex amplitude of the normal coor-
dinate ,� �q� = Qq�e

−i�t , and eq� is a polarization unit vec-
tor (eql�qQ eqt⊥q). Moreover: �l�q� = vl�q� and �t1�t2

�q� =
vt�q�. The above classical description can be translated into
the language of quantum mechanics of the systems of inde-
pendent harmonic oscillators: the quanta of the fields u� are
the long-wavelength acoustic phonons whose possible ener-
gies are

En�q� � =
(
nq� +

1
2

)
����q� (55)

with nq� = 0� 1� 2� 3� 9 9 9 .

6.3. Surface Waves

The prototypes of surface acoustic waves (SAWs) are
Rayleigh waves (for a treatment of Rayleigh waves following
the lines of the above section see [195]). When the medium
is semi-infinite (let us assume the z = 0 plane is the surface,
the medium is below it: z < 0) the translational symmetry
is broken in the direction perpendicular to the surface. This
produces new facts: (a) the reflection of bulk phonons (in
general with branch conversion) and (b) the existence of sur-
face waves [195, 199]. The simplest case of type (a) is that
of a transverse (TA) bulk phonon propagating in the sagittal
(xz) plane with wave vector q = q�êx + q⊥êz polarized in the
horizontal y direction (a shear horizontal phonon: SH) and
impinging on the surface. If the surface is not subjected to
external forces, applying the boundary conditions, one finds
that the surface acts as a perfect acoustic mirror and that
the parallel wave vector q� of the reflected phonon is identi-
cal to that of the incident phonon. Then from the dispersion
relation for TA phonons, we get

q⊥ =
√
�2

v2t
− q2� (56)

That is, once q� is fixed, there is a lower frequency thresh-
old �t = vtq� for the existence of SH bulk phonons. Above
this frequency the spectrum is continuous. If the incident
phonon is either a longitudinal or a transverse one but polar-
ized in the incidence plane (shear vertical, SV), there is both
a longitudinal and a transverse phonon reflected at different
angles; the parallel wave vector q� is always conserved in the
reflection. For the longitudinal components to be true bulk
phonons the threshold is �l = vlq� > �t . Otherwise the cor-
responding partial wave is evanescent in nature. The region
of the continuous spectrum between �t and �l is that of
the mixed modes. What happens in the spectral region � <
�t when the polarizations are only L and SV? For a given
q� there exists a unique surface wave (the Rayleigh wave).
In other words, there also exists a discrete spectrum with
a single eigenvalue, �R = vRq�. Putting �R = ,vtq�� vR is
found taking the sole real root of an algebraic sixth order
equation in , resulting from the insertion of a linear combi-
nation of partial waves (one L and one SV) of the type

���z��R� q�� = Qq� eq� exp�−T�z� exp�iq��x − vRt��
(57)

in the boundary conditions and in (52). Considering the pos-
sible values of Poisson’s ratio L = �3B − 2G�/2�3B + G�
[195], numerical computation shows that , can vary between
0.874 and 0.955 and that a good approximation is

vR �
09862 + 1914L

1+ L vt (58)

Both the SV and the L components of a Rayleigh wave are
nondispersive waves traveling parallel to the surface. Both
waves decay exponentially with depth as exp�−T�z�, with

Tt = q�
√
1− v

2
R

v2t
and Tl = q�

√
1− v

2
R

v2l
(59)

showing that the penetration (localization) depth �� = T−1�
is of the order of the wavelength 5 = 2	/q�. This result,
together with the existence of the transverse threshold, sep-
arating the discrete from the continuous spectrum, is a gen-
eral feature of acoustic surface waves physics even in the
presence of overlayers or of a more complex layered subsur-
face structure. In the general case the transverse threshold
depends on the transverse sound velocity of the substrate
material.

6.4. Layered Subsurface Structures:
More General Surface Waves

The most compact way to face the case of a layered subsur-
face structure is followed generalizing the treatment of the
previous paragraph to an elastic half space �z ≤ 0� whose
density � and elastic constants B and G are functions of the
depth z. Rigorously this method would imply again deriving
the propagation equation which would take a form different
from Eq. (52) [200–203]. For our limited purposes one can
just think of the same Eq. (52) but with z-dependent coeffi-
cients. Excluding the case of very sharp interfaces between
adjacent layers, this is also a tenable and useful approxima-
tion (for the alternative, standard approach, see, e.g. [204]).

Once we have found the surface wave spectrum of a lay-
ered structure by means of any numeric method, a very
useful set of spectral functions can be constructed: the layer-
projected phonon densities of LPPDS states. For given q�
and polarization �, considering the whole set of eigenfunc-
tions of Eq. (52) together with all their boundary conditions,

Mn��z��n�� q�� exp�iq�x − �n��q��t� (60)

The spectral functions are defined as

g���� q��z� =
∑
n

��Mn��z��n�� q���2�th���− �n��q��� (61)

where �· · · �th is the thermal average and the summation is
over the entire spectrum thought of as discrete. The con-
tinuous part of the spectrum can be made discrete using
a slab approximation [200]. In a layered surface structure
the Rayleigh wave is not the only true surface wave corre-
sponding to a unique discrete eigenvalue and other surface
waves, more or less confined in single or multiple layers,
corresponding to several �n��q��, can exist (Sezawa, Ston-
ley, and Love waves [204]). The contour lines of a smoothed
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version of a specific g���� q��z� in the �� z plane give a vivid
and direct image of phonon localization [205]. The function
g���� q��0� is the surface-projected phonon density of states
which plays a major role in surface Brillouin scattering from
opaque materials [205].

6.5. Volume Brillouin Scattering

The scattering kinematics can be described in a quite direct
and intuitive picture. For the sake of simplicity we con-
sider both the incident �kI � �I� and the scattered �kS� �S�
photons only inside the medium. While a single acoustic
phonon �q� �� = v��q�� is propagating within the material
its periodic strain field sets up an anisotropic modulation of
the otherwise isotropic dielectric susceptibility $ (Eq. (68)).
This adiabatic modulation is viewed as a traveling diffrac-
tion grating by the incident electromagnetic wave. Then
the scattering kinematics can be explained by the famil-
iar wave concepts of Bragg reflection and Doppler shift.
Equivalently, in the quantum language, the scattering pro-
cess must obey the laws of conservation of momentum
(wave vector) and energy. In the transition from the initial
photon state �kI � �I� to the final (scattered) photon state
�kS� �S�

kS − kI = ±q (62)

�S − �I = ±���q�9 (63)

In Eqs. (62) and (63) the plus sign stands for the so-called
anti-Stokes events, when a phonon is annihilated in the pro-
cess and the scattered photon is more energetic, having
gained energy from the medium, while the minus sign corre-
sponds to the so-called Stokes events, when a new phonon is
created in the process and the scattered photon is less ener-
getic, having transferred energy to the medium. In the clas-
sical wave picture, Eq. (63) represents the Doppler shift of
an electromagnetic wave dynamically diffracted by an elastic
wave moving either in the direction of vector q or in the
direction of vector −q with the same absolute sound veloc-
ity. To see how Brillouin inelastic scattering may be viewed
as a Bragg reflection of the incident wave, let us consider
Eq. (63) with the aid of the dispersion relations for photons
�I = c�kI � and �S = c�kS � and phonons:

�kS � − �kI �
�q� = v�

c
(64)

The order of magnitude of the ratio v�/c could be typically
10−5 so that �kS � ≈ �kI �. Because the energy of a photon is
c��k� the scattering is quasi-elastic. Taking this into account
and squaring Eq. (62) one easily obtains

2�kI � sin�U/2� = �q� (65)

where U is the scattering angle. The above equation can be
given the form of Bragg law

2d sin��� = 5 (66)

� = U/2 being the Bragg angle. The grating spacing d is
equal to the phonon wavelength 2	/�q� = 2	v�/��� and
5 = 50/n is the wavelength of the incident photon in the

medium, while 50 is the corresponding quantity in a vacuum.
From the above considerations it turns out that the mea-
surement of the Brillouin shift 6� = ��S − �I � = �� in a
fixed scattering geometry (e.g., backscattering with U = 	)
leads to the possibility of measuring the sound velocity v�,
provided the index of refraction of the medium n is known,
by means of the formula

v� =
50�6��

4	n sin�U/2�
(67)

Equations (62) and (63) are only necessary conditions
for the scattering events to take place. To have complete
information one must compute the intensity of the scat-
tered wave, or the elasto-optic scattering cross section. Once
this is done, particular selection rules appear in connec-
tion with the scattering angle and the polarizations of both
photons and phonons and their relative orientations with
respect to the scattering plane (defined by the vectors kI and
kS); moreover, in the case of crystalline bodies, the depen-
dence of v� on the phonon propagation direction (elastic
anisotropy) must be taken into account.

In the following we restrict ourselves to the case of opti-
cally isotropic solids. The key ingredient of bulk Brillouin
scattering theory is the instantaneous anisotropic dielectric
susceptibility of the medium around the frequency �I , the
tensor

$ij�r� t� = $�ij + �$ij�r� t� (68)

where $ is the usual time-independent isotropic susceptibil-
ity, while the tensor �$ij�r� t� is the anisotropic fluctuating
part of the susceptibility due to the presence of thermal
phonons. Then the fluctuating part of the polarization vec-
tor radiating the scattered waves can be written as �Pi =

0�$ijEj� 
0 being the vacuum dielectric constant. Here Ej =
EIj +ESj is the sum of the incident field and of the scattered
field. Using the linearity of Maxwell equations, the scattered
electric field ES can now be computed by means of first
order perturbation theory (Born approximation [207]):

�Pi ≈ 
0�$ijEIj (69)

The above equation is justified by the smallness of both the
scattered field and �$ij . So far the treatment is analogous to
that of Raman scattering in extended media. In the case of
acoustic phonons the coupling between sound and light (the
elasto-optic effect) can be written in terms of two elasto-
optic constants a1 and a2 as


0�$ij = a1eij + a2Vll�ij (70)

and the phonon strains are very small. Sometimes a1 and a2
are written in terms of the Pockels coefficients pij as a1 =
−
2�p11 −p12� and a2 = −
2p12 [195, 206]. For a cubic crys-
tal three independent coefficients are necessary to express
the elasto-optic coupling. In Eq. (69) �Pi oscillates at the
frequency �S = �I ± ���q� because EIj is proportional to
ei�

I t and �$ij , being proportional to the strain field of a bulk
phonon (see Eq. (54)), and oscillates as its normal coordi-
nate ,� �q� = Qq�e

±i���q�t does. Solving the radiation prob-
lem (the Maxwell equations with a source proportional to
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���Pi�/�t [207]), the scattered electric field can be obtained.
Once this is known the spectral intensity of the scattered
light is computed as the power spectrum SES ���, which is
essentially the measured outcome of a Brillouin scattering
experiment:

SES ��� =
∫ �
−�
�ES�t + ��ES∗�t��thei�� d� (71)

where ES = ES · eS is the complex amplitude of the scattered
field projected along a given analyzed polarization direction
eS perpendicular to kS . An explicit computation gives [208]

SES �Q� �� � ∝
�EI0 �2
540

�eS · ��Q • eI �2��,��q��2�th
× ���− ��I + ���q��� (72)

for anti-Stokes scattering. For Stokes scattering one has just
to replace �I+���q� with �I−���q� in the argument of the
delta function. In the classical limit, valid for Brillouin scat-
tering, ��,��q��2�th ∝ kBT /�2

��q�. In all practical applications
the delta function is substituted by a Lorentzian line shape
centered at �I ± ���q� (Brillouin doublet) with a FWHM
related to the lifetime of the phonon and to instrumental
and opacity broadening [206]; eI is the polarization of the
incident electric field. In Eq. (72)

��Q =
∫
V
�� �r′�e−iQ · r

′
dr′ (73)

is the Fourier transform of index Q of the spatial part of the
susceptibility tensor fluctuation, the transferred wave vector
Q being always defined as

Q = kS − kI (74)

Because the bulk phonon wave function (54) is a plane wave
∝eiq · r, computing ��Q we get

��Q ∝
∫
V
e−i�Q−q� · r

′
dr′ ∝ ��Q− q� (75)

that is, the wave vector conservation (62). The fact that
Q must be equal to the phonon wave vector q to have a
peak in the spectrum is typical of Brillouin scattering by
bulk phonons in transparent materials. The partial relax-
ation of this rule in the case surface waves and/or of opaque
media is one of the most characteristic points in the the-
ory of surface Brillouin scattering [206]. Summarizing the
main results that can be obtained from a detailed analysis
of Eqs. (72), (18), and (70) (a) the light scattered by trans-
verse phonons is completely depolarized; (b) there is no
scattering by transverse phonons polarized in the scattering
plane; (c) the intensity of scattering from transverse phonons
goes to 0 in back scattering; (d) scattering by longitudinal
phonons is fully polarized, that is, keeps the polarization of
the incident wave.

6.6. Surface Brillouin Scattering

Surface Brillouin scattering (SBS) became a practical spec-
troscopic technique about 30 years ago due to the great
progress made in Fabry Perot interferometry by Sandercock
[206]. Because the formal theory of surface Brillouin scat-
tering is rather complex and usually involves cumbersome
computations both of the phonon density of states and of
the scattering cross section [205], qualitatively only the main
characteristic conclusions that can be drawn from Eq. (18)
are outlined here. First of all, the finite penetration depth
of light in the material (e.g., about 1000 nm in Si and only a
few nanometers in Al at 50 = 514 nm, the typical wavelength
of an argon laser) profoundly modifies the wave vector con-
servation law (62).

The skin depth of the light being �, the effective scatter-
ing volume is limited in the direction z perpendicular to the
surface within a length of the order of � that can be less than
the light wavelength 5 ≈ �nkI �−1. We can then define a com-
plex transferred wave vector Q = Q�êx + �Q⊥ − i�−1�êz to
be used in Eq. (18). Moreover, taking into account that the
phonon wave function of a true surface wave is proportional
to

eiq�x
∑
n

bne
−T�nz

with T� of the same magnitude as q�, from Eq. (18) it is
found that

��Q ∝ ��Q� − q��
∑
n

bn
T�n + �−1 + iQ⊥

(76)

Due to the absence of q⊥n in the imaginary part of the
denominator, only parallel wave vector conservation can
occur even in the case of very low opacity. Introducing �i
as the incidence angle and �s as the angle (positive in the
clockwise direction) between the outgoing surface normal
and the scattering direction and considering that Q� = ±q�,
we find

�kI ��sin �s − sin �i� = ±q� (77)

which is the fundamental kinematic relation of SBS. In back-
scattering, as �s = −�i, we obtain

�n� = vn�
4	
50

sin �i (78)

where �n� is the Brillouin shift of a surface peak, vn� is the
phase velocity of the surface phonon responsible for the SBS
event, and q� = �4	/50� sin �i is the allowed wave vector.
Then, in backscattering, the SBS peak shifts of nondisper-
sive SAWs (e.g., the Rayleigh wave) scale as the sine of the
incidence angle, while the volume BS peak shifts of bulk
phonons (Eq. (67)) do not depend on the angle. If the sub-
surface structure is not homogeneous but layered the surface
waves are dispersive and vn� = vn��q�� in a nontrivial way
for each different type of surface phonon [205]. The mea-
surement of the dispersion relations is an effective way to
measure the elastic constants of the surface once the den-
sity is known. The elasto-optic coupling is not the only SBS
channel. A second scattering mechanism, the ripple effect,
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can be operative if the phonons have a shear vertical polar-
ization component [206]. In fact these phonons modulate
the instantaneous shape of the free surface. The dynamically
corrugated surface, depending on its reflectivity, scatters the
incident light and, due to the Doppler effect, there appear
scattered photons with frequencies shifted from �I . It turns
out that the ripple scattering cross section is proportional
to the power spectrum of the uz displacement field com-
puted at the surface �z = 0� and, thus, to gSV ��q��0�, the
SV surface-projected phonon density of states [205, 208].

6.7. Thin Films and Multilayers: Localization
of Surface and Pseudo-Surface Acoustic
Phonons in Buried Layers

We have also seen that acoustic phonons, as optic phonons,
can be confined (partially or totally) in limited regions
of space in 3D and 2D. Here we focus our attention on
1D localization of surface acoustic phonons which can be
measured by surface Brillouin scattering spectroscopy: in
practice, this means phonon frequencies between 1 and
200 GHz. The characteristic length scale of such collective
excitations falls in the range of a few hundreds of nano-
meters, a scale typical of VLSI microelectronics. In the
particular case of shear horizontal (SH) surface acoustic
phonons, the wave equation governing their displacement
field produces a spectral problem showing strong analogies
with the 1D quantum mechanics of spinless electrons. This
case will be treated first.

The spectrum of long-wavelength surface acoustic phon-
ons in opaque or semiopaque materials has been extensively
investigated by means of Brillouin light scattering. Most of
the studies have dealt with surface acoustic phonons polar-
ized in the sagittal plane, defined by the surface phonon
propagation wave vector, q�, and the surface normal. For
this type of excitation, light scattering occurs through the
surface ripple and volume elasto-optic effect and the Bril-
louin scattering cross section, which depends on both these
mechanisms, can show strong interference effects [218].
Until 1994 [200, 201] the case of SH phonons, that is, trans-
verse phonons polarized in the plane of the surface perpen-
dicularly to the sagittal plane, had received little attention,
at least from the experimental point of view. Although a
great deal of acoustic and geophysics literature exists about
shear horizontal surface elastic waves [210] and although the
corresponding mathematical treatment is easier than that
needed to treat sagittal waves, SH thermal waves (phonons)
have been considered sources of surface Brillouin scattering
in a very limited number of papers and only in the case of
supported films.

SH waves being polarized parallel to the surface, the
mechanism of their interaction with the light is only the
volume elasto-optic effect and no interference phenomena
coming from scattering of the thermal surface ripple (as in
the case of sagittal modes) can appear in the spectrum.

Calculations of Brillouin scattering cross sections for SH
surface acoustic modes (in the discrete part of the spec-
trum these modes are called Love modes) have been per-
formed by Bortolani et al. [220], by Albuquerque et al. [221],
and Mayer [222], who performed a full quantum-mechanical
computation of the cross section for dielectric layered media

on a metallic substrate, but at that time these authors could
not compare their theoretical predictions with any experi-
mental data.

To our knowledge there are only two reported experimen-
tal works on the detection of SH surface acoustic phonons
using Brillouin scattering. The first was conducted by Bell
et al. [223] in Nb/Cu superlattices on a sapphire substrate.
Those authors performed their measurements by detecting
the tails of the acoustic modes in the sapphire substrate and
gave no evidence of SH acoustic modes in the continuum
part of the spectrum.

The second, by Bottani et al. [200], announced the obser-
vation of SH surface acoustic modes in both the discrete
and continuum parts of the spectrum in silicon on insulator
(SOI) structures (see Fig. 31). There the theory was limited
to the computation of the LPPDS for the SH polarization
and the Brillouin cross section was not evaluated.

Thin buried oxide (a-SiOx) layers (BOX) have been pre-
pared in recent years in crystalline silicon wafers by different
techniques. Particularly interesting is the case of SOI-
SIMOX structures (silicon on insulator structures obtained
by separation of implanted oxygen techniques) analyzed by
Ghislotti and Bottani [201].

In that paper the authors investigated surface Brillouin
scattering in a silicon on insulator structure composed of a
silicon dioxide layer buried in a Si(001) substrate. The struc-
ture was produced by low-dose oxygen implantation and sub-
sequent high-temperature treatment of a Si(001) wafer.

The thicknesses of the buried oxide L and of the top sil-
icon layer d were measured by cross-sectional transmission
electron microscopy to be, respectively, either 110 and
350 nm, as in Bottani and Ghislotti [200], or 80 and 360 nm.
Observations were conducted for phonons propagating both
along �100� and �110�.
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Figure 31. Silicon on an insulator structure: sample geometry and scat-
tering configuration. The x axis is parallel to the surface phonon prop-
agation wave vector, and the z axis is normal to the surface. Reprinted
with permission from [177], P. Milani and C. E. Bottani, “Handbook
of Nanostructured Materials and Nanotechnology” (Hari Singh Nalwa,
Ed.) (2000). © 2000, Elsevier.
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As far as acoustic phonon localization is concerned, the
key physical point is that the buried layer has lower sound
velocities than silicon: thus either the BOX or the Si–SiOx

bilayer acts as an acoustic wave guide for surface phonons
with respect to the bulk Si substrate and depth-dependent
confinement effects can be detected.

As the treatment of SH localization is the easiest one still
showing quite general characteristics, we treat it in great
detail and just briefly discuss the sagittal phonon case at
the end. In this way the general features of surface Bril-
louin scattering, summarized in the introductory part, are
fully exemplified.

(i) We discuss the spectrum of surface SH phonons in
the SOI-SIMOX structure presenting the LPPDS for
SH polarization.

(ii) We show the fluctuating polarization vector field Py
produced by elasto-optic coupling when SH phonons
modulate the dielectric function of the medium. The
knowledge of Py implies the computation of the inci-
dent p-electric field transmitted in the body.

(iii) The theoretical results are compared with the exper-
imental Brillouin spectra and an extension is made
to sagittal phonons and their confinement behavior.

6.7.1. The Layer-Projected Spectral
Density of SH Phonons

We assume that the vacuum–Si(001) interface coincides with
the z = 0 plane and that the z axis points downward in the
medium. The first Si/SiO2 interface is at z = d and the sec-
ond SiO2/Si interface is at z = L+ d. For SH waves propa-
gating along any direction parallel to the y = 0 plane (which
is both the sagittal and the scattering plane in the exper-
iments) the relevant displacement field component is then
uy . In particular Love waves, that is, true SH surface waves
belonging to the discrete spectrum and exponentially decay-
ing in the Si substrate, propagate along the x direction. We
consider only �100� and �110� propagation directions for
which the sagittal motion is decoupled from the SH one.
The wave equation for uy when the x axis coincides with the
�100� direction is written as

��z�
�2uy

�t2
= C44�z�

�2uy

�x2
+ �

�z

[
C44�z�

�uy

�z

]
(79)

where the functions ��z� and C44�z� take within each layer
the constant value of the mass density and C44 elastic con-
stant of the corresponding material.

Since the system is translationally invariant in the x direc-
tion parallel to the surface, we introduce the ��� q�� Fourier
component of the uy SH displacement field, the parallel
wave vector q� = q�êx, as
uy��� q�Q x� z� t� = ,��� q��Uy��� q�� z� exp�i�q�x − �t��

(80)

where ,��� q�� is the normal coordinate of the SH phonon
��� q��. Introducing (80) in the wave equation (79) we
obtain the self-adjoint Liouville equation [226]

d

dz

[
C44�z�

dUy��� q�� z�
dz

]
+ ���z��2 − C44�z�q

2
� �

× Uy��� q�� z� = 0 (81)

The mode z profiles Uy��� q�� z� are the real eigenfunc-
tions of Eq. (81) corresponding to the real eigenvalues �2 =
�2�q��, the SH phonon eigenfrequencies. The Uy��� q�� z�s
play, in the continuum model adopted here, the same role
of the polarization unit vectors in lattice dynamics. A similar
Liouville equation is obtained for the �110� case substituting
1
2 �C11�z�−C12�z�� to C44�z� as the multiplying coefficient of
q2� in (81).

Using a slab approximation [224] to solve the above spec-
tral problem (in this way the whole spectrum becomes dis-
crete) we impose the normalization conditions [226]∫ h

0
��z�U2

y��� q�� z� dz = 1 (82)

the slab thickness being h� L+ d.
Also, we assume stress-free boundary conditions which

are written in terms of the vanishing of the z derivatives of
the mode profiles at both the slab outer surfaces(

dUy��� q�� z�
dz

)
z=0
=
(
dUy��� q�� z�

dz

)
z=d

= 0 (83)

Together with (82) and (83) Eq. (81) constitutes a well-
posed singular (at least in the case of sharp interfaces)
Sturm–Liouville eigenvalue problem [227] with strong analo-
gies with 1D quantum mechanics.

In principle the spectrum of SH long-wavelength acoustic
phonons in a semi-infinite (when the slab thickness d goes
to infinity) layered medium is the union of a discrete and a
continuous part. The latter starts at the transverse threshold
of the Si substrate �t = ctq�, where ct is the shear horizontal
sound velocity of Si in the appropriate propagation direc-
tion. In fact, at fixed q�, only for � > �t the partial plane
waves in the unbounded Si substrate have a real perpendic-
ular wave vector q⊥ = ��2/c2t − q2��1/2 as it must be for a
nondecaying bulk wave. Thus, strictly speaking, only the dis-
crete eigenvalues correspond to true surface modes or Love
waves (bounded states or resonances). Yet in the continu-
ous spectrum (where the mode profiles are not decaying in
the substrate, corresponding to SH bulk waves reflecting at
the surface) one can also find considerable structure of sur-
face character or pseudo-Love waves (quasi-resonances or
pseudo-surface modes). These last vibrational states share
some formal properties with virtual states in the continuum
found in quantum scattering theory.

The adoption of the slab approximation produces only a
discrete spectrum but the (still infinite but now numerable)
eigenfrequencies separate into two classes: a limited num-
ber of eigenvalues with � < �t still correspond to the Love
waves, while all the other eigenvalues tend to accumulate
from above toward �t and build a quasi-continuous spec-
trum provided the slab is sufficiently thick. It is then possible
to compute the density of phonon states and to simulate
in this way the true continuous spectrum of a semi-infinite
medium.

The more or less surface character of these collective exci-
tations can be judged from inspection of the LPPDS for the
SH polarization

gyy���q��z�z′�=
∑
�

√
��z���z′�Uy����q���q��z�

×Uy����q���q��z′����−���q��� (84)
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computed for z = z′

gyy��� q��z� z� =
∑
�

��z�U2
y����q��� q�� z����− ���q���

(85)

Although in general gyy��� q��z� z′� in the case of Bril-
louin light scattering is not directly related to the cross
section as it is instead in the case of low energy electron sur-
face scattering [224], this quantity is, in any case, useful in
investigating the surface localization of the phonon modes
(see below).

Introducing the retarded and advanced Green functions
of Eq. (81) Gyy��∓ i
� q�Q z� z′� as the solutions of the non-
homogeneous equation

d

dz

[
C44�z�

dGyy

dz

]
+[��z���∓i
�2−C44�z�q

2
�
]
Gyy=��z−z′�

(86)

with the same boundary conditions as for the Uy , a smooth
representation ḡyy��� q��z� z� of the LPPDS for SH phonons
can be obtained as

ḡyy��� q��z� z� =
��z�

2	i
�Gyy��− i
� q�Q z� z�
−Gyy��+ i
� q�Q z� z�� (87)

Once a sufficiently high number of eigenfrequencies and
eigenfunctions of Eq. (81) has been obtained numerically
[200] the Green functions can be computed by means of the
spectral expansion [226]

Gyy��∓ i
� q�Q z� z� =
∑
�

U2
y����q��� q�� z�

��∓ i
�2 − �2
��q��

(88)

6.7.2. Electromagnetic Wave Equations
for the Incident and Scattered
Fields for p–s Scattering

Neglecting thermal fluctuations silica and crystalline silicon
have isotropic dielectric properties. The perturbation caused
by long-wavelength acoustic phonons can be accounted for
by means of an istantaneous anisotropic susceptibility (see
above), a second order tensor the components of which are
linear functions of the fluctuating elastic strains. Because
of dispersion a simple constitutive law relating the polariza-
tion vector P to the electric field can be written only for
monochromatic components. Taking into account the linear-
ity of Maxwell equations and the smallness of thermal elastic
strains the electromagnetic problem can be solved by first
order perturbation theory (the Born approximation in scat-
tering theory) [218].

At 0th order (neglecting the fluctuating part of the sus-
ceptibility and thus the scattered field) the electric field
E�0�x� z� transmitted in the medium can be conveniently
computed in terms of the y component of the mag-
netic induction field B

�0
y �x� z� = ei�k�x�B�z�, where k� =

�2	/5� sin �i = ��0/c� sin �i is the component parallel to the

surface of the wave vector of the incident wave [228]. B�z�
satisfies the ordinary differential equation

d

dz

(
1

�z�

dB

dz

)
+
(
�2

0

c2
− k2�

�z�

)
B = 0 (89)

where 
�z� is the z profile of the complex relative dielec-
tric function of the structure at frequency �0. In the ideal
case 
�z� has a finite jump at each interface where the con-
tinuity of B�z� and 
−1�z��dB/dz� is imposed and keep a
constant value in each layer. In particular in the vacuum
�z < 0� above the surface B�z� = �E0/c��e

i�k⊥z�− rpe−i�k⊥z��,
E0 being the electric field amplitude of the incident p wave,
k⊥ = ��0/c� cos �i is the component perpendicular to the
surface of the wave vector of the incident wave and rp
the reflection coefficient. Once B�z� has been computed
E
�0
x �x� z� and E

�0
x �x� z� can be obtained as [228]

E�0
x = −i c2

�0
�z�

�B
�0
y

�z
= −i c2

�0
�z�

dB

dz
ei�k�x� (90)

E�0
x = i c2

�0
�z�

�B
�0
y

�x
= − c2k�

�0
�z�
B�z�ei�k�x� (91)

Now the next step is to compute the fluctuating part of
the polarization vector in the medium. The first order result
in perturbation theory is

P
�s
i = 
0�
�z�− 1�E�si + 
0�$ij��0� ± ���q���E�0

j (92)

In the above equation 
�z� − 1 = $�z� is the unper-
turbed isotropic susceptibility in the absence of phonons
(because ���q�� � �0 we assume that 
�z��0 ± ���q��� ≈

�z��0� = 
�z� and �$ij��0� ± ���q���, the anisotropic fluc-
tuating part of the susceptibility due the excitation of a sin-
gle SH ����q��� q�� phonon mode. The second term in the
r.h.s. of Eq. (14) is responsible for the radiation of the Bril-
louin light, that is, of the scattered field E�s at frequencies
�s = �0 ± ���q��.

Taking explicitly into account the elasto-optic coupling
one finds that the part of the fluctuating polarization vector
radiating the scattered field has only one component �P�sy �R
which can be written in terms of the fluctuating thermal
elastic strains

uyx = �1/2���uy���� q��/�x�
and

uyz = �1/2���uy���� q��/�z�
as [200]

�P�sy �R = 
0k44�z��uyx���� q��E�0
x + uyz���� q��E�0

z �
(93)

for �100�, and as

�P�sy �R = 
0
[
1
2
�k11�z�− k12�z��uyx���� q��E�0

x

+ k44�z�uyz���� q��E�0
z

]
(94)
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for �110�, where the kij�z� are the z profiles of the relevant
elasto-optic coefficients. Thus Brillouin scattering of an inci-
dent p electromagnetic wave of a pure SH phonon produces
a scattered s electromagnetic wave, that is, scattering rotates
the polarization of 90�.

With the source of Eqs. (4.15) and (4.16) the radia-
tion problem can be solved and the Brillouin cross section
computed.

6.7.3. Experimental Results
and Discussion of SH
Phonon Localization

A Brillouin spectrum taken along �100� at � = 40� is pre-
sented in Figure 32. Only fully depolarized light was mea-
sured (p–s scattering). Two peaks are clearly visible: they
were identified as being due to scattering from SH acous-
tic modes. If only fully polarized light (p–p scattering) were
measured a third different peak of sagittal character, due
to the Rayleigh wave propagating at the free surface, would
be observed alone in the same spectral region (see below
[232, 233]). Only the elasto-optic coupling mechanism gives
contribution to the p–s cross section.

The solid line in Figure 32 is the calculated p–s Bril-
louin differential cross section convoluted with a Gaussian
of FWHM of 200 MHz to simulate the finite experimen-
tal spectral resolution. In the calculation the authors used
the dielectric �
�, elastic �Cij�, and elasto-optic constants of
bulk Si and SiO2. The Si constants are 
 = 1895 + 0952i,
C11 = 166 GPa, C12 = 6399 GPa, C44 = 7996 GPa, K11 = 5392,
K12 = 2590, K44 = 2394, � = 2330 kg−3. The SiO2 constants
are 
 = 2916, C11 = 7895 GPa, C44 = 3192 GPa, K11 = −0955,
K44 = 09345, � = 2200 kg−3. The theory does not contain
any free parameter.

The experimental spectra show an increase in the mag-
nitude of the lower frequency peak relatively to the higher
one for decreasing incidence angles. This is in agreement
with the calculated intensities and can already be explained
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Figure 32. Measured p–s Brillouin anti-Stokes spectrum (top line) and
theoretical p–s cross section (bottom line) along �100� for �i = 40�.
The peak tail immediately at the right of 0 shift belongs to the laser
line, while that growing near 20 GHz is due to an instrumental ghost
of the interferometer. Reprinted with permission from [177], P. Milani
and C. E. Bottani, “Handbook of Nanostructured Materials and Nano-
technology” (Hari Singh Nalwa, Ed.) (2000). © 2000, Elsevier.

by the analysis of plots of the LPPDS as a function of depth
and frequency computed at the same angles of incidence
(see below).

In Figure 33 a contour plot of gyy��� q��z� z� is shown for
a parallel wave vector q� ≈ 090157 nm−1. Since in a surface
Brillouin scattering event the total parallel wave vector of
the photon–phonon system is conserved and these experi-
ments where conducted in backscattering (see above), q� =
�4	/5� sin �i, where 5 = 51495 nm was the wavelength in a
vacuum of the incident photon and �i the incidence angle.
In the case of Figure 33 this corresponds to �i = 40�. Inspec-
tion of Figure 33 shows clearly the nature of the guided
mode of the Love wave below �t . The mode is highly local-
ized within the silica buried layer whose transverse sound
velocity is lower than that of silicon. Also clearly visible is
the pronounced surface character of the pseudo-mode in the
continuum above �t . In Figure 34a the surface-projected SH
phonon density of states SPPDS = gyy��� q��0� 0� is shown
for four different values of �i (or q�). It can be seen that
the Love wave tends to become less confined in the silica
layer for small q� (its surface intensity increases), while the
pseudo-Love wave has the highest surface intensity for �i ≈
40�. In Figure 34b gyy��� q��z� z� is shown for z = 400 nm
about in the middle of the silica layer. Only the peaks cor-
responding to the Love wave are clearly visible. One can
see the increasing of the peak amplitude as q� increases:
the mode becomes more and more confined (guided) in the
silica layer.

Figure 35 shows the mean square value of �P�sy �R corre-
sponding to �i = 40� when either the Love mode is excited
(the first phonon eigenvalue: the unique in the discrete spec-
trum for our geometry) or the pseudo-mode in the contin-
uum at a frequency corresponding to the second peak in
Figure 32.

Although the Love wave is essentially a wave guided in
the silica buried layer, it is evident that the source of the
Brillouin light is mainly located in the subsurface Si layer.
This is due to the fact that the k44 elasto-optic coefficient of
Si is much bigger than the corresponding quantity of silica
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Figure 33. Contour plot of the LPPDS for the SH polarization as a
function of depth and frequency for �i = 40� and propagation direc-
tion �100�. Reprinted with permission from [177], P. Milani and C. E.
Bottani, “Handbook of Nanostructured Materials and Nanotechnology”
(Hari Singh Nalwa, Ed.) (2000). © 2000, Elsevier.
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Figure 34. SH surface-projected phonon density of states (a) and
LPPDS computed in the middle of the silica buried layer (b) for the
same incidence angle as in Figure 3. Reprinted with permission from
[177], P. Milani and C. E. Bottani, “Handbook of Nanostructured Mate-
rials and Nanotechnology” (Hari Singh Nalwa, Ed.) (2000). © 2000,
Elsevier.
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Figure 35. Mean square polarization radiating the Brillouin light vs z
at the frequency of the Love (full line) and of the pseudo-Love (dashed
line) waves for �i = 40� and propagation direction �100�. It is seen
that the source of the Brillouin light is confined in the top Si layer
immediately below the surface. Reprinted with permission from [177],
P. Milani and C. E. Bottani, “Handbook of Nanostructured Materials
and Nanotechnology” (Hari Singh Nalwa, Ed.) (2000). © 2000, Elsevier.

(see above) and because the incident electric field transmit-
ted in the medium is maximum there. This is even more
true for the pseudo-Love wave (in the continuous spectrum)
the mode profile of which has a strong surface character.
The exponential vanishing of the source for z→ � in the
Si substrate is simply explained in terms of the vanishing of
B�z� due to absorption and leads to the conservation of only
the parallel total wave vector in the scattering integral (see
below).

The theory presented above was generalized by Bottani
and Caporali [202] and by Caporali et al. [203] to include the
effect of smooth interfaces and, more in general, of layers
with nonuniform acousto-optic properties.

6.7.4. Experimental Results
and Discussion of SV and L
Phonon Localization

The buried oxide and the bilayer made by top silicon and
buried oxide (as well as any other system with similar acous-
tic properties) can also partially confine (localize) sagit-
tal phonons visible in a p–p scattering experiment. Here
the phenomenology is richer for, even along a high sym-
metry direction, the propagation of such phonons must
be described with a two-component displacement vector
�ux� uz� obeying a system of coupled wave equations. This
rules out the analogy with simple scalar 1D quantum
mechanics and requires a specific treatment of the spectral
problem. The ux component has a longitudinal (L) charac-
ter, while the uz component has a shear vertical (SV), trans-
verse, character. Among sagittal pseudo-surface phonons
a special role is played by the HFPSW (high-frequency
pseudo-surface wave), or LR (longitudinal resonance), in
the continuous spectrum and by the Rayleigh and Sezawa
phonons in the discrete spectrum. The LR is a pseudo-
mode of L character propagating along a free surface with
a phase parallel velocity �LR/q� = vL coinciding with the
longitudinal bulk velocity. If the surface has a slower over-
layer the LR tends to be confined in the overlayer and
is called the longitudinal guided mode. The SOI-SIMOX
structures have a bilayer on the top of the silicon wafer
and the buried oxide is slower than both top and bulk sil-
icon. This produces quite intricate Brillouin spectra in the
continuum. The Rayleigh phonon is a true surface wave of
both SV and L character. It exists beneath pure free sur-
faces and also survives in the presence of an overlayer: in
this case it is called a modified Rayleigh wave. If the over-
layer is slower than the substrate other guided true sur-
face phonons can exist at higher frequencies: they are called
Sezawa waves. We notice that for the SH polarization there
are no true surface waves beneath pure free surfaces below
the transverse threshold: a slower overlayer is required for
their existence (the modified Love waves; see above). In
SOI-SIMOX structures a mixing of Rayleigh and Sezawa
waves can take place, giving rise to peculiar Brillouin spec-
tra even in the discrete. The theory of Brillouin scattering
from sagittal surface waves in buried oxides is due to Byloos
et al. [231], while the first experiments are due to Nizzoli
et al. [232] and Ghislotti et al. [233]. Figures 36 and 37
show experimental spectra and theoretical cross sections
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Figure 36. (a) Anti-Stokes Brillouin spectra for different incidence
angles taken along �100� in p–p polarization. (b) Theoretical cross
sections evaluated at the same incidence angles. Reprinted with permis-
sion from [177], P. Milani and C. E. Bottani, “Handbook of Nanostruc-
tured Materials and Nanotechnology” (Hari Singh Nalwa, Ed.) (2000).
© 2000, Elsevier.
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Figure 37. (a) Brillouin spectra along the �100� direction and (b) cal-
culated cross sections for an incidence angle of 70� for samples of dif-
ferent top silicon layer thickness. Reprinted with permission from [177],
P. Milani and C. E. Bottani, “Handbook of Nanostructured Materials
and Nanotechnology” (Hari Singh Nalwa, Ed.) (2000). © 2000, Elsevier.
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at various incidence angles and for different BOX thick-
nesses. The localization of the observed phonons is shown
for both SV and L polarization in Figure 38 by means of
the spectral function LPPDS. In this figure it is evident that
each mode (phonon) has a peculiar localization behavior:
the confinement is more prominent in the top overlayer, or
in the buried oxide, or in the substrate. This observation
suggested the idea of using the measured dispersion rela-
tionships of each mode to get space-resolved information on
real imperfectly layered structures. For a general review of
Brillouin scattering in supported films the reader is invited
to consult Nizzoli and Mills [215]. In the case of buried
layers the space-selective propagation properties of surface
acoustic phonons were used by Ghislotti et al. [234] and
Beghi et al. [235] to detect the presence of silicon inclusions
in the BOX and to measure their concentration in a com-
pletely nondestructive way. The results were confirmed by
TEM.
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Figure 38. LPPDS for sagittal phonons of a SOI-SIMOX structure:
the buried oxide layer is situated between 350 and 450 nm of depth.
(a) Longitudinal polarization; (b) shear vertical polarization. Reprinted
with permission from [177], P. Milani and C. E. Bottani, “Handbook
of Nanostructured Materials and Nanotechnology” (Hari Singh Nalwa,
Ed.) (2000). © 2000, Elsevier.

When examining the ability of surface Brillouin scattering
to measure local elastic constants of thin films two major
observations are in order. First, the quality of the results
depends strongly on the independent knowledge of the film
density. Second, the thickness of the film must be known. To
keep the whole procedure completely nondestructive Beghi
et al. made an integrated use of Brillouin scattering, X-
ray reflectivity, and high-resolution X-ray diffraction [205].
In this way it was possible to measure with great precision
the small effect of alloying low Cu and Ni concentrations
in a thin Au film on silicon. It is in any case worth not-
ing that, for films with a thickness less than 1 Gm, sur-
face Brillouin scattering is the only nondestructive technique
that can be used to measure the elastic properties of the
film.

6.8. Surface Melting
in Nanoparticle Films

The abrupt change in velocity in surface acoustic waves in
thin films of amorphous SiOx containing nanometer-scale
�-Sn crystals has been shown to be directly associated with
the size-dependent melting of the nanoparticles, thus con-
firming preliminary experiments. High-resolution thin film
powder diffraction using synchrotron radiation has shown
that the abrupt red shift in the Brillouin spectra satellites
occurs at the same temperature as the melting of the nano-
particles, evident for the loss of the Bragg peaks. Effec-
tive medium theory has been used to explain the origin of
the anomaly. A central peak in the Brillouin spectrum, the
intensity of which showed a maximum at the melting tem-
perature, can be interpreted in terms of overdamped fluc-
tuations in the dielectric function. The melting temperature
as a function of particle size is in agreement with theoret-
ical predictions. No evidence of strain could be found the
X-ray diffraction profiles, the a and c axis thermal expansion
coefficients being the same as those in bulk tin [236, 237].

6.9. Carbon Mesostructures

Experimental characterization and theoretical modeling of
cluster-assembled materials have to face the problem of
cluster coalescence and of their organization in structures
spanning length scales from the nanometer up to the
micrometer. The different structures in which the precursor
clusters are organized need experimental probes sensitive to
the different length scales typical of intracluster and inter-
cluster interactions. For carbon-based materials, as we have
already discussed, Raman spectroscopy can be used for char-
acterization on a nanometer scale [193]. In order to study
the organization of clusters on a scale of hundreds of nano-
meters, which is the typical scale of thermally excited long-
wavelength acoustic phonons, Brillouin light scattering was
used for the first time by Bottani et al. [209]. Films of
graphite, polycrystalline diamond, diamondlike a-C:H, C60
(fullerite), and phototransformed C60 have also been stud-
ied by Brillouin scattering [193]. Normally SBS is applied
to homogeneous compact films with perfect (atomically flat)
surfaces and buried interfaces [205]. Particularly challeng-
ing is instead the attempt to get and interpret Brillouin
spectra of films with a rough surface and/or a granular or
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porous structure. The extraction of the elastic properties
of these systems from the spectroscopic data can be based
only partially on what is known in the case of good films
and a complete theory is still lacking. Bulk and surface
Brillouin scattering- signals have been obtained from films
characterized by a complex structure from the atomic to the
hundreds of nanometers level, showing that this technique
can also be used for nanostructured materials with irregular
surfaces. Bulk and shear modulus of the material have been
determined giving information on the acoustic properties on
a mesoscopic scale. This allows us to infer the nature of the
bonding between the carbon aggregates.

Thick films (thickness, ≥1 Gm) and thin films (down to a
thickness of 20 nm) have been examined. The results depend
strongly on the presence (or the absence) of a beam focalizer
selecting (or not) only clusters of small size for deposition
[210].

6.9.1. Films Grown by an Unfocused Beam
In thick films only damped bulk acoustic phonons with a
typical wavelength 5ph of the order of 170 nm have been
detected. This indicates that for a length d ≥ 5ph the film
bulk can be modeled as a continuum [196] with approxi-
mate translational invariance and effective elastic constants,
although structural disorder at smaller scales scatters the
phonons significantly. The presence of a rather strong cen-
tral peak in the spectra could be ascribed to nonpropagating
(overdamped) or confined vibrational excitations, probably
connected with different characteristic correlation lengths
less than d. The most damped bulk acoustic phonons could
be coupled to the confined modes by a relaxation mecha-
nism. The surface phonons could be almost overdamped if
not already replaced by surface fractons or by localized clus-
ter modes [211]. Instead in thinner films, notwithstanding
the high degree of surface roughness, which increases with
film thickness, intense surface peaks can be detected up to a
critical thickness of the order of 200 nm (Fig. 39). To make
the SBS spectrum measurable the films must be grown on a
ultrasmooth high-reflecting substrate to maximize the buried
interface ripple scattering [212].

6.9.2. Films Grown by a Focused Beam
Films with a completely different nanostructure, more com-
pact and with a smoother surface, can be grown using the
focalization device. Typical spectra of a focalized thick film
(1 Gm) are shown in Figure 40. The study of a thick film with
respect to a thin film gives an advantage: we can consider
the film a semi-infinite medium and so the nature and the
characteristics of the acoustic waves propagating in the sys-
tem are not affected by the thickness (often not known with
enough accuracy) and thus by the presence of the substrate.

Figure 40 shows the Brillouin spectra of a focalized thick
film taken at two different angles of incidence, �i = 50� and
�i = 70�. The shift in the first two peaks scales with �i: both
peaks belong to the surface spectrum. The first peak cor-
responds to a Rayleigh phonon (RW) and the second, the
LR, is a general feature of the continuous spectrum whose
shift scales as vl4	 sin �i/50. The LR is a so-called pseudo-
surface phonon. It is a wave packet of bulk phonons with
a strong surface localization of the longitudinal polarization
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Figure 39. Brillouin spectra of unfocused beam grown films. Reprinted
with permission from [286], C. E. Bottani, “Mechanical Properties of
Low Dimensional Carbon Structures,” “Nanostructured Carbon for
Advanced Applications” (G. Benedek, P. Milani, and V. G. Ralchenko
Eds.). 2001. © 2001, Kluwer Academic.

behaving as a surface wave. Because of its longitudinal char-
acter it gives no contribution to ripple scattering. The third
peak is due to a longitudinal bulk phonon whose shift is
independent of �i and scales as vl4	n/50. In the small inset
boxes the fit of the �i = 50� spectrum is shown: the numer-
ical simulation of the scattering total cross section (line) is
superimposed to the experimental points in the right box,
while in the left one the RW peak (discrete spectrum) was
fitted separately with a pseudo-Voigt function. These spec-
tra are interesting mainly for the high intensity and small
width of the Rayleigh peak, never observed before in cluster-
assembled carbon films. This feature supports the conclusion
that long life acoustic phonons can propagate along the film
surface; in other words, at a mesoscopic scale of observa-
tion this film appears as a homogeneous elastic continuum
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Figure 40. Brillouin spectra of a thick focused beam grown film.
Reprinted with permission from [286], C. E. Bottani, “Mechanical Prop-
erties of Low Dimensional Carbon Structures,” in “Nanostructured
Carbon for Advanced Applications” (G. Benedek, P. Milani, and V. G.
Ralchenko Eds.). 2001. © 2001, Kluwer Academic.
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Figure 41. Brillouin spectra of focused beam grown films. Reprinted
with permission from [286], C. E. Bottani, “Mechanical Properties of
Low Dimensional Carbon Structures,” in “Nanostructured Carbon for
Advanced Applications” (G. Benedek, P. Milani, and V. G. Ralchenko
Eds.). 2001. © 2001, Kluwer Academic.

and the relatively low surface roughness, acting as surface
structural disorder, introduces only a small acoustic damp-
ing factor without hindering the phonon propagation (as in
the case of nonfocalized films). This fact is consistent with
a smooth surface film of compact material made of close-
packed small clusters and it is important in comparison with
the results of BS experiments on the deposited without beam
focalization in which the surface roughness increases as the
film thickness. These findings are confirmed measuring the
SBS spectra of films of increasing thickness. The results are
shown in Figure 41.

Here distinct surface peaks are clearly visible for thick-
ness in the range of 50–400 nm. Measuring the dispersion
relations of the surface phonons the elastic constants of the
films can be estimated. The best results are obtained for
the Young modulus E, as demonstrated by a detailed sensi-
tivity analysis [213]. Using for the density � values coming
from X-ray reflectivity [205] (all values are in the range 1–
1.3 g/cm3) the found elastic constants are, typically, of the
order c11 = 594 GPa, c44 = G = 295 GPa, E = 496 GPa, B =
199 GPa, and L = 091. These values are comparable to those
obtained from the thin films (thickness of about 100 nm
or less) deposited with an unfocused beam [200]. In par-
ticular, they are near the values of the harder of this thin
film series. The comparison with diamond elastic constants
indicates a very soft and highly deformable material with
a shear modulus (for shear between graphene planes) near
that of graphite. These results can be compared with Raman
measurements [208] which point out the mainly sp2 carbon
bonding present in the disordered granular structure of the
films on a nanometer scale. Yet the film material is not elas-
tically identical to nanocrystalline graphite: in fact the values
of B (and, consequently, L) are significantly different.
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1. INTRODUCTION
Raman spectroscopy is a realisation of inelastic light scat-
tering. This implies that upon irradiation of a sample with
monochromatic light the scattered light contains compo-
nents with a characteristic frequency shift. This effect is due
to the generation or annihilation of an elementary excitation
(e.g., a lattice vibration) in the sample. It was predicted by
Smekal (1923) and was first observed by Raman, Landsberg,
and Mandelstam (1928). The first experiments were carried
out using focused sunlight and filters and relied on the visual
observation of color changes in the scattered light.

The Raman effect is an inherently weak effect, typically
below 10−10 of the intensity of the exciting light. Therefore,
in the early years, limited light source intensity and stability
and the cumbersome detection of weak signals made Raman
spectroscopy extremely difficult. It was not until the 1960s
that the modern Raman renaissance started. This revival was
triggered by the availability of commercial visible laser light
sources (ion lasers with a series of laser lines at fixed wave-
lengths, and soon afterward also frequency-tunable lasers)
and computer-controlled novel spectrometers with sensi-
tive detection systems (photomultipliers, and more recently
diode arrays and charge coupled devices).

In this way its sensitivity was substantially enhanced, and
meanwhile Raman spectroscopy has achieved the ability to
detect single monolayers (e.g., at surfaces and interfaces)
and quantum dots, which are the focus of this chapter.
The enhanced sensitivity also opened the path to a strongly
improved lateral resolution: micro-Raman spectroscopy.

The main reason for the widespread utilization of Raman
spectroscopy is its ability to analyze a broad variety of differ-
ent sample properties. It is used, for example, for the iden-
tification of materials, to study their chemical composition,
crystalline perfection, crystallographic orientation, strain,
doping, and intermixing, as well as carrier-depleted layers
and electric fields at surfaces and interfaces. The study of all
these aspects essentially relies on the lattice dynamics. The
eigenfrequencies, frequency broadening, and Raman scat-
tering efficiencies of the vibrational eigenmodes are charac-
teristically influenced by the properties listed above.

The analysis of all these properties is performed in a non-
destructive way and without the requirement of a special
sample preparation. The information depth can by tuned
by applying different excitation wavelengths, allowing one to
derive information from the sample surface as well as from
deeper regions and interfaces. It will be shown below that
this technique even can be applied for in-situ online analysis
during epitaxial growth.

A general survey of theory and experiments of Raman
scattering is given in various books and articles (e.g., [1–
3]). A very detailed description of the achievements in light
scattering in solids is presented in a series of eight vol-
umes, edited by Güntherodt and Cardona [4]. It comprises,
for example, a review on Raman scattering from surface
phonons [5]. Moreover, it should be noted that besides its
widespread application for research purposes, Raman spec-
troscopy also has revealed its broad potential for industrial
applications [6].

The first part of this review of Raman spectroscopy on II–
VI semiconductor interfaces and nanostructures (Sections 2
to 4) deals with general aspects required for appreciating
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the discussion of interfaces and nanostructures in the sec-
ond part (Sections 5 and 6). The general part starts with a
brief survey of the fundamentals of Raman spectroscopy in
Section 2 and a description of the experimental equipment
(Section 3). Subsequently, Section 4 contains the discussion
of the detection of bulk crystal lattice properties by Raman
spectroscopy, with special emphasis to crystalline perfection
and orientation, composition of mixed compounds, and the
effects of doping and strain, which are relevant aspects for
the analysis of interfaces and nanostructures.

In the second part of this review, first the consequences
of size restriction by interfaces are discussed for single inter-
faces and (multi)-quantum wells in Section 5.

For single interfaces, first vibrational modes of interfaces
are treated: chemical vibrational modes due to the spe-
cific interface bonds, as well as dielectric vibration modes
due to the different dielectric constants of adjacent mate-
rials. The second single-interface phenomenon which can
be studied by Raman scattering is electronic band bending
due to charge trapping or exchange at interfaces of doped
materials.

For multiple-layer systems such as (multi)-quantum wells
and superlattices, qualitatively new phenomena are dis-
cussed:

(i) confined optical phonons, which give Raman spectro-
scopic access to the whole Brillouin zone;

(ii) folded acoustic phonons, which enable Raman scat-
tering from the acoustic branch.

Section 6 deals with chemically produced dots, etched
quantum wires, and dots, as well as self-organized dots.
Common items of interest for all these systems are chem-
ical composition, strain effects, and local strain gradients.
Furthermore, essential properties are the average dot size
and the size homogeneity, which also can be addressed by
Raman spectroscopy. When studying these aspects, for very
small dots also confinement effects have to bes considered.

In addition, quantum dot Raman studies of various items
of fundamental physics are discussed, such as the size
dependence of the electron–hole exchange interaction in
the exciton, and the extension of the electronic wavefunc-
tions beyond the nanostructure edges. Numerous exam-
ples are presented from binary, ternary, and quaternary
II–VI compounds (e.g., ZnSe, ZnSe1−xSx, Zn1−yMgySe1−xSx,
CdxZnyMg1−x−yTe), from interfaces between different com-
binations of II–VI compounds (e.g., ZnSe/BeTe, CdSe/BeTe,
CdTe/ZnTe), as well as II–VI/III–V interfaces (e.g.,
ZnSe/GaAs and CdTe/InSb), and from various II–VI
nanostructure systems (e.g., ZnCdSe/ZnSe wires, CdS,
CdSe, and CdSxSe1−x dots, and fractional CdSe mono-
layers), produced with the different techniques mentioned
above.

2. FUNDAMENTALS OF RAMAN
SPECTROSCOPY

In this section the description of the theory of Raman
scattering is confined to a brief treatment of its funda-
mentals, followed by several selected aspects, which are of

direct relevance for its application to surfaces, interfaces,
and quantum dots. Such aspects are, for example, symmetry-
induced selection rules, resonant Raman scattering, analysis
of intermixing, strain, and doping.

The fundamentals of the Raman scattering process can
be described either by a macroscopic theory, based on the
concept of a generalized dielectric susceptibility (see Sec-
tion 2.1), or by a microscopic quantum-mechanical theory,
based on electron–photon and electron–phonon coupling
(see Section 2.2).

2.1. Susceptibility Theory

In the Raman scattering process a frequency shift of the
scattered light with respect to the incident light occurs. The
reason for this peculiar optical behavior of the sample can
be of various natures, for example, a lattice vibration [mostly
optical phonons: longitudinal-optical (LO) or transverse-
optical (TO)], a lattice vibration coupled to a collective elec-
tronic excitation (plasmon–LO–phonon mode), etc.

The inelastic scattering of light can be described phe-
nomenologically by a generalized dielectric susceptibility
���i� �s�, which is also called the transition susceptibility. It
connects the incident electric field Ei���i� with the resulting
polarization Ps���s�,

Ps���s� = �0�����i� �s�Ei���i� (1)

where � and � denote the directions of the fields. It is the
modulation of this susceptibility by, for example, a lattice
vibration, which induces the inelastic light scattering. In the
quasi-static approximation the susceptibility is defined for
every instantaneous atomic displacement, and the modula-
tion of ���i� �s� by lattice vibrations can be described by
a Taylor series in terms of vibration normal modes j with
amplitude Qj , wavevector qj , and angular frequency �j [2]:

�����i� �s� = �0
����i� �s�+ �1

����i� �s�+ �2
����i� �s�+ · · ·

(2)

where

�0
����i� �s� = �0

����i�

�1
����i� �s� =

∑
j

Qj ·
(
	�����i� �s�

	Qj

)

+∑
j

Qj · qj ·
(
	2�����i� �s�

	Qj 	qj

)

+∑
j�


Qj · E
 ·
(
	2�����i� �s�

	Qj 	E


)
+ · · ·

�2
����i� �s� =

∑
j�j ′

QjQj ′ ·
1
2

(
	2�����i� �s�

	Qj 	Qj ′

)
+ · · ·

where E
 is the component of a possible static electric field
as an external perturbation. The main contribution comes
from the first term �0, which represents the susceptibility of
the unperturbed static crystal; this term leads to elastic light
scattering with �s = �i, also denoted as Rayleigh scattering.
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The subsequent terms represent the inelastic light scatter-
ing. The term �1 describes first-order Raman scattering (i.e.,
scattering from a single phonon). This scattering may occur
due to the phonon-induced lattice deformation Q (first term
of �1) or the simultaneous occurrence of symmetry-reducing
effects, such as a finite phonon wavevector q (second term
of �1) or, for example, the presence of a static electric field
(third term of �1). The term �2 describes the two-phonon
processes. The partial derivatives of the susceptibility in Eq.
(2) constitute the Raman tensors, which will be elucidated
below. The frequency values of the scattered light, which
originates from the susceptibility term �1, are obtained from
Eqs. (1) and (2):

�s = �i ± �j�qj � (3)

Thus, the shift of the angular frequency of the light equals
the angular frequency of the lattice vibration.

2.2. Microscopic Theory

In the quantum-mechanical model, the light frequency shift
in the inelastic scattering process is explained in terms of
an energy difference between the scattered photon and the
incoming one. This difference occurs due to the creation or
annihilation of an elementary excitation (e.g., a phonon) in
the sample.

For the first-order phonon scattering, energy conservation
reads

��s = ��i ± ��j�qj � (4)

where the minus sign stands for the creation of a phonon
and the plus sign for the phonon annihilation. The first scat-
tering process is called a Stokes process, whereas the latter
is denoted as an anti-Stokes process. Similar to the energy
conservation, the wavevectors ki of the incident laser pho-
ton and ks of the scattered photon inside the sample are
correlated by the momentum conservation law

�ks = �ki ± �qj + �G (5)

where G is a reciprocal lattice vector.
Many solid-state applications of Raman spectroscopy

deal with opaque materials, which implies experiments in
backscattering geometry: the direction of the scattered light
is approximately antiparallel to the incident one. In this case,
the value of the phonon momentum in the Stokes process is
given by

qj =
1
c0
�n��i��i + n��s��s� (6)

The refractive index values of the II–VI compounds which
are in the focus of this chapter are in the range between 2
and 3. Then the backscattering experiments with the avail-
able visible laser wavelengths yield scattering wavevectors in
the range q = 6–8 · 105 cm−1. The reciprocal lattice vector
�G� is of the order of 108 cm−1 and therefore the scatter-
ing process takes place near the center of the first Brillouin
zone. The optical phonons of the materials of interest here

show a negligible dispersion in this wavevector range, result-
ing in a well defined phonon frequency in the Raman spec-
trum, independent of the exciting wavelength. However, in
the case of plasmons and plasmon–LO–phonon modes one
has to consider that these modes can show dispersion in this
wavevector range.

In the case of second-order Raman scattering the conser-
vation laws impose

��s = ��i ± ���j ± �j
′ � (7)

�ks = �ki ± ��qj ± qj
′ �+ �G (8)

Obviously, in the case of multiphonon processes one can
observe combinations of excitations whose individual q-
vectors may be of the order of the reciprocal lattice constant.

In order to calculate the probability of the annihilation of
an incoming photon with energy ��i and the creation of a
scattered photon with energy ��s accompanied with the cre-
ation or annihilation of an elementary excitation of energy
��j , the Raman scattering process can be described in a
quantum-mechanical perturbation theory, which expresses
explicitely the indirect photon–phonon interaction and res-
onance effects.

Raman experiments are usually performed in the visi-
ble region with photon energies in the eV range, whereas
the elementary excitations, like phonons, have eigenener-
gies in the meV range. Due to this drastic energy mismatch,
no direct photon–phonon interaction occurs. Therefore, the
photon–phonon interaction is mediated by the electron sys-
tem, whose excitation energies are in the range of the pho-
ton energies. The total process for phonon excitations can be
described as a three-step combination of transitions [2, 7, 8],
as schematically depicted in Figure 1 for Stokes scattering:

• An electron in the ground state �0� is excited to the
state �e� with energy Ee due to the absorption of a pho-
ton with energy ��i; for this creation of an electron–
hole pair the dipole operator p is involved.

• Due to the electron–phonon interaction, described by
the operator HE−P , the electron–hole pair is scattered
from state �e� to another state �e′� with energy Ee′ ,
accompanied by the creation of a phonon with energy
��j .

• The recombination transition from �e′� to �0� leads to
the emission of a scattered photon with energy ��s =
��i − ��j .

The total scattering process arises from six time orderings
of the three interactions in the perturbation treatment. The
by far most dominant term is given by

�����i� �s� ∝
∑
e�e′

�0�p��e′��e′�HE−P �e��e�p��0�
�Ee′ − ��s��Ee − ��i�

(9)

e
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Figure 1. The Raman scattering process as a combination of electron–
photon and electron–phonon interactions.
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Momentum conservation is required for every single tran-
sition, while energy conservation is only required for the
total scattering process. For interaction processes on a very
short time scale the energy–time uncertainty relation allows
the generation of virtual electron–hole pairs without energy
conservation, for example, in the case of a below-bandgap
excitation, which is used rather frequently for the investiga-
tion of wide gap II–VI semiconductors.

The anti-Stokes-to-Stokes intensity ratio in thermal
phonon equilibrium far away from resonance (i.e., for equal
susceptibility at the frequencies of Stokes and anti-Stokes
scattered light) is given by [9]

IAS

IS
∝
[
�i + �j

�i − �j

]3
· exp

[−��j

kBT

]
(10)

This equation reflects that phonon states must be
thermally occupied in order to appear as anti-Stokes
line. For typical optical phonon wavenumber values
̃j = �j/�2� · c� > 150 cm−1 (i.e., eigenenergy > 18.6 meV)
the intensity ratio is strongly dependent on the sample tem-
perature. For example, for ZnSe with ̃LO = 252 cm−1 one
finds at room temperature an anti-Stokes-to-Stokes inten-
sity ratio of 0.32, whereas for T = 80 K one expects a ratio
of about 0.011; only for very small wavenumber values ̃j ≤
50 cm−1 are considerable anti-Stokes intensities observed.
Therefore we will discuss only Stokes scattering throughout
this work.

2.3. Scattering Mechanisms and Resonance

In the three-step Raman scattering process, different real-
izations of the electron–phonon interaction may occur,
because a phonon can influence the electronic system in
two complementary ways: it can modulate the electronic
eigenenergies as well as the eigenfunctions.

Because the value of the energy gap depends on the
momentary state of lattice deformation, a phonon leads to
a modulation of the bandgap. A modulation of the energy
eigenvalues (band shifting) means a phonon-induced tran-
sition between states �e� and �e′� in the same energy band
(i.e., intraband scattering).

The modification of electronic eigenfunctions by the lat-
tice deformation can be described by an admixture of states
of adjacent bands; this means transitions between electronic
states �e� and �e′� of different bands (i.e., interband scatter-
ing). In the susceptibility picture this implies a modification
of the electronic interband oscillator strength. This effect
is noticeable, for example, in semiconductors of zincblende
structure with spin-orbit split valence bands.

The phonon property which causes the modulation of the
electronic eigenvalues and/or eigenfunctions can be either
the deformation-induced potential or the macroscopic elec-
tric field accompanied with the phonon. The former case is
the dynamical analogue of the piezomodulation of the elec-
tronic band structure; the deformation-potential scattering
at the E0 gap of zincblende II–VI compounds has intra-
band and interband terms. In contrast to the TO phonon,
the LO phonon has a macroscopic electric field, which has
two consequences: (i) the corresponding additional restor-
ing force for lattice distortions results in an enhanced fre-
quency of the LO phonon with respect to the TO; (ii) the

corresponding electric potential induces an additional light-
scattering mechanism, denoted as Fröhlich interaction. This
is the dynamical analogue of the electro-optic effect. The
Fröhlich scattering for phonons at the Brillouin zone cen-
ter q = 0 has only interband terms (i.e., a low efficiency),
but for phonons with finite q values also the much more
efficient intraband scattering can occur (symmetry-forbidden
Fröhlich scattering). In the same way, the scattering inten-
sity of the LO phonon can be enhanced in the presence of
a static electric field (electric field induced Raman scatter-
ing), which is relevant for the analysis of interfaces [3]. The
size dependence of the Fröhlich-induced electron phonon
interaction in nanostructures is an actual item of interest in
fundamental physics. It will be discussed in Section 6.1.5.

An item of extreme importance is the resonance behavior,
as expressed by the denominators in Eq. (9), when the pho-
ton energy of the incident or scattered light closely matches
the electron–hole energy. For transitions which do obey the
energy conservation law, the contribution to the Raman
cross section is enhanced resonantly. The matching of the
incident or scattered photon with the electron–hole energy
is referred to as incoming or outgoing resonance, respec-
tively. By exploiting these resonances at the critical points
in the electronic band structure (e.g., the E0 or E1 gap),
the sensitivity in the Raman experiment can be drastically
enhanced, which is of particular interest for the investiga-
tion of thin layers and constitutes a requirement for study-
ing interfaces and nanostructures. Note that this sensitivity
enhancement is material-specific, which allows focusing to,
for example, interface regions with specific chemical bonds,
although their thickness is far below that of the embedding
layers.

The strength of resonant enhancement substantially
depends on the scattering process: if the electronic states �e�
and �e′ � belong to different electronic bands (i.e., interband
scattering), the energy values Ee and Ee′ in the denominator
factors are considerably different, and a rather weak res-
onance occurs. However, for intermediate electronic states
�e� and �e′ � in the same band (i.e., intraband scattering)
the energies Ee and Ee′ are comparable and therefore a
much more pronounced resonance behavior is observed. An
extremely strong resonance enhancement occurs in the spe-
cial case when electronic states �e� and �e′ � are available
whose energy difference equals the phonon energy. Then the
conditions for incoming and outgoing are fulfilled simulta-
neously, leading to double-resonant Raman scattering. This
condition can be induced, for example, by the appropriate
energetic positions of subbands in quantum wells, or by tun-
ing the electronic energies by applying an electric or mag-
netic field [10–12].

3. EXPERIMENTAL SETUP
A main advantage of Raman spectroscopy as an opti-
cal method is its versatility from the viewpoint of sample
preparation and surface conditions. No special treatment of
the surfaces is required. Furthermore, Raman spectroscopy
allows the investigation of very small samples and can also
be applied for a locally resolved analysis with �m resolution:
micro-Raman spectroscopy. The analysis may be performed
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at low temperatures in a cryostat but also at room tem-
perature in air or even at elevated temperatures. A recent
experimental development is the application of Raman spec-
troscopy for in-situ studies during growth, for example, in an
ultra high vacuum (UHV) vessel [13, 14] or in a gas ambient.

A typical setup for Raman spectroscopy consists of a
laser light source, a spectrometer with a very good stray
light suppression, and a photon detector with an extremely
high sensitivity and low background level. The latter is
especially relevant for interface and nanostructure analysis.
These components are discussed in the next subsection. Sub-
sequently, micro-Raman spectroscopy and the technique of
in-situ growth analysis are treated in Sections 3.2 and 3.3,
respectively.

3.1. Raman Spectrometer Components

3.1.1. Light Source
The most commonly used light sources for Raman spec-
troscopy are Ar+ and Kr+ ion lasers, which offer a series
of discrete emission lines in the wavelength range from
the near infrared to the near ultraviolet. This variety of
laser lines is crucial for the analysis of interfaces and nano-
structures, because it allows for the variation of pene-
tration depth and for selectively taking advantage of the
resonant interaction in the various semiconductor materi-
als. Materials whose fundamental energy gap is in the visi-
ble (among the II–VI compounds, e.g., CdTe, CdSe, ZnTe,
ZnSe) are transparent for some of the available laser lines
and absorbing the others. The possibility of analysis with
below-bandgap laserlines is typical for Raman spectroscopy
while impossible for photoluminescence. Furthermore, in
the absorbing range, the penetration depth can be varied
between values beyond 10 �m and values around 10 nm
at the wavelengths with maximum absorption. This varia-
tion of the depth of information by a factor beyond 1000
is extremely important for the analysis of buried interfaces:
The region to be analyzed can be shifted from the surface
and near-surface range to the underlying substrate.

The possibility of resonant interaction may be utilized to
achieve a sufficient scattering intensity in extremely thin lay-
ers (down to single monolayers), but also for a selective
enhancement of the scattering signal of one material with
respect to others.

For a more versatile tuning of the resonant excitation,
lasers with a continuously variable wavelength may be
employed. For many years, various organic liquid dyes have
been applied as a tunable laser medium. They cover the
spectral region from below 400 nm to about 1000 nm. An
important improvement was the introduction of a solid-state
laser with continuously tunable wavelength. Its laser medium
is a Ti–sapphire crystal. It covers the red and near-infrared
spectral range between 600 nm and 1 �m and offers a more
convenient operation and a constant efficiency over a wide
power range, because in contrast to dye lasers no saturation
effects occur.

3.1.2. Optics and Monochromator
The selective analysis of the different elements of the
Raman tensor (e.g., for studying the sample symmetry prop-
erties and crystalline perfection) requires the variation of

the polarization of the incident light. This is done by means
of a �/2 plate or a Fresnel rhombus.

The focusing of the laser beam on the sample is dis-
cussed in detail in the next section, with special emphasis
on the optimization of lateral resolution in micro-Raman
spectroscopy.

For collecting the Raman light a high-quality lens system
with a large aperture is applied, which focuses the scattered
light onto the entrance slit of the monochromator.

The separate analysis of the individual components of the
Raman tensor requires the introduction of a polarization
filter in front of the entrance slit.

Because of the extremely low intensity of the Raman scat-
tered light compared with the diffusely reflected laser light
that also enters the monochromator, the background reduc-
tion in the monochromator must be extremely good. There-
fore, in contrast to photoluminescence experiments, for a
sufficient separation of the Raman light from the undesired
stray light background usually a system of two or even three
grating monochromators is required. Several concepts are
applied for the combination of these monochromators, vary-
ing between a pure addition of their dispersion and a partial
use as stray light rejection filter [15]. Which concept is most
preferable depends, for example, on the required spectral
resolution, the width of the total Raman spectrum, and the
intensity of the diffusely reflected laser light.

As a rather recent development, the employment of a sin-
gle monochromator, together with a holographic notch filter
for suppressing the diffuse laser light, should be mentioned.
The main advantage of this combination is a high through-
put for the Raman light.

3.1.3. Detector System
Until the late 1970s, the common detectors in Raman
spectroscopy experiments were photomultipliers. They can
achieve a very high efficiency of about 0.2 electrical pulses
(counts) for each incident photon over the whole visible
spectral range.

Since about 1980, multichannel detector systems have
been commercially available, which allow the simultane-
ous detection of up to about 1000 spectral components of
the Raman light on an array of photosensitive pixels. They
caused a breakthrough in detecting spectral distributions
with a very low intensity level [16] and are a prerequisite
for the Raman analysis of interfaces and nanostructures. For
optimizing the spectral resolution, even beyond the level
that corresponds to the pixel size, the technique of scan-
ning multichannel detection may be applied [17]. The most
commonly applied types are CCD (charge coupled device)
detectors [18] and, to a lesser extent, diode arrays.

All these detectors are cooled in order to reduce the elec-
tronic background. An extensive review was given by Tsang
[19].

3.2. Micro-Raman Spectroscopy

In those Raman experiments which do not require micro-
scopic lateral resolution (i.e., “macro”-Raman experiments),
the laser beam is focused on the sample by a single spher-
ical or a cylindrical lens, resulting in a point or line focus.
The latter offers the advantage of a reduction of the local
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power density by several orders, compared to a point focus.
In this way heating effects, photoinduced chemical reactions,
or screening of electric fields by excessive photocarriers can
be avoided.

If, on the other hand, an analysis with a lateral resolution
as good as possible is required, (e.g., for the assessment of a
lateral strain distribution or compositional inhomogeneities,
or for the study of patterned structures), a �m or even sub-
�m focus is achieved by the application of a microscope
objective: “micro”-Raman spectroscopy. This technique may
also be applied for focusing on cleaved side-faces of het-
erostructures, which gives two new possibilities:

(i) due to the different crystallographic orientation of the
side-faces with respect to the top surface, the symme-
try selection rules are modified and different phonon
modes may be observed: for example, on zincblende
(110) surfaces the transverse optical phonon appears,
in contrast to the longitudinal one on (001) surfaces.

(ii) a series of Raman spectra can be taken from a side
face during a scan from the front edge to the sub-
strate interface, which allows a depth-resolved charac-
terization of the heterostructure with �m resolution.

When focusing down to the �m range, care has to be taken
to avoid thermal damaging of the focus region due to the
enhanced power density. Therefore, with decreasing focus
area, the laser power has to be reduced accordingly (i.e.,
sub-mW intensities are appropriate).

In micro-Raman spectroscopy the focusing microscope is
used as well for collecting the scattered light. Its aperture
angle is much wider than that of long-focal lenses. This very
efficient collection of the Raman light enables the detection
of a sufficient signal in spite of the very small scattering area
and the low incident light intensity.

Low-temperature micro-Raman spectroscopy is enabled
by the use of extremely compact cryostats in combination
with microscope objective lens systems with a working dis-
tance up to 8 mm. Of course, they have a low aperture angle,
which leads to a reduced collecting efficiency.

Finally, it should be mentioned that a spatial resolution
of 150 nm, which is distinctly below the laser wavelength,
was reported [20], which was achieved by near-field Raman
spectroscopy. This technique utilizes evanescent waves in the
near-field region at the end of a glass fiber whose lateral
size is below the wavelength of the employed light. Because
of the extreme attenuation of these waves, this technique
may only be applied for systems with a very high Raman
scattering efficiency.

3.3. Online Growth Monitoring

Among the motivations for employing in-situ Raman spec-
troscopy during semiconductor growth processes are

(i) It has an enhanced depth of information as com-
pared to electron-based techniques, which allows the
observation of the development of a surface to an
interface during overlayer growth.

(ii) During growth of mixed compounds, it allows the
study of the composition with a typical accuracy of
0.5%.

(iii) From the anti-Stokes-to-Stokes intensity ratio the
sample surface temperature can be deduced.

(iv) No UHV conditions are required, which enables
the application during gas phase epitaxy, where no
electron-based methods can be used.

For the real-time application of Raman spectroscopy in
monitoring growth processes, the signal-to-noise ratio is a
crucial aspect. While for steady-state applications no lim-
its for the signal integration time exist, online applications
require integration times short enough for monitoring the
dynamics of the process under investigation. For epitaxial
growth this means 1 to 10 seconds, which is realistic with
today’s Raman setups, equipped with multichannel detection
systems, when resonant signal enhancement is exploited.

Optimizing the scattering efficiency is extremely impor-
tant, because the input power density has to be kept suffi-
ciently low to avoid influencing the growth process, which
imposes a limit in the range from 10 to 50 mW, assuming a
focus size in the 100 �m range.

In this context, the aperture angle for collecting the
Raman light also plays an important role. In the growth
vessel [e.g., an UHV chamber for molecular beam epitaxy
(MBE) growth] the sample should be rather close to the
window in order to achieve a sufficient light collection effi-
ciency. For this purpose a reentrant window may be used.
On the other hand, the distance between the sample and the
window must be sufficient to avoid hampering of the layer
deposition process.

An example of a setup design for in-situ Raman spec-
troscopy during MBE growth is shown in Figure 2. It is
based on a conventional UHV vessel with various Knudsen
cells, whose geometrical axes coincide at the substrate posi-
tion. The extension for Raman spectroscopy consists of two
additional windows, whose normal axes also coincide on the
sample: one entrance window for the laser light and a sec-
ond window for the scattered light. The position of the latter

Figure 2. Experimental setup for monitoring MBE growth by Raman
spectroscopy. The monochromator system is only indicated by its
entrance slit. Reprinted with permission from [22], V. Wagner et al.,
J. Raman Spectrosc. 27, 265 (1996). © 1996, Wiley Interscience.
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on the front flange, rather close to the sample, allows an
aperture of 1:4 of the lens for collecting the Raman light.
Several examples of in-situ Raman spectroscopy, which are
discussed in this review, originate from this setup.

The development of the series of Raman spectra during
the growth process is expected to show an increase of the
overlayer signal, together with a decrease of the substrate
signal when absorption takes place in the overlayer. How-
ever, for a quantitative evaluation, a modelling of the sample
as a stack of layers with a specific index of refraction for
each layer is required. In the calculation of the development
of the Raman intensities with increasing overlayer thickness,
transmission and reflectance at each interface, as well as
absorption and Fabry–Perot interference in the overlayer,
are considered. This procedure is similar to, for example,
reflectance spectroscopy and ellipsometry, although in our
case it has to be considered that the light is generated within
each layer. It was first applied for normal incidence on a
sample, consisting of a single layer on a substrate [21]. More
recently, it was extended to oblique incidence and multilayer
stacks [22].

As a typical application of in-situ online Raman scattering,
the monitoring of epitaxial ZnSxSe1−x growth on GaAs(100)
is shown in Figure 3. Resonant enhancement of the epilayer
signal was obtained by employing for excitation the He–Cd
laser line at 2.81 eV, which nearly coincides with the funda-
mental gap of the epilayer. The integration time per spec-
trum was 10 s. The starting spectrum only shows the LO
phonon of the GaAs substrate at 291 cm−1. During deposi-
tion, new peaks arise from the epilayer, which are identified
as the vibrations of ZnSxSe1−x for x = 0�15 (for the system-
atics of compositional determination, see Section 4.2). The
first pair of peaks, located at 249 and 319 cm−1, belongs to
first-order scattering, and the others belong to second- and
third-order processes, which are quite strong due to the res-
onant excitation. Obviously, the development of the peak
intensities with increasing overlayer thickness is essentially
influenced by the Fabry–Perot interferences. Their consider-
ation allows a quantitative description of the intensity devel-
opment in terms of epilayer thickness. The maximum thick-
ness in Figure 3 amounts to 120 nm, which corresponds to
a growth rate of 0.4 nm/minute.

Figure 3. Online in-situ Raman spectra vs. deposition time during the
growth of ZnSxSe1−x on GaAs(100) at 300 K. Adapted with permission
from [22], V. Wagner et al., J. Raman Spectrosc. 27, 265 (1996). © 1996,
Wiley Interscience.

Note that the GaAs substrate signal persists, because the
wavelengths employed here are not absorbed in the epilayer.
The GaAs LO intensity is even enhanced due to favorable
interference at some epilayer thicknesses. This illustrates the
possibility of enhancing the Raman sensitivity by appropriate
choice of layer thickness [21].

Further results of in-situ Raman spectroscopy will be pre-
sented in Section 5. Besides direct layer growth, they will
also deal with the in-situ observation of interface intermixing
during annealing processes. Although a strongly enhanced
temperature leads to a considerable thermal broadening
of the phonon peaks in the Raman spectrum (see Sec-
tion 4.1.2), Raman analysis can be performed up to temper-
atures far beyond 300 K.

4. ANALYSIS OF CRYSTAL
LATTICE PROPERTIES

In this section experimental results of Raman scattering
from lattice vibrations of II–VI layers are presented [e.g.,
ZnSe, epitaxially grown on GaAs(100) substrates]. These
spectra are discussed in order to illustrate some aspects of
relevance for the analysis of interfaces, surfaces, and quan-
tum dots:

(i) sample properties such as lattice perfection, strain,
composition of mixed compounds, and electronic
properties in doped layers;

(ii) experimental aspects such as depth of information,
resonant intensity enhancement, and polarization
dependence.

At atmospheric pressure the binary and ternary II–VI
semiconductors usually crystallize in the cubic zincblende-
type structure [F 4̄3m�T 2

d �] or in the hexagonal wurtzite-type
structure [P63mc�C4

6v�]. In zincblende-type structures only
phonon modes of F2 symmetry are allowed. For finite values
of wavevector q, these modes occur as TO and LO mode,
whose eigenfrequencies are different due to the long range
polarization field, which results from the partially ionic crys-
tal bonding. In the wurtzite-type structure the F2 mode is
split in the hexagonal crystal field into A1 (lattice deforma-
tion � c) and E1 (lattice deformation ⊥ c), whose eigen-
frequencies are close to the F2 frequency. Furthermore the
2E2- and 2B1-zone center modes are also allowed in the
wurtzite-type structure [23, 24]. Among the wurtzite eigen-
modes, A1 and E1 are both infrared (IR) and Raman active,
E2 modes are only Raman active, and B1 are silent modes
(i.e., neither IR nor Raman active). The A1 and E1 modes
are polar modes and thus polarized parallel and perpendicu-
lar to the optical axis c, respectively. For a phonon propaga-
tion with wavevector q ⊥ c, the E1 mode occurs as TO and
LO mode, whose frequencies are different due to the long
range polarization field, whereas A1 only occurs as trans-
verse mode: A1(TO). For q � c, the A1 mode has a longitu-
dinal character: A1(LO) [25].

4.1. Crystalline Perfection and Orientation

Symmetry considerations determine for every crystal struc-
ture which component of the tensor �̃ may be modu-
lated by a particular eigenmode: group theory provides the
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information on which components of the corresponding
Raman tensor (susceptibility derivative) have to be zero and
which ones may be nonzero. These considerations lead to
the so-called Raman selection rules, which serve as impor-
tant guidelines for designing the scattering experiments and
interpreting their results.

For compound semiconductors with zincblende struc-
ture (Td point group symmetry) the Raman tensors for
deformation-potential scattering from q ≈ 0 phonons are
given by

R�x� =
0 0 0
0 0 c
0 c 0

 R�y� =
0 0 c
0 0 0
c 0 0


R�z� =

0 c 0
c 0 0
0 0 0

 (11)

where x� y� z are the directions of the lattice deformation.
The above tensors for deformation potential scattering have
only off-diagonal nonzero elements. In contrast, the Fröhlich
scattering, which is symmetry-forbidden for q = 0 but can
be observed, for example, due to a finite q-vector or the
presence of a static electric field, leads to Raman tensors
with only diagonal nonzero elements.

The Raman scattering intensity amounts to

I ∝ �Es� · R�� · Ei��2 (12)

where Ei and Es denote the polarization vectors of the
incident and scattered light, respectively. For backscatter-
ing from a (100) surface (i.e., polarizations in the yz-plane),
only the Raman tensor R�x� leads to nonvanishing intensity.
Since this implies a lattice deformation in the x-direction,
which is also the phonon propagation direction, we deal with
a longitudinal phonon (LO). The resulting selection rules
for backscattering from a (100) surface for both scattering
mechanisms are summarized in Table 1.

In contrast to the (100) surface, for backscattering from
(110) surfaces only scattering from TO phonons is allowed,
while LO and TO are allowed for backscattering from
(111) surfaces; furthermore, each surface orientation has its
specific selection rules [3]. The experimental configuration
(i.e., directions of wavevectors ki; ks and polarizations Ei;
Es of incident and scattered light, respectively) is usually
given in a compact notation from Porto as ki�Ei�Es�ks [for
backscattering from a (100) surface e.g., 100�010� 001�1̄00].

Table 1. Selection rules for first-order Raman scattering from q ≈ 0
phonons for backscattering from a (100) surface of a Td-symmetry
crystal; DP means deformation-potential scattering and F means
Fröhlich scattering.

Polarization
Surface Ei Es TO LO

100 010 010 — F
100 001 001 — F
100 010 001 — DP
100 011 011 — DP & F
100 011 011 — —

As an illustration of the selection rules, Figure 4 shows
a Raman spectrum (scattering intensity vs. wavenumber) of
an undoped, strain-relaxed ZnSe layer, epitaxially grown on
a GaAs(100) substrate. This spectrum was recorded in the
backscattering configuration 100�010� 001�1̄00, as depicted
schematically in the inset. The measurement was performed
at a sample temperature T = 80 K with the excitation wave-
length � = 476.5 nm (̃ = 20986 cm−1). For this wavelength
the ZnSe layer is transparent. Therefore not only the ZnSe
layer phonon modes but also the GaAs substrate phonon
modes can be observed. According to the selection rules
for a (100) surface, in the configuration 100(010,001)1̄00
only Raman scattering from LO phonons is allowed. Indeed,
in the spectrum two pronounced peaks appear, which are
attributed to the q 
 0 LO phonons of ZnSe and GaAs. The
LO phonon of ZnSe is observed at a wavenumber of 256
cm−1 for the sample temperature T = 80 K; this corresponds
to the phonon wavenumber of undoped ZnSe in the absence
of strain. The LO wavenumber of the semi-insulating GaAs
amounts to 294.7 cm−1.

Beside the LO modes, two much weaker peaks are
observed, which are identified from their wavenumbers as
TO phonons. However, due to symmetry-selection rules,
scattering from TO phonons is forbidden on (100) surfaces.
This weak TO phonon scattering can be induced by crys-
tal defects (e.g., dislocation lines, grain boundaries, etc.)
but may also originate from experimental conditions: the
exact backscattering geometry is not fulfilled due to (i) finite
acceptance angle of the scattered light and (ii) deviation
from normal incidence. This so-called quasi-backscattering
geometry can induce a TO/LO intensity ratio that amounts
to a few percent.

For a wurtzite material, like CdSe, the symmetry-selection
rules are summarized in Table 2. Backscattering from planes
perpendicular to the optical axis c should yield the A1�LO�
and the E2 mode for parallel polarization [configuration
z�y� y�z̄], while for crossed polarization only the E2 mode
should appear. In backscattering from surfaces which con-
tain the optical axis c, the A1�TO� and the E2 mode are
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Figure 4. Typical Raman spectrum of a ZnSe/GaAs heterostructure at
T = 80 K in the scattering configuration 100(010,001)1̄00. Adapted
with permission from [31], J. H. W. E. Hermans, Ph.D. Thesis, RWTH
Aachen, 1996. © 1996, Augustinus Publ. Co.
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Table 2. Selection rules for 90� scattering and backscattering from
various surfaces of a wurtzite crystal.

Polarization Polarization
Geometry q parallel (HH) crossed (VH)

Backscattering q�c A1�LO�� E2 E2

Backscattering q ⊥ c A1�TO�� E2 E1�TO�
90� scattering E2 E1�TO�� E1�LO�

allowed for parallel polarization [configuration y�x� x�ȳ],
while for crossed polarization only the E1�TO� mode should
be observed. Finally, for 90� scattering, the E2 mode should
occur for parallel and the E1�TO� and E1�LO� for crossed
polarization. With these three scattering configurations it
is possible to detect all zone center phonons of CdSe and
to determine the lattice orientation. Because of the depen-
dence of Raman signals on the wavevector and polarization
of the incident and scattered light the rotation of the polar-
ization of incident and scattered light leads to modulations
of the peak intensities in the deformation potential allowed
scattering. From these modulations the crystallite axes paral-
lel to the crystal surface can be obtained with high accuracy.

4.1.1. Resonance and Depth of Information
As already mentioned in Section 2.3, the Raman scatter-
ing cross section can show a pronounced resonance when
the excitation laser photon energy approaches an energy gap
of the semiconductor material. Resonant Raman scattering
constitutes the basis for (i) the detection of extremely thin
layers and nanostructures and (ii) the selective analysis of
one particular layer, embedded between others.

However, one should keep in mind that a variation of
the excitation laser wavelength in many cases also leads to
a variation of the penetration depth. Strong wavelength-
dependent changes in the penetration depth occur in the
neighborhood of the critical points in the combined density
of the electron states, such as the fundamental electronic
energy gap E0. For ZnSe, the E0 gap at 300 K amounts to
2.68 eV, which corresponds to 21614 cm−1. Therefore, the
Ar–ion laser excitation wavelength � = 476.5 nm (̃ = 20986
cm−1), which was employed in spectrum (4) is in the trans-
parent range but rather close to the E0 resonance. In con-
trast, the excitation lines at 19436 cm−1 (Ar–ion laser) and
24207 cm−1 (Kr–ion laser) give a comparably off-resonant
condition in ZnSe; however, the former laserline leads to a
negligible absorption coefficient resulting in a transparency
of ZnSe whereas the latter line probes only the upper 95 nm
of the ZnSe layer. In this way, the appropriate choice of
laser line allows a focussing to the depth range of interest.

4.1.2. Temperature Dependence of Phonon
Wavenumber and Linewidth

The phonon mode wavenumbers and linewidths may be
influenced by a variety of effects, such as crystalline imper-
fections, a biaxial strain, free carriers, or a variation of the
sample temperature T . One of the conditions for separat-
ing these effects is the knowledge of the intrinsic phonon
eigenfrequencies and halfwidths as a function of the sample
temperature.

Generally, the implication of temperature variation on the
phonon properties is due to anharmonic effects in lattice
dynamics. Therefore, the temperature dependence increases
with increasing temperature, and its quantitative behavior
depends on the material, especially on its phonon wavenum-
ber value. For II–VI compounds the phonon wavenum-
bers are generally below 600 cm−1, which corresponds to a
phonon quantum energy <74 meV.

Here, the temperature dependence is discussed for the
example material ZnSe, whose low-temperature phonon
wavenumber is 256 cm−1 (�31.7 meV). When T is increased,
starting from 4.2 K, the phonon wavenumber is nearly con-
stant up to about 80 K. A further T increase to 300 K leads
to a wavenumber of 252 cm−1 (i.e., a decrease of about
4 cm−1). Although this is a relative variation of only 1.5%,
it cannot be neglected, because it is in the same order as
strain-induced wavenumber changes.

Just like the phonon wavenumber, the spectral linewidth
(full width at half maximum—FWHM) of the phonon is
also almost constant in the temperature range T < 80 K.
For samples with a high structural perfection its value is as
low as 1.4 cm−1. The spectral linewidth is directly connected
with the phonon lifetime. For the LO phonons in ZnSe the
observed intrinsic linewidth for T < 80 K corresponds to
a lifetime � ≈ 4 ps, in good agreement with the value of
� ≈ 4�8 ps determined directly by time-resolved Raman scat-
tering [26]. For temperatures T > 80 K the FWHM clearly
increases, up to factor of 4 at room temperature.

The corresponding decrease of the phonon lifetime with
increasing sample temperature due to anharmonic processes
in the crystal may be explained in terms of the decay of
an optical phonon into acoustical phonons, for example,
according to the Klemens model [27], whose basic idea is
a stimulation of the decay into acoustical modes by the
increasing T -induced occupation of the acoustical mode
states (cf. stimulated emission).

These experimental results on the T -dependence of the
optical phonon behavior imply that for high-accuracy exper-
iments concerning, for example, disorder, local inhomo-
geneities, or strain, T -induced anharmonic effects should be
avoided, which is achieved by cooling the sample to about
77 K by liquid nitrogen.

4.2. Composition of Mixed Compounds

Raman spectroscopy from mixed compounds is of special
relevance for interfaces and quantum dots, because here
intermixing effects are quite common, and Raman spec-
troscopy is one of the few methods for a nondestructive
analysis. Therefore, fundamentals of lattice dynamics in
ternary and quaternary compounds will be discussed here
and Raman results from various II–VI mixed compounds
will be presented.

For the q 
 0 optical vibrational modes of ternary com-
pounds, such as ZnSe1−xSx, originating from the mixing of
two binaries, we distinguish between two types of mode
behavior:

• The one-mode behavior, which is phenomenologically
quite similar to binary compounds. For every compo-
sition of the ternary AB1−xCx only one TO and one
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LO mode exist. With changing composition, the spec-
tral position of these modes varies continuously and
approximately linearly between the values of the consti-
tuting binary compounds. Usually, the intensity of these
modes remains nearly constant.

• The two-mode behavior, which is quite distinct from
binary compounds. In this case, for every composi-
tion AB1−xCx two TO and two LO modes exist; they
represent the A–B and A–C vibrations, respectively.
The mode wavenumbers depend on the composition
and the intensities are approximately proportional to
the compositional fractions x and 1 − x. The LO–TO
wavenumber splitting (
mode oscillator strength) of
the A–B and A–C vibration modes is approximately
proportional to the relative abundance of A–B and A–
C bonds, respectively. For very low concentrations of
one type of bond (x ≈ 0 or x ≈ 1), the correspond-
ing pair of TO and LO modes turns into a single local
vibration mode.

The occurrence of either one- or two-mode behavior
essentially depends on the mass difference of the con-
stituent elements, which is directly reflected in the phonon
wavenumbers of both binaries. For example, ZnSe1−xSx

belongs to the two-mode type, whereas ZnSe1−xTex belongs
to the one-mode class. One of the most commonly used and
cited models is the “modified random element isodisplace-
ment” (MREI) model by Chang and Mitra [28], which is
a modified and extended version of the “Random Element
Isodisplacement” model by Chen et al. [29].

As an example for the compositional dependence of
the phonon wavenumbers in the case of two-mode behav-
ior, Figure 5 shows a series of spectra of (100) oriented
ZnSe1−xSx layers with different compositions (x = 0� x =
0�06� x = 0�35� x = 0�73� x = 1�0). Due to the GaAs sub-
strates, all spectra show the GaAs LO peak at 292 cm−1.
The wavenumbers and intensities of all other peaks strongly
depend on the ternary composition. The high-wavenumber
mode corresponds to the Zn–S vibration. With decreas-
ing S content its wavenumber continuously decreases from
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Figure 5. Raman spectra of ZnSe1−xSx layers on GaAs in the compo-
sition region 0 < x < 1 at T = 80 K. Adapted with permission from
[31], J. H. W. E. Hermans, Ph.D. Thesis, RWTH Aachen, 1996. © 1996,
Augustinus Publ. Co.

350 cm−1 for pure ZnS (x = 1) to 297 cm−1 for x = 0�06.
The latter case may be interpreted as the localized vibra-
tional mode of S in ZnSe. Similarly, the low-wavenumber
mode, which represents the Zn–Se vibration, starts at 256
cm−1 for pure ZnSe and decreases with increasing S content.
The experimentally observed compositional dependence of
the wavenumbers of both modes quantitatively agrees with
the MREI model. Furthermore, the intensity ratio of both
modes IZn–S/IZn–Se is approximately proportional to the com-
positional ratio x/�1 − x�. The pronounced compositional
dependence of the mode wavenumbers (e.g., 0.5 cm−1 per
% for the Zn–S LO mode) allows an accurate determi-
nation of the ternary composition, although the extremely
high accuracy of X-ray diffraction cannot be achieved by
this technique. In the case of strained layers an additional
strain-induced wavenumber shift will be superimposed (see
Section 4.3), which in principle might lead to an inaccu-
racy in the determination of the composition. This problem
is circumvented by evaluating the wavenumber difference
between the Zn–S and the Zn–Se mode, which is strain-
independent, since both modes exhibit the same strain-
induced wavenumber shift.

Besides the mode wavenumbers, also the peak shape and
halfwidths are influenced by the mixing. With respect to the
binaries a distinct broadening occurs. For the Zn–S mode,
the maximum halfwidth amounts to 16 cm−1 for x = 0�2,
as compared to 3 cm−1 for the binary ZnS. The broadening
is accompanied by an increasingly asymmetric spectral line-
shape. Both effects originate from the compositional disor-
der, which is inevitably induced by the random distribution
of the S and Se atoms in the ternary compound. This disor-
der leads to a violation of the translation invariance in the
crystal lattice and therefore to a relaxation of the qPhonon ≈ 0
condition in the Raman scattering process. Due to the dis-
persion of the optical phonon, the scattering for qPhonon =
0 leads to contributions with reduced wavenumber, which
broaden the peaks and make it increasingly asymmetric. The
spectral width and lineshape can be described quantitatively
in terms of a reduced correlation length, using the “spatial
correlation model” [30], which is discussed in detail in Sec-
tion 6.1.1. A further consequence of the disorder is a relax-
ation of the selection rules, resulting in the appearance of
the symmetry-forbidden TO modes in the Raman spectrum
from (100) surfaces.

Beside ternary mixed compounds, also quaternaries may
originate spontaneously by intermixing at interfaces between
binary layers AB and CD. In addition, they are of high rel-
evance for technological application, because a controlled
mixing of binaries AB and CD results in the mixed com-
pounds A1−yCyB1−xDx, which offer the advantage of an
independent tuning of the electronic bandgap and the lat-
tice constant by the appropriate choice of the compositional
ratios y of the cations A, C and x of the anions B, D. In this
way, quaternary layers can be incorporated into heterostruc-
ture stacks without inducing strain. Raman spectroscopy
from their vibrational modes is a useful technique for the
identification of quaternary layers and for the determina-
tion of their composition. For a check of the compositional
homogeneity lateral scans by micro-Raman spectroscopy can
be applied.
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An example of these quaternary compounds is Zn1−yMgy
Se1−xSx. Although MgSe and MgS crystals naturally have
the NaCl structure, Zn1−yMgySe1−xSx can be stabilized in
the zincblende structure by growing the quaternary lay-
ers on GaAs substrates. The ternaries Zn1−yMgySe and
ZnSe1−xSx, which may be considered as the constituents
of Zn1−yMgySe1−xSx, both show a two-mode behavior, as
predicted by the MREI model. Therefore, four modes are
expected for this quaternary. This was confirmed experi-
mentally by the occurrence of four peaks in the Raman
spectrum: the Zn–Se vibration in the range slightly below
250 cm−1, Mg–Se and Zn–S near 320 cm−1, and the Mg–S
mode at about 360 cm−1 [31].

Another class of quaternaries consists of one anion ele-
ment, combined with three cation elements, like CdxZny

Mg1−x−yTe. The room-temperature Raman spectrum of the
quaternary alloy Cd0�4Zn0�3Mg0�3Te (Fig. 6) shows three LO–
TO mode pairs, which are identified as CdTe-like, ZnTe-
like, and MgTe-like modes [32]. Just like in the ternaries
discussed above, also in this case the TO phonon peaks are
disorder-induced. For the same reason also additional fea-
tures of the disorder-allowed acoustical modes LA and TA
can be seen. The multimode behavior of this alloy can be
explained on the basis of the MREI model.

4.3. Biaxial Strain Due to Lattice Mismatch

In most heterostructures strain due to lattice mismatch
between adjacent layers plays a crucial role. On the one
hand, strain may be favorable, because it is utilized to
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Figure 6. Raman spectrum of the quaternary CdxZnyMg1−x−yTe show-
ing the LO and TO phonons due to the three-mode behavior as well as
the disorder-allowed TA and LA. Reprinted with permission from [32],
R. Vogelgesang et al., J. Raman Spectrosc. 27, 239 (1996). © 1996, Wiley
Interscience.

achieve shifts of electronic bandgaps or to induce the
formation of self-organized quantum dots due to relaxation
effects (e.g., in the systems InAs/GaAs or CdSe/ZnSe and
CdSe/BeTe). They will be the subject of Section 6.3. On the
other hand, in many cases strain will be disadvantageous or
even detrimental, because it gives rise to the formation of
lattice defects upon relaxation, which deteriorate the opti-
cal and transport properties. This occurs already for slightly
lattice-mismatched material systems, such as ZnSe layers on
GaAs. The relative lattice mismatch of only 0.27% induces
the relaxation of the ZnSe layer when its thickness exceeds
about 150 nm.

In quantum dots produced by sol/gel processes strain can
be also caused by the surrounding matrix. The synthesis of
these samples implies sintering processes or the implanta-
tion of the dots into the molten matrix material, whose ther-
mal expansion constants are usually different from those of
the semiconductor. As a consequence, the matrix can induce
an effective pressure on the dot surface upon cooling the
sample.

For epitaxial layers with sufficient thickness, strain and
distortion can be characterized with an extremely high accu-
racy by X-ray diffraction. However, for layers in the mono-
layer range and for those cases where a lateral resolution in
the �m range is required, optical methods are a very inter-
esting alternative. Besides photoluminescence spectroscopy,
utilizing the strain-induced modification of the excitonic fea-
tures, Raman spectroscopy is also used for this purpose. The
information depth for the usual Raman measurement on II–
VI semiconductors with below-bandgap excitation is compa-
rable to X-ray diffractometry. In addition, the information
depth of the Raman experiment can be varied by chang-
ing the laser wavelength. The lateral resolution in the �m
range with a microscope setup offers the interesting abil-
ity of investigating laterally structured semiconductor layers.
However, the accuracy of the Raman method is distinctly
below that of X-ray diffraction.

In Raman spectroscopy, the lattice strain of a thin epi-
layer due to a biaxial stress leads to small but significant
wavenumber shifts and/or splitting of the phonon wavenum-
bers. Compressive strain induces an increase of the phonon
wavenumber, while tensile strain leads to a decrease. In both
cases the amount of wavenumber shift is proportional to
the strain value. Strain-induced wavenumber shifts can mask
other phonon wavenumber shifts (e.g., due to composition
or doping). Therefore, it is necessary to separate the strain-
induced part of the shift from the other parts.

For a quantitative evaluation of strain-induced phonon
wavenumber shifts, results from pressure-dependent Raman
experiments can be employed. With the knowledge of the
amount of the shift per kbar, the effective pressure due to
the lattice mismatch in strained quantum wells and superlat-
tices can be calculated. Besides, pressure-dependent Raman
experiments are also used for the investigation of phase tran-
sitions [33–37].

In zincblende bulk material, hydrostatic pressure induces
a linear shift of all optical phonon wavenumbers, which is
proportional to the pressure, while uniaxial as well as biax-
ial stress leads not only to a wavenumber shift, but also to
a splitting of the degenerated TO band for backscattering
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from planes containing both unstressed and stressed direc-
tions. From the amount of the shift and the splitting one
can obtain experimental values for the phenomenological
phonon deformation potentials (p� q� r), which describe the
changes in the force constant of these phonons, and the
mode Grüneisen parameter 
i. The shift can be subdivided
into a hydrostatic part ��H induced by the change of vol-
ume and splittings �� due to the deformations in shape at
constant volume [38–43]. For the important case of biax-
ial stress the threefold degenerated optical phonon at �0
(LO/TO splitting is neglected for the moment) is splitted
into a singlet mode �s and twofold degenerated doublet
mode �d:

�s = �0 + ��H + 2/3 �� (13)

�d = �0 + ��H − 1/3 �� (14)

with the hydrostatic part

��H = �p + 2q��S11 + 2S12�

6�0
· 2� (15)

and the splitting

�� =


�q − p��S11 − S12�

2�0
· � for z��001�

r S44

2�0
· � for z��111��

(16)

If the phonon wavevector is chosen either parallel or per-
pendicular to the unstressed direction z, as is usually the
case, the LO/TO splitting introduces no additional complex-
ities and �0 can be simply replaced by �LO or �TO , respec-
tively. For pseudomorphic epitaxial layers the in-plane lat-
tice constants have the value of the substrate lattice. For
zincblende materials with the �001� growth direction this
leads to a tetragonal deformation of the cubic lattice. Due to
this deformation, the epilayer lattice constant in the growth
direction is also modified. Its value is determined by the
Poisson number of the epilayer material. This situation cor-
responds to a biaxial strain. The relative lattice mismatch f
of the epitaxial layer with respect to the substrate is defined
as

f = as − al

al

(17)

where as and al are the bulk lattice constants of the sub-
strate and epilayer, respectively. This mismatch determines
the strain component in the layer parallel to the interface,

�� = �xx = �yy = �a� − al�/al (18)

where a� is the lattice constant of the pseudomorphic epi-
taxial layer in the interface plane. Realistic mismatch values
for pseudomorphic systems are in the order of some tenth of
a percent. The corresponding strain values can be converted
into an equivalent stress through the elastic compliance ten-
sor values Sij of the epilayer material:

� = ��/�S11 + S12� (19)

This results in equivalent stress values � in the kbar range.
For (001) heterostructures one obtains in backscattering for
the symmetry-allowed LO phonon of the epilayer by using
Eqs. (13), (15), (16), and (19):

�LO = �0�LO + q ��
�0�LO

+ p ��S12

�0�LO�S11 + S12�
(20)

where �LO and �0� LO are the LO wavenumbers for the
strained epilayer and unstrained layer material, respectively.
For a pseudomorphic ZnSe epilayer on GaAs(100), one
obtains by inserting the p� q, and Sij values of ZnSe a
wavenumber shift for the ZnSe LO phonon with respect to
its bulk value of about 1.15 cm−1. Thus, although for this
slightly mismatched material system (f = 0�27%) the rela-
tive LO wavenumber shift for pseudomorphic growth is only
about 0.45%, it is by far sufficient for detection by Raman
spectroscopy.

At the onset of strain relaxation, the employment of
laser lines with different penetration depths allows a depth-
dependent strain analysis. In this way, for ZnSe layers on
GaAs(100), grown by metalorganic vapor phase epitaxy, the
gradual progression of the relaxation from the surface to the
epilayer–substrate interface was studied [31].

4.4. Coupled Plasmon–Phonon
Modes in Doped Materials

A discussion of doping effects in Raman spectroscopy is of
relevance here, because interfaces may induce, for example,
carrier trapping, which results in carrier-depleted interface
regions between doped layers, which will be the subject of
Section 5.1.2.

Doping leads to new eigenmodes of the sample, which
are observed in the Raman spectrum. The origin for this
modified behavior is the collective charge density oscilla-
tion of free carriers, denoted as plasmon, whose wavenum-
ber depends on the carrier concentration. With this charge
density oscillation an oscillating macroscopic electric field
is associated. This field leads to a coupling of the plas-
mon with the LO-phonon, because the latter also exhibits
a macroscopic electric field. The coupling of these modes
results in two new eigenmodes, denoted as plasmon–LO–
phonon (PLP) modes, which replace the former LO and
plasmon mode. The PLP modes are labeled as �− and �+,
and their wavenumbers depend on the carrier concentration.
Both PLP modes have a longitudinal character and there-
fore they may occur only at those wavenumbers for which
the dielectric function ���� is zero.

For a doped polar semiconductor the dielectric function
can be written as the sum of the susceptibility contributions
���� of valence electrons (VE), phonons (Ph), and free car-
riers (FC) [44]:

���� = 1+ �VE���+ �Ph���+ �FC��� (21)

In the low-wavenumber range, which is relevant for the
Raman shifts, the �VE contribution is constant. Therefore it
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is considered formally in the constant �� �= 1+�VE . In con-
trast, the contributions of the phonon and the free carriers
show a pronounced angular-frequency dependence:

�Ph��� =
�� · �2

TO

��2
TO − �2�− i��� Ph · �

(22)

where �TO is TO phonon resonance angular frequency, ��
is the phonon oscillator strength, which originates from the
bond polarity, and ���Ph represents the phonon damping.

The free carriers experience no restoring force and there-
fore the eigenfrequency of their oscillator is zero; the free
carrier susceptibility can be described by the Drude–Lorentz
model

�FC��� =
−�2

p

�2 + i���FC · � (23)

where �p is the plasma angular frequency and ���FC is the
scattering angular frequency of the free carriers.

When damping effects are neglected, one obtains from
the ���� = 0 condition for longitudinal modes the eigenfre-
quencies �± of the coupled PLP modes �− and �+:

�2
± = 1

2

(
�2

LO + �∗2
p

)± 1
2

[(
�2

LO + �∗2
p

)2 − 4�∗2
p �2

TO

]1/2 (24)

where

�∗
p =

[
�2

p

��

]1/2
=
[

1
��

ne2

�0m
∗

]1/2
(25)

is the plasma resonance angular frequency. The coupling of
the LO phonon with the plasmon leads to a renormaliza-
tion of the zeros of the dielectric function; note that the
plasma resonance angular frequency depends on the free
carrier concentration.

Figure 7 shows the doping dependence of the eigenfre-
quencies of the coupled plasmon–LO–phonon modes of n-
ZnSe. For low carrier concentrations (n < 0�5 · 1017 cm−3),
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Figure 7. Doping dependence of the eigenfrequencies of the coupled
plasmon–LO–phonon modes of n-ZnSe. Adapted with permission from
[31], J. H. W. E. Hermans, Ph.D. Thesis, RWTH Aachen, 1996. © 1996,
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the coupling is very weak: the PLP modes nearly coincide
with the original LO and plasmon mode. Strong coupling
occurs between 1017 and 1018 cm−3. For higher concentra-
tions the �+ mode approaches the plasmon mode. Note,
however, that the �− mode asymptotically approaches the
TO phonon wavenumber instead of the LO, an effect due
to the screening of the electric field of the LO phonon by
the free carriers.

The coupling also affects the polarization selection rules
of the PLP modes: a near-phonon PLP mode is observable
in an off-diagonal scattering configuration whereas a near-
plasmon mode is observable for diagonal scattering. The
peakwidth of both modes drastically increases with increas-
ing distance from the phonon frequency, since the damping
of the electrons is much higher than that of the phonon.

From Figure 7 it can be concluded that the �+ mode is
best suited for doping analysis: it shows the strongest doping
dependence, and for our example (n-ZnSe) it can be dis-
tinguished from the LO phonon for n > 1017 cm−3. In the
low-doping range, the �− mode often appears quite weakly.
Therefore, the doping analysis by Raman spectroscopy in n-
ZnSe is limited to the range n > 1017 cm−3. When comparing
different materials, the relevant parameter for the sensitivity
of Raman spectroscopy for doping analysis is the effective
mass m∗ of the free carriers, which appears in Eq. (25). The
lower m∗, the higher the Raman sensitivity.

For a quantitative doping level analysis from the PLP
modes the finite wavevector transfer in the Raman scattering
process has to be taken into account [see Eq. (6)]. The finite
q-value of the PLP mode implies a periodic carrier concen-
tration gradient, resulting in an additional restoring force,
which means an enhanced eigenfrequency. This spatial dis-
persion can be taken into account by the hydrodynamical
theory [45] as an extension of the Drude model, which yields
for the free carrier contribution

�FC��� q� = − �2
p

�2 − 3
5v

2
F q

2 + ı̇���
(26)

where vF is the Fermi velocity. A calculation of the wavevec-
tor dependence of the PLP frequencies shows that for n-
ZnSe the dispersion is negligible for n < 5 · 1017 cm−3, due
to the relatively large effective carrier mass.

P-doped samples with a rather low carrier concentra-
tion constitute an additional challenge because of the very
high effective hole mass and the quite low carrier mobility
(e.g., for p-ZnSe they amount to m∗

p = 0�6m0, and �p =
60 cm2/Vs, respectively).

Nevertheless, for nitrogen-doped ZnSe with p = 2�4 ·
1017 cm−3 at 300 K, the comparison of Raman spectra, taken
at T = 12 and 300 K, showed the thermal activation of p-
carriers. At 300 K the emerging PLP mode shows a distinct
additional broadening compared to the LO, due to the free
carrier scattering, although the PLP wavenumber still nearly
coincides with the LO [31]. In this way, the sensitivity of
PLP Raman scattering for low concentrations together with
high carrier masses and low mobilities is demonstrated.
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5. EFFECTS OF SIZE RESTRICTION
BY INTERFACES

With decreasing layer thickness in heterostructures, and
especially with the decreasing size of nanostructures, inter-
faces and surfaces play an increasingly important role. Cru-
cial aspects of interfaces are their structural, chemical, and
doping properties, and as a direct consequence their elec-
tronic behavior, which, for example, governs the electrical
characteristics of heterostructure devices. In layer and het-
erostructure growth (e.g., for subsequent nanopatterning),
surface analysis has attracted an increasing interest, because
the surface structure and quality are decisive for the further
growth process, either homo- or heteroepitaxial.

Among the established methods for the experimental
analysis are transmission electron microscopy at interfaces
and electron spectroscopy methods at surfaces. The former
technique yields information about structural perfection and
intermixing with a spatial resolution in the atomic range,
while the latter techniques are employed, for example, for
probing the surface chemistry and for an extremely sensitive
adsorbate detection.

Besides these electron-based techniques, recently meth-
ods of optical spectroscopy have found increasing inter-
est for interface and surface analysis. At first, this may
be surprising, because their rather high information depth
(generally ≥10 nm) seems to be a drawback for surface
and interface analysis. However, if a sufficient sensitivity
and selectivity is achieved (i.e., if signals from surfaces and
interfaces can be detected and separated from the remain-
ing signal), the relatively high information depth turns into
an advantage. During overgrowth it enables the monitor-
ing of the development from surface to interface (in-situ
growth control; see also Section 3). Furthermore, it allows
the selective analysis of buried interfaces in a nondestruc-
tive way without a sophisticated and troublesome sample
preparation.

Raman spectroscopy fulfills the requirements of sensitivity
and selectivity for many material systems. A sufficient sensi-
tivity for single atomic layers was achieved by instrumental
progress during the last decades, for example, by tunable
lasers for resonant enhancement of the scattering efficiency,
and by the employment of extremely sensitive CCD multi-
channel detectors (see Section 3).

The selectivity for signals from interfaces and surfaces is
based on

(i) Characteristic eigenfrequencies of surface and inter-
face vibrational modes.

(ii) A specific polarization behavior of the light scatter-
ing process from these modes, due to the surface and
interface symmetry properties.

(iii) The tuning of the laser wavelength to an elec-
tronic interband resonance of the surface or inter-
face, which may selectively enhance its scattering effi-
ciency by several orders of magnitude.

Our discussion of the consequences of size restriction by
interfaces in Raman spectroscopy will start with a treatment
of single interfaces and surfaces (Section 5.1). Here we will
consider vibrational modes of abrupt and reacted interfaces,
which reflect their chemical and structural properties, and

we will also discuss electronic band bending, which influ-
ences the transport properties at interfaces.

Subsequently, we will draw our attention to quantum
wells, multiquantum wells, and superlattices in Section 5.2.
These multilayer structures give rise to new phenomena
in the Raman spectrum, such as confined optical phonons
modes from the individual layers, and folded acoustical
phonons from the total stack.

5.1. Single Interfaces and Surfaces

5.1.1. Vibrational Modes
The subjects of this section are spectral eigenmodes which
find their origin in a single interface or in a surface. When
considering such interface-derived Raman signals, one has
to distinguish between two different possible origins:

(i) The characteristic chemical bonds at the interfaces
give rise to vibration modes whose wavenumber val-
ues are different from the bulk values of the interfac-
ing materials. These modes are denoted as chemical
vibrational modes.

(ii) The different dielectric properties of both materials
induce vibrational modes which are centered at the
interface. They are referred to as dielectric interface
modes.

Both types of interface modes will, of course, occur not
only at single interfaces but also in multiple layer systems,
such as multiquantum wells and superlattices, which are the
subject of Section 5.2. In these systems the multiplicity of
interfaces gives rise to an enhanced intensity of the inter-
face modes in the Raman spectrum, or even to a modified
dynamics due to mode coupling between adjacent interfaces.
However, the interface modes are discussed in this section
on single interfaces, because their occurrence does not nec-
essarily require multiple interfaces as, for example, folded
acoustical phonons do.

The occurrence at interfaces of unique chemical bonds
which do not belong to either of the constituting materi-
als is easily understood, for example, for stacks of Si and
Ge layers, in which the Si–Ge bonds occur uniquely at
the interfaces and lead to new chemical vibrational modes
in the Raman spectrum. These modes also may arise for
heterostructures consisting of two binary compounds which
have no element in common (i.e., systems AB/CD). For
growth in [100] direction, the interfaces may contain either
A–D or B–C bonds, depending on the switching procedure
during growth. For these two types of interfaces bonds, gen-
erally quite different vibration wavenumbers are expected,
especially when there is a signifcant mass difference between
both cations A and C, or between both anions B and D.

The vibrational wavenumbers of chemical interfaces
modes can be calculated from a semiempirical linear chain
model, whose input parameters are the atomic masses and
the bond strengths, which may be derived from the phonon
wavenumbers of the corresponding bulk materials. However,
in this calculation the strain in the interface bonds has to be
taken into account, because at AB/CD interfaces generally
strain values up to several percent will occur for the A–D or
B–C bonds, even if the compounds AB and CD are lattice
matched.
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The linear chain calculation yields the eigenfrequency and
the eigenmode pattern (i.e., the displacement amplitudes of
the involved atoms). The mode pattern shows an extremely
strong mode localization at the interface if the mode fre-
quency is distinctly beyond the vibration frequencies of the
constituting layers. For AB/CD systems this occurs if the
atoms with the lowest masses build the interface (e.g., for
ZnSe/BeTe, a strongly localized mode is expected for Be–Se
interface bonds). A heavy-atom interface (Zn–Te bonds for
ZnSe/BeTe) has a much lower eigenfrequency, which gen-
erally merges into the phonon wavenumber intervals of the
constituing materials. Therefore this low-wavenumber chem-
ical vibrational mode will penetrate much further into the
adjacent layers.

Many material systems do not allow ideally abrupt inter-
faces but tend to intermixing. This gives rise to layers of
reacted compounds whose thickness is in the range of at
least several monolayers. The resulting ternary or even qua-
ternary compounds have phonon wavenumbers which are
different from those of the original materials. Therefore
Raman spectroscopy is very well suited for their direct
identification.

Utilizing resonant Raman scattering is an essential exper-
imental technique for achieving a sufficient sensitivity to
detect interfacial bond vibrations and to identify reacted
interface layers. However, it should be mentioned that a
quantitative determination of interface layer thicknesses
from Raman spectroscopy is extremely difficult, since the
absolute scattering efficiency usually is not known.

Finally, for the case of ideally abrupt interfaces the
extremely low thickness of the interface layers (only one
monolayer) results in a modified symmetry with respect to
the bulk [46]. These symmetry properties should be reflected
in the polarization dependence of the interface Raman
peaks. Therefore polarization studies are an additional tool
in Raman analysis of interfaces and surfaces.

In addition to the chemically induced vibrational modes
arising from the different bonds at abrupt or intermixed
interfaces, a further class of interface-induced vibration
modes may be observed which originates from the differ-
ent dielectric properties of the constituent layers. Maxwell’s
equations give rise to the existence of vibrational modes
which are centered at the interfaces and show an exponen-
tial decay of the vibrational amplitude into the layers on
both sides of the interface. For these modes the materi-
als at both sides of the interface must have an opposite
sign of the dielectric function ���� at the angular frequency
� of the dielectric modes. Therefore, a condition for their
existence is that the �-value of one of the materials must
be negative in this frequency region. This implies that at
least one of both materials must show a dielectric resonance
(i.e., a phonon with an accompanying dipole moment due
to noncovalent atomic bonds). The dielectric interface mode
wavenumber then lies between the TO and LO phonon
wavenumber of this material. If both constituting materi-
als have noncovalent bonds and corresponding lattice vibra-
tions with a dielectric resonance, two interface modes are
expected. For stacks whose individual layer thicknesses are
below the decay lengths of the dielectric modes, a coupling
of the modes from the different interfaces may occur. This

behavior is in contrast to the interface-bond-induced chem-
ical vibration modes, which usually decay already within
one or two monolayers. Dielectric interface modes not only
occur at interfaces between two materials but also at the
interfaces between a material and vacuum or air. Then they
are referred to as dielectric surface modes.

Chemical Vibrational Modes from Abrupt Interfaces
The first Raman studies of chemical vibration modes from
abrupt interfaces of semiconductor layers were performed
on the III–V material systems InAs/GaSb and InAs/AlSb,
whose interfaces may consist either of In–Sb or of Ga–As
or Al–As bonds, respectively. In Raman spectra from
InAs/AlSb samples with In–Sb interfaces the InSb vibra-
tion mode was observed near 190 cm−1 [47], which is very
close to the LO wavenumber value of bulk InSb (196 cm−1).
The comparison of InAs/AlSb and InAs/GaSb revealed that
intermixing was virtually absent for In–Sb interfaces but
took place for Ga–As and was strongest for Al–As [48].
Furthermore, the modified symmetry-selection rules for the
interface layers were confirmed by polarization-dependent
experiments [46]. The strong dependence of the interface
quality on the type of bonds (A–D vs. B–C), which originates
from the different chemical bonding strength and diffusion
probability, is a commonly observed phenomenon, as can
also be seen from examples of II–VI interfaces, discussed
below.

The strong correlation between the choice of interface
bonds (A–D vs. B–C) and the resulting interface quality
was also observed for ZnSe/BeTe superlattices. Here X-ray
diffraction, transmission electron microscopy, and Raman
spectroscopy unanimously confirm intermixing in the case of
Be–Se bonds, whereas abrupt interfaces occur when Zn–Te
bonds are employed [49]. In the latter case, confined optical
and folded acoustical phonons in the Raman spectrum con-
firm the high degree of structural perfection and chemical
abruptness of the interfaces (see Section 5.2). However, no
chemical interface mode is observed, which may seem sur-
prising but is explained by the correlation between the mode
wavenumber and the degree of localization, as discussed
above. The Zn–Te mode is expected at about 200 cm−1. This
is clearly within the wavenumber range of ZnSe vibrations,
whose dispersion curve extends from zero to about 252 cm−1

(LO-wavenumber) and shows hardly any wavenumber gap
between the optical and acoustical branch, because of the
nearly equal atomic masses of Zn and Se. Therefore the
interface-derived mode merges into the phonon continuum.
For interfaces of the type Be–Se, which fulfills the wavenum-
ber requirement for a localized mode (Be–Se vibrational
wavenumber ≈576 cm−1), its occurrence is hampered by the
inferior quality due to intermixing.

Among the II–VI compounds, BeTe takes a special posi-
tion, for example, with regard to the possible observation of
chemical interface vibration modes. This compound, which
consists of the smallest group-II element (mBe = 9 amu) and
the second-heaviest group-VI element (mTe = 127�6 amu),
has unique properties in two respects: (i) its bond polarity
and (ii) its lattice dynamics.

Because of the combination of the row-II cation Be with
the row-V anion Te, the electronegativity difference between
cation and anion is strongly reduced with respect to other
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II–VI compounds, and the bond polarity of BeTe is by far
the lowest of all II–VI compounds [50]. This is expected
to result in an improved lattice stability, an aspect that has
made BeTe and other binary and ternary Be-chalcogenides
promising candidates for II–VI optoelectronics [51].

Here we focus to its lattice dynamics, which shows two
peculiar features:

(i) Due to the low atomic mass of Be, the optical phonon
wavenumbers are very high: they amount to 502 cm−1

for the LO and 461 cm−1 for the TO vibration, respec-
tively [50].

(ii) The very strong mass asymmetry (mTe = 14�2 · mBe)
leads to a quite broad interval of forbidden wavenum-
bers between the dispersion branches of the opti-
cal and the acoustical modes (“phonon gap”). This
reduces the possibility for interface modes to pene-
trate into the BeTe layers and, consequently, gives
rise to more favorable conditions for the observation
of localized interface vibrational modes.

These favorable conditions are fully exploited in
CdSe/BeTe heterostructures, consisting of CdSe monolayers,
embedded in BeTe layers [52]. Here, no layers of a second
compound with bulklike properties are involved. Thus, the
BeTe phonon dispersion curve is the only relevant one.

An important motivation for this strongly lattice-
mismatched material system (�a/a = 7%) is the formation
of spontaneous CdSe quantum dots due to strain relax-
ation for layer thicknesses beyond about 3 ML. However,
the CdSe epilayers of only 1 ML, which are discussed here,
should be fully strained.

Note that also in this stack two interface configurations
may be chosen: The interface (i.e., the transition bond
between the BeTe and the CdSe monolayer) may be either
Be–Se or Cd–Te. Just like for the ZnSe/BeTe system, pro-
nounced intermixing occurred for Be–Se interfaces (i.e.
for the atomic layer sequence · · · –Te–Be–Se–Cd–Se–Be–
Te–· · · ), while the highest abruptness and structural per-
fection was obtained for Cd–Te interfaces (i.e., for the
sequence · · · –Be–Te–Cd–Se–Cd–Te–Be–· · · ). This behavior
is deduced from the Raman spectra, shown in Figure 8.
Apart from the common GaAs substrate peaks at 265 and
292 cm−1, the upper spectrum (Be–Se interfaces) and the
lower one (Cd–Te interfaces) are quite different:

(i) While the sample with the Cd–Te interfaces shows
a well defined BeTe LO phonon at the expected
wavenumber of 505 cm−1, for Be–Se interfaces a
wavenumber-shifted, weaker, and broadened peak
appears, which may originate from the ternary
BeSexTe1−x.

(ii) In the wavenumber range between 150 and 220 cm−1,
which is the domain of Cd-related vibrations, the sam-
ple with Be–Se interfaces only shows a single, very
broad peak, while for Cd–Te interfaces a much better
resolved structure appears.

The CdSe monolayer-related structure in the Raman spec-
trum of the heterostructures with Cd–Te interfaces is
explained as a superposition of vibrational eigenmodes,
whose wavenumbers may be derived from the linear chain
model. For the fundamental vibration mode (i.e., maximum
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Figure 8. Raman spectra of a stack of 5 × 1 ML CdSe well in BeTe.
Upper curve: Be–Se interfaces, lower curve: Cd–Te interfaces. Reprinted
with permission from [52], V. Wagner et al., Appl. Surf. Sci. 175, 169
(2001). © 2001, Elsevier Science.

amplitude for the central Se atom, lower amplitudes for
the next neighbor Cd atoms, strongly reduced amplitudes
for the second-next neighbors Te, etc.), the wavenumber
value 216 cm−1 is obtained, while the next mode (i.e., zero
amplitude for the central Se atom, and maximum amplitude
but opposite directions for the neighboring Cd atoms, fol-
lowed by a comparable amplitude for the second-next neigh-
bors Te, etc.) should appear at 169 cm−1. These calculated
wavenumbers give a reasonable explanation of the experi-
mental result; however, for a quantitative agreement inho-
mogeneities have to be invoked, which constitute the onset
of quantum dot formation. For this reason they will be dis-
cussed in detail in Section 6.3.

For strained CdS/ZnSe superlattices the successful obser-
vation of a localized Zn–S interface mode was reported [53].
Here high-quality Zn–S interfaces occur which give rise to a
localized mode. The linear chain model predicts a wavenum-
ber of 317 cm−1, which is in very good agreement with the
experimental observation. From the atomic masses, a wide
separation between the Zn–S interface mode wavenumber
and the CdS confined optical phonons would be expected.
However, due to the strain-induced blue shift of the CdS
phonons, they appear very close to the Zn–S interface mode.

Raman signatures of monolayers at interfaces were also
observed for the group V elements on III–V or group
IV substrates. Sb on InP(110) or GaAs(110) leads to an
epitaxial monolayer, in which the Sb atoms form zigzag
chains. The corresponding Raman spectra show very sharp
peaks of the monolayer vibration modes, originating from
Sb chains [54]. Raman peaks due to molecular vibrations
were observed for As and Sb, adsorbed on Si(111) [55].

Chemical Vibrational Modes from Reacted Interfaces
Raman spectroscopy has been successfully applied for the
study of reacted interfaces for a wide variety of material sys-
tems, for example, metal–semiconductor interfaces, such as
Pt/Si [56, 57], and oxidized semiconductor surfaces, such as
GaAs [58], InAs [59], and InSb [60]. Here we will focus on
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reacted semiconductor–semiconductor interfaces. Interfaces
between different III–V epitaxial layers have been inves-
tigated, for example, for InGaAs/InP, grown by MOVPE
(metal organic vapor phase epitaxy). Here, intermixing-
induced InAsP and InGaAsP interface layers were detected,
whose thickness showed a systematic dependence of the gas
switching procedure at the interfaces [61–63].

II–VI epilayers on III–V substrates were studied, for
example, for the lattice-matched systems CdS/InP(110) [24],
ZnSe/GaAs(100) [64], and CdTe/InSb(100) [65]. Here, for
many growth conditions interlayers of the corresponding III–
VI compound were detected: Ga2Se3 (Raman peak, e.g., at
155 cm−1) at the ZnSe/GaAs interfaces, and accordingly,
at the interface CdTe/InSb elementary Sb (Raman peaks at
113 and 152 cm−1) and In2Te3 were observed due to the
reaction of the deposited Te with In from the substrate.
This reaction was considerably suppressed by starting the
CdTe layer growth with an enhanced concentration of Cd in
order to induce preferentially Cd–Te bonds instead of In–Te
ones [65].

By in-situ online Raman spectroscopy (see Section 3.3)
the formation of islands, interlayers, or other reaction prod-
ucts at the interface can be observed when recording the
temporal evolution of Raman signals either during over-
layer deposition or during the annealing of samples with
previously abrupt interfaces [22]. Both techniques have been
applied for group III elements, deposited onto Sb(111) sub-
strates. It was observed that for deposition of Ga or In
at 300 K GaSb or InSb was formed instantaneously; how-
ever, while the InSb growth mode is two dimensional, GaSb
shows three-dimensional and disordered growth, and for an
improved crystalline quality a deposition at elevated temper-
ature (beyond 200 �C) was required [66]. Group III depo-
sition at low temperature (170 K) resulted in abrupt inter-
faces. Subsequently, intermixing was induced by annealing,
while monitoring the compound development by Raman
spectroscopy, exploiting the ability to observe the buried
interface region below the group III overlayer. The evalua-
tion of the temperature dependence of the III–V formation
allowed the determination of the relevant diffusion param-
eters for InSb, GaSb, and AlSb [66].

Dielectric Interface Vibrational Modes For a dielectric
interface vibration with angular frequency �diel at the inter-
face between the materials A and B Maxwell’s equations
impose the condition �A��diel� = −�B��diel� [67]. For exam-
ple, for a ZnSe epilayer on a GaAs substrate, this means
at the ZnSe/GaAs interface �ZnSe��diel� = −�GaAs��diel� =
−12�9, and at the ZnSe/air interface �ZnSe��diel� = −1.
Because of its harmonic oscillator behavior with a resonance
at the TO wavenumber and zero value at LO, the dielectric
function of ZnSe fulfills both conditions in the wavenum-
ber interval between TO and LO: the ZnSe/GaAs interface
mode should appear about midway between TO and LO,
while the ZnSe/air mode (surface mode) is expected very
close to the LO, since ���LO�= 0. Thus, a qualitative assign-
ment of interface modes can be made.

As an illustration of a dielectric interface mode, Figure 9
shows a Raman spectrum of a ZnSe layer on GaAs, with
a thickness of dZnSe = 920 nm; in this enlarged view in
the spectral region of the TO and LO phonon of ZnSe, a
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Figure 9. Enlarged view of a Raman spectrum of a ZnSe/GaAs hetero-
structure, showing an interface mode between the TO and LO phonon
of ZnSe. Adapted with permission from [31], J. H. W. E. Hermans, Ph.D.
Thesis, RWTH Aachen, 1996. © 1996, Augustinus Publ. Co.

weak peak appears at about 218 cm−1 (i.e., between the TO
and LO wavenumber). Furthermore, a detailed peak shape
analysis of the ZnSe LO peak (not shown here) reveals a
shoulder on its low-wavenumber side, corresponding to an
additional weak Raman peak whose wavenumber is close to
the LO. Interestingly, for different ZnSe layer thicknesses
these two peaks appear with constant intensity, while, as
expected, the TO and LO intensity are proportional to the
ZnSe thickness. Therefore, the wavenumber and intensity
behavior of the peaks are strong indications of dielectric
interface vibrations.

However, for a quantitative interface mode assignment
the theory of dielectric modes has to be considered in more
detail: (i) their dispersion properties and (ii) the coupling
between the modes from the upper interface (epilayer–air)
and the lower one (epilayer–substrate). With regard to the
dispersion effects, it has to be considered that the interface
modes, as derived from Maxwell’s theory, propagate parallel
to the interface. This implies that they should not appear in
the Raman spectrum for ideal backscattering geometry but
are only observed due to finite wavevector components q�
parallel to the interface because of the quasi-backscattering
geometry and because of surface roughness. These effects
lead to q� values in the range of some percent of the total
q-transfer, that is, about q� ≈ 40,000 cm−1, which is rele-
vant not only for the mode wavenumbers but also for their
exponential decay length in the ZnSe layer. As a result, the-
ory predicts a coupling between the surface and interface
mode for ZnSe layer thicknesses below about 0.3 �m, which
induces noticeable wavenumber shifts.

The calculated mode wavenumbers are shown in
Figure 10 and compared with experimental results for dif-
ferent ZnSe layer thicknesses between 0.06 and 0.62 �m.
The quantitative agreement between theory and experiment
confirms the assignment of the observed Raman peaks to
the coupled dielectric modes, centered at the ZnSe surface
and the ZnSe/GaAs interface.
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Figure 10. Comparison between the measured and calculated wave-
numbers for the coupled dielectric interface modes of ZnSe/GaAs vs.
ZnSe film thickness. Adapted with permission from [31], J. H. W. E.
Hermans, Ph.D. Thesis, RWTH Aachen, 1996. © 1996, Augustinus
Publ. Co.

5.1.2. Electronic Band Bending
At semiconductor surfaces and at crystallographically non-
ideal interfaces usually unsaturated electronic bonds are
present which may tend to capture free electrons from the
underlying bulk material and trap them at the surface or
interface, respectively. This leads to an accumulation of
negative charge, which results in a repulsive potential for
the remaining free electrons. As a consequence, the region
immediately behind the surface or interface will be depleted
from free carriers (depletion layer), which may strongly
influence its transport properties. Furthermore, for quan-
tum dots, especially those produced by reactive ion etching,
such near-surface regions may reduce the luminescence effi-
ciency. The depletion layer depth increases with increasing
trap density and is reduced with increasing doping level,
since for high doping already a thin slab provides enough
electrons to fill the trap levels. Realistic values for depletion
layer depths vary from the nm to the �m range.

The depletion layer carries a net positive charge den-
sity which corresponds to the doping level, since in the
layer the electric charges of the ionized dopant atoms are
uncompensated due to the absence of free electrons. There-
fore the interface and the depletion layer together form a
dipole bilayer with an electric field inside, which decays lin-
early with distance from the interface. According to Pois-
son’s equation the depletion layer is described by a quadratic
increase of the electrostatic potential toward the interface.
This phenomenon is referred to as electronic band bending.
It is treated quantitatively, for example, by Rhoderick and
Williams [68].

The development of electronic band bending at surfaces
due to gas adsorption or the start of an overlayer growth is
usually analyzed by photoemission spectroscopy [69]. How-
ever, this method, which requires UHV conditions, is limited
to overlayer thicknesses of only some monolayers. Therefore
it cannot be applied for the analysis of buried interfaces,
which are relevant in heterostructures.

Raman spectroscopy, as an optical method, gives access
to buried interfaces. Besides, it is sensitive to doping, as was
shown in Section 4.4. Therefore Raman spectroscopy is a
powerful tool to analyze changes in the free carrier behavior
due to electronic traps at interfaces.

Two features in the Raman spectrum are sensitive to band
bending variations, namely the coupled PLP modes and the
LO phonon. For a doped material one would expect only
the PLP peaks �+ and �−. However, because in a depletion
layer no free carriers are present, the coupled PLP modes
can exist only in the bulk region behind the depletion layer,
while in the depletion layer only the pure LO phonon with-
out any coupling to free carriers can exist. Therefore, in the
presence of band bending the LO phonon modes as well as
the PLP modes are expected in the Raman spectrum, pro-
vided the light penetration depth is sufficient to reach the
doped region behind the depletion layer. The intensity ratio
ILO/IPLP is a measure of the depletion layer width and there-
fore of the density of trap states at the interface or surface
[70]. These phenomena are described in detail and with a
quantitative evaluation in ref. [3].

As an example of the abilities of Raman scattering for the
analysis of electronic trap states at interfaces here scatter-
ing results from a ZnSe/GaAs(100) interface are discussed.
The GaAs substrate was n-doped with a free carrier con-
centration n = 2 · 1018 cm−3. The influence of the inter-
face was deduced from the Raman spectrum of the GaAs
PLP modes and LO phonon. The laser excitation wave-
length was 476.5 nm, implying a negligible absorption in the
ZnSe layer and a penetration depth of 70 nm in the GaAs
substrate. The polarization configuration was off-diagonal:
100(010,001)100. In order to trace the effects of the ZnSe
relaxation, which starts at about 180 nm (see also Sec-
tion 3.3), Raman spectra were taken for different ZnSe layer
thicknesses up to 1.6 �m.

Some representative experimental results are plotted in
Figure 11. The Raman spectrum of the GaAs substrate with-
out ZnSe layer shows a broad structure, corresponding to
the lower PLP mode �−, at about 265 cm−1, that is, near the
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Figure 11. Raman spectra of ZnSe/n-GaAs heterostructures for differ-
ent ZnSe layer thicknesses d = 0 · · · 1�6 �m. Doping level nGaAs = 2 ·
1018 cm−3. Adapted with permission from [31], J. H. W. E. Hermans,
Ph.D. Thesis, RWTH Aachen, 1996. © 1996, Augustinus Publ. Co.
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TO-wavenumber, as is expected for this high doping level.
In addition, the LO phonon is observed at about 292 cm−1,
which is typical for undoped GaAs. The simultaneous obser-
vation of both features is due to the presence of a depletion
layer, which means electronic band bending. It is well known
that for a clean GaAs(100) surface with the doping level
of our sample the band bending amounts to 0.7 eV, which
leads to a depletion layer width of 22 nm. Using this value
of the layer width the measured LO/�− intensity ratio can
be interpreted in terms of the ratio of the Raman scattering
efficiencies for LO and �− without the need to know their
absolute values.

After deposition of ZnSe, the Raman spectra in Figure 11
show besides the appearance of the ZnSe LO phonon also a
change of the LO/�− intensity ratio of GaAs. First, the LO
intensity shows a strong decrease compared to the �− inten-
sity, as plotted for a layer thickness d = 107 nm. For larger
ZnSe thicknesses the ZnSe LO phonon intensity, of course,
increases very strongly, but also the GaAs LO/�− intensity
ratio increases again. This behavior reveals a strong dynam-
ics in the depletion layer width, which means a thickness
dependence of the electronic trap density at the ZnSe/GaAs
interface.

A quantitative evaluation of the Raman spectra in terms
of electronic band bending is shown in Figure 12. For this
evaluation the ratio of the scattering efficiencies of LO and
�− was used, which was obtained from the uncovered sur-
face. Besides the results derived from the spectra of Figure
11 the plot also shows band bending values obtained from
spectra with another laser line, taken at 80 K. The results
are consistent within ±50 meV.

The extremely strong reduction of the band bending for
ZnSe layer thicknesses below 150 nm proves the very high
quality of the ZnSe/GaAs interface. The pseudomorphic
ZnSe layer saturates about all the electronic traps at the
surface and near-flatband condition is achieved. This very
sensitive test underscores the excellent quality of the inter-
face for this MOVPE-grown heterostructure. Its quality is
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Figure 12. Band bending at the ZnSe/n-GaAs interface for different
ZnSe layer thicknesses d, derived from the Raman results in Figure 11.
Adapted with permission from [31], J. H. W. E. Hermans, Ph.D. Thesis,
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comparable with MBE-grown samples which were analyzed
by the same technique [71, 72].

The onset of the renewed increase of the band bending is
explained in terms of the strain relaxation beyond the crit-
ical layer thickness dc, which was obtained from ZnSe LO
phonon data from the same samples. The gradual increase
reflects how during the process of strain relaxation more and
more relaxation-induced dislocations reach the heterointer-
face. The saturation thickness of about 1 �m agrees well
with the value obtained from the strain-induced shift of the
ZnSe LO phonon (see Section 4.3). The saturation band
bending value of 0.4 eV corresponds to the defect density
at the interface which is expected from the lattice mismatch
between ZnSe and GaAs.

5.2. (Multi)-Quantum Wells and Superlattices

For II–VI materials like ZnSe and CdTe the condition for
quantum wells to be thin enough to exhibit quantization
effects in the electron wavefunctions implies thicknesses
below about 20 nm. If the thickness is further decreased,
these thin layers may also exhibit specific vibrational fea-
tures. The optical phonons, whose wavenumbers are very
characteristic for each material, usually cannot penetrate
into the neighboring materials because of the wavenumber
mismatch. This gives rise to the confinement of the opti-
cal phonons in the quantum well layer, which is reflected in
specific confined optical phonon (COP) peaks in the Raman
spectrum. They are discussed in Section 5.2.1. For periodic
thin-layer sequences of two alternating materials in multi-
quantum wells (MQWs) and in superlattices (SLs), consist-
ing of even thinner layers, these COPs usually occur in both
materials.

For acoustical phonons the situation is completely differ-
ent. Due to the nearly equal sound velocity in most solids,
these waves may travel through the total stack of layers in
a MQW or SL. However, the periodicity which is superim-
posed due to the layer stacking leads to a modification of the
translational invariance, and as a consequence for Raman
scattering also to a modification of the possible values of the
momentum transfer in the scattering process. As a result, in
contrast to bulk material spectra, in the Raman spectrum of
MQW and SL acoustical phonons may be observed. These
modes are referred to as folded acoustical phonons (FAPs)
and are discussed in Section 5.2.2.

Confined optical and folded acoustical phonons can be
utilized for the analysis of, for example, interface sharpness
and layer thicknesses. Several excellent extensive reviews
exist of the basic aspects of these features and the wide spec-
trum of experimental results, especially from III–V systems
[67, 73–78]. Therefore here only a very short overview of the
principles of confined optical and folded acoustical phonons
is presented, together with some examples from different II–
VI material systems. Of course, the interfaces in MQW and
SL may also give rise to dielectric and chemical vibrational
modes. These will not be discussed in this section, because
they have been treated extensively within the framework of
interface-induced phenomena in Section 5.1.1.
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5.2.1. Confined Optical Phonons
The amplitude envelope functions of confined optical
phonon modes in a MQW or SL can be visualized as the
eigenmodes of a vibrating string (basic mode and overtones)
in the slabs of one material, essentially unable to penetrate
into the adjacent layers of the other material, since these
layers have different vibration eigenfrequencies. Therefore,
for a MQW or SL which consists of a sequence of alternat-
ing layers of materials A and B the allowed wavelengths �
of these confined modes can be described in a good approx-
imation by the condition dA = m · �/2 for those vibrational
modes which are confined in material A, and correspond-
ingly for the modes in material B, where m is an integer
number, and dA and dB are the slab thicknesses of material
A and B, respectively [79].

For a slab consisting of n monolayers with a thickness
a0 per monolayer (half of the [001] lattice constant in a
zincblende structure), this condition yields for the wavevec-
tor q of the confined phonon [67]

q = �m

�n+ 1�a0
with 1 ≤ m ≤ n (27)

This means that the COP eigenmodes belong to a set of
equidistant q-values in the Brillouin zone. The factor (n+1)
(instead of the monolayer number n) takes into account the
very small but finite decay length of the vibrational ampli-
tude beyond the interfaces. Due to the optical phonon dis-
persion curve the modes with different index m correspond
to different eigenfrequencies, through which they may be
distinguished in the Raman spectrum. The negative disper-
sion of the optical phonons implies a decreasing eigenfre-
quency with increasing mode index m. For materials whose
bulk phonon dispersion curves already were known from
neutron scattering experiments, Raman-derived data show
a quantitative agreement with the neutron data [67]. This
opens up the path to derive phonon dispersion curves from
COP wavenumbers in Raman experiments on superlattices
(e.g., for materials of which no bulk samples for neutron
scattering are available). Beside the possibility of an optical
determination of the phonon dispersion curve throughout
the whole Brillouin zone, COPs have two additional relevant
consequences:

(i) They are a very sensitive nondestructive probe for
the lateral homogeneity and interface sharpness
of extremely thin layers. Thickness variations and
intermixing induce a smearing of q-values and con-
sequently an inhomogeneous broadening of the COP-
peaks, especially of those with higher-order numberm.

(ii) The confinement-induced wavenumber shift has to
be taken into account when analyzing strain or
composition-induced peak shifts.

For these reasons the wavenumber shifts of the various con-
fined LO phonon modes of ZnSe �m = 1� � � � � 6�, calculated
from Eq. (27) and based on the bulk ZnSe LO dispersion,
are plotted in Figure 13 vs. the ZnSe layer thickness.

Obviously, the first-order confined mode shows a
detectable wavenumber shift only for a layer thickness d <
5 nm, which is, interestingly, far below the onset of elec-
tronic confinement near d = 20 nm. However, for d = 2 nm,
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Figure 13. Confinement-induced wavenumber shift of the ZnSe LO
phonon, plotted as a function of the ZnSe layer thickness; index: confine-
ment order. Adapted with permission from [31], J. H. W. E. Hermans,
Ph.D. Thesis, RWTH Aachen, 1996. © 1996, Augustinus Publ. Co.

the shift of the first-order mode is already 1 cm−1, which is
comparable to typical strain-induced shift values.

Finally, for a correct mode-number assignment of the
COP peaks, it should be considered that the odd-order
modes �m = 1� 3, etc.) appear in the depolarized scat-
tering configuration z�x� y�z̄ with x� y� z the main crystal
axes, whereas the even-order modes occur in the polarized
z�x� x�z̄ configuration.

As a first example of confined optical phonons in II–
VI materials ZnSe/BeTe superlattices are considered, which
exhibit negligible lattice mismatch. Furthermore both mate-
rials are almost lattice matched to a GaAs substrate with
�a/a = +0�26% and −0�48%, respectively and can there-
fore be grown with very high quality. Balance of the residual
strain is obtained for a thickness ratio dZnSe/dBeTe ≈ 2 of the
individual layers. In this case the strain-induced shift of the
phonon wavenumber in ZnSe is as small as +1.15 cm−1. In
small period superlattices (dSL = 40 Å) consisting of 5 ML
BeTe and 9 ML ZnSe layers confined phonons in ZnSe up
to the sixth order can be observed [80, 81], which proves the
excellent sharpness of the interfaces. More detailed analysis
of the influence of interface quality on the confined phonon
spectrum is given in ref. [82].

In cubic CdS/ZnS superlattices, the optical phonon struc-
tures are dominated by the strain in the individual lay-
ers because of the extremely high relative lattice mismatch
of 7%. Probably due to this heavy strain, which is likely
to induce lattice imperfections, no higher-order confined
modes are observed. The essentially strain-induced shift of
the ZnS LO phonon amounts to −21�9 cm−1, which agrees
very well with the wavenumber shift, expected from the com-
pliance and phonon deformation potential values [83].

For CdSe/CdS superlattices with wurtzite structure on
GaAs(111), confined phonons were observed in far-infrared
reflectance. Under oblique incidence (angle of incidence =
45�) confined longitudinal modes occured for light polariza-
tion parallel to the plane of incidence, while confined trans-
verse modes appeared for polarization perpendicular to this
plane [84]. The mode wavenumbers are distinctly shifted due
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to the strain in the individual layers, which originates from
the lattice mismatch of 3.9%.

CdS/ZnSe superlattices offer the opportunity to stabilize
CdS, which naturally exhibits a hexagonal structure, in the
cubic zincblende modification, imposed by the embedding
ZnSe layers [85]. The layers in the resulting stack are heav-
ily strained due to the very high relative lattice mismatch of
2.64%, which limits the maximum thickness of the individ-
ual layers to some monolayers. The strain leads to a strong
shift of the ZnSe confined phonon modes. The observed
COP wavenumbers of CdS as well as ZnSe are described
consistently by a symmetrized strain (i.e. the SL adopts a
strain state, which corresponds approximately to that of a
freestanding SL). This implies for the ZnSe layers a redshift
of 4 cm−1 due to tensile strain, while the COP peaks in the
CdS layers are blueshifted by 6 cm−1 due to compressive
strain [53].

5.2.2. Folded Acoustical Phonons
Generally, in light scattering experiments from bulk samples
and simple heterostructures acoustical-phonon peaks exhibit
a very low wavenumber shift from the laser line (≈4 cm−1 for
the LA phonon) because of the small momentum transfer
in light scattering. Therefore they are the domain of Bril-
louin scattering. MQWs and SLs, however, exhibit a peri-
odicity length D along the growth direction of the stack,
which is strongly enhanced with respect to the bulk period-
icity: DMQW = nA · a0�A +nB · a0� B, which may be one or two
orders of magnitude beyond a0. The enhanced periodicity in
the growth direction implies a reduced periodicity in recip-
rocal space, which means a reduction of the Brillouin zone
length to �/DSL instead of its bulk value �/a0.

For the acoustical-phonon dispersion branch, the reduc-
tion of the Brillouin zone length may be considered as a
folding [67]. The slope of the dispersion branch (i.e., the
SL sound velocity) is obtained from the sound velocities in
the materials A and B by a weighted reciprocal averaging
[see Eq. (28)]. In the inset of Figure 14 the folding is shown
schematically for two superlattices [full line: SL (a), dashed
line: SL (b)] with different periodicities Da > Db. The folded
acoustical phonons may appear in the Raman spectrum as
peaks at those wavenumbers for which the q-vector of the
folded phonon branches equals the momentum transfer vec-
tor qs , which was introduced in Section 2.2 and is plotted as
here as a vertical dash-dotted line. The intersections of this
line with the phonon dispersion curve yield the wavenum-
bers of pairs of FAP peaks. The corresponding FAP spectra
are shown in Figure 14 for two ZnSe/ZnSe0�9S0�1 SLs of 120
periods with periodicities Da = 17 nm and Db = 9�8 nm.
Both show a pair of well resolved peaks as proof of a very
homogeneous periodicity. Moreover, the wavenumber shift
between both pairs indicates the sensitivity of the peak posi-
tion for changes of the periodicity.

The exact position of the FAP peaks in the Raman spec-
trum not only depends on the sample periodicity but also on
the laser wavelength, which determines the q-transfer. For a
quantitative evaluation, the FAP dispersion curve has to be
considered in detail. Its behavior can be described according
the Rytov continuum model [86], which yields for longitu-
dinal acoustical modes propagating in the growth direction
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Figure 14. Low-wavenumber Raman spectra for ZnSe/ZnSe0�9S0�1

superlattices with different periodicity lengths. The inset shows schemat-
ically their wavenumber dependence on the periodicity. Adapted with
permission from [31], J. H. W. E. Hermans, Ph.D. Thesis, RWTH
Aachen, 1996. © 1996, Augustinus Publ. Co.

of a (100) superlattice, of compounds A and B, with thick-
nesses dA, dB, sound velocities vA, vB, and mass densities
�A, �B

cos�Q�dA + dB�� = cos
[
�

(
dA

vA
+ dB

vB

)]
−
(
�2

2

)
· sin

(
�dA

vA

)
· sin

(
�dB

vB

)
(28)

In this expression, � is the normalized difference of the
acoustical impedance v · � of the two constituting bulk
materials

� = vA�A − vB�B√
vA�AvB�B

(29)

The first term of Eq. (28) describes the folding of the “aver-
age” dispersion curve due to the periodicity of the superlat-
tice and therefore reflects the geometry of the structure. The
second term describes the acoustical modulation due to the
different acoustical impedance and can lead to a wavenum-
ber splitting of the modes at the Brillouin zone center and
edge. The splitting is usually very small because the acousti-
cal impedances of the common semiconductor materials are
comparable and therefore �2/2 ∼ 10−2.

The calculated periodicity dependence of the FAP
wavenumbers is shown in Figure 15 for ZnSe/ZnSe0�9S0�1 and
for ZnSe/ZnS. The m = 0 line denotes the bulk phonon,
whose wavenumber is of course independent of the super-
lattice period, and its value is only 2 cm−1. The m = ±1 lines
represent the first pair of FAP peaks. Their increasing slope
with decreasing periodicity indicates the increasing sensitiv-
ity for thickness fluctuations in very short periodicity SLs,
which goes down to fluctuations in the monolayer range.

It should be noted that the appearance of the lowest
order folded acoustical phonons just proves a regular in-
depth periodicity over the lateral range which is covered by
the laser focus, without allowing the assessment of the inter-
face sharpness. For the latter purpose the intensities of the
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higher order FAP pairs (m = ±2; ±3, etc.) and especially
the confined optical phonons are a sensitive criterion.

For CdS/ZnSe superlattices, FAP modes up to the third
order were observed [53] whose wavenumbers agree very
well with those calculated with the Rytov model. For a SL
with individual layer thicknesses of 1.7 and 1.4 nm, respec-
tively, the intensity ratio of the third-order modes with
respect to the first ones amounts to 0.38, which agrees rather
well with the theoretically predicted value of 0.33 for a sym-
metrical SL. In this way, a very good lateral and in-depth
homogeneity of the SL is confirmed, as well as a clear inter-
face abruptness. Similarly, for CdS/CdSe strained SLs FAP
modes were observed whose wavenumbers are described
very well by the Rytov model [83].

Besides cubic SL hexagonal systems were also applied for
FAP studies. The observation of FAP modes was reported
for hexagonal CdSe/CdS superlattices, which are heavily
strained because of the extremely high lattice mismatch of
7% between CdS and CdSe. However, for the evaluation
of FAP mode wavenumbers, the strain is of no significant
relevance, because it is symmetrical: tensile in one material
and compressive in the other. Therefore it has hardly any
net effect for the wavenumber of the acoustical phonons,
which are eigenmodes of the total stack [85]. However, the
strain-induced piezoelectric effect in the individual CdS and
CdSe layers enables the observation of FAPs by measuring
infrared reflectance spectra at oblique incidence [84].

A quite original application of FAP modes was reported
for BeTe/ZnSe superlattices [82]. Here very pronounced
FAP peaks were observed at an average wavenumber of
35.8 cm−1 and a splitting of 3.1 cm−1 for superlattices, whose
periodicity consisted of 1.3 nm BeTe and 2.6 nm ZnSe. This
result enabled the determination of the hitherto unknown
sound velocity of BeTe, since all other input parameters
of the SL sound velocity (i.e., the layer thicknesses and
the sound velocity in ZnSe) were known. The resulting
value of vBeTe

s = 4180 m/s ± 5%, which is very similar to
the vs value for ZnSe, corresponds to an elastic constant
c11 = 8�9± 0�9 · 1010 N/m2 and agrees well with first-principle

density functional theory calculations, based on the local
density approximation [87].

6. NANOSTRUCTURES: QUANTUM
WIRES AND QUANTUM DOTS

This section covers the main item of this chapter, that is,
the application of Raman spectroscopy to nanostructures
such as quantum wires and dots. In these studies on
nanostructures the various abilities of Raman spectroscopy
are employed, which have been discussed above for bulk
materials and for layered structures and interfaces, such
as confinement effects and the determination of strain and
composition. The examples are classified according to the
production method of the nanostructures.

First, Raman results on chemically produced dots in glass
matrices will be presented in Section 6.1. For these sys-
tems, besides the chemical composition, also the average
dot size and the size distribution are main issues. Dot sizes
are determined from low-wavenumber Raman spectroscopy,
while the chemical composition is derived from the optical
phonon wavenumbers. Furthermore, the electron–phonon
coupling and the extension of the electronic wavefunction
beyond the dot edges are studied.

Section 6.2 deals with wires and dots which were gener-
ated lithographically by patterning and etching of quantum
well layers. Here strain distributions and the size depen-
dence of strain relaxation are the main subject of the
investigations.

As an alternative to the lithographic production of dots,
the spontaneous dot formation by three-dimensional growth
of strongly lattice-mismatched systems has gained much
attention. These self-organized dots are discussed in Sec-
tion 6.3. Here Raman spectroscopy can provide information,
for example, on the onset of dot formation, their chemical
composition, stability, and interface sharpness.

6.1. Chemically Produced Dots

6.1.1. Phonon Confinement in Quantum Dots
Quantum dots (QDs) fabricated by precipitation methods
are usually embedded in an amorphous matrix, like glass or
organic polymers, to stabilize them from aggregation. Theo-
retical investigations predict that among the optical phonons
TO, LO an infinite series of surface optical modes (SO) exist
in the nanocrystallite. Because of the eigenfrequency mis-
match between the dots and the amorphous matrix the lat-
tice vibrations cannot penetrate into the matrix: the phonon
wavefunctions are confined within the dots. In the Raman
scattering process, this spatial confinement results in a relax-
ation of the momentum conservation, which increases with
decreasing crystallite radius. This leads to an enhancement
of transition probability between the vibrational states and
therefore to a shortening of the lifetime of the excited
state. Finally, this shortening of the lifetime results in a
size-dependent increase of the homogeneous linewidth. The
relaxation can be observed in the Raman spectra as a
redshift of the LO wavenumber, caused by the negative
dispersion of the LO phonons, as well as an asymmet-
rical broadening of the peakwidth [88–92]. Recently, the
appearance of SO phonons as well as the size-dependent
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broadening of both LO and SO was accounted for the
observed broadening. The broadening should be due to the
boundary relaxation at the dot–matrix interface, which is
caused by the reduction of the mean free path L = kr in
QDs [93]. The lineshape of the confined LO phonon modes
can be calculated with the modified model for bulk phonons.
In this model the localization of the phonon wavefunctions
within crystallites with spherical shapes (or disc- or tube-
shaped) and a dispersion function due to the dispersion of
the dot sizes in the sample are considered [90, 94]. The cal-
culations result in a dispersion of the phonon momentum,
which depends on the crystallite radius r [89, 92, 94]:

I��� ∼
∫ �C�0� q��2

��− ��q��2 + (
�0
2

)2 dq (30)

For the Fourier coefficient of the confinement function usu-
ally a Gaussian function is taken:

�C�q��2 = exp�−q2d2/16�2� (31)

In a simple model the dependence of the redshift of the LO
phonon on the crystallite radius r can be deduced from the
phonon dispersion relation ��q� of the bulk mode, when q
is replaced by [38, 95–97]

qn = n�/�r + a/2� (32)

��q� is given by a fit of the phonon dispersion in form of

�2�q� = A+ �A2 − B�1− cos�qa���1/2 (33)

Here, A and B are fit parameters. The discussed model
is valid only for off-resonance Raman excitation. In reso-
nance Raman spectroscopy there are other factors that can
also broaden the linewidth of the LO phonon peak and are
not considered in this model. Many groups have already
observed the asymmetrical broadening in Raman experi-
ments on II–VI semiconductor dots (e.g., [94, 98]), but the
observed amount of the redshift lies below the expected one.
This can be caused by different effects. The most important
one is that the investigated dots are not small enough: The
dot radius should be smaller than the exciton Bohr radius of
the respective semiconductor material to obtain measurable
shifts (strong confinement regime). Furthermore, matrices,
especially those which form bonds with the surface atoms
of the crystallite, can induce strain on the crystallite surface.
The strain can cause a blueshift of the phonon wavenum-
bers, which may obscure the confinement redshift [97]. A
further explanation of the missing shift supported by some
groups [33, 92, 99] is the existence of defects, which are
formed during the preparation and which cause the LO
wavenumber to shift to higher values. For CdSe clusters the
exciton Bohr radius a0 is 5.6 nm [100, 101]. Thus, for clus-
ter radii below this value the confinement shift should be
observable.

This effect was experimentally demonstrated for LO
phonons of CdSe clusters in GeO2 glass matrix [89]. For dif-
ferent samples containing nanocrystals with average diame-
ters between 9.6 and 3.8 nm, the redshift of the LO phonon
signal as well as the broadening of the linewidth due to
the phonon confinement was clearly observed. The resulting

dependence of the peak wavenumbers on the nanocrystal
diameter showed a good agreement with the results of cal-
culations from Eqs. (30) and (31) [89].

The size dependence of the LO lineshape can also
be proven experimentally by wavelength-dependent Raman
investigations on a quantum dot sample with large size inho-
mogeneities. When changing the excitation wavelength the
resonating cluster sizes change, too. Thus, the whole size
distribution of a quantum dot sample can be probed and
size-dependent Raman spectra can be obtained from one
and the same sample. For higher excitation wavelengths the
LO phonon line shows the characteristics of confinement:
the asymmetrical broadening as well as the appearance of
the surface optical mode [102].

6.1.2. Size Determination of Nanocrystallites
by Low-Wavenumber Raman
Spectroscopy

Because of the strong size dependence of the optoelectronic
properties of nanocrystalline samples, the determination of
the crystallite sizes is a crucial point in the characteriza-
tion of nanocrystallites. Besides methods like high resolution
transmission electron microscopy and X-ray diffractometry,
low-wavenumber Raman spectroscopy was established as a
fast method to determine the average dot size. The modes
in the low-wavenumber range of quantum dot samples can
be attributed to the torsional (depolarization ratio � = 3/4,
�T

l� n) and spheroidal acoustical modes (depolarization ratio
� = 0, �S

l� n). The amplitude of the torsional mode is largest
at the dot surface. Therefore, size-dependent changes of the
interface conditions are expected to influence the intensity
of this mode. Thus, the torsional modes should show the
highest intensity for the particles with the smallest radius
and therefore weak particle matrix interaction [103, 104]. In
contrast, the amplitude of the spheroidal mode is displaced
within the particle and should have a weaker dependence
on the matrix. Effects, arising from the matrix, strain, or
shape, mainly have an influence on the eigenfrequencies of
the higher wavenumber modes, whereas the influence on
the lowest eigenfrequency mode is normally rather small
[104, 105]. Theoretical considerations have shown that the
spheroidal modes (even l) can be Raman active, while the
torsional modes (odd l) are Raman inactive [106]. A fur-
ther criterion for the identification of the low-wavenumber
modes is that spheroidal modes with l = 0 are observed only
in the polarized geometry, whereas the quadrupolar modes
with l = 2 are observed in polarized as well as in depolarized
geometry. The spheroidal as well as the surface modes show
resonance enhancement when the laser energy matches the
region of the lowest absorption band [107]. With the knowl-
edge of the elastic constants of the matrix and the dot shape,
it is possible to determine the dot radius from the wavenum-
ber of the spheroidal acoustical mode [108–110]: The quan-
tum dots are considered as elastic bodies, which are vibrat-
ing with eigenmodes, whose frequencies are proportional
to their diameter. The angular eigenfrequencies of the tor-
sional and the spheroidal modes are then given by [103–105]

�T
l� n = �T

l� nvl/d (34)

�S
l� n = �S

l� nvl/d (35)



296 Raman Spectroscopy of Quantum Wires and Quantum Dots

vl is the longitudinal sound velocity [m/s]; the factor �
depends on the crystallite shape and the matrix. For spheri-
cal cluster shapes the following equation for the dependence
of the lowest frequency eigenmode LFR on the cluster diam-
eter d is obtained [103–105, 107, 108]:

d = �
vi

cLFR
(36)

c is the speed of light. The numerical factor � depends on
the ratio between longitudinal and transversal sound veloc-
ity. For CdS and CdSe it is 0.9. The wavenumber posi-
tions of the low-wavenumber modes of quantum dots show
a dependence on the excitation wavelength. This is due
to the fact that each excitation wavelength induces reso-
nance for a specific cluster size [103]. From the shape of the
low-wavenumber band this size distribution can be calcu-
lated by fitting the peak with a distribution function [Gaus-
sian (symmetric) or Lifshitz–Slyozov (asymmetric)] [108].
An example of low-wavenumber Raman spectra of differ-
ent semiconductor-doped glasses (Schott glasses, CdSxSe1−x

quantum dots) is shown in Figure 16 [111]. On both Stokes
and anti-Stokes sides, the bands appear typically around 10–
30 cm−1. The derived diameter for example of OG550 glass
was 7.0 ± 0.4 nm.

6.1.3. Composition Determination
from Optical Phonons

For the determination of the composition of nanocrystal-
lites, which are embedded in a glass matrix material and
often occupy a volume fraction as low as 1%, X-ray diffrac-
tion seems to be extremely difficult. Raman spectroscopy
offers the advantage of the resonant enhancement of the
phonon signal intensity when exciting at an electronic tran-
sition of the semiconductor material. In these resonance
Raman spectra the mixed-compound phonon peaks appear,

Figure 16. Nonresonant low-wavenumber Raman spectra of different
semiconductor doped glasses recorded with laser excitation at 647 nm.
Reprinted with permission from [111], T. Bischof et al., J. Raman Spec-
trosc. 27, 297 (1996). © 1996, Wiley Interscience.

which were discussed for bulk material in Section 4.2. Now
the nanocrystallite composition is determined from a direct
comparison of the nanocrystallite mode frequencies with the
known composition dependence for the bulk material. A
consideration of possible size effects reveals that these are
expected for nanocrystallite sizes below 4 nm. Many relevant
systems consist of larger clusters, for example, the CdSSe
microcrystals in Schott glass long-pass filters, whose clus-
ter sizes are generally beyond 6 nm. Here resonant Raman
spectroscopy was applied successfully for composition deter-
mination [111].

Raman spectroscopy from optical phonon modes was also
applied for the study of the effects of thermal sintering up to
500 �C on CdTe/CdS “core-shell” clusters (i.e., CdTe cores,
embedded in CdS shells) in colloids and films [112, 113].
Comparison of the peaks in the cluster spectra with the well-
known LO phonons of CdTe (170 cm−1) and CdS (305 cm−1)
revealed that sintering between 100 and 200 �C initiates the
CdTe cluster growth. Sintering temperatures of 300–400 �C
lead to a release of tributylphosphine-capping ligands and to
the formation of bare CdS and CdTe nanocrystals. Finally,
above 400 �C the CdTe part of the nanostructures subli-
mates, leaving behind nearly pure CdS nanocrystallites.

6.1.4. Pressure Effects
In quantum dots produced by sol/gel processes strain can
be also caused by the surrounding matrix. The synthesis of
these samples implies sintering processes or the implanta-
tion of the dots into the molten matrix material. The thermal
expansion constants of this matrix are usually different from
the constants of the semiconductor. As a consequence, the
matrix can induce an effective pressure on the dot surface
upon cooling the sample.

For CdS and CdSe quantum dots pressure-dependent
Raman experiments resulted in a shift of the LO phonon
wavenumber and in a decrease of the LO phonon intensity
with increasing pressure. Finally, the LO phonon peak dis-
appears. This disappearance is caused by the transition of
the lattice structure from the direct bandgap wurtzite struc-
ture into the indirect bandgap rocksalt structure, in which
first-order Raman scattering is symmetry forbidden [33, 42,
43, 99, 114–117].

In pressure-dependent Raman spectra of CdS nano-
crystals with an average diameter of 8 nm deposited in glass
matrix, a linear blueshift with increasing pressure at a rate
of 0.47 ± 0.01 and 0.98 ± 0.02 cm−1/kbar, respectively, was
observed for the wavenumbers of the LO fundamental and
its first overtone [33]. The pressure coefficients are similar
to those of the bulk CdS, which is 0.5 ± 0.03 cm−1/kbar
for the LO fundamental [33, 37, 117–119]. The peak inten-
sities initially showed an increase with increasing pressure
due to resonance enhancement. Beyond 12 kbar the inten-
sities decreased strongly until at 60 kbar the intensity has
decreased to 8% of the intensity at 1 bar. In contrast to
measurements on bulk CdS, where a complete phase transi-
tion occurs above 27 kbar [33, 100, 116–121], the LO inten-
sity did not vanish completely [33, 116]. The initial increase
due to resonance effects is also much smaller than in bulk
CdS. This reflects the fact that the energy levels in the CdS-
glass composites are distributed over a large energy region,
caused by the size inhomogeneity of the sample.
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Pressure-dependent Raman experiments on CdS colloids
with an average diameter of 6 nm show the same pres-
sure coefficients as the glass composites. The pressure for
the highest resonance intensity in this sample is about 20
kbar. With further increasing pressure the Raman inten-
sity decreases strongly but shows no sharp cutoff like the
bulk [99, 119]. This cutoff is a sign for a lattice reorganiza-
tion to the rocksalt structure [33]. In some cases the phase
transition is incomplete and a weak LO signal due to the
mixed rocksalt/wurtzite structure can be observed even at
high pressures [99, 118]. A further difference in the obser-
vations in the bulk is the hysteresis in the pressure depen-
dence of the LO frequency shift, which is about 5 kbar in
QDs compared to 15 kbar in the bulk [35]. Other high pres-
sure studies with microcrystalline CdS show that there is a
complete phase transition at pressures below 40 kbar. This
difference in the phase transition behavior can be caused
by defects on the crystal surface. The defects induce a large
strain field in the crystal, which shifts the local phase transi-
tion to higher pressures. A second factor, which may cause
a shift, is the effect of the surface. The surface tension and
reconstruction energy result in a contraction of the lattice
constants in small particles [122].

6.1.5. Electron–Phonon Coupling
In the brief treatment of Raman scattering mechanisms in
Section 2.3 it was already discussed that in II–VI compounds
longitudinal-optical phonons are accompanied by a strong
electric field that induces a strong Fröhlich coupling of the
phonons to the electric field of the optically excited exci-
tons, which constitute the intermediate states of the Raman
scattering process. Therefore, for these materials the Fröh-
lich mechanism dominates the electron–phonon coupling in
resonant Raman scattering.

In order to understand the impact of nanostructures for
the electron–phonon coupling efficiency, the Fröhlich inter-
action mechanism is considered here in more detail. The
origin of the electric field of the exciton is the difference
in spatial extent of the electron and the hole wavefunc-
tion. In bulk materials the electron is much less localized
than the hole. From this incomplete overlap and because of
the difference in the effective masses, a carrier distribution
results in a positive net charge in the central region and a
negative net charge on the edges. The Fröhlich mechanism
describes the coupling of this electronic charge inhomo-
geneity with the polar lattice [38, 123–126]. The magni-
tude of the electron–phonon coupling depends on the shape
of the phononic and excitonic carrier distributions and on
the polarizability of the excitonic state. Its maximum value
occurs for those phonons whose wavelengths match the exci-
ton dimension [38, 123].

Experimentally, the electron–phonon coupling (EPC) effi-
ciency can be derived from resonant Raman scattering
and its excitation profile, i.e., the dependence of the scat-
tering efficiency on the incident and scattered photon
energy. In this way, incoming and outgoing resonance pro-
files are obtained. For this purpose, not only first-order
Raman scattering but also scattering from phonon over-
tones is employed. The electron–phonon coupling efficiency
is derived from the relative scattering intensities of these

modes [125, 126]. For example, in bulk CdS, up to eight
overtones are observed in resonant Raman spectra because
of the very efficient coupling between excitons and strongly
polar lattice vibrations [127, 128].

In small clusters the situation is different in various
aspects: In contrast to the bulk the conservation of momen-
tum in quantum dots is relaxed and first-order Fröhlich-
induced Raman scattering becomes allowed. The bulk model
for calculating the EPC cannot be applied for nanocrystals
since it does not imply boundary conditions of the carrier
and vibrational confinement. To calculate the size depen-
dence of the EPC, a new model has to be considered, which
includes the confinement and also surface effects, like the
trapping of the hole at localized surface states. Many authors
performed experimental and theoretical investigations of the
size-dependent coupling to the optical phonons (LO; TO;
SO) of nanocrystallites [95, 96, 123, 125, 129–132]. Different
approaches were applied for the calculation of the exciton
wavefunction and for boundary conditions for the coupling
to the LO and SO phonons. Despite the numerous investi-
gations, up to now no consistent picture was obtained [38,
94, 124, 130, 133–135].

Generally, there are two compensating size effects on the
EPC: The first effect is the confinement-induced increas-
ing spatial overlap between the electron and hole wave-
function of the exciton, which is expected to reduce the
EPC because of the reduced polarizability of the exciton by
the lattice vibration [38, 39, 95, 106, 123, 136]: For suffi-
ciently small clusters, the electron and hole wavefunctions
coincide. For these clusters the excitonic polarizability van-
ishes and so should the EPC [123, 129]. In addition, the
effect of the crystallite surface has to be taken into account:
The hole can be localized in traps like defects or vacan-
cies on the crystallite surface, for example, in uncoordinated
Se-p-orbitals. By this trapping the wavefunction overlap is
reduced and therefore the polar character of the excitonic
charge distribution increases. This charge distribution causes
a lattice distorsion which produces an enhancement of the
Raman cross section of the LO mode and its overtones
[38, 123, 128, 131].

Taking into account both effects one can conclude that
with decreasing cluster size there must be first an increase
of the EPC due to the trapping-induced decreased over-
lap between electron and hole (weak confinement regime),
followed by a decrease of the EPC due to the increasing
overlap between electron and hole with further decreasing
crystallite radius (intermediate confinement regime) [127].
This decrease can be observed in the vibrational spectra
in which a decreasing number of overtones as well as a
decrease of the ratio of the integrated LO-overtone and fun-
damental intensities are observed [126]. As an example, res-
onance Raman spectra of CdS bulk and three different CdS
nanocrystallite samples with average sizes of 10, 6, and 4 nm
showed a clear decrease of the ratio of the integrated inten-
sities of overtone to fundamental with decreasing crystallite
size [125]. Further Raman experiments with even smaller
CdS crystallites confirmed this decrease [38]. The observed
excitation wavelength dependence of the 2LO/1LO ratio,
which is due to the inhomogeneous size distribution in these
samples, also agrees with this size dependence.
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In the weak confinement regime, a decrease of the EPC
is also found for higher temperatures: with increasing tem-
perature the trapped hole can be thermally activated across
the potential barrier on the surface and therefore becomes
delocalized. The result is an increased overlap of electron
and hole and thus a strong decrease of the EPC coupling
with increasing temperature [127].

Recent calculations, involving all kinds of optical phonons
or based on the nonadiabaticity of the electron–phonon sys-
tem, resulted in an increasing overtone/fundamental ratio
with decreasing dot radius in accordance with experiments
on CdSe and CuBr QDs [135, 132].

6.2. Lithographically Patterned
Wires and Dots

For heterostructure systems, which are the origin of nano-
structures such as quantum wires and dots, generally lattice
mismatch between the layer materials occurs. This mismatch
induces strain, which affects the electronic band structure
and consequently the optical properties. In addition, this
strain also affects the vibronic properties, as discussed in
Section 4.3. The optical as well as the vibronic properties
of nanostructures are influenced not only by strain but also
by, for example, composition and confinement effects. For-
tunately, for the vibronic properties these influences have
different features than for the optical behavior. Therefore,
mostly a combined analysis by Raman spectroscopy and pho-
toluminescence allows the separation of these effects.

For combinations of materials with a small or moder-
ate lattice mismatch, pseudomorphic growth occurs (i.e., a
strained epitaxial layer growth) up to a critical thickness.
From this thickness onward, the strain decreases because
of the formation of misfit dislocations. The appearance of
misfit dislocations can be observed in the Raman spectra as
an increase in the intensity of the symmetry-forbidden TO
phonon peak as well as a broadening of the LO phonon
peak.

The following section treats the pressure dependence of
the vibrational properties as well as the strain effects in
quantum wells and superlattices. Finally, the last part of this
chapter deals with the strain relaxation in etched quantum
wires and dots.

6.2.1. Strain Effects in Nanostructures
Due to Lattice Mismatch
in (Multi)-Quantum Wells

In the MBE growth of layered systems the lattice mis-
match between barrier and well induces biaxial strains in
the interface regions. These strains cause shifts of the LO
phonon wavenumber, which are proportional to the strain.
For compressive (tensile) strain a blueshift (redshift) of the
phonon wavenumber can be observed [43, 115, 137–139].
The amount of this shift may depend on the layer thickness
[39, 140, 141]. For ZnSe on GaAs, from the beginning of
the epilayer growth large elastic strains occur parallel to the
interface due to the lattice mismatch. This strain causes an
distinct blueshift of the phonon wavenumber. At a critical
thickness of h0 = 80 nm, the first stable dislocation pairs
can be formed [142–144]. At a thickness dc of 300 nm other

arrangements of dislocations are formed [143] and total
relaxation by the formation of arrays of misfit dislocations
takes place. For thicknesses beyond 600 nm the wavenum-
ber gradually approaches the value of the stress-free LO
phonon. The appearance of misfit dislocations and stacking
faults leads to a strong decrease of the lattice quality. There-
fore, for the growth of a high-quality layer it is necessary
to keep the layer thicknesses below the critical thickness.
The strains in these layers lead to changes in the vibrational
properties, which can be estimated by Raman spectroscopy.
By these experiments the dependence of the strain on the
layer thickness can be evaluated in one and the same sample
[22, 145]. In ZnTe/ZnSe superlattices with a lattice mismatch
of about 7% and thicknesses of 0.5–5.0 nm the superlattice
is not destroyed by diffusion of Se or Te even for very small
layer thicknesses. The Raman spectra of these samples show
an asymmetrical LO phonon peak with increasing width for
increasing layer thickness [146]. This increasing peakwidth is
caused by inhomogeneous strain, whose amount is increas-
ing with increasing layer thickness. The LO wavenumber
position depends rather on the ratio dSe/dTe than on the
absolute thicknesses of the layers [142]. For these superlat-
tices the LO phonon position shifts with decreasing ratio
dSe/dTe from the wavenumber position of pure ZnSe to the
wavenumber position of pure ZnTe. The TO phonon peak,
which appears because of the strain effects, shows a shift
of the wavenumber position, which is linear to dTe/�dSe +
dTe�. The experimental shifts are in good agreement with
the shifts calculated from the equations, given in Section 4.3
[22, 39, 137, 145, 147–156]. Biaxial strain in the layer per-
pendicular to [001] makes the sample quasi-two-dimensional
and the pressure-dependent shift is then given by Eqs. (13)
and (14) [39, 42, 43, 146].

Besides the strain caused by lattice mismatch, another
contribution exists which gains in significance when the
sample is cooled to very low temperatures. This thermally
induced strain is caused by the different thermal expan-
sion coefficients. At room temperature the amount of the
thermal strain is about one order smaller than the lattice
mismatch induced strain, whereas for low temperatures this
strain can become dominant [155]. The rather small strains
for very thin layers can be explained by the growth of a
kind of island structure, which can be used for the MBE
fabrication of quantum dots (Stranski–Krastanov model: see
refs. [157–161]). In contrast to the lattice for a complete
layer, the lattice at the edges of these islands is relaxed,
which leads to a reduced strain shift. For the investigation of
inhomogeneous strains (i.e., local strain fields like quantum
islands), the second-order Raman signals have to be used.
Due to the momentum conservation, the optical phonons
involved in a first-order process originate from the center
of the Brillouin zone. Because of this, they have quite long
wavelengths, on the order of ≥100 nm, so only homogeneous
strains with extensions larger than the phonon wavelength
can be obtained. The phonons participating in second-order
processes mostly originate from the zone boundary and
therefore obtain shorter wavelengths in the range of 1 nm.
Therefore, small structures, like quantum islands or inter-
face clusters, can give rise to observable shifts of the second-
order signals, whereas the first-order signal is an average
over a larger area [162]. A discrepancy in magnitude of the
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strains calculated from the shift of the first-order signals on
the one hand and from the splitting of the second-order
bands on the other hand is a sign for inhomogeneous strain
fields. This inhomogeneity can be explained when assum-
ing large low strain areas and small high strain areas at the
interface, as is the case for small Ga2Se3 islands (1–10 nm)
at the GaAs/ZnSe interface [162, 163].

6.2.2. Strain Relaxation in Quantum Wires
and Etched Quantum Dots

In the fabrication of etched quantum wires and quantum
dots, the strain caused by lattice mismatch in MBE grown
layers is partially reduced by the etching process. At their
lateral surfaces these structures have the opportunity for
relaxation. This ability is increasingly hampered toward the
center of the wires or dots. Therefore (e.g. for wires) the
overall degree of relaxation depends on the ratio of the
relaxed wire edges to the total volume of the wire. Thus,
for a reduction of the wire dimensions, like the reduction
of the wire width or the wire length, a reduction of the
total amount of the strain is possible. As already mentioned
above, the first-order Raman signals do not distinguish local
strains, so only one signal for the whole wire or dot can be
obtained, which consists of the signals of the strained cen-
ter as well as the relaxed edges. But even in the first-order
spectra the strain relaxation can be observed as a shift of the
LO phonon wavenumber toward the value of the unstrained
material.

The Raman analysis of edge relaxation will be discussed
here for the system CdxZn1−xSe/ZnSe [164–166]. The inves-
tigated structures consisted of CdxZn1−xSe quantum wells
(thickness ≈5 nm), embedded in ZnSe layers on GaAs(100),
which had been patterned to wires and dots by e-beam
lithography and subsequent wet etching. Wire widths and
dot sizes were down to about 15 nm. The Raman spectra
are expected to show the LO phonon peaks of CdxZn1−xSe
and ZnSe. In the size range of these structures no phonon
confinement effects are expected, as shown in Figure 13.
Thus, the CdxZn1−xSe LO phonon wavenumber is fully
determined by the composition of the layers and their
strain state. The Cd content of all structures was chosen
≤35% in order to limit the lattice mismatch, thus avoid-
ing the onset of relaxation processes before the pattern-
ing, which would deteriorate the crystalline perfection. The
composition-dependent vibronic behavior of CdxZn1−xSe is
described by the two-mode model (see Section 4.2). The Zn–
Se vibration mode is expected to be much more intense than
the Cd–Se mode, because x � 0�5. Therefore in the follow-
ing the ZnSe-like mode will be analyzed. With increasing Cd
content x, its wavenumber decreases, starting from LOZnSe
(=256 cm−1) with a downshift of about 0.26 cm−1 per per-
cent Cd, which results in LOCdZnSe = 247 cm−1 for x = 0�35
[114], thus enabling the spectral separation between the LO
peaks of the CdZnSe wires and the ZnSe barriers. However,
for lower Cd content (x ≤ 0.2) this separation will become
increasingly difficult.

The Raman spectra for two different compositions and
various wire widths and lengths are shown in Figure 17.
The Cd content was x = 0�2 for spectra (A) and x =
0�35 for spectra (B), while the wire widths were either

Figure 17. Resonance micro-Raman spectra of CdxZn1−xSe/ZnSe
quantum wires with different wire width W and wire length L. Cd con-
tent: x = 0�2 for spectra (A) and x = 0�35 for spectra (B). Reprinted
with permission from [164], B. Schreder et al., J. Appl. Phys. 88, 764
(2000). © 2000, American Institute of Physics.

beyond 100 nm (upper spectra) or below 40 nm (lower
spectra). These values had been chosen because side-face
relaxation effects become observable for wire widths below
about 100 nm and full relaxation is achieved at about
40 nm [167]. The wire length was varied between 100 �m
(denoted 1D) and the wire width W , thus ending up with
a quantum dot geometry. The most pronounced changes
occur in the Raman spectra (B) of samples with a Cd
content x = 0�35, because here the peaks are well sepa-
rated. The spectra B show the ZnSe LO peak at 256 cm−1

(= bulk wavenumber) and additional peaks due to the
CdZnSe wires. As a common feature for all wire lengths
the 247 cm−1 peak occurs, whose wavenumber corresponds
to bulk Cd0�35Zn0�65Se. Therefore it is explained in terms
of the relaxed regions at the side faces and the end faces
of the wires. Obviously, its relative intensity increases with
decreasing wire length. Finally, especially in the spectrum
for the wider wires (W = 150 nm), a third feature appears
in between, which is attributed to the central region of the
wires. Here the ZnSe-like LO phonon of the CdZnSe wires
is blueshifted with respect to bulk CdZnSe due to com-
pressive strain. This interpretation is underscored by the
decrease of the relative weight of this structure with decreas-
ing wire size.

For the spectra (A), due to the low Cd content of x = 0�2,
no separation between the ZnSe and CdZnSe phonon peaks
is obtained. However, in the superimposed peak a clear shift
and shape change is observed, which can be explained along
the same line as for the samples with the higher Cd content
[164].
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Small shifts of the sum peak when changing the excitation
wavelength are due to the change in the resonance condi-
tions of the well and the barrier, which leads to changes
in the relative intensities of the two peaks. With decreas-
ing wire width x the LO phonon position of the ZnSe-like
phonon shows a redshift toward the wavenumber of the
unstrained material, whereas the wavenumber of the ZnSe
LO phonon remains constant [168].

In order to evaluate these data as detailed as possible,
the expected phonon wavenumbers and their strain-induced
local variation were calculated. In this procedure, for each
point of the wire cross section the strain was minimized
with respect to the nearest neighbors by applying the finite
element method [168–170]. In this way, every point of the
wire cross section is characterized by a particular phonon
wavenumber, dependent on the stress in this point. More
detailed calculations of the strain field in short wires or dots
result in shear strains at the corners of the wires which also
have to be considered in the calculation of the wavenum-
ber shift [171]. The calculated position-dependent wavenum-
bers show a strong lateral inhomogeneity as well as a clear
height dependence. It can be seen from the model that the
wire edges are totally relaxed and therefore obtain the bulk
phonon wavenumber, whereas the strain in the wire centers
is comparable with the strain in the well for the thick wires
but decreases with decreasing wire width. Total strain relax-
ation is predicted for widths below 10 nm.

A comparison of the expected LO phonon wavenumbers,
which may be obtained by averaging over the wire height
z and the wire width, with experimental results shows that
experimentally full relaxation is obtained already for widths
below 30 nm. The averaging over wire regions with dif-
ferent strain leads to a theoretically predicted redshift of
the position of the resulting wire peak with decreasing wire
width due to the increasing influence of the relaxed regions.
This phenomenon was experimentally observed [167–170,
172] for samples with various Cd contents and resulted in
a temperature-independent wavenumber difference between
the LO peaks of CdZnSe and ZnSe [167, 168]. Furthermore,
the spectra in Figure 17 show distinct peaks from the relaxed
and the strained range. These results indicate a sharp change
in the lattice constants between the center and the edge of
the wire rather than a step by step relaxation.

For a quantitative evaluation of the Raman peak inten-
sities and shapes in terms of the relative contributions
from differently strained regions, the local scattering effi-
ciency has to be taken into account. The resonant enhance-
ment at the electronic bandgap, which was discussed in
Section 2.3, may lead to a preferential selectivity for
regions with a specific strain value, because the electronic
bandgap value is also strain-dependent. This phenomenon
was confirmed experimentally by experiments with differ-
ent laser lines, which resulted in different peak shapes
[168, 173]. Systematic investigations of the excitation profiles
in resonant Raman scattering revealed that for the system
CdxZn1−xSe/ZnSe the wavelength dependence of the peak
shape increases with increasing Cd content and with increas-
ing wire width. This is attributed to more pronounced inho-
mogeneities [174].

6.2.3. Oxidation at Open Sidewalls
Etching of quantum wires and dots out of 2d-grown quan-
tum well structures (mesas), which is the topic of this sec-
tion, inherently creates new interfaces at the sidewalls of
those dots and wires. The cleanliness of the side faces
is crucial for the optical properties of these systems. The
increased surface recombination rate at the sidewalls creates
dead layers. The process technology applied for the etching
process as well as exposure of the sidewalls to air ambient
crucially affects the properties of the dead layers [175–177].
Additionally, oxide layers are expected to affect the sidewall
strain relaxation of a strained active layer in very small struc-
tures (<50 nm). By using a UHV-compatible process (e.g.,
dry etching), the influence of sidewall oxidation due to air
ambient can be investigated. By coupling the sample prepa-
ration via a UHV transport system to a UHV Raman setup,
the intentional oxidation of the sidewall can be followed
by Raman spectroscopy. So MBE-grown CdZnSe quantum
wells embedded in ZnSe grown on GaAs(100) substrates
exhibit a systematic downshift of the ZnSe–LO mode upon
air contact. This downshift, which does not exist for 2d ref-
erence mesas and increases with decreasing wire width (e.g.,
−0�6 cm−1 for 40 nm wire width) is attributed to the addi-
tional strain component due to the sidewall oxidation [14].

6.3. Self-Organized Dots

Self-organized dots are formed by atomic rearrangement
due to strain relaxation in strongly mismatched epilay-
ers (i.e., lattice mismatch in the order of percent) when
the epilayer thickness exceeds a critical value, usually only
few monolayers. This three-dimensional growth mode is
referred to as Stranski–Krastanov growth. For achieving
nanostructures, it constitutes a very interesting alternative
to lithographically defined dots, because it does not require
a highly sophisticated patterning technology. Moreover, it
allows direct overgrowth of the dots without interruption of
the UHV conditions. Of course, a crucial point is the dot
size homogeneity.

These self-organized dots have attracted much attention
because they offer an interesting potential as active layers
in semiconductor laser diodes. II–VI dots are considered
promising candidates for the realization of diodes in the blue
and blue-green spectral range.

Raman spectroscopy is applied for studying, for exam-
ple, the onset of dot formation, their chemical composition,
interface sharpness, and stability. The Raman analysis of
self-organized dots constitutes a special challenge from the
viewpoint of sensitivity, because we deal with extremely low
scattering volumina. The dot thickness can be as low as only
a few monolayers, and the lateral coverage factor is below
one. These drawbacks are overcome by resonant excitation
at the electronic transitions of the dots, which selectively
enhances their Raman signals. However, one has to avoid
the obscuring of the Raman peaks by photoluminescence
(PL). This may be achieved either by excitation at the low-
energy edge of the PL peak or by utilizing the resonant
Raman enhancement at a nonfundamental electronic tran-
sition (e.g., E0+�0).
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6.3.1. Onset of Dot Formation
For CdSe/BeTe, Raman studies were performed at the very
beginning of quantum dot formation (i.e., thickness fluctua-
tions as low as one monolayer). In this very strongly lattice-
mismatched material system (�a/a = 7%) self-organized
dots are known to occur for layer thicknesses beyond about
3 ML. In the study which is discussed here, the initial stage
of the dot formation process was conserved in CdSe layers
of nominally one ML by embedding them between BeTe lay-
ers. For reasons of Raman intensity, a stack of five CdSe
single MLs was grown, separated by BeTe barrier layers with
a thickness of 4.5 nm each. For the interfaces Te–Cd bonds
were chosen because they give the best abruptness, as shown
in Section 5.1.1. The resulting Raman spectra were partly
presented already in Figure 8. Their explanation in terms
of CdSe-ML vibrations, (i.e., eigenmodes of the sequence
· · · –Be–Te–Cd–Se–Cd–Te–Be–· · · ) resulted in a quantita-
tive agreement of the experimental peak positions with the
relative positions according to the linear chain model but
could not quantitatively explain the peak shape. For obtain-
ing this detailed agreement, additional vibration modes have
to be invoked which require the assumption of laterally
distributed inclusions of two MLs (i.e., the sequence · · · –
Be–Te–Cd–Se–Cd–Se–Cd–Te–Be–· · · ). The atomic displace-
ments of the resulting additional eigenmodes are shown in
Figure 18, together with the corresponding eigenwavenum-
bers, as derived from the linear chain model. The essen-
tial modifications as compared to the one ML modes are a
slight downshift of the Te–Cd interface-centered mode by 5
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Figure 18. Displacement vectors and wavenumbers of vibration modes,
related to two ML CdSe, embedded in CdTe with Cd–Te interface
bonds. These modes were obtained by a linear chain calculation with
next neighbor interactions. Adapted with permission from [52], V. Wag-
ner et al., Appl. Surf. Sci. 175, 169 (2001). © 2001, Elsevier Science.

to 164 cm−1 and a splitting of the most strongly confined
mode, the former Cd–Se–Cd mode (216 cm−1), yielding two
new wavenumbers: 204 and 224 cm−1. Thus, the 190–220
cm−1-structure in Figure 8 is fitted quantitatively as a super-
position of three peaks: the central one from the one ML
regions and the outer ones from the two ML inclusions.

A further confirmation of this model was obtained from
resonance effects in Raman spectra for various laser lines.
Due to the different electronic transition energies of the
one and two ML regions, a variation of the relative con-
tribution of these regions is expected when changing the
incident photon energy. This should result in changes of
the peak shape. Indeed, the spectra in Figure 19 show a
systematic trend: in the 190–220 cm−1-structure, the edge
contributions, which are attributed to the two ML vibra-
tional modes, are more pronounced for the 2.5 eV laser
line, while an increase of the laser energy to 2.71 eV results
in an increase of the central part, which is attributed to
the one ML mode. This trend of an increased contribution
of the one ML regions with increasing laser photon energy
corresponds to the expected resonance behavior, since the
confinement-induced enhancement of the electronic transi-
tion energy for one ML regions should exceed the two ML
value.

These Raman spectroscopy results, concerning the
abruptness of interfaces with Te–Cd bonds and fluctuations
of the CdSe layers, which result in one and two ML regions,
are fully consistent with transmission electron microscopy
results. The latter reveal within each layer a regular distribu-
tion of alternating one and two ML regions and, moreover,
a correlation between neighboring layers, which leads to a
chessboardlike pattern of one and two ML regions.
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Figure 19. Resonance effects in the Raman spectra of CdSe monolay-
ers, embedded in BeTe. Variation of the incident photon energy from
2.71 to 2.50 eV results in a change of the peak shape due to an increas-
ing contribution of two ML regions. Reprinted with permission from
[52], V. Wagner et al., Appl. Surf. Sci. 175, 169 (2001). © 2001, Elsevier
Science.
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6.3.2. Chemical Composition and Stability
CdSe Dots on ZnSe For CdSe growth on ZnSe, the
Stranski–Krastanov growth mode is induced by the lattice
mismatch of 7%. However, it does not simply result in
binary CdSe dots. Instead, transmission electron microscopy
(TEM) studies revealed that ternary ZnCdSe dots are
formed with a Zn content up to 30%, on top of a ZnCdSe
wetting layer with a Zn content of about 15%. In addition,
smaller planar Zn-rich quantum islands appear, with a Cd
concentration of only 30% [178].

In Raman spectroscopy, the latter can be excited reso-
nantly by a wavelength of 488 nm. They give rise to a ZnSe-
like LO phonon mode at 246.4 cm−1, thus confirming the
TEM results [179]. The resonant excitation also allows the
observation of the 2LO and 3LO multiphonon peaks. In
micro-Raman experiments (spot diameter ≈0�7 �m), this
situation is stable for sufficiently low input power (about
0.2 mW). However, upon increasing the input power to 5
mW, the mode intensities strongly decrease with irradiation
time on a time scale of hundreds of seconds due to a shift
of the electronic resonance energy. At the same time, the
LO wavenumber is blueshifted by 1.7 cm−1. These results
are explained consistently by an outdiffusion of Cd from the
planar Cd0�3Zn0�7Se islands, which is induced by the local
heating which results from the resonant absorption in the
islands [179]. This example underscores on the one hand the
caution which has to be taken in micro-Raman spectroscopy
to avoid any unintentional changes of the sample; on the
other hand it illustrates the possibilities of a selective modi-
fication by optical irradiation.

6.3.3. Excitonic Confinement Effects, Probed
by Spin Flip Raman Scattering

Because of the excitonic character of its intermediate states,
Raman scattering allows the analysis of excitonic states in
quantum dots. The most favorable type of scattering for this
purpose is spin flip Raman scattering (SFRS). In this scatter-
ing process the elementary excitation involved in the sample
is a change of the spin orientation (e.g., of an electron or
a hole in an external magnetic field B). The corresponding
change in photon energy is given by the Zeeman splitting
g · �B · B, where g is the gyromagnetic ratio (g-factor) of
the involved electron or hole, and �B is the Bohr magneton.
For nonmagnetic semiconductors SFRS induces wavenum-
ber shifts on the order of 1 cm−1 per Tesla. These very low
values lead to an extremely pronounced resonance behavior,
because now �s ≈ �i, and both factors in the denomina-
tor of Eq. (9) vanish nearly simultaneously. This extremely
strong resonance offers two major advantages:

(i) The sensitivity for very small scattering volumina
(e.g., in interface regions or nanostructures).

(ii) A pronounced material selectivity in heterostructures.

The Raman shift of the SFRS peak (e.g. of the electron spin
flip) varies linearly with the magnetic field, and the slope
of this line allows the evaluation of the corresponding g-
factor with high accuracy. Interestingly, in quantum dots the
g-factor which is determined in this way may deviate consid-
erably from the bulk g-value of the dot material and show
a shift toward the g-value of the underlying or embedding

material. This shift allows an assessment of the extention of
the wavefunction beyond the dot.

Beside electrons or holes, the optically excited excitons
themselves may also undergo a spin flip [180, 181]. These
SFRS processes allow the analysis of the exchange interac-
tion between the electron and the hole in the exciton and,
moreover, of its modification in confined systems, such as
quantum dots [182]. Due to the exchange interaction �ex

the field dependence of the excitonic SFRS peak exhibits for
low B-fields a positive deviation from the linear dependence,
leading to a

√
�2

ex + �g�BB�
2 field dependence. Therefore

the extrapolation of the field dependence to B = 0 results in
a finite Raman shift, whose energy value yields the excitonic
exchange energy �ex. Typical bulk values for II–VI materials
are of order 0.1 to 1 meV, but for quantum dot sizes below
the bulk exciton size a considerable increase of the exchange
energy is expected.

Examples of excitonic SFRS in nanostructures have been
reported for self-organized III–V quantum dots in the mate-
rial systems InP/InGaP and InAs/GaAs [183], as well as for
II–VI dots: chemically produced CdS dots in a glass matrix
[184].

The excitonic SFRS studies which are most relevant for
our discussion of self-organized nanostructures deal with
CdSe fractional monolayers (≤ 0.5 ML), embedded in ZnSe
epilayers [185, 186]. They form islands of various sizes (i.e.,
with different confinement effects). Moreover, the lateral
dimensions and separation of the islands are smaller than
the exciton radius. In this laterally inhomogeneous system,
the pronounced resonance behavior of SFRS allows one to
address each island size separately by the appropriate choice
of the laser wavelength.

In this way, the confinement dependence of the exciton
exchange energy has been studied. The experimental results
reveal for decreasing island size an increase of �ex, which
is proportional to the exciton confinement energy. The �ex

range goes from 0.5 meV (bulk value) to 1.2 meV for the
smallest islands, whose exciton confinement energy amounts
to 30 meV.

The electronic SFRS in these islands shows the expected
linear dependence on the B-field. However, its g-factor
amounts to 1.15 ± 0.02, which is much closer to ZnSe than
to CdSe. Thus, it reflects the penetration of the wavefunc-
tions into the ZnSe, in which the islands are embedded.

7. SUMMARY
In this chapter an overview was presented of the abilities
of Raman spectroscopy for the analysis of interfaces, sur-
faces, and nanostructures, such as quantum wires and dots.
Within this framework, the application of in-situ Raman
spectroscopy for growth monitoring was also discussed.

The required sensitivity and selectivity were obtained by
resonant excitation, that is, by the appropriate choice of the
laser line, combined with sophisticated multichannel detec-
tion equipment, such as a CCD.

It was shown that information is obtained on a wide vari-
ety of aspects. Examples were presented for the identifica-
tion of materials, the study of their crystalline perfection,
the composition of mixed compounds, and strain or doping.
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Several interface- or surface-induced phenomena were
discussed, such as chemical and dielectric vibrational
modes and electronic band bending. Examples of inter-
faces between different II–VI materials as well as II–VI/III–
V interfaces were presented. For ZnSe/GaAs(100), the
coupling of the dielectric vibrations at the surface and the
interface was analyzed, and it was shown that from Raman
spectra of the epilayer LO phonon together with the cou-
pled plasmon–LO–phonon mode of the substrate a consis-
tent picture was obtained of the epilayer strain relaxation
and the electronic band bending on the substrate side due to
the interface defects. Furthermore, examples were presented
of the influence of the growth conditions on the interface
chemistry and the crystallographic perfection of heterostruc-
tures (e.g., for embedded monolayers of CdSe in BeTe and
for the onset of CdTe growth on InSb substrates).

For the study of (multi)-quantum wells and superlattices
new phenomena in the Raman spectrum were exploited,
such as confined optical and folded acoustical phonons. As
an example, for the lattice-matched system BeTe/ZnSe the
confined optical phonon behavior was evaluated in terms of
interface perfection, showing that Zn–Te interfaces are far
superior to Be–Se ones. In this material system the folded
acoustical phonons were used to determine the elastic con-
stant c11 and the sound velocity of BeTe. For heavily strained
systems, such as cubic CdS/ZnS and hexagonal CdS/CdSe
superlattices, the strain-induced shift of the confined phonon
modes was studied.

The Raman studies on nanostructures which were pre-
sented here cover lithographically patterned wires and dots,
as well as self-organized dots due to Stranski–Krastanov
growth and dots in amorphous matrices, produced chem-
ically (e.g., by the sol–gel technique). For these systems,
common issues studied by Raman spectroscopy were their
composition, their size, and their strain behavior.

For lithographically patterned strained wires and dots,
consisting of ZnCdSe embedded in ZnSe layers, the strain
relaxation after patterning was studied. In this case, strained
and relaxed regions were observed by separate peaks in
the Raman spectrum. From their intensity ratio the degree
of relaxation was determined, which revealed that relaxed
regions can be observed for wire widths below 100 nm and
full relaxation occurs below 15 nm.

The onset of the formation of self-organized dots was
studied for CdSe, embedded in BeTe. Here thickness fluctu-
ations as low as one ML were detected by selective intensity
enhancement of the different regions in resonant Raman
scattering. Furthermore, for self-organized ZnCdSe islands
in ZnSe, the compositional stability during laser irradiation
was studied. Here a distinctly enhanced diffusion during res-
onant irradiation was observed.

The size of dots in matrices was determined from low-
wavenumber Raman spectroscopy, for example, for Schott
glasses, consisting of glass matrices, doped with CdSxSe1−x

quantum dots in the range of about 10 nm. For a quanti-
tative evaluation of size distributions the size dependence
of the resonance excitation profile had to be taken into
account.

The composition of mixed-compound dots was deter-
mined from their optical phonon wavenumbers. It was
shown that for crystallite sizes beyond 5 nm no confinement

effects had to be considered. As an example, the sintering
behavior of CdTe/CdS “core-shell” clusters was discussed.

Moreover, the pressure-dependent behavior of quantum
dots was addressed. Here, pressure-induced shifts of optical
phonon wavenumbers were employed (e.g., for studying the
zincblende-to-rocksalt phase transition in CdS colloids with
a particle diameter of 8 nm in a glass matrix).

Finally, spin flip Raman spectroscopy was applied for
studying the size dependence of the electron–hole exchange
interaction and the extension of the electronic wavefunc-
tion beyond the edges of nanostructures. The electron–hole
exchange in CdSe islands in ZnSe was shown to increase by
a factor of about 3 with decreasing island size, while in the
same material system the electronic g-factor of the islands
was close to the ZnSe value, thus confirming the penetration
of the electronic wavefunctions into the embedding ZnSe.
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1. INTRODUCTION
A review of the Raman-active modes in single walled carbon
nanotubes is presented both from experimental and theo-
retical standpoints. A discussion is first given of the Raman
spectroscopy of isolated tubes which serve as a building
block to understand the Raman spectroscopy of tubes that
reside in bundles or in solution, and of nanotubes when sub-
jected to external pressure, high temperature, applied poten-
tials, and interstitial or endohedral doping. Using different
nanotube systems, such as bundled tubes, double walled
tubes, multiwalled tubes, and peapods, an attempt is made
to elucidate the influence of van der Waals forces on the
fundamental Raman scattering properties of nanotubes.

Raman spectroscopy has served as a sensitive tool for
characterizing new forms of carbon by providing information
on structural, vibrational, and electronic properties. The
chapter starts with a discussion of Raman spectroscopy of
an individual single wall carbon nanotube (SWNT) and
how such studies provide direct structural information. The
Raman spectra obtained from isolated SWNTs are mainly
used here to provide detailed information about each of
the features in the Raman spectra and about the resonance
Raman process responsible for their observation (Section 2).
The spectra thus obtained are used to interpret the Raman
spectra observed in SWNTs that interact with each other or
with an external environment and especially to illuminate
the influence of the van der Waals interaction on the Raman
scattering properties of nanotubes. The effect on the Raman
spectra of nanotubes coupling to each other as they assem-
ble into bundles of SWNTs (Section 3.1) or in multiwall
nanotubes (Section 6) is explicitly considered, as well as the
effect of subsequent debundling of the SWNTs into small
SWNT bundles and even into individual SWNTs by chemical
means (Section 3.3). The effect on the Raman spectra of the
nanotubes, when the tubes are subjected to external pres-
sure (Section 3.4), high temperature (Section 3.2), applied
potentials (Section 3.3), and interstitial doping (Section 3.3),
is also reviewed. The Raman spectra of C60 encapsulated
single-walled tubes (peapods) (Section 4) and of double-
walled nanotubes (Section 5) are given particular attention
as model systems for studying the coupling of one nanotube
to another and of a nanotube to a molecular endohedral
species because of the relative simplicity and theoretical
tractability of these systems.
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2. SPECTRA FROM ISOLATED SINGLE
WALL CARBON NANOTUBES

In this section the Raman spectra from isolated SWNTs are
presented in the context of the use of Raman spectroscopy
to infer information about the coupling of the SWNT basic
building block to form other nanotube-based structures.
In Section 2.1 the basic Raman nanotube spectra are pre-

sented at the single nanotube level, while Section 2.2 pro-
vides pertinent background for understanding the unusual
aspects of Raman spectroscopy of SWNTs at the single
nanotube level. A review of the use of single nanotube spec-
troscopy to provide the structural �n�m� characterization
of SWNTs is presented in Section 2.3 and the connection
between Raman spectra observed at the single nanotube
level and in SWNT bundles is given in Section 2.4.

2.1. Single Nanotube Spectroscopy

Figure 1 shows typical Raman spectra from an isolated semi-
conducting and a metallic nanotube on a Si/SiO2 substrate.
The four most important features seen in Figure 1 (and
also seen in the spectra for SWNT bundles) are the radial
breathing mode where the carbon atoms are all vibrating
in phase in an A symmetry mode in the radial direction
of the nanotube, the tangential G-band (derived from the
graphitelike in-plane mode), the disorder-induced D-band,
and its second-order harmonic (the G′-band) [1]. Table 1
provides a summary of the most important spectral features
in Figure 1.
The isolated SWNTs used in these single nanotube

Raman experiments were prepared by a chemical vapor
deposition method on a Si substrate containing nanometer
size iron catalyst particles [3]. Since the silicon substrate is
oxidized to form a thin SiO2 surface coating, no significant
charge transfer is expected between the SWNTs and the
substrate. Since the nanotubes nucleate and grow from well
isolated nanometer size catalyst particles, nanotube bundles
are not formed. Figure 2b shows an atomic force microscopy
(AFM) image of a sample with a high SWNT concentration
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Figure 1. Raman spectra from a metallic (top) and a semiconducting
(bottom) SWNT at the single nanotube level using 785 nm (1.58 eV)
laser excitation, showing the radial breathing mode (RBM), the D-band,
G-band, and G′ band features, in addition to weak double resonance
features associated with the M-band and the iTOLA feature. Also
shown are the mode displacements associated with the RBM (left) and
G-band (right) normal mode vibrations. The isolated carbon nanotubes
(see Fig. 2b) are sitting on an oxidized silicon substrate, which provides
contributions to the Raman spectra denoted by an asterisk, and these
Roman features are used for calibration purposes.

Table 1. Vibrational modes observed for Raman scattering in isolated
SWNTs.

Frequency
Notation (cm−1) Symmetry Type of mode

RBM 248/dt A in phase radial displacements
D-band ∼1350 — defect induced, dispersive
G-band 1550–1605 A�E1� E2 graphite-related optical modea

G′-band ∼2700 — overtone of D-band, highly
dispersive

Note: Frequencies for the dispersive D-band and G′-band are given for laser
excitation at 2.41 eV (514 nm).

a The related graphite mode has E2g symmetry.

(6 ± 3 SWNTs per �m2) for easy visualization. The inset
to Figure 2b shows the wide diameter distribution of the
SWNT samples (∼1 < dt < ∼3 nm) typically used in sin-
gle nanotube Raman studies. However, the actual samples
used for single nanotube spectroscopy studies have a very
low nanotube density, less than 1 SWNT/�m2, a factor of 10
more dilute than that shown in Figure 2b.
Resonance Raman spectra in the 100 to ∼3000 cm−1 spec-

tral range from these individual isolated SWNTs are taken
with a readily available Raman microprobe instrument, such
as a Renishaw Raman microprobe (1 �m laser spot), using
∼1 mW laser power, and typical laser excitation, such as
Elaser = 514�5 nm = 2.41 eV. The Raman spectra shown in
Figure 1 were taken with a Kaiser micro-Raman spectro-
graph, operating at a laser excitation energy of 1.58 eV. Rel-
atively high laser powers can be used to probe isolated
SWNTs because of their unusually high thermal conductiv-
ity [4], their excellent high temperature stability, and their
good thermal contact to the substrate.
It is possible to observe the spectrum for one isolated

carbon nanotube, only ∼1 nm in diameter, when the inci-
dent photon energy is close to the energy of a transition
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Figure 2. (a) The three Raman spectra (solid, dashed, and dash–dotted
curves) come from three different spots on the Si substrate, showing
the presence of only one resonant nanotube and one RBM frequency
for each of the three laser spots. The RBM frequencies (widths) and
the �n�m� assignments for each resonant SWNT are displayed. The
303 cm−1 feature comes from the Si substrate and is used for calibration
purposes (see Fig. 1) [2]. (b) AFM image of the sample showing isolated
single wall nanotubes grown from the vapor phase. The small particles
are iron catalyst particles. The inset shows the diameter distribution of
this sample (dt = 1�85 ± 0�62 nm) based on AFM observations of 40
SWNTs. Reprinted with permission from [2], A. Jorio et al., Phys. Rev.
Lett. 86, 1118 (2001). © 2001, American Physical Society.
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between van Hove singularities in the one-dimensional (1D)
density of states of the valence and conduction bands,
or equivalently a singularity in the joint density of states
(JDOS). Under these resonance conditions, the intensity of
the Raman signal is strongly increased and becomes com-
parable to that seen from the silicon substrate (marked by
an asterisk in Fig. 1). The enhancement of the resonance
process can be seen more clearly in Figure 2a which shows
that under favorable resonance Raman conditions, the RBM
intensity from only one 1D carbon nanotube can be compa-
rable to that of the silicon spectral features from the quasi-
3D Si film substrate (where the Si/C atom ratio within the
optical beam is perhaps ∼106). In Figure 2a, the resonance
of three different isolated SWNTs with the same laser line
(1.58 eV or 785 nm), some having their singularity in the
joint density of states Eii closer in energy to the laser excita-
tion energy Elaser, and some further from Elaser. Also deter-
mining the Raman intensity is the length of the nanotube,
the laser light intensity on the nanotube, and the angle of
the optical E field of the laser and the nanotube axis.
Since the energy of these singularities in the JDOS

depend strongly on the nanotube diameter, the observa-
tion of the Raman spectra using a specific laser excitation
energy is highly diameter-selective, as was already pointed
out in the first observation of the Raman spectra from single
wall carbon nanotubes [5]. The strong dependence on nano-
tube diameter dt arises from the proportionality between
the nanotube diameter and the number of carbon atoms
around the tube circumference [6]. Since the number of
allowed wave vectors in 1D relates to the number of carbon
atoms around the circumference, the separation between the
allowed wave vectors is proportional to 1/dt . In addition to
the strong diameter selectivity, there is also a weaker selec-
tivity which arises from the chirality of the nanotube and is
due to the trigonal warping effect for nanotubes. This trig-
onal warping effect arises from the corresponding effect in
the constant energy surfaces of a 2D graphene sheet shown
in Figure 3b. Because of this trigonal warping effect, there is
a weak dependence of the electronic energy levels of SWNTs
on chiral angle [6], as will be explained below. To gain an
understanding of these issues, some background about the
geometrical and electronic structure of single wall carbon
nanotubes is reviewed.

2.2. Pertinent Background
about Carbon Nanotubes

The structure of each nanotube is uniquely described by two
integers �n�m�, which refer to the number of �a1 and �a2
unit vectors of the graphene lattice that are contained in the
chiral vector, �Ch = n�a1 + m�a2, which spans the circumfer-
ence of each nanotube [6]. From the �n�m� indices, one can
calculate the nanotube diameter dt , the chiral angle �, the
electronic energy bands and the density of electronic states
[6, 9], as well as the energies of the interband transitions
Eii�n�m� between the van Hove singularities in the valence
and conduction band density of states. It is well established
[6] that the �n�m� indices are crucial to the nanotube elec-
tronic structure. Specifically, SWNTs for which �n−m� = 3q
are metallic, and those for which �n−m� = 3q ± 1 are semi-
conducting, where q is an integer [6, 10]. The Raman spectra
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Figure 3. (a) The 1D electronic density of states vs energy (measured
from the Fermi level) for several metallic nanotubes of approximately
the same diameter, showing the effect of chirality and trigonal warping
(see text) on the van Hove singularities in the density of states: (10,10)
(armchair), (11,8), (13,7), (14,5), (15,3), and (18,0) (zigzag). Only the
densities of states for the conduction �∗ band are shown; the mir-
ror image of these plots gives the electronic density of states for the
valence � band [7, 8] within the tight binding approximation, assum-
ing the energy overlap integral is �0 = 2�9 eV and the wave function
overlap integral vanishes, s = 0 [6]. (b) Plot of the 2D equienergy con-
tours of 2D graphite, showing trigonal warping effects in the contours,
as we move from the K point in the K–� or K–M directions in the 2D
graphene Brillouin zone. The equienergy contours are circles near the
K point and near the center of the Brillouin zone (�). But near the M
points on the zone boundary, the contours are straight lines which con-
nect the nearest M points. Reprinted with permission from [7], R. Saito
et al., Phys. Rev. B 61, 2981 (2000). © 2000, American Physical Society.

of the G-band for metallic and semiconducting nanotubes
are qualitatively different from each other, as can be seen
in Figure 1 at the single nanotube level, and this difference
in lineshape is even more pronounced in SWNT bundles as
discussed in Section 3.1. This difference in lineshape can
be used to distinguish between metallic and semiconducting
nanotubes.
The weak dependence of the electronic energy bands of

SWNTs on chiral angle � relates to the three-fold symme-
try of the electronic dispersion relations about the K point
of the 2D graphene Brillouin zone (see Fig. 3b), where
the graphene valence and conduction bands are degenerate,
forming a zero bandgap semiconductor for a 2D graphene
sheet (a single basal plane layer of the graphite lattice) [6].
Close to the zone center � point, the K point and the K ′

point (which is related to K by time reversal symmetry), the
constant energy contours are circular. But away from the K
point, the graphene electronic energy bands exhibit a trig-
onal warping effect [7, 11–13], as shown in Figure 3b, and
this trigonal warping is responsible for the unique energy
bands for the conduction and valence bands for each �n�m�
SWNT, when the energy bands of the graphene lattice are
zone folded to form the energy bands of the SWNTs [7].
The locations of the van Hove singularities for a particular

nanotube are found by superimposing the set of allowed par-
allel k-vectors (called cutting lines) on the constant energy
contours and looking for the k points where the energy
extrema occur. The chirality dependence of the van Hove
singularities [7, 8] in the 1D electronic DOS of the con-
duction band are shown in Figure 3a for several metallic
�n�m� nanotubes, all having about the same diameter dt

(from 1.31 to 1.43 nm), but having different chiral angles: � =
0
, 8.9
, 14.7
, 20.2
, 24.8
, and 30.0
 for nanotubes (18,0),
(15,3), (14,5), (13,7), (11,8), and (10,10), respectively. Here
the energy is measured relative to the Fermi energy, which
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is taken to be at E = 0. The plots in Figure 3a show that as
the chiral angle is varied from the armchair nanotube (10,10)
(� = 30
) to the zigzag nanotube (18,0) (� = 0
), a splitting of
each van Hove singularity, due to the trigonal warping effect,
develops in the DOS traces [7, 8], and this splitting increases
from zero for � = 30
 to a maximum for � = 0
. Because
of the dependence of the spacing between cutting lines on
1/dt and because of the trigonal warping effect shown in
Figure 3a, every distinct carbon nanotube, denoted by its
�n�m� indices, or equivalently by its diameter dt and chiral
angle �, will have a unique set of singularities Eii [2].
This trigonal warping effect consequently causes a spread

of the interband energies Eii between the singularities in the
JDOS for nanotubes with the same diameter dt and index i,
as shown in Figure 4. Here the integer i labels the singulari-
ties in the JDOS, and i increases as the energy relative to the
Fermi level EF increases. As a result of the trigonal warp-
ing effect, Figure 4 shows that each nanotube �n�m� has
a unique set of interband energies Eii denoting the energy
differences between the ith van Hove singularities in the
conduction and valence bands. And, conversely, if one inter-
band energy Eii and a nanotube diameter dt in Figure 4
are specified, then the corresponding unique �n�m� for this
nanotube can be identified [2].

2.3. Structural �n�m� Characterization
through Raman Spectroscopy

This fact leads to what is special about the resonance Raman
effect in isolated SWNTs, and this is the structural infor-
mation that is provided by the single nanotube spectra.
Normally the resonance Raman effect just gives spectral
information, or information about phonon frequencies, elec-
tronic energy levels, and the electron–phonon interaction,
but not structural information directly. But in the resonance
Raman process for SWNTs, every �n�m� nanotube is in res-
onance with a unique set of interband energies Eii�n�m�,
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Figure 4. Calculated [14] energy separations Eii between van Hove sin-
gularities i in the 1D electronic density of states of the conduction and
valence bands for all �n�m� values vs nanotube diameter in the range
0�4 < dt < 3�0 nm, using a value for the carbon–carbon energy overlap
integral of �0 = 2�9 eV and a nearest neighbor carbon–carbon distance
aC–C = 1�42 Å [7, 15]. Semiconducting (S) and metallic (M) nanotubes
are indicated by crosses and open circles, respectively. The subscript
i = 1 denotes the index of the lowest energy of a singularity in the joint
density of states and the Fermi level for the isolated SWNT is taken at
E = 0. Reprinted with permission from [14], H. Kataura et al., Synthetic
Metals 103, 2555 (1999). © 1999, Elsevier Science.

as shown in Figure 4, so that for this 1D system, resonant
Raman spectra can also yield structural information through
identification of the �n�m� values that correspond to the
observed Raman spectra for a given isolated SWNT. Once
�n�m� is known from measurements made on the radial
breathing mode feature, Raman studies on isolated carbon
nanotubes can be carried out to understand in detail the
dependence of all the features shown in the spectrum of
Figure 1 on diameter dt , chiral angle �, laser excitation
energy Elaser, and other pertinent parameters. Furthermore,
the spectra observed for these other features in Figure 1 are
also sensitive to dt and � and can be used to corroborate
the �n�m� assignments.
From knowledge of the characteristics of each feature in

the Raman spectra at the single nanotube level, the spec-
trum of SWNT bundles can be elucidated, and by com-
parison between the spectra measured on SWNT bundles
and for isolated SWNTs, the effect of nanotube–nanotube
interactions can be deduced. Resonance Raman characteri-
zation of the �n�m� indices for one nanotube is important
for scientific studies of SWNTs, insofar as many physical
properties, such as transport, optical, mechanical, and other
properties, that depend sensitively on the �n�m� indices [6],
can be studied systematically at the single nanotube level
through use of the resonance Raman effect to identify their
�n�m� values. The �n�m� characterization provided by res-
onance Raman spectroscopy [2] is a general, rapid (a few
minutes per spectrum), nondestructive technique that oper-
ates under ambient temperature (∼300K) and pressure con-
ditions and uses readily available Raman characterization
instrumentation.
Since the frequency of the RBM feature varies as 1/dt

�RBM = �/dt (1)

the RBM mode provides a convenient tool for the deter-
mination of the tube diameter which is one of the param-
eters needed for the �n�m� characterization (see Fig. 4).
For the Si/SiO2 substrate (see Fig. 2b), the value for � in
Eq. (1) is experimentally found to be 248 cm−1 nm by mea-
surement of the RBM spectral feature for a large number
of isolated SWNTs [2]. Furthermore, �RBM is observed to be
independent of chiral angle �. Ab initio calculations for iso-
lated SWNTs yield a value of � = 234 cm−1 nm [16], which
is within 5% of the experimental value of 248 cm−1 nm.
The determination of �n�m� by resonance Raman scatter-

ing depends on the determination of Eii and dt by exploit-
ing the unique relation between Eii and �n�m� shown
in Figure 4 and the direct determination of dt from the
radial breathing mode relation �RBM = 248/dt . Although
the determination of Eii is most conveniently carried out by
measurement of the radial breathing mode feature, other
features (such as the G-band, D-band, and G′-band) in the
resonance Raman spectrum (see Fig. 1) are sensitive to dt

and can be used to confirm the �n�m� assignment made
from analysis of the RBM spectrum. If a tunable laser were
available to be tuned to Eii (which could be detected as
the Elaser value where the maximum intensity in the Raman
spectrum occurs), then a simple measurement of �RBM to
yield dt and to identify the index i in Eii (see Fig. 4) would
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be sufficient to determine �n�m�. In practice, such a tun-
able laser system has thus far been applied only once to sin-
gle nanotube Raman spectroscopy studies and over a small
energy range (∼0.15 eV) [17], and this is in part due to the
fact that only a few laboratories worldwide have available
tunable laser systems working over a broad energy range in
conjunction with a Raman microprobe system.
Nevertheless, an �n�m� determination can in most cases

be made if a nanotube is within the resonant window of
a single available laser excitation line, which in practice is
satisfied for Elaser within ∼±0.1 eV of an interband transi-
tion for that nanotube. From the measured �RBM and use
of Eq. (1), the nanotube diameter dt is found, which deter-
mines the i index in Eii from Figure 4. In many cases of
practical interest, there is only one �n�m� value that has
both a diameter close to the measured dt value, as deter-
mined from the �RBM measurement, and an Eii value within
a few meV of Elaser.
One method to determine Eii directly requires measure-

ment of both the Stokes and anti-Stokes radial breathing
mode spectra [18, 19], where the ratio of the anti-Stokes to
Stokes intensities for the radial breathing mode for a given
resonant nanotube is used to sensitively (to 10meV) deter-
mine the energy Eii of the resonant van Hove singularity in
the joint density of states [18], thereby providing a unique
identification of the �n�m� indices. When the anti-Stokes to
Stokes intensities are exactly equal to the Boltzmann factor
at the measurement temperature for �RBM, as in Figure 5
of [1], then Elaser is in exact resonance with Eii (i.e., Eii =
Elaser), resulting in very large intensities for all of the fea-
tures in the Raman spectra. In general, Eii is not exactly
equal to Elaser (Eii �= Elaser), resulting in a ratio of the inten-
sities of the anti-Stokes to Stokes signals that is not equal
to the Boltzmann factor but rather is modified by how well
the resonance condition is satisfied. We use this effect to
determine the value of Eii.
In Figure 5 we see experimental traces for the Stokes

and anti-Stokes spectra for two different isolated SWNTs
taken at Elaser = 1�579 eV, where in each case the trace for
the anti-Stokes spectra is enhanced by the reciprocal of the
Boltzmann factor to yield IAS/IS , which denotes the ratio
of the peak intensities of the anti-Stokes and Stokes fea-
tures in the normalized radial breathing mode spectra, as
presented in Figure 5. Although the radial breathing mode
frequencies (and consequently the nanotube diameters) for
the spectra in Figure 5a and b are almost the same, the
ratios of the anti-Stokes to Stokes intensities IAS/IS are very
different. To the right of each pair of experimental traces
is a plot of theoretical curves for the expected intensity of
the radial breathing mode based on a simple model which
assumes constant matrix elements and a joint density of
states with the strong frequency dependence that is expected
for a 1D system. The profile of the joint density of states for
an isolated SWNT was determined by Raman measurements
made on the same isolated SWNT, as the laser frequencies
were varied by the use of a tunable laser [17]. The curve fit-
ting of the calculated lineshapes and experimental measure-
ments is done by varying the energy of the experimental van
Hove singularity Eii iteratively, in order to obtain the exper-
imentally determined IAS/IS ratio. For example, the two
tubes in Figure 5a and b have experimentally determined
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Figure 5. Resonance anti-Stokes and Stokes spectra for an isolated (a)
(12,1) and (b) (11,3) SWNT on a Si/SiO2 substrate using 1.579 eV
(785 nm) laser excitation. The peak at 303 cm−1 comes from the Si
substrate and is used for calibration purposes, while �RBM for the two
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easy comparison to be made between the intensities of the Stokes and
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is a plot of the calculated anti-Stokes and Stokes spectra predicted for
a given profile for the joint density of states (dot–dashed line). Also
shown is Elaser (solid vertical line) at which the ratio IAS/IS is evalu-
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22 value. In the fitting procedure, the energy of
the singularity ES

22 is varied to obtain the value for the ratio IAS/IS that
is observed experimentally. Reprinted with permission from [18], A. G.
Souza Filho et al., Phys. Rev. B 63, 24140R (2001). © 2001, American
Physical Society.

diameters that differ by only 0.004 nm, but ES
22 values that

differ by a much more significant amount (33meV).
In practice, the �n�m� index characterization for isolated

nanotubes can be simply carried out by using a single laser
excitation energy Elaser when the nanotube is in strong reso-
nance with Elaser. If the �n�m� values of every nanotube in
the sample must be found, then a tunable laser is needed
to provide a resonant excitation energy for each nanotube,
so that a complete �n�m� Raman characterization can be
carried out for each SWNT.
Measurement of the spectral profile of the 1D JDOS for

a single wall carbon nanotube near a van Hove singularity
gives direct evidence for the sharp singularities in the JDOS,
thereby showing how it is possible to get sufficient inten-
sity to observe a Raman spectrum from just one nanotube
[17]. The spectral profile of the JDOS is determined by
using many laser energies over a narrow energy range, as
is provided by a tunable laser, to measure the anti-Stokes
to Stokes intensity ratios for an individual SWNT. Evalu-
ating the integrated intensity I�Elaser� of the RBM feature
as the laser is tuned over the resonant window allows an
evaluation of the joint density of states profile g�E�. An
experimental determination of g�E� shows that the width of
the van Hove singularity in the joint density of states has
a very small value (∼0.5meV), thus giving rise to the very
strong intensity enhancement (∼1000) associated with the
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sharp 1D van Hove singularities in the joint density of states
g�E�. Measurements of the Stokes and anti-Stokes spectra
over the whole resonance window of a nanotube yield the
Eii value more accurately (to 5meV) than when using a sin-
gle laser line (∼10meV accuracy). Many physical properties,
such as transport, optical, and mechanical properties, are
very sensitive to the spectral profile of the electronic den-
sity of states, but the profile is difficult to measure directly,
because probes, such as scanning tunneling microscopy tips
[13], interact too strongly with the nanotube, thereby broad-
ening the van Hove singularities (from less than 1 to more
than 10meV), and consequently also broadening the den-
sity of states that is probed by scanning probe methods [13].
Intertube interaction in a SWNT bundle also broadens the
linewidth.

2.4. Connecting Single Nanotube
and Bundle Raman Spectra

A brief discussion of the various features appearing in the
Raman spectra at the single nanotube level is now presented,
for later comparison in Section 3.1 with the corresponding
results for SWNT bundles. Since most of the measurements
on SWNT bundles are for the RBM and G-band, our focus
in this section will likewise be on the G-band, since the char-
acteristics of the RBM feature were already discussed.
The G-band in carbon nanotubes, occurring in the 1500–

1605 cm−1 range (see Fig. 1), is basically derived from the
Raman-allowed optical mode E2g2 of graphite by zone fold-
ing the 2D graphene Brillouin zone (see Fig. 3b) into the
1D nanotube Brillouin zone, noting that only modes with A,
E1, and E2 symmetry are Raman active for single wall car-
bon nanotubes [6, 20]. The G-band is an intrinsic feature of
carbon nanotubes that is closely related to vibrations in all
sp2 carbon materials, and the G-band frequency in SWNTs
is not dispersive with regard to Elaser. This property helps
to distinguish features in the harmonics and combination
modes that are associated with the nondispersive G-band
from those associated with the highly dispersive D-band and
G′-band features to be discussed.
The most dramatic features of the G-band spectra are the

characteristic differences between the G-band lineshapes for
metallic and semiconducting nanotubes, shown in Figure 6.
Isolated semiconducting nanotubes (Fig. 6a) characteristi-
cally show two dominant Lorentzian features with 6–15 cm−1

(full width at half maximum, FWHM) linewidths at room
temperature [22], the lower frequency component associated
with vibrations along the circumferential direction (�−

G), and
the higher frequency component (�+

G) attributed to vibra-
tions along the direction of the nanotube axis. In con-
trast, the Raman spectra for metallic nanotubes (Fig. 6b)
also have two dominant components with similar origins,
but in this case, the upper frequency component �+

G has
a Lorentzian lineshape that is almost as narrow as that
for the semiconducting nanotubes, but the lower frequency
component �−

G is a very broad Breit–Wigner–Fano line (see
Fig. 6b), with a strong coupling to a continuum, identified
with surface plasmons [23]. In general, the coupling of the
phonons to surface plasmons is much stronger in SWNT
bundles than for isolated SWNTs because the coupling is
between the out-of-plane component of the force constant
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G for both semiconducting nano-

tubes (solid circles) and metallic nanotubes (open circles). The open
squares indicate that a peak near ∼1580 cm−1 is sometimes observed
in the Raman spectra for metallic SWNTs. Reprinted with permission
from [21], A. Jorio et al., Phys. Rev. B 65, 155412 (2002). © 2002,
American Physical Society.

associated with the circumferential �−
G mode and the surface

plasmon.
Experimental polarization studies on SWNT bundles [24]

show that the G-band for a general chiral nanotube con-
sists of six vibrational modes of A+E1+E2 symmetry along
each of the two orthogonal (the axial and circumferential)
directions [6], consistent with theoretical predictions. Knowl-
edge of the number of modes is important for the lineshape
analysis studies that are used to determine G-band proper-
ties. Because of the antenna effect, the strongest coupling
of the �E field of the laser excitation to the nanotube occurs
for the optical �E field along the nanotube axis, and exper-
imentally the most intense modes are found to be the two
modes with A symmetry. Therefore, in viewing the Raman
spectra of SWNTs with unpolarized light, only two dominant
components are generally observed experimentally, one for
vibrations in the tangential direction ��+

G� and one for vibra-
tions in the circumferential direction (�−

G), and this is seen
for SWNTs with diameters less than 2 nm, whether they are
isolated or in SWNT bundles.
It is the curvature of the nanotube that admixes a small

amount of interplanar graphene modes into the circum-
ferential modes of SWNTs, thus lowering their C–C force
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constants and mode frequencies, and giving rise to a splitting
of the G-band mode frequencies (�+

G −�−
G) into a G+ axial

component and G− circumferential component, as shown in
Figure 6c. Here it is seen that �+

G shows no dt dependence
for either semiconducting or metallic tubes, while �−

G has a
strong d−2

t dependence that differs according to whether the
nanotubes are semiconducting or metallic, and �−

G is well fit
to the functional form

�−
G = �+

G −�/d2
t (2)

where � = 45�8 cm−1 nm2 for semiconducting nanotubes
and � = 79�5 cm−1 nm2 for metallic nanotubes. It should
be emphasized that this discussion applies to measurements
made with unpolarized light, where only the two dominant
components in theG-band spectra are considered. At the sin-
gle nanotube level, no chirality dependence for the G-band
�+

G and �−
G mode frequencies is found experimentally; nor

is � found to depend on Elaser. Therefore it is convenient
to use Eq. (2) to obtain an approximate determination of dt

for those SWNTs where the RBM feature is not observed.
It should be also mentioned that when polarized light is
used, one can distinguish all six components of the G-band
expected from theory, the diameter dependence of each com-
ponent can be found, and some deviation from Eq. (2) is
found both experimentally [25] and theoretically [26].
The G-band linewidths for the semiconducting nanotubes

at the single nanotube level do not vary much with diameter,
with the smallest observed FWHM intensity linewidth val-
ues being 6 cm−1 [22]. The linewidth for the circumferential
�−

G component for metallic nanotubes, however, increases
very substantially with decreasing dt , reflecting the increased
Breit–Wigner–Fano coupling. These broadening effects in
G− for metallic tubes are more easily observed in SWNT
bundles than in isolated SWNTs. Regarding semiconducting
SWNTs, the G-band linewidths are not sensitive to chiral
angle �, or to Elaser − Eii [22].
From a theoretical standpoint, zone folding of the

graphene sheet to form a nanotube gives rise to Raman-
active modes with A + E1 + E2 symmetry [6] in both the
longitudinal (along the tube axis) and transverse (in the cir-
cumferential) directions, in addition to a large number of
modes with E3� E4� � � � symmetry, which are not Raman-
active [6]. Experimental polarization studies on nanotube
bundles [24], with an average nanotube diameter dt �
1�85 nm and with Elaser = 2�41 eV, have verified the pres-
ence of these six modes (three axial and three circumfer-
ential modes). These studies have given explicit values for
the polarization parameters, namely for the mode frequen-
cies and relative intensities, for each of these six modes for
a particular sample of bundled SWNTs [24]. As mentioned
above, curvature of the nanotubes is expected to admix some
out-of-plane graphite-derived modes with the circumferen-
tial G-band mode and thereby to weaken the bonds and
lower the force constants in the circumferential direction.
Individual SWNTs are also sensitive to the depolarization

or antenna effect, which refers to the tendency of the nano-
tubes themselves to create a strong local dipole field, so that
the optical electric field seen by the nanotube is the vector
sum of the applied field and the local field along its axis due
to the nanotube dipole antenna. Since the local dipole field

is very strong, nanotubes act like polarizers. This antenna
effect has been shown by Duesberg et al. to be highly effec-
tive for metallic nanotubes or for a very thin nanotube bun-
dle containing only a few nanotubes (see Fig. 7) [27], and
they showed that the Raman spectra from a metallic SWNT
are strongly suppressed when the light is polarized perpen-
dicular (�i = 90
 in Fig. 7) to the nanotube axis [27].
Polarization measurements at the single nanotube level

show that also for isolated semiconducting nanotubes the
field component polarized normal to the nanotube axis is
completely quenched due to the antenna effect [28]. How-
ever, two nanotubes whose axes intersect at some angle each
create their own dipole fields, so that the polarization com-
ponent normal to one of the nanotube axes no longer is
completely suppressed, allowing the observation of E1 and
E2 symmetry modes when �i = 90
 for each of the two
tubes. Because of this effect, it is much easier to observe
the circumferential modes in SWNT bundles than for iso-
lated SWNTs. The diameter dependence of each of the six
G-band modes in the polarized Raman spectra have been
studied experimentally, and good agreement was obtained
with theoretical predictions [25, 26].
Also observed in the semiconducting and metallic SWNT

spectra, both at the single nanotube level and in SWNT bun-
dles, are the D-band and the G′-band features, as seen in
Figure 1. The frequencies of the disorder-induced D-band
(1250 < �D < 1450 cm−1) and of its second-order overtone
G′-band (2500 < �G′ < 2900 cm−1) in the Raman spectra
of sp2-bonded carbon materials have been known for many
years to exhibit a strongly dispersive behavior as a function
of laser excitation energy (1.0 < Elaser < 4.5 eV) [29, 30]. The
strong linear dispersion of the D-band frequency �D�Elaser�
in graphite (53 cm−1/eV), and of its second-order overtone
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Physical Society.
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G′ band, has been identified with a double resonance pro-
cess involving photons, phonons and electronic transitions
between linearly dispersive � and �∗ states [31–34]. The
double resonance model in particular [31, 33, 35] accounts
for the observed dispersion of the D-band and the G′-
band as a function of photon excitation energy Elaser in
graphite and in sp2 carbons. This model was subsequently
extended to account for the special properties of the D-band
and G′-band of isolated SWNTs and has been successful
in accounting for the special features in the D-band and
G′-band spectra observed for SWNTs relative to the other
sp2 carbons.
Each van Hove singularity is characterized by an energy

Eii and a corresponding electron wave vector kii where
the JDOS (joint density of states) is a maximum. Accord-
ing to double resonance theory, the phonon wave vector
at the peak intensity of the D-band and G′-band features
occurs at qii = −2kii. Because of the trigonal warping effect
of the electronic structure (see Fig. 8b), the Eii, kii, and
qii points at resonance are all unique, leading to a non-
monotonic chirality dependent resonance condition for each
�n�m� nanotube. The resulting D-band or G′-band frequen-
cies therefore appear to exhibit a significant scatter for a
given Eii when �D or �G′ are plotted as a function of tube
diameter (see Fig. 8a) [36], because of their nonmonotonic
dependence on chiral angle arising from the trigonal warp-
ing effect.
Since a given laser energy can excite various �n�m� nano-

tubes with different diameters and different chiral angles
(see Fig. 4) and because the D-band and G′-band are highly
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dispersive, different D-band and G′-band mode frequencies
can be observed at the single nanotube level for different
SWNTs using a single laser excitation line. In contrast, for
SWNT bundles, a given laser line gives a single D-band or
G′-band frequency. This effect results in line broadening in
SWNT bundles. The linewidth for the D-band at the sin-
gle nanotube level can be as small as 6 cm−1, and for the
G′-band as small as 11 cm−1 under good resonance con-
ditions [22]. The linewidths of the D-band and G′-band in
SWNT bundles tend to be significantly larger than for indi-
vidual SWNTs.
In order to compare the SWNT spectra at the single nano-

tube level with those for SWNT bundles and to gain an
understanding of the mechanisms behind the dt dependence
of the D-band and G′-band frequencies, the �D and �G′
peak frequencies are averaged over chiral angles for each
Eii and the results are shown in Figure 8b for D-band mea-
surements. For a given interband transition Eii, there is only
a small variation in the dt values for a typical SWNT bundle
sample, and this variation is accounted for self-consistently
in making the plots in Figure 8. Here the resulting aver-
ages of the diameter and D-band frequencies are denoted
by d̄t�Eii� and �̄D�Eii�, respectively, and we plot these pairs
of numbers in Figure 8b for i = 3� 4� 5 for semiconducting
SWNTs and for i = 2 for metallic SWNTs, using the same
symbols as in Figure 8a [36].
The results of this analysis in Figure 8 give a simple linear

dependence of the average �̄D on 1/d̄t ,

�̄D = 1354�8− 16�5/d̄t (3)

where 1/d̄t is the average 1/dt , as shown in Figure 8b. Good
agreement in Figure 8b is obtained between the average
�̄D results for an ensemble of isolated tubes and the cor-
responding �̄D results for SWNT bundles measured with
the same Elaser. The linear downshift of �̄D as a function
of 1/d̄t , shown in Figure 8b, is attributed to the softening
of the spring constants for the vibrations associated with
the D-band due to the nanotube curvature. This assertion
is based on calculations of the eigenvectors for the D-band
[37] which show that the atomic displacements have some
components along the nanotube circumference, which soften
the modes due to contributions from out-of-plane force
constants. Contributions from out-of-plane force constants,
which do not occur in graphite, are also responsible for the
dt-dependent downshift of �G− , the lower frequency circum-
ferential component of the G-band [38, 39].
However, when the behavior of �D vs dt is investigated

at the single nanotube level, within one interband transition,
ES
44 for example, the D-band frequency �D has a tendency to

increase when the diameter decreases, because Eii is propor-
tional to kii on the basis of the electronic dispersion relation,
and kii in turn is proportional to 1/dt , except for pertur-
bations due to the trigonal warping effect that complicate
this simple dependence and give rise to a spread in the data
points (see Fig. 8a) [6, 36]. The net result of the formation
of Eii subbands is to introduce an opposite dependence of
�D on dt when compared to the averaged result shown in
Figure 8b [36]. As can be seen in Figure 4, Eii for a given i
increases as dt decreases. Since for a given interband transi-
tion Eii the relevant tube diameter range is not so large for
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a typical SWNT bundle sample (see Fig. 4), the frequency
of the D-band �D is mainly determined by the magnitude
of the kii states, and this effect is dominant over the curva-
ture effect throughout the small diameter range over which
contributions from resonance within a single Eii subband
dominate. When we jump from one van Hove singularity Eii

to another singularity Ejj (j �= i), the spring constant mech-
anism becomes dominant in the determination of �D. The
results shown in Figure 8 also suggest that metallic and semi-
conducting tubes exhibit the same �D diameter-dependent
behavior.
A similar analysis carried out on the G′-band spectra

at the single nanotube level shows a similar nonmonotonic
dependence of �G′ on chiral angle �, and a diameter depen-
dence

�̄G′ = 2708− 35�4/d̄t (4)

Another dispersive feature observed in the Raman spectra
is the M-band occurring near 1750 cm−1 which has been
identified with an in-plane TO+LA combination mode [40]
and shows a similar functional dt dependence for its mode
frequency

�̄M = �M�0 − $M/d̄t (5)

where the M-band has two components for which �M�0 and
$M are, respectively, 1775 cm−1 and 18.0 cm−1 nm for the
M+ feature and 1754 cm−1 and 16.7 cm−1 nm for the M−

feature, as determined from single nanotube Raman spec-
troscopy [40].
One of the unique features of theD-band and theG′-band

spectra of SWNT bundles is a step or oscillatory behavior
[42–44] superimposed on the linear Elaser dependence of
both �D and �G′ that is characteristic of graphite and sp2

carbons. This effect is shown for the G′-band in Figure 9a
but also has been observed and studied in the correspond-
ing plot of �D vs Elaser. The deviation from a linear disper-
sive behavior is clearly seen in Figure 9b, where the points
are obtained after subtraction of the linear solid line fit to
the experimental points in Figure 9a. The oscillatory behav-
ior in Figure 9b is identified with quantum effects associ-
ated with the strong coupling between the electrons and
phonons under resonance conditions. Specifically, the peak
near 2.0 eV is identified with the EM

11 interband transition
for metallic nanotubes and the peak near 2.5 eV with the
ES
33 and ES

44 transitions for semiconducting nanotubes, thus
showing the importance of the 1D electronic structure of
SWNTs in the physical origin of the D-band and the G′-
band spectra. The physical basis for this step or oscillatory
behavior was explained by the coupling between electrons
and phonons under resonant conditions, consistent with the
behavior seen in the plot of the resonance wave vector kii

for SWNTs that are within the resonance window with the
various Elaser energies (Fig. 9b). Although the oscillations in
the D- and G-bands are best observed in SWNT bundles,
the mechanism for their origin is best studied in isolated
SWNTs. As discussed, the resonant kii values depend on
both the diameter and chirality of the resonant nanotubes,
as has been elucidated by studies at the single nanotube
level [41]. An independent theory by Kürti et al. [26] that
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Figure 9. (a) Dependence on the laser excitation energy of �G′ for the
dominant second-order Raman feature for SWNT bundles. In contrast
to most sp2 carbons where �G′ depends linearly on Elaser, the corre-
sponding plot for SWNT bundles shows a superimposed steplike or
oscillatory behavior near 2.0 and 2.5 eV for SWNT bundles. (b) The
oscillatory component of (a) obtained after subtracting the linear back-
ground given by �G′ = 2420 + 106Elaser in (a). (c) Plot of the Elaser

dependence of the oscillations in the resonant electron wave vector kii

after normalization to the length of the basis vector b of the reciprocal
lattice of 2D graphite and after subtracting the linear background. For
each Elaser value, the kii values for each resonant SWNT are calculated,
and k̄ii represents an appropriate weighted average of the individual kii

values [41]. The strong correspondence between the Elaser dependence
of �G′ for phonons and k̄ii for electrons provides strong support for the
identification of each oscillation with a particular interband transition
between van Hove singularities in the JDOS. Reprinted with permis-
sion from [41], A. G. Souza Filho et al., Phys. Rev. B 65, 035404 (2002).
© 2002, American Physical Society.

considers the double resonance process in light of the van
Hove singularities has been able to explain the anomalous
dispersion in SWNT bundles.
Experimental studies at the single nanotube level have

shown that these highly dispersive modes can provide unique
information about the electronic structure and the phonon
dispersion relations of single wall carbon nanotubes. Some
of the new phenomena that have been observed at the single
nanotube level will be briefly listed in an effort to stimulate
complementary studies in SWNT bundles.
The diameter and chirality dependent D-band and

G′-band effects, which are observed at the single nanotube
level, are now briefly reviewed. Under special circumstances
it has been possible to observe a double resonance process
with both the ES

33 and ES
44 interband transitions on the same

isolated SWNT [45], utilizing the strong dispersion of the
G′-band as a function of Elaser. Because of the special cir-
cumstance under which this two peak G′-band effect can
occur, it can be used as an independent confirmation of the
�n�m� structural characterization carried out through anal-
ysis of the radial breathing mode feature, as discussed in
Section 2.2.
Because of the trigonal warping of constant energy sur-

faces, the D-band and G′-band frequencies produced by cut-
ting lines on opposite sides of the K point in the Brillouin
zone will in general be different from each other. If both
cutting lines are resonant with the same Elaser energy, then it
is possible to observe these two contributions, which appear
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as a double peak in the Raman spectra of metallic SWNTs.
If the frequency difference between the two features is large
enough, they can be resolved [45–47].
For the case of metallic SWNTs, the two cutting lines

correspond to the same EM
ii singularity [46, 47], while for

semiconducting SWNTs, the two cutting lines correspond to
different ES

ii singularities [45, 47]. Unresolved double peak
effects for metallic and semiconducting SWNTs are a source
of line broadening both at the single nanotube level and for
SWNT bundles.

3. SINGLE WALL CARBON
NANOTUBE BUNDLES

In this section the Raman spectra for SWNT bundles are
presented and discussed in relation to the spectra for iso-
lated SWNTs at the single nanotube level. In Section 3.1, the
room temperature baseline Raman spectra for SWNT bun-
dles are presented. The effect of temperature on the RBM,
G-band, and D-band mode frequencies for SWNT bundles
is discussed in Section 3.2. These temperature-dependent
effects are more important for SWNT bundles than for
isolated SWNTs because of the poor thermal conductivity
between SWNTs within the bundle. In Section 3.3, the effect
on the Raman frequencies of the solubilization, debundling,
doping, and of applied voltage of SWNTs in SWNT bundles
is discussed, while the effect of pressure on the mode fre-
quencies is reviewed in Section 3.4. A comparison is made
in Section 3.5 between the perturbations to the Raman
frequencies of nanotube bundling and debundling and the
effects of the application of pressure, doping, and applied
potentials on the Raman spectra of SWNT bundles are also
discussed and compared in terms of their effect on the sin-
gularities in the joint density of states and on the electro-
chemical potential.

3.1. Raman Spectra from Single Wall
Carbon Nanotube Bundles

Early Raman spectra on SWNTs were taken on samples
containing ropes of single wall carbon nanotubes with a nar-
row diameter distribution in the 1.2–1.4 nm range, and the
SWNT bundle samples were prepared by either the electric
arc method or by the laser vaporization technique [48, 49].
Raman spectra taken on such a sample for five different
laser excitation energies are shown in Figure 10 [5]. Promi-
nent in these spectra are the G-band at ∼1590 cm−1 and
the radial breathing mode at ∼186 cm−1 [see the trace in
Fig. 10 taken for Elaser = 2�41 eV (514.5 nm)]. By comparing
the various Raman spectra in Figure 10, which were taken
at different laser excitation energies Elaser, we see large dif-
ferences in the vibrational frequencies and intensities of the
strong A1 radial breathing mode (see Fig. 11), consistent
with a resonance Raman effect involving nanotubes of dif-
ferent diameters for each laser excitation energy.
In Figure 12, we see theoretical calculations showing that

for an �n� n� armchair SWNT there are three mode frequen-
cies very close to 1580 cm−1, which have mode symmetries
A1g , E1g , and E2g (see Fig. 11), each mode frequency being
almost independent of nanotube diameter. A similar behav-
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Figure 10. Experimental room temperature Raman spectra for purified
single wall carbon nanotubes excited at five different laser excitation
wavelengths. The laser wavelength and power density for each spec-
trum are indicated, as are the vibrational frequencies (in cm−1) [5].
The equivalent incident photon energies for the laser excitation are:
1320 nm→ 0.94 eV; 1064 nm→ 1.17 eV; 780 nm→ 1.58 eV; 647.1 nm→
1.92 eV; 514.5 nm→ 2.41 eV. Reprinted with permission from [5], A. M.
Rao et al., Science 275, 187 (1997). © 1997,

ior is found for the Raman band near 1580 cm−1 for zigzag
and chiral nanotubes [6, 50]. The atomic displacements asso-
ciated with the normal modes near ∼186 and ∼1580 cm−1

for a (10,10) nanotube are shown in Figures 1 and 11 [6].
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Figure 11. The calculated Raman mode atomic displacements, fre-
quencies, and symmetries for selected normal modes for the (10,10)
nanotube. The symmetry and the frequencies for these modes are not
strongly dependent on the chirality of the nanotube. In the figure, we
show the displacements for only one of the two modes in the doubly
degenerate E1g and E2g modes. Reprinted with permission from [6],
R. Saito et al., “Physical Properties of Carbon Nanotubes.” Imperial
College Press, London, 1998. © 1998, Imperial College Press.



Raman Spectroscopy in CNTs 317

11
6

18
6

37
7

48
6

67
3

75
5

85
5

95
9

10
69

13
47

15
26

15
50

15
67

15
93

16
06

(x2)
(x16)

**
*

(11,11)

(10,10)

(9,9)

(8,8)

500 1000 1500 1600 17000

(x1)

wave numbers

R
am

an
In

te
ns

ity
(a

rb
.u

ni
ts

)

Figure 12. Raman spectra (top) of a rope of single wall carbon
nanotubes taken with 514.5 nm laser excitation at ∼2 W/cm2 power
level. The features in the spectrum denoted by asterisks are assigned to
second-order Raman scattering. The four bottom panels are the calcu-
lated Raman spectra (based on a bond polarizability model) for arm-
chair �n� n� nanotubes, n = 8 to 11, and the strongest Raman-allowed
features are indicated by vertical bars. The arrows in the panels indicate
the positions of the remaining weak, Raman-active modes. Reprinted
with permission from [5], A. M. Rao et al., Science 275, 187 (1997).
© 1997,

In contrast to the high frequency band near 1580 cm−1,
the feature near ∼186 cm−1, which is identified with an A1
radial breathing mode (�RBM), is strongly dependent on the
nanotube diameter, as shown in Figures 10 and 12. Calcu-
lations [51, 52] show high intensities for this radial breath-
ing mode and for the tangential G-band modes (�G) near
1580 cm−1 (Fig. 12), in agreement with experimental Raman
spectra. The other Raman-active modes (see Fig. 12) are
predicted to have low Raman cross sections, also in agree-
ment with experiment (Fig. 10). Bond polarizability calcu-
lations further predict that the relative intensities of the
weaker Raman-active features in the experimental spectra
of Figure 10 can be increased by making measurements on
carbon nanotubes of lengths (e.g., 100 nm, small compared
to an optical wavelength for the laser excitation) [53]. The
weak D-band features in the Raman spectrum in Figure 10
at about 1350 cm−1 are associated with resonance Raman
scattering of phonons near the K point in the 2D Brillouin
zone. These identifications are in agreement with experi-
mental and theoretical observations at the single nanotube
level, discussed in Section 2.
Historically, these experimental observations of the

Raman effect in SWNT bundles [5] also provided the first
clear confirmation for the theoretical predictions about the
singularities in the 1D electronic density of states of carbon
nanotubes through study of both the radial breathing mode
features and the G-band mode features. This confirmation
of the existence of singularities in the 1D density of states
of SWNTs by the resonance Raman effect was soon corrob-
orated by a more direct measurement of the 1D electronic
density of states by STM/scanning tunneling spectroscopy
[12, 54].
Because of this strong resonance enhancement effect, it

was found that only a small concentration of single wall
nanotubes in a sample containing other carbon forms can

give rise to spectral features showing the characteristic sharp
doublet structure in the 1570–1600 cm−1 spectral range [55].
The resonance enhancement effect is so strong for small
diameter (<2 nm) SWNTs that it is possible to observe the
Raman effect from individual SWNTs (see Section 2) and to
observe up to fifth order Raman scattering in SWNT bun-
dles (e.g., up to Raman shifts of 6885 cm−1 using 488 nm
laser excitation) [56].
Since the energies of these sharp features in the 1D

electronic density of states are strongly dependent on the
nanotube diameter, a change in the laser frequency brings
into resonance a different carbon nanotube with a differ-
ent diameter that satisfies the new resonance condition. This
effect is called diameter selective Raman spectroscopy and led
in 1998 to the first use of Raman spectroscopy to distinguish
between metallic and semiconducting nanotubes [57, 58].
The concept of diameter selective spectroscopy follows from
Figure 4 where each point on the plot of the energy Eii of
the van Hove singularity in the JDOS vs tube diameter dt

denotes a different �n�m� SWNT. For a given diameter dis-
tribution in the sample (e.g., 1�37± 0�20 nm, for the sample
in Fig. 13), we can see in Figure 13 that for Elaser below
1.70 and above 2.14 eV, the SWNT bundle contains predom-
inantly semiconducting nanotubes that are resonant with
Elaser, in agreement with the lineshape shown for these traces
in Figure 13, while for Elaser in the range 1.83 to 2.14 eV,
the G-band shows a very different broad lineshape, char-
acteristic of metallic nanotubes. Here the lower frequency
G-band component (designated by G−) for metallic tubes
is described by a Breit–Wigner–Fano lineshape arising from
the coupling of the G− phonons to plasmons through the
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Figure 13. Raman spectra of the tangential modes of carbon nanotubes
with diameters in the range dt = 1�37 ± 0�20 nm, obtained with several
different laser excitation energies Elaser. The inset shows low resolution
Raman spectra between 1300 and 2800 cm−1 in the range of laser ener-
gies 2.00–2.18 eV where the metallic nanotubes are dominant and the
arrow points to a low intensity M-band feature near 1750 cm−1 [40]
which has its maximum intensity correlated with the maximum intensity
of the metallic G-band lineshape. Reprinted with permission from [57],
M. A. Pimenta et al., Phys. Rev. B 58, R16016 (1998). © 1998, American
Physical Society.
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tube curvature which allows mixing of out-of-plane phonons
with the tangential in-plane phonon modes characteristic of
2D graphite. This coupling is most pronounced for small
diameter nanotubes in SWNT bundles relative to isolated
SWNTs, since the coupling between phonons in one tube
and plasmons in adjacent tubes can readily occur for SWNTs
in bundles.
A closely related effect is observed in Figure 14 where

Stokes and anti-Stokes spectra for the same SWNT sample
with dt = 1�49 ± 0�20 nm are shown for four different laser
excitation energies. Resonance for the scattered photon for
the Stokes process occurs when Elaser − ��G = Eii, while
for the anti-Stokes process, the resonance condition is given
by Elaser + ��G = Eii. Thus for Elaser = 2�19 eV, Figure 4
shows that semiconducting SWNTs in the bundle are reso-
nant for both incident and scattered photons for the anti-
Stokes process, but for the Stokes process only a few metallic
tubes would be expected to be resonant with the scattered
photon. The situation is dramatically different for Elaser =
1�58 eV where both the incident and scattered photons are
strongly resonant with metallic tubes for both the Stokes
and anti-Stokes processes [59]. For Elaser = 1�92 eV, the inci-
dent photon is not in good resonance for either metallic
or semiconducting tubes, while the scattered photon for the
Stokes process is in good resonance with metallic tubes and
for the anti-Stokes process with semiconducting tubes. For
Elaser = 1�49 eV, again the incident photons are not in good
resonance with the Eii for tubes in the SWNT bundle, but
for the scattered photons the resonance in the Stokes pro-
cess is good with semiconducting tubes, and with metallic
tubes in the anti-Stokes process, all of which follows from
the plot of Eii vs dt in Figure 4. Thus the Stokes/anti-Stokes
phenomena observed in SWNT bundles can be related to
behavior observed at the single SWNT level.
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Figure 14. Stokes and anti-Stokes Raman spectra for SWNTs of dt =
1�49± 0�20 nm taken at four different values of Elaser to illustrate differ-
ences in spectral lineshape between the Stokes and anti-Stokes spectra
[59]. For Elaser = 2�19 eV, both the Stokes and anti-Stokes processes
are in resonance with semiconducting nanotubes: for Elaser = 1�92 eV,
the Stokes process is in resonance with metallic nanotubes and the
anti-Stokes process is in resonance with semiconducting nanotubes. For
Elaser = 1�58 eV, both processes are in resonance with metallic nano-
tubes. Finally, for Elaser = 1�49 eV, the Stokes process is in resonance
with semiconducting nanotubes, and the anti-Stokes process is in reso-
nance with metallic nanotubes. The nanotube-specific resonance Raman
process associated with the special characteristics of the 1D density of
electronic states is responsible for the observed differences between the
Stokes and anti-Stokes lineshapes. Reprinted with permission from [59],
S. D. M. Brown et al., Phys. Rev. B 61, R5137 (2000). © 2000, American
Physical Society.

The G-band lineshape studies and the Stokes/anti-Stokes
G-band studies previously described led to the definition
of the resonance window for metallic tubes within a SWNT
bundle as the laser energy range over which the intensity
of the G− component was large enough to be observable.
For a SWNT bundle with a diameter distribution of 1�37 ±
0�20 nm, the Stokes resonance window was found to extend
from 1.7 to 2.3 eV and the anti-Stokes resonance window
was correspondingly downshifted by about 0.2 eV [60]. The
early determination of the resonance window from SWNT
bundle samples provided a sensitive experimental determi-
nation of the energy overlap integral �0 for SWNTs [15],
which is used for constructing the Eii vs dt diagram (Fig. 4),
within the tight binding approximation, and assuming a zero
value for the overlap integral (i.e., s = 0). The �0 value thus
determined yielded �n�m� predictions that were later found
to be in good agreement with experimental �n�m� deter-
minations based on RBM mode measurements on isolated
SWNTs at the single nanotube level [2].
Studies of the effect of high laser radiation intensity

on the Raman spectra of SWNT bundles showed (through
observation of the RBM spectra) that the small diameter
SWNTs burn off preferentially, thereby affecting the G-band
lineshapes irreversibly, depending on whether the smallest
diameter SWNTs in the initial SWNT bundle are semicon-
ducting or metallic [61]. High laser intensity also serves to
reduce the D-band intensity irreversibly and to enhance the
RBM and G-band intensities, indicative of annealing out
structural defects in SWNTs [61].
In comparing Raman spectra from SWNT bundles and

from individual SWNTs, several differences are notewor-
thy. (1) The linewidths of the Raman features for isolated
tubes are much narrower [22], with FWHM values of the
G+-band and D-band being 6 and 7 cm−1, respectively,
for isolated SWNTs, as compared to 15 and 34 cm−1 for
SWNT bundles [22, 62, 63], reflecting inhomogeneous line
broadening that arises from contributions of the various
�n�m� nanotubes within the resonant window of the laser.
(2) Diameter-dependent effects are observed in the spec-
tra from SWNT bundles, as is clearly seen in the selection
of the resonance window in distinguishing between metal-
lic and semiconducting SWNTs (Fig. 13) and in interpreting
the Stokes/anti-Stokes spectral lineshapes (Fig. 14). Stud-
ies at the single nanotube level are especially useful in
addressing diameter-dependent effects in each of the spec-
tral features in the Raman spectrum [1]. (3) Even though
chirality-dependent phenomena are observed for many of
the features in the Raman spectra at the single nanotube
level, the spectra observed for SWNT bundles provides only
an average over chiral angles for SWNTs within the reso-
nance window. (4) Certain features in the Raman effect that
relate to tube–tube interaction are observed more strongly
in SWNT bundles, and these include the reported diameter-
independent upshift of the RBM band frequency in SWNT
bundles, and the increased strength of the G− lower fre-
quency component of the G-band in SWNT bundles with a
Breit–Wigner–Fano lineshape that arises from the plasmon–
phonon coupling [14, 23].
The effect of bundling on the electronic structure of

SWNTs has been considered generally from a theoretical
standpoint. On the basis of a density functional formalism,



Raman Spectroscopy in CNTs 319

the intertube coupling was calculated within the local density
approximation (LDA) for isolated and bundled (8,8), (9,9),
(10,10), and (11,11) armchair nanotubes, corresponding to
a diameter distribution representative of many experimental
samples. The results of this calculation showed that inter-
tube coupling causes a band dispersion of ∼0.15–0.20 eV
which not only opens up a pseudo-gap at EF but also broad-
ens the van Hove singularities by the same amount, while
the peak positions of the van Hove singularities were found
to shift in energy away from EF [64]. This leads to a net
increase of the energy spacing between pairs of van Hove
singularities in the electronic JDOS (such as EM

11 , etc.) for
bundled nanotubes relative to isolated SWNTs [64] (see
Table 2). These calculations imply that the force constants
for a given nanotube in a SWNT bundle should increase and
consequently the mode frequencies would be expected to
increase relative to their values in an isolated tube. A gen-
eral expression is then suggested for the interpretation of
radial breathing mode frequency measurements for SWNT
bundles, namely �RBM = �/dt + '�RBM. This result implies
that the effect of intertube interactions is to upshift the
radial breathing mode frequency of a particular SWNT in
a bundle relative to that for its �RBM as an isolated SWNT
by '�RBM and perhaps also to modify its coefficient �. The
precise value of � and '�RBM would then be expected to
depend on the local environment of the tube, the total size
of the SWNT bundle, and the location of the SWNT within
the SWNT bundle. A detailed procedure was established for
the determination of � and '�RBM by Kuzmany et al. [44,
65, 66]. The effect of bundling on �G is expected to be small.

3.2. Temperature Dependence

Early studies of Raman-active modes in SWNT bundles
reported a softening of the radial breathing mode and tan-
gential G-band frequencies with increasing sample temper-
ature. A few speculations were proposed to explain the
origin of these frequency downshifts, attributing them to the
stretching of carbon–carbon bonds, defects, and disorder in
these materials, as well as to the van der Waals interac-
tions between nanotubes in the bundles [20]. However, no
detailed theoretical or experimental basis was provided to
support these proposals.
A recent study [67] reexamined the temperature depen-

dence of the RBM, G-band, and D-band, using as-prepared
HiPCo SWNTs [68]. Based on experimental data and the
results of molecular dynamics simulations, the expected

Table 2. Calculated energy differences (E11 and (E22 (in eV) in the
electronic DOS for isolated tubes (tube) and weakly interacting tubes
(rope) in a bundle (see text).

�n�m� E ′
11(tube) E11(rope) (E11 E ′

22(tube) E22(rope) (E22

(8,8) 2.03 2.23 0.20 3.69 3.89 0.20
(9,9) 1.83 1.99 0.16 3.39 3.55 0.16
(10,10) 1.64 1.84 0.20 3.12 3.29 0.17
(11,11) 1.49 1.63 0.14 2.87 2.98 0.11

Source: Reprinted with permission from [64], A. M. Rao et al., Phys. Rev. Lett.
86, 3895 (2001). © 2001, American Physical Society.

radial breathing mode softening due to three contribut-
ing factors was considered: thermal expansion of individ-
ual SWNTs in the radial direction, softening of the C–C
(intratubular) bonds, and softening of the van der Waals
intertubular interactions in SWNT bundles (intertubular
interaction). Panels a–d in Figure 15 show a reversible lin-
ear shift with temperature of the two RBM frequencies, the
G-band frequency, and the D-band frequency observed in
the Raman spectrum of as-prepared HiPCo SWNTs. The
two RBM peaks, with a peak position of �RBM ∼ 182 and
264 cm−1 at room temperature, correspond to the tube
diameters of approximately 1.33 and 0.89 nm, respectively.1

The temperature dependence in terms of d�RBM/dT was
obtained from the slopes of the (linear) plots in Figure 15a
and b to be ∼−0�0045 and −0�0090 cm−1/K, respectively.
The larger magnitude of d�RBM/dT for �264 relative to
�182 suggests that smaller diameter tubes are more sus-
ceptible to temperature-induced frequency downshifts. Fur-
thermore, the following experimental values were obtained:
d�G+/dT = −0�0189 cm−1/K, d�G−/dT = −0�0238 cm−1/K,
and d�D/dT = −0�0087 cm−1/K [67]. The temperature
dependences of the G-band and D-band modes (Fig. 15c
and d) were used to evaluate the softening of the C–C force
constants with temperature [67].
It was found that only a small part of the temperature

dependence of �RBM can be attributed to the very small
change in the tube diameter [67]. For nanotubes with diame-
ters dt ∼ 1.34 nm, the contribution due to the radial thermal
expansion is ∼4% over the temperature range 300 < T <
800K. Interestingly, this contribution increases to ∼10%
in the case of nanotubes having dt ∼ 0�89 nm, due to the
relatively larger curvature of these narrow diameter tubes.
The dominant contributions to the RBM mode frequency
softening are attributed to temperature-induced softening
of the intratubular C–C bond strength and to the SWNT
intertubular (van der Waals) interactions [67]. Furthermore,
it was found that these factors together contribute to the
total change of �RBM�T � with temperature, ∼95% and 90%,
respectively, for SWNTs having dt ∼ 1�33 nm and ∼0.89 nm.
In summary, the effect of increased temperature on the

Raman spectra of SWNT bundles is to soften all the SWNT
phonon modes, some more than others, without a significant
effect on the energy of the van Hove singularities.

3.3. Dependence of Debundling, Doping,
and Applied External Potential

In this section we consider the effect on the Raman spectra
of using chemistry to debundle SWNTs in SWNT bundles,
and the spectral modifications resulting from p- and n-type
doping and from the application of positive and negative
potentials to the SWNT bundles.
In addition to their exotic physical properties, spm (2 <

m < 3) hybridized carbons have been found to exhibit
interesting chemical properties [10, 69]. For instance,

1 In [67], the relation �RBM = 223/dt + 14 is used, yielding dt = 1�33
and 0.89 nm for the tubes with �RBM = 182 and 264 cm−1, respectively,
while use of the formula �RBM = 248/dt for isolated SWNTs yields dt

values of 1.36 and 0.94 nm, respectively.
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Figure 15. Temperature dependence of Raman frequencies in cm−1 of
HiPCo SWNTs in SWNT bundles plotted as a function of tempera-
ture (K) for the RBM mode at 182 (a) and at 264 cm−1 (b) at room
temperature, and for the G-band and D-band features in (c) and (d),
respectively [67]. Over the temperature range shown in this figure, all
modes show a reversible linear shift with temperature upon heating and
cooling. Reprinted with permission from [67], N. R. Raravikar et al.,
Phys. Rev. B 66, 235424 (2003). © 2003, American Physical Society.

fullerene chemistry blossomed into a rich subfield, allow-
ing researchers to develop recipes for their purification,
chromatographic separation, and functionalization in order
to yield fullerenes with tailored chemical properties (see
Chap. 10 in [10]). Since carbon nanotubes can be viewed
as highly elongated fullerene molecules, it was natural to
expect that the chemical properties of carbon nanotubes
would be explored soon after the discovery of bulk nano-
tube synthesis methods for SWNT bundles by the pulsed
vaporization [48] and electric arc methods [49]. A major
impediment of nanotube chemistry is the insolubility of as-
prepared carbon nanotubes in known organic solvents. This
chemical inertness stems from the fact that a large frac-
tion of the carbon atoms in a nanotube shell exhibits strong
covalent bonding with neighboring atoms, as is the case in a

single graphene sheet. Toward the end of 1997, recipes were
being developed to chemically purify, debundle, and chop
nanotubes into short “fullerene pipes” with a view toward
preparing solubilized nanotubes. The following year, a major
breakthrough was reported, which revealed that nanotubes
attached with long chain octadecylamine molecules become
soluble in CS2 and other organic solvents [70]. AFM images
showed that the majority of the bundled SWNTs were sepa-
rated into isolated tubes and small SWNT bundles (2–4 nm
in diameter) during the solubilization process [70]. Hence-
forth in this chapter, solubilized tubes are called debundled
tubes.
Besides literally opening doors to the chemical modifi-

cation of nanotubes, fullerene pipes and debundled tubes
provide an opportunity to investigate the effects of finite-
tube length [53] and of debundling on the vibrational and
electronic properties of nanotubes [64, 71]. The tube–tube
interactions within SWNT bundles are weak, similar to the
coupling between adjacent graphene planes in 3D crystalline
graphite or the intermolecular coupling found in solid C60.
This weak intertube coupling is dominated by the van der
Waals (vdW) interaction but contains a nonzero covalent
component that has been shown theoretically and experimen-
tally to have a significant influence on the vibrational [16,
72–75] and electronic states for carbon nanotubes [76, 77].
In this section, we focus on Raman spectroscopic studies

of debundled SWNTs to probe the effect of vdW inter-
actions on the RBM band and on the G-band frequen-
cies �RBM and �G. Almost all of the early Raman spectra
on SWNTs were collected on nanotube bundles that were
synthesized by the pulsed laser vaporization or the electric
arc methods. These bundles contain on the order of 100
well-aligned SWNTs arranged in an approximately closed-
packed triangular lattice. A typical Raman spectrum of
the arc-derived SWNT bundles obtained using the 1064 nm
excitation wavelength (see Fig. 16) exhibits two prominent
features at �RBM ∼ 160 cm−1 (radial band) and �G+ =
1591 cm−1 (tangential band). The frequencies of the peaks
in the RBM bands have been used extensively to determine
the SWNT diameter distribution (see Section 2.3). The line-
shape of the G band has been used to determine the semi-
conducting/metallic nature of SWNTs (see Section 3.1).
In Figure 16, the Raman spectrum of debundled tubes

in CS2 (solid trace) is compared to that obtained for bun-
dled SWNTs (dotted trace), the latter in powder form. The
debundled and bundled SWNTs referred to in Figure 16
stem from the same as-prepared arc-derived material. Three
G-band modes near 1590 cm−1, previously identified with
A1g , E1g , and E2g symmetries (see Section 3.1), are expected
for achiral tubes [6] with frequencies that are nearly inde-
pendent of the tube diameter [20], while for chiral tubes,
six G-band modes are Raman-active with 2A1, 2E1, and 2E2
symmetries [20]. In contrast to the high frequency G-band
at 1590 cm−1, the low frequency RBM band centered at
∼160 cm−1 is identified with a band of A1 symmetry radial
breathing modes representing contributions from the var-
ious SWNTs within the resonance window of the excita-
tion laser, each contributing at a frequency in accordance
with its diameter �RBM = �/dt +'�RBM [6]. Consistent with
the calculated mode frequencies and intensities, other weak
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Figure 16. Room temperature Raman spectrum of arc-synthesized bun-
dled SWNTs (dotted curve) and of solubilized SWNTs (solid curve)
denoted by S-SWNTs in CS2. The laser excitation wavelength is
1064 nm. The peaks denoted by asterisks are attributed to CS2. The
G-band peak intensities are set to a constant value so that the intensi-
ties for the RBM bands for the two spectra can be compared. The left
and right insets show, respectively, the deconvolution of the RBM and
G-band features in the bundled SWNTs and S-SWNTs. The vertical
and horizontal axes for the two insets correspond, respectively, to the
Raman intensity and frequency. The numbers within parentheses refer
to the full width at half maximum intensity of the various constituents
of the deconvolved bands. Reprinted with permission from [64], A. M.
Rao et al., Phys. Rev. Lett. 86, 3895 (2001). © 2001, American Physi-
cal Society.

Raman-active features have been observed in the intermedi-
ate phonon frequency region between the RBM and G-band
features [53].
At least two striking differences in the Raman spectra of

bundled versus debundled tubes stand out in the spectra of
Figure 16. The first difference is the narrower linewidths
for the RBM and G-bands of the debundled SWNTs in
CS2 relative to those observed in bundled SWNTs, albeit
the linewidth of the each Lorentzian component is nearly
the same for bundled and debundled tubes. Likewise the
linewidths for the G+-band components for isolated tubes
are also considerably smaller than for SWNT bundles, as
is also the case for the RBM band, because of the large
decrease in inhomogeneous line broadening for isolated
SWNTs. In fact, the linewidths for the RBM and G-band
features for debundled SWNTs can be as narrow as for iso-
lated SWNTs [22]. This is also shown by the Lorentzian line-
shape analysis of the G-band (right inset of Fig. 16) which
reveals at least four narrow components for the bundled
SWNTs and a single narrow mode for debundled SWNTs in
CS2. The loss of the G−-band in the debundled spectrum is
apparent and can be understood from studies at the single
nanotube level which show the suppression of the G−-band
in isolated semiconducting tubes due to the antenna effect
[1]. Similarly, from the left hand inset in Figure 16 for the
RBM band, a reduced number of Lorentzians is observed in
the spectrum of the S-SWNT sample when compared to that
of the bundled SWNTs, indicating a much narrower tube
diameter distribution in the debundled sample.

The second difference revealed in Figure 16 is the upshift
of �RBM for bundles with respect to the corresponding value
in isolated tubes due to the space restrictions imposed by
the presence of neighboring tubes in a SWNT bundle. The
tube–tube interactions within a SWNT bundle have been
predicted to cause a ∼6–20 cm−1 upshift in �RBM, depend-
ing on the detailed considerations of the various theoreti-
cal calculations [74, 75, 77]. Figure 16 shows that the RBM
band in debundled tubes is upshifted by ∼10 cm−1 relative to
the RBM band in bundled tubes, in apparent contradiction
with lattice dynamics predictions of a stiffening of the force
constants in a bundled cluster of tubes relative to isolated
tubes because the atomic displacements in a bundled tube
are somewhat hindered by the radial atomic displacements
of neighboring tubes.
In Figure 17, the RBM band (panel a) and the G-band

(panel b) spectra taken at 1064, 647.1, and 514.5 nm exci-
tations are compared for laser-synthesized bundled SWNTs
and solid laser-synthesized debundled tubes (i.e., SWNTs
that are first solubilized along their full lengths by organic
solvents which are then evaporated). The RBM bands in
these solid debundled tubes are consistently upshifted rela-
tive to those of SWNTs that are in bundles, as can be seen in
all the spectra depicted in Figure 17. On the other hand, the
narrowing of the G-band observed in the solubilized debun-
dled tubes in CS2 (see right-hand inset in Fig. 16) is absent
in the tangential G-band in solid debundled tubes (Fig. 17).
Nevertheless, there is essentially no change in the G-band
peak frequencies as a result of debundling within the reso-
lution of the Raman experiments.
At least two important conclusions can be drawn from the

Raman data presented in Figure 17:

(i) Both semiconducting and metallic tubes exhibit about
a 10 cm−1 upshift in �RBM when the bundled tubes are
solubilized. As Pimenta et al. [57, 58] have argued, the
647.1 nm excitation couples predominantly to metallic
tubes in a sample with a mean SWNT diameter of
∼1.4 nm.
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Figure 17. Comparison of the radial breathing mode band (labeled
R-band) (panel a) and the tangential G-band (labeled T-band) (panel b)
of laser-synthesized bundled SWNTs and subsequent solid debundled
tubes based on these bundled SWNTs for three different laser excitation
wavelengths. Reprinted with permission from [64], A. M. Rao et al.,
Phys. Rev. Lett. 86, 3895 (2001). © 2001, American Physical Society.
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(ii) The relatively broader tangential G-band in solid
S-SWNTs compared to that of debundled tubes in
CS2 suggests that the organic solvent–nanotube inter-
actions have a smaller influence on the tangential
mode lifetime than the tube–tube interactions in solid
debundled tubes.

Duesberg et al. [27] have also reported an upshift in �RBM
in their Raman spectrum collected on SWNT bundles of
different thicknesses. In Figure 18, the 5 nm thick SWNT
bundle (#3 bundle in Fig. 18) showed �RBM ∼ 188 cm−1

while a 1.5 nm thick bundle (#1 bundle in Fig. 18) showed
�RBM ∼ 193 cm−1. These observations are consistent with
those discussed in Figures 16 and 17.
We now consider two other perturbations to SWNT bun-

dles which modify their Raman spectra. First we consider
the effect of an applied potential, and then we consider the
case of doping the SWNT bundles with donors and accep-
tors. Both of these experiments provide insights into how
external perturbations modify the observed Raman spectra.
Electrochemical studies of the resonance Raman spectra

of SWNT bundles show that the electrochemical potential,
Fermi level, and charge carrier density of SWNTs can be
controlled by an externally applied potential, thereby rad-
ically changing the Raman spectra as initial or final states
become unavailable for the resonance Raman effect [78].
Figure 19a shows the change in the spectra at Elaser =
1�96 eV for SWNT bundles (dt = 1�25±0�20 nm) cast on a Pt
substrate immersed in an H2SO4 (0.5M) aqueous solution as
the external voltage V is varied from 0 to +1�3 V and then
back to 0 V. While the dependence of �D and �G on V was
studied, it was found that the dependence of �G′ on V could
be explained quantitatively in terms of the lowering of the
Fermi level with increasing V , thereby emptying states from
van Hove singularities in the valence band and, in the case
of metallic tubes, also from the constant nonzero density of
states between the lowest energy pair of van Hove singu-
larities EM

11 , as shown in Figure 19b. The good agreement
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Figure 18. Raman spectra of the radial breathing mode using Elaser =
1�96 eV for three different thicknesses of SWNT bundles, with #2 and
#3 having a thickness of 5 nm, with #1 having a thickness of 1.5 nm.
The results show a dependence of �RBM and its intensity on the thick-
ness of the SWNT bundle. Reprinted with permission from [27], G. S.
Duesberg et al., Phys. Rev. Lett. 85, 5436 (2000). © 2000, American
Physical Society.
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Figure 19. (a) In-situ Raman spectra of a SWNT film cast on a platinum
surface in an H2SO4 0.5M aqueous solution. The spectra are obtained
at the indicated positive applied potentials and Elaser = 1�96 eV. The fre-
quencies for the dominant G-band, D-band, and G′-band features are
indicated in cm−1. (b) The points denote G′-band frequencies for the
same SWNT film as in (a), obtained at the indicated applied potentials
for Elaser = 1�96 and 2.54 eV. The solid lines in (b) are theoretical curves
for the G′-band calculated from charge transfer in SWNT density of
states. Reprinted with permission from [78], P. Corio et al., Chem. Phys.
Lett. 370, 675 (2003).

between experiment and theory regarding the dependence
of �G′ on V and the observation of a different behavior for
semiconducting and metallic tubes indicates that the applied
voltage V has only a small effect on the energy of the van
Hove singularities, but the application of V mainly affects
the occupation of valence and conduction band states [78].
Closely connected to these electrochemical experiments

are doping experiments where either electrons or holes are
added to the nanotubes by the addition of either donor or
acceptor dopant species. For the case of saturation-doped
SWNT bundles with halogen acceptors (for example, Br2),
the �RBM and �G+ frequencies upshift, respectively, by ∼74
and ∼24 cm−1, relative to the corresponding frequencies in
the undoped SWNT bundles. On the other hand, doping
with alkali metals like K or Rb leads to a softening (or down-
shift) of �RBM and �G+ , accompanied by dramatic changes
in the lineshape for the tangential G-band. For example,
the G-band in saturation K-doped or Rb-doped bundles,
�G+ , downshifts by ∼35 cm−1 and exhibits a characteris-
tic Breit–Wigner–Fano lineshape [80]. The radial breathing
mode band in saturation K-doped or Rb-doped bundles is
not evident in the Raman spectrum. The RBM band may
have shifted to very low frequencies or it may have broad-
ened to such an extent that it cannot be detected above the
background signal. These shifts provide evidence for charge
transfer between the dopants and SWNT bundles, indicating
an ionic character for the doped samples. Doping with halo-
gens transfers electrons from the � states in the SWNTs to
the halogens, creating hole carriers in the SWNTs (p-type).
Likewise, alkali-metal dopants transfer electrons to the �∗

states, making the nanotubes n-type. The authors explained
their results within a rigid band model, assuming no modifi-
cation to the Eii values for their doped SWNTs.
We now offer some explanation for the information pro-

vided by these Raman studies on the effect of these per-
turbations on the nanotubes. With regard to interpreting
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the debundling effects discussed previously and depicted in
Figures 16, 17, and 18, we note that the shifts in �RBM
or in �G observed in doped nanotube bundles have been
related to the charge transfer between the nanotubes and
the alkali metal (downshift) or halogen (upshift) dopants
[79]. In this case, the van Hove singularities do not change
much in energy, but the Fermi level (or the filling of elec-
tron and hole states) is greatly affected, resulting in large
shifts in G-band properties and in the suppression of inter-
band transitions. The effect of positively and negatively
applied potentials is similar to that of chemical doping inso-
far as the values of Eii do not change much, but large
shifts in Fermi level (the filling and emptying of electron
states) are observed. In contrast, the debundling of SWNTs
mainly affects the tube–tube coupling and sensitively affects
�RBM but not �G. Clearly, for the spectra depicted in
Figure 16, the 10 cm−1 upshift in �RBM upon forming debun-
dled from bundled SWNTs cannot be attributed to charge
transfer, since �G for debundled tubes exhibits an insignifi-
cant frequency shift from the observed frequency in bundled
SWNTs. Furthermore, the 10 cm−1 upshift in Figures 16 and
17 is not due to the presence of long chain molecules (which
are attached to the tube walls or to the tube ends during
the debundling process) [70], since the effect of debundling
on �RBM should result in a downshift in frequency, since the
attachment of molecules to the SWNT would be expected
to weaken the carbon–carbon force constants involved in
the normal mode vibrations of the SWNTs. The anoma-
lous upshift of ∼10 cm−1 has therefore been attributed to a
decrease in the energy spacing of the van Hove singularities
in debundled tubes relative to the spacings in bundled tubes,
thereby allowing the same laser excitation to excite SWNTs
with smaller diameters in the debundled SWNTs relative to
the bundled SWNTs [64].

3.4. Pressure-Dependent Studies

The study of Raman-active modes in SWNTs as a func-
tion of external pressure has been useful in probing both
the influence of vdW (van der Waals) interactions on the
vibrational modes in carbon nanotubes [80–82] and the
pressure-induced structural transitions in SWNTs [80, 82].
Pressure-induced changes in the electrical [83] and optical
[84] properties of SWNT bundles have also been reported.
In the high-pressure experiments reported to date, SWNT
material synthesized either by the electric arc [49] or pulsed
laser vaporization [48] methods has been used.
Generalized tight binding molecular dynamic (GTBMD)

simulations predicted different pressure dependences for
�RBM in bundled and isolated tubes [80]. These GTBMD
calculations showed that the pressure dependence for �RBM
is sensitive to the coupling between the tubes in the SWNT
bundles. In the GTBMD scheme, a Lennard–Jones type
potential was used to describe the vdW forces between
SWNTs in a bundle, using Lennard–Jones parameters sim-
ilar to those needed to simulate the c-axis bonding in bulk
graphite. In the calculations, the hydrostatic pressure, P ,
was introduced through a radial force FP = P × A, where
A is a cross-sectional area perpendicular to the tube axis
[80]. Three scenarios (I, II, and III) by which the external
applied pressure can be transmitted to a SWNT bundle were

considered (Fig. 20). In model I, the pressure transmitting
liquid resides external to the SWNT bundle and pressure
is transmitted only to the outer tubes, while the tubes in
the interior of the bundle are coupled to the external force
through vdW interactions. Model II describes a situation in
which the vdW interactions were neglected and the pressure
transmitting liquid penetrates the bundle via the intersti-
tial channels to exert uniform pressure on individual tubes
within the bundle. This model also applies to isolated tubes,
where the pressure transmitting liquid can freely access the
entire perimeter of each tube and the vdW interactions are
thereby strongly reduced. Finally, model III is identical to
model II except for the inclusion of the vdW interactions in
the GTBMD calculations.
Large SWNT bundles (containing more than 100 tubes)

produced by pulsed laser vaporization of graphite were
debundled using chemical methods described in [70]. This
procedure resulted in some isolated tubes, but the majority
of the tubes were in small bundles containing three to seven
tubes, as seen in the height profile analysis of AFM images.
A schematic representation of the debundled SWNT sample
containing a smaller number of tubes is shown in Figure 21,
where the number within the tube represents the number of
neighboring tubes. For example, an isolated tube has zero
neighboring tubes, and within a bundle of three tubes, each
tube has two neighboring tubes. Also the peripheral tubes in
a bundle of seven tubes have three neighboring tubes, while
the central tube has six neighboring tubes, as shown in the
figure.
In Figure 22, the pressure-induced frequency shifts of the

RBM (panel a) and the tangential G-band (panel b) fre-
quencies for debundled SWNTs (squares) are compared to
those for bundled SWNTs (triangles). In this figure, the
difference between the observed frequency at any given
pressure and the atmospheric pressure frequency, that is,
[��P� − ��0�], is plotted along the vertical axis for con-
venience of comparison [85]. This choice for the ordi-
nate enables us to eliminate the shifts in �RBM between
the bundled and debundled SWNTs, which was discussed
in Figures 16 and 17. In Figure 22, the two dominant
G-band modes (G+ and G−) observed in both bundled and
debundled SWNTs are labeled as T2 and T1, correspond-
ing to G+ and G−, respectively. The solid lines represent
fits to the experimental data (linear in panel a; quadratic
in panel b in Fig. 22) while the dashed curves represent
theoretical pressure dependences for �RBM and �G from
models I–III described previously. Interestingly, the experi-
mentally observed pressure dependence for both �RBM and

(I) (II) (III)

Figure 20. Three scenarios (I, II, and III) by which the external applied
pressure can be transmitted to a SWNT bundle (see text). Reprinted
with permission from [85], U. Schlecht et al., J. Nanosci. Nanotechnol.
3, 139 (2003). American Scientific Publishers.
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Figure 21. A schematic representation of the number of neighbors in
debundled SWNT samples containing a small number of tubes, namely
one, three, and seven tubes (see text). Reprinted with permission from
[85], U. Schlecht et al., J. Nanosci. Nanotechnol. 3, 139 (2003). American
Scientific Publishers.

�G in debundled SWNTs is nearly the same as in bundled
SWNTs.
It should be noted that the GTBMD calculations (left

panel in Fig. 22) predict different pressure dependences for
�RBM in bundled (model I) and isolated tubes (models II
and III). For the pressure dependence of �RBM in debun-
dled SWNTs, Figure 22 shows an experimentally deter-
mined linear shift of ∼8.4 cm−1/GPa, which is comparable
to the values of 9.7 [81, 86] and 10.1 cm−1/GPa [82]
reported, respectively, for d�RBM/dP in arc-derived and
laser-derived bundled tubes. Thus, the experimentally deter-
mined pressure coefficient for �RBM in debundled SWNTs
is significantly higher than the pressure dependence of
∼1.3 cm−1/GPa for �RBM predicted by model II for isolated
tubes [85]. This would imply that the magnitude of the vdW
interactions on �RBM, as reflected in the pressure depen-
dence of the Raman-active radial breathing mode, is nearly
the same whether a SWNT resides within a large bundle
(with 100 neighboring tubes) or inside a small bundle con-
taining three to seven tubes, indicating the greater impor-
tance of near-neighbor intertube interactions. The Raman
data described in Figures 16 and 22 collectively suggest that
the debundling into small diameter bundles causes a 10 cm−1

upshift in �RBM but does not lead to a change in its depen-
dence to external applied pressure. To unravel these sub-
tle differences, further high pressure Raman studies on a
homogeneous sample of isolated SWNTs prepared either by
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Figure 22. Pressure dependence of Raman modes in solubilized
SWNTs and bundled SWNTs. The pressure-induced frequency shifts
of the �RBM (panel a) and tangential G-band frequencies �G+ and
�G− (labeled T2 and T1, respectively) (panel b) for debundled SWNTs
(squares) to those for bundled SWNTs (triangles) are compared. The
dashed curves represent the calculated pressure dependence for �RBM

and �G from models I, II, and III. Reprinted with permission from [85],
U. Schlecht et al., J. Nanosci. Nanotechnol. 3, 139 (2003). American
Scientific Publishers.

improved chemical methods or by chemical vapor deposition
are required.
Application of external pressure on a SWNT bundle can

be expected to modify the electron density of states resulting
in the “band tuning” phenomenon. Since Raman scatter-
ing from nanotubes is a resonant process, one might expect
the laser excitation Elaser to resonate with different diame-
ter tubes in the bundle as the external pressure is ramped
from 0 to 5 GPa (Fig. 22). In panel (a) of Figure 22, the
radial band cannot be discerned at external pressures above
∼3GPa, while the tangential band persists even at 5GPa.
The loss of intensity of the radial band is most likely due
to faceting (hexagonal distortion) of the nanotubes and a
constraint on the radial atomic displacements of the carbon
atoms by adjacent SWNTs, rather than due to a decrease in
the resonance cross-section.
A direct measurement of the pressure dependence of

the ES
11 and ES

22 transition energies is provided by the
high pressure optical absorption studies of SWNT films by
Kazaoui et al. [84], who experimentally observed that the
optical absorption spectra of SWNTs changed reversibly
due to external pressure, as shown in Figure 23. The fea-
tures labeled S1 and S2 in Figure 23 were attributed to
allowed electronic transitions ES

11 and ES
22 between the first

and second pair of van Hove singularities in semiconduct-
ing SWNTs [84]. By monitoring the peak energy for S1, the
authors found that the energy gap downshifts by only 'ES

11 ∼
0�04 eV over the pressure range of 0–4GPa (see inset to
Fig. 23). This small shift in 'ES

11 would predict a downshift
of only 2 cm−1 in �RBM over the pressure range 0–4GPa,
which is much smaller than the experimental observation
shown in Figure 22. This value of 'ES

11 due to applied pres-
sure is also relatively small compared to the energy shift
of 'EM

11 ∼ 0�15–0.20 eV predicted from the Table 2 calcula-
tions [64] for the effect of bundling (intertube interactions)
on EM

11 for metallic SWNTs (see Section 3.1). The measured
'ES

11 due to applied pressure of 4GPa is insufficient in mag-
nitude to bring different diameter tubes into resonance with
a given laser line Elaser.
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Figure 23. Room temperature optical absorption spectra of a SWNT
film on KBr recorded by optical transmission measurements through
the diamond anvil cell [84]. The insert shows the pressure dependence
of 'ES

11 as obtained from the measurements on the S1 absorption peak.
Reprinted with permission from [84], S. Kazaoui et al., Phys. Rev. B 62,
1643 (2000). © 2000, American Physical Society.
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3.5. Effects of External Perturbations
on Raman Spectra

The effects of various perturbations to the Raman spectra
have been reviewed in Sections 3.1–3.4, including the
effects of bundling (Section 3.1), temperature (Section 3.2),
debundling, doping, and applied voltage (Section 3.3), and
pressure (Section 3.4). In this section, all of these effects are
brought together and are discussed in terms of their effect
on: (i) the Raman features of a given SWNT that is assumed
to always be in resonance with a tunable laser (whose Elaser
can be varied to satisfy the resonance condition) and (ii) the
Raman measurements that are actually carried out.
First we consider the case of bundling the SWNTs which

occurs in a self-assembly process during synthesis when
the SWNT bundles are formed. Calculations show that
the effect of bundling is to introduce an attractive inter-
tube interaction, which for typical tube bundles (containing
approximately 100 SWNTs in an ordered hexagonal arrange-
ment) leads to: (i) an increase in the separation between the
van Hove singularities and an upshift in Eii by 0.15–0.20 eV
and (ii) an increase in �RBM by ∼10 cm−1 [64]. From a
physical standpoint, the effect of bundling and debundling
mostly affects out-of-plane displacements, so that one would
expect bundling and debundling to mainly affect �RBM, as
is observed experimentally. When the experimental spec-
tra on SWNT bundles are taken with the same laser line,
then the �RBM of SWNT bundles would appear downshifted
by ∼10 cm−1 relative to the isolated SWNTs, since differ-
ent tubes of larger diameter would now be brought into
resonance. In actuality, this experiment is not carried out,
because the starting material is already in bundles.
The experiment that is actually carried out in the lab-

oratory is the inverse experiment of debundling (see Sec-
tion 3.3), which, from the theoretical argument given
previously, has the effect of reducing the separation between
the van Hove singularities, bringing into resonance smaller
diameter SWNTs, thereby giving rise to a higher �RBM, in
agreement with experimental observations.
These results also suggest that the coupling of the excita-

tion laser energy (Elaser) is sensitive to the environment in
which the nanotube resides, and thus future studies aimed at
correlating nanotube diameters with �RBM should pay atten-
tion to the size of the bundles. Also, a detailed theoretical
study of the dependence of Eii, �RBM, and �G on bundle
size is needed, including possible differences between semi-
conducting and metallic tubes. The techniques developed to
fit �RBM to dt through the relation �RBM = �/dt + '�RBM
from measured diameter distributions using four or more
laser lines [87] would be very useful in carrying out such
systematic studies.
Another mechanism by which tubes move in and out of

resonance with the excitation energy can be found in the
electrochemical studies of SWNT bundles [78]. These exper-
iments show that the electrochemical potential, Fermi level,
and charge carrier density of SWNTs can be controlled by an
externally applied potential, thereby radically changing the
Raman spectra as initial or final states become unavailable
for the resonance Raman effect as the applied potential is
varied. The applied voltage V is found to affect the energy
of the van Hove singularities Eii only mildly, but the applica-
tion of V mainly affects the emptying of states in the valence

band and the occupation of states in the conduction band
[78]. More detailed studies at the single nanotube level are
needed to clearly establish the shifts in Eii induced by appli-
cation of a voltage V to isolated metallic and semiconduct-
ing SWNTs.
In closely related optical absorption experiments by

Kazaoui et al. [88], essentially no shifts in the Eii peak
frequencies are observed upon donor doping with Cs and
acceptor doping with Br2, although an attenuation in the
peak intensities is observed, consistent with the emptying
and filling of states through acceptor and donor doping.
Shifts in �RBM and �G with doping have been observed and
have been correlated with the optical absorption data.
Other experiments by Kazaoui et al. [84] show that the

optical absorption peak energy depends only weakly on pres-
sure, although its intensity decreases strongly as the pressure
is increased. This result implies that essentially the same
SWNTs remain in resonance with Elaser as the pressure is
increased. Because of this weak dependence of Eii on pres-
sure, the observed upshifts in �RBM and �G with pressure
must be connected to increases in both the out-of-plane
(RBM) and the in-plane (G-band) force constants of the
same nanotubes with increasing pressure. The much larger
compressibility of the tube bundles in the radial direction
compared to the tangential direction results in a much larger
percentage increase in �RBM as compared to �G with pres-
sure, as is seen experimentally. Correspondingly, increasing
the temperature [67] weakens the force constants for both
the RBM and the G-band, without significantly shifting Eii,
so a given laser line remains in resonance with essentially
the same SWNTs upon heating the sample.
Future experimental work is needed to provide a more

systematic experimental framework which yields a more reli-
able model to account for the changes in the Raman spectra
induced by the various perturbations to SWNTs discussed in
Section 3, thereby allowing Raman spectroscopy to provide
a sensitive and informative characterization tool for measur-
ing these perturbations.

4. PEAPODS
Peapods refer to single wall carbon nanotubes contain-
ing C60 (or other fullerene) molecules within their cores.
Early samples of peapods were discovered accidentally in
high resolution transmission electron microscopy (HRTEM)
studies of acid-purified laser-derived SWNT bundles [89–
92]. Detailed HRTEM studies revealed the presence of
structural defects induced in the tube walls due to acid
treatment, which presumably served as entry ports for trace
amounts of C60 that were coproduced during the nanotube
synthesis. Soon after this discovery, an efficient route to pre-
pare peapods became obvious, since nanotube researchers
had already used mild oxidation conditions to open nano-
tube ends and fill the inner core of MWNTs with metals,
such as Pb, by exploiting the capillary properties of nano-
tubes [93, 94]. It is thus not surprising to find that oxidized
as-prepared SWNTs with open tube ends when exposed to
C60 vapors could provide an efficient route for the synthe-
sis of peapods based on vapor-phase transport and the cap-
illary filling of fullerenes [95]. Filling fractions as high as
60% have now been demonstrated in the preparation of
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peapods. Some authors have also prepared peapods using
synthesis techniques similar to those used to prepare endo-
hedral fullerenes. A controlled insertion of fullerenes inside
SWNTs has been reported using plasma irradiation meth-
ods where various atoms (Li, Na, K) or molecules (C60) can
be encapsulated [96]. HRTEM studies of irradiated tubes
showed that controlled amounts of defects could be cre-
ated in the SWNT sidewall through ion irradiation, and that
these defects could serve as additional entry ports (besides
the open tube ends) for irradiated C60 into the nanotubes.
Typical transmission electron microscope images of peapods
are shown in Figure 24. A string of evenly spaced encap-
sulated C60 molecules, denoted by (C60)n@SWNT, is clearly
observed in panel A of Figure 24.
Raman scattering experiments on SWNT bundles [71, 75,

97] at ambient pressure (Figs. 16 and 17) and solubilized
SWNTs [5, 85, 98–100] at high pressures (∼5GPa) inside
a diamond anvil cell (see Fig. 22) revealed the effect of
van der Waals interactions on the Raman-active modes in
SWNT bundles [71, 97]. By comparing the experimentally
observed radial breathing mode and tangential G-band fre-
quencies in the high pressure Raman studies of SWNT bun-
dles to those predicted (using a generalized tight binding
model calculation) in the presence or absence of van der
Waals interactions, Venkateswaran et al. [75] reported a
negligible shift in the tangential G-band frequency, but a
∼14 cm−1 upshift in the radial band frequency due to tube–
tube interactions [71, 97]. Likewise, the Raman investiga-
tions of peapods could in principle probe the effect of the
encapsulation of fullerene molecules on the vibrational and
electronic properties of the host SWNTs.

A

B

C

D

Figure 24. Structure of peapods taken by HRTEM [95]. (A) As pre-
pared peapods. (B) The formation of dimers at 800 
C. (C) The for-
mation of DWNT segments as the C60 molecules coalesce at 1000 
C.
(D) The complete coalescence of C60 molecules to form DWNTs at
1200 
C. The inset in (D) shows inner tubes with terminating end caps.
Reprinted with permission from [95], S. Bandow et al., Chem. Phys.
Lett. 337, 48 (2001). © 2001, Elsevier Science.

A detailed Raman study using 10 different laser excita-
tion energies (over the range 1000–413 nm or 1.24–3.0 eV)
of empty and fullerene filled SWNTs has been reported
by Pfeiffer et al. [101]. Laser-derived SWNTs were used in
their preparation of peapods with approximately 60% C60
occupancy. Figure 25 shows a collection of Raman spectra
obtained at 80K on empty and C60 filled SWNTs. Interest-
ingly, the RBM band in the peapod bundles is qualitatively
similar to that observed in empty SWNT bundles and is
found to be downshifted by only ∼2 cm−1 relative to that
of empty SWNT bundles. The authors attribute this small
frequency downshift to a slightly increased peapod diame-
ter or to a change in the intertube interactions [101]. The
tangential G-bands of the empty and C60 filled SWNTs are
also qualitatively similar without a noticeable shift between
the two Raman spectra. Similar to the response of empty
SWNTs, the peapods exhibit diameter selective resonance
Raman scattering [5] (as shown in Fig. 25) and exhibit a
strong dependence of the tangential band lineshape on exci-
tation energy (narrow tangential band for the blue–green
excitations and Fano-distorted lineshape for red laser excita-
tion) [101]. The Raman spectra for empty SWNTs when sub-
tracted from the corresponding Raman spectra for peapods
reveal interesting Raman features in the vicinity of the pen-
tagonal pinch mode frequency of C60 (Fig. 26) [101]. Two
weak modes at 1466 and 1474 cm−1 are found with an inten-
sity that is 20 times lower than the intensity of the G-mode
of SWNTs. The relative intensities of these weak modes
change as a function of the excitation energy (Fig. 26). Since
each peak in the doublet observed in Figure 26 lies on either
side of the expected 1469 cm−1 peak for C60, it was con-
cluded that encapsulated C60 seems to be strongly affected
by the encapsulation, perhaps related to the orientation of
the pentagons and hexagons of C60 with respect to the clos-
est contact of the C60 molecule with respect to the SWNT
hexagons, though a detailed interpretation for the origin of
two weak peaks rather than one is presently lacking.

x 0.5

x 0.25

x 0.2

x 0.1

SWCNT reference

2.65 eV

2.60 eV

2.54 eV

2.50 eV

2.41 eV

2.34 eV

2.18 eV

1.84 eV

1.76 eV

1.60 eV

150 200 250

Raman shift (cm-1)

R
am

an
In

te
ns

ity
(a

rb
.u

.)

Figure 25. Raman spectra taken in the RBM region at 80K on an
ensemble of peapods for various Elaser excitation energies. The dashed
lines denote the spectra from similar SWNT bundles prior to the intro-
duction of fullerenes into the SWNTs. Reprinted with permission from
[101], R. Pfeiffer et al., Diamond Relat. Mater. 11, 957 (2002). © 2002,
Elsevier Science.
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Figure 26. Raman spectra obtained from peapod bundles in the vicinity
of the A2�g� pentagonal pinch mode of encapsulated C60, plotted after
subtracting the Raman signal of empty SWNTs from the Raman sig-
nal of the corresponding peapod sample. Several laser excitation ener-
gies were used in the experiment and the data were collected at 80K.
Reprinted with permission from [101], R. Pfeiffer et al., Diamond Relat.
Mater. 11, 957 (2002). © 2002, Elsevier Science.

In contrast with observations reported by Pfeiffer et al.
[101], a comparative Raman study (using 514.5 nm excita-
tion) was done with a purified SWNT bundle reference sam-
ple and a peapod sample prepared using the irradiation
method [96]. The results of this study showed the pres-
ence of the C60 A1g Raman peak in the peapod spectrum
at 1469 cm−1 [96]. From the positions of the peaks in the
RBM band, the authors estimated a 1.2–1.3 nm tube diame-
ter, in contrast to the diameters determined from TEM (1.2–
1.8 nm). This discrepancy in diameter evaluation is largely
due to the fact that nanotubes exhibit resonant Raman scat-
tering, and several laser excitation energies should be used
to probe the full range of tube diameters in the peapod
sample. Other notable features reported in their work [96]
included a low intensity for the 1353 cm−1 D-band feature,
signifying that little damage is caused to SWNTs by the
low level of alkali metal plasma irradiation flux [(1–5) ×
109 cm−3] used in their experiment. Regarding the C60
modes, the low frequency Hg mode, the radial breathing C60
mode Ag�1�, and the pentagonal pinch Ag�2� mode appear,
respectively, at 273, 497, and 1469 cm−1, which are very close
to the frequencies for free C60 molecules, suggesting a weak
interaction between the encapsulated C60 and the SWNTs.
Electrochemistry offers more favorable conditions for

both reductive and oxidative doping than chemical doping
methods. A thin film electrode was prepared by evaporating
an ethanolic slurry of peapods on Pt or on an ITO (indium
tin oxide) transparent electrode to simultaneously monitor
the electronic and vibrational properties of peapods [102].
In this work, the peapods on ITO served as a working elec-
trode for in-situ visible near-infrared spectroelectrochem-
istry spectra taken on peapods as the population of the
valence-band electronic states was tuned electrochemically
in a solution of 0.2 M LiClO4 in acetonitrile. The elec-
trochemical cell was assembled inside a glove box with
a glass optical window for in-situ Raman characterization.
The intensities of the RBM and G-band modes for the

peapod SWNT bundles were observed to decrease as a
result of cathodic (panels a) or anodic (panels b) doping
as shown in Figure 27, similar to the behavior observed for
empty SWNT bundles. The lower frequency RBM compo-
nent (165–175 cm−1) is less affected by the positive and neg-
ative potentials as compared to the higher frequency RBM
component (180–190 cm−1), revealing a diameter depen-
dence of the electronic transition energies (i.e., the so-called
ES
33 transition, between van Hove singularities, E

v
3 and Ec

3 in
the valence and conduction band density of states), whereby
wide diameter tubes are depleted of/filled with carriers
before those of narrower diameter tubes, as the potential is
changed toward more positive/negative values. In analogy to
empty tubes, the tangential G-band significantly and mono-
tonically upshifts with increasing anodic potential (panel b)
and is less sensitive to cathodic charging (panel a). In con-
trast to empty SWNT bundles [79], no detectable shifts of
the RBM peaks is observed upon progressive cathodic or
anodic charging of the peapod sample (Fig. 27). Clearly,
the intensities of the RBM peaks decrease as a result of
cathodic or anodic charging. These doping-induced behav-
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Figure 27. Raman spectra of peapods on Pt electrode (excited at
2.41 eV) in 0.2 M LiClO4 + acetonitrile. (a) Spectra taken for various
electrode potentials (vs Ag-pseudo-reference electrode) varying from 0
to –1.0V (cathodic potentials). The spectra are offset for clarity, but
the intensity scale is identical for all spectra in the respective window.
As indicated, the intensities are multiplied by a factor of 10 and 100
for the first and second charts, respectively. The peak at 1375 cm−1

belongs to the (C–H vibration in acetonitrile. (b) The corresponding
spectra taken for various electrode potentials varying from 0 to 1.2V
(anodic potentials). Reprinted with permission from [102], L. Kavan
et al., Chem. Phys. Lett. 361, 79 (2002). © 2002, Elsevier Science.
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iors of the RBM have been attributed to a sharp tube diam-
eter distribution in the peapod sample, and a quenching of
the resonance Raman cross-section due to bleaching of the
transition between van Hove singularities [102].
Doping-induced shifts in the D-band and G-band

in empty SWNTs are well understood [79, 88], based
on charge-transfer-induced charge in the high-frequency
interlayer mode (E2g2 ) in acceptor and donor graphite inter-
calation compounds (for a review see [69]). Softening (stiff-
ening) of the E2g2 -derived modes in empty SWNT bundles
occurs with increasing charge transfer into (from) the �∗

(�) bands. The cathodic downshift per electron and anodic
upshifts per hole equals 140 and 460 cm−1, respectively, in
graphite. While chemical doping of empty SWNTs exhibits
similar doping-induced trends, the effect of cathode charg-
ing of peapods [panel (a) in Fig. 27] shows exceptions
which are unresolved to date. While the D-band softens by
∼15 cm−1, the G−-band essentially remains unchanged in
frequency, exhibiting a gradual loss in peak intensity with
cathodic charging. The zero frequency shift in the G−-band
is an unexpected result which needs to be addressed in fur-
ther electrochemical doping experiments of peapods. The
loss in peak intensity is consistent with a loss of Raman
cross-section for the G−-band in empty SWNTs [79]. The
anodic charging of peapods also shows similar inconsisten-
cies. For example, the G−-band upshifts by ∼24 cm−1 with a
concomitant loss in peak intensity as expected. However, the
D-band frequency remains essentially unshifted in frequency
[panel (b) in Fig. 27].
Like Pfeiffer et al. [101], the strongest Raman line of C60

in peapods is observed at 1465 cm−1 with a satellite line at
1474 cm−1. A trace of the Hg�7� line at 1430 cm−1 is also
visible in the central panels in Figure 27. The overall effect
of cathodic doping leads to decreased Raman peak inten-
sities, and the C60 Raman features eventually drop below
detectable limits. On the other hand, anodic doping leads
to an increase in the Raman intensity of the Ag(2) mode
at 1465 cm−1 with a gradual drop in intensity of the satel-
lite peak at 1474 cm−1. This is an interesting observation
which may be explained on the basis of the Raman spectra
of doped C60 prepared by chemical methods.
Several experiments have shown that solid C60 can be

reduced by alkali metal doping to form AxC60 compounds,
where x = 1� 3� 4, and 6 [10]. The pentagonal pinch mode
frequency observed in solid C60 at 1469 cm−1 is found to
downshift in frequency by approximately 6 cm−1 per elec-
tron which is transferred from the alkali metal dopant to the
host C60 solid. In addition, the intensity of pentagonal pinch
mode decreases dramatically in AxC60 relative to that in
undoped pristine C60 [10]. The disappearance of the pentag-
onal pinch mode in the case of cathode charging of peapods
[panel (a) in Fig. 27] may be due to partial doping of the
“peas” inside the peapods. Alternatively, the enhancement
of the pinch mode during anodic charging of peapods [panel
(b) in Fig. 27] may be due to two factors: (i) the Raman peak
intensities for the SWNT host goes out of resonance and
(ii) C60 is well known to resist oxidation. Since no frequency
shift of the 1465 cm−1 was observed, the authors concluded
that there was no transfer of holes to the C60 and no dimer-
ization of C60 [102]. If dimerization of C60 had occurred, it

would have resulted in a ∼10 cm−1 downshift of the Ag(2)
mode of C60 [103].
Synthesis techniques have now improved to a point where

researchers are able to prepare doped peapods, such as Sm–
metallofullerene peapods, (Sm@C82)n@SWNTs [104–106].
While in-situ HRTEM and electron energy loss spectroscopy
(EELS) spectroscopic studies have been done, no reports
on Raman scattering from this interesting class of peapods
have yet been reported. Since EELS studies reveal that
the encapsulated Sm ion assumes a +2 charge state in
(Sm@C82)n@SWNTs, exciting Raman properties can be
expected for such metallofullerene peapod samples.

5. DOUBLE WALLED
CARBON NANOTUBES

The double wall carbon nanotubes (DWNTs) are a spe-
cial case of MWNTs containing only two coaxial nanotubes.
DWNTs therefore provide a unique opportunity to exam-
ine simultaneously the Raman scattering from the very small
diameter interior tubes along with Raman scattering from
the exterior tubes.
DWNTs were first reported in the products obtained in

an electric arc discharge with catalyst mixtures of Ni, Co,
Fe, and S in an Ar/H2 (1:1 volume ratio) atmosphere at
350Torr [107]. Others have prepared DWNTs from a ther-
mal decomposition of C2H2 over ferrocene/sulfur catalysts
[108], or of methane over ferrocene/thipohene [109] in the
temperature range near ∼1000 
C. Several Raman studies
have been reported on DWNTs [95, 107–109], but the most
comprehensive study thus far was reported by Bandow et al.
[95] who made a joint systematic HRTEM and Raman eval-
uation of the transformation of peapods into DWNTs when
the peapod sample was annealed in vacuum at 1200 
C and
followed up this work with a more detailed evaluation of
the Raman spectra using several different laser excitation
energies [110].
Returning to Figure 24, the peapods prepared using

purified laser-derived SWNTs (panel A) were systemati-
cally annealed in vacuum (∼10−6 Torr) and characterized
by HRTEM and Raman spectroscopy. Surprisingly, the C60
molecules showed no change in structural or Raman fea-
tures until the sample temperature reached 800 
C. At this
elevated temperature, the C60 molecules do not leave the
tube but instead come closer to one another to form C60
dimers (indicated by arrows in panel B), which provides
the first step toward coalescing several C60 molecules into
elongated encapsulated tubes. This experiment is a good
example to show how the shell of the SWNT serves as
a nanoscale reaction chamber. At 1000 
C (panel C) the
peapods are observed to transform into DWNTs, and at
1200 
C (panel D), most of the C60 molecules have coa-
lesced to form DWNTs for the whole length of the tube.
At each step during the transformation, Raman spectra were
gathered using 514.5 nm excitation wavelength (Fig. 28). The
weakly observable Ag symmetry RBM and pentagonal pinch
modes of molecular C60 are found to be downshifted by
∼10 cm−1 relative to their corresponding mode frequencies
in molecular C60 solids. Several Raman studies on polymer-
ized C60 have reported a downshift of the pentagonal pinch
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Figure 28. Raman spectra in the radial breathing mode region up to
400 cm−1, in the intermediate frequency range 400 < � < 1100 cm−1,
in the range of the D-band and of the pentagonal pinch modes of C60

and finally in the tangential G-band region of SWNTs and DWNTs.
Reprinted with permission from [95], S. Bandow et al., Chem. Phys.
Lett. 337, 48 (2001). © 2001, Elsevier Science.

mode by ∼10 cm−1 relative to that for isolated C60 molecules
[79, 103, 111, 112]. In particular, solid C60 was found to
undergo photoinduced polymerization in the absence of oxy-
gen when excited with laser power densities of greater than
50W/cm2, exhibiting a characteristic Ag�2� pinch mode at
1460 cm−1 [10, 103]. Thus, the feature at 1459 cm−1 in
Figure 28 may be due to photoinduced polymerization of
encapsulated C60 caused by the high laser power used in
the experiment. Unfortunately, the authors did not state the
laser power density used in their paper.
In the Raman spectrum labeled HT800 we see that heat

treatment and the formation of dimers strongly suppress the
pentagonal pinch mode, and the RBM is hardly discernible
above the background signal (Fig. 28). Dramatic changes
in the HT1200 spectrum are seen in which new modes
appear in the vicinity of the RBM and in the 400–1100 cm−1

region. The appearance of these new modes between 200
and 400 cm−1 correlates with the DWNT formation, as seen
in the HRTEM images in panel D of Figure 24, and signals
the formation of the inner tube inside the DWNT, since the
RBM frequency varies as 1/dt where dt is the tube diameter
[see Eq. (1)]. These changes in the Raman activity in the
intermediate frequency region (400–1100 cm−1) are consis-
tent with a nonresonant bond polarization model calculation
applied to short length SWNTs [53]. The intensity of the
G-band is also observed to increase in the HT1200 sample,
while the D-band intensity also increases as the heat treat-
ment temperature increases, perhaps due to the formation
of short segments of inner tubes.
The new Raman features which appear in the RBM

region as the DWNTs are formed are of particular interest.
Again a ∼2 cm−1 softening for the radial band is observed
in the peapod sample [95]. However, unlike Pfeiffer et al.
[101], Bandow et al. [95] do not attribute the mode soft-
ening due to an expansion of tube diameter in the peapod
sample, but instead they attribute the mode downshift to a

small charge transfer to the SWNT shell from the encapsu-
lated C60 molecules. Also, in the second spectrum from the
top in Figure 28, the G-band is found to upshift.
From a detailed analysis in which the van der Waals dis-

tance of 0.34 nm between the shells of the inner and outer
tubes was taken into account, �n�m� indices were elicited
from the positions of the new peaks in the RBM region
which suggested that the inner tube diameters ranged from
0.93 to 0.59 nm [95]. On average, the diameter difference
between the inner and outer tubes was 0.71 ± 0.05 nm, con-
sistent with HRTEM studies.
In another independent experiment, three samples were

prepared from the same batch of as-prepared SWNTs
for a detailed comparative Raman study: (1) the base-
line as-prepared SWNT bundle sample, (2) C60 doped
SWNT bundles (peapods), and (3) DWNT bundles. Raman
characterization was performed using four laser excitation
wavelengths, 488.0, 514.5, 647.1, and 1064 nm (2.54, 2.41,
1.92, and 1.16 eV) as shown in Figures 29 and 30 [110], for
the RBM bands, and for the G-band region, respectively,
for these three types of samples. Clearly, diameter-selective
Raman scattering from these samples is observed. Collec-
tively, the RBM data can be broadly classified into two
regions: (1) In the low frequency region below 250 cm−1,
the three samples exhibit nearly identical RBM features
with any given laser excitation, suggesting that these features
correspond to the exterior tube (dt ∼ 1.3–1.6 nm) proper-
ties. The encapsulated C60, or the presence of the interior

162

162

162

182

304

488.0 nm

180

384

DWNTs

Peapods

(a)

179

SWNTs

100 150 200 250 300 350 400 100 150 200 250 300 350 400

100 150 200 250 300 350 400100 150 200 250 300 350 400

169 174

167

144 179

647.1 nm

DWNTs

Peapods

165
176

283

286
290
298
303

325
368

SWNTs

172
166

150

185

267 321 385

514.5 nm

176
167

151

185

176 186
166
149

DWNTs

Peapods

SWNTs

161 176 185 335
314 342

DWNT
162

179

1064 nm

Peapods
160

177

SWNTs

(b)

(d)(c)

Raman Shift (cm-1)

In
te

ns
ity
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and C60-SWNT peapods using different excitation energies of 488.0 nm
(2.54 eV) (a), 514.5 nm (2.41 eV) (b), 647.1 nm (1.92 eV) (c), and
1064 nm (1.17 eV) (d). The spectra were fitted to an appropriate sum of
Lorentzians and the obtained peak positions are marked on the respec-
tive spectra. Reprinted with permission from [110], S. Bandow et al.,
Phys. Rev. B 66, 075416 (2002). © 2002, American Physical Society.
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asymmetry of the lineshape, was fixed at −0�35 (from [79]). The numer-
ical values in the parentheses are the renormalized phonon frequencies
of the BWF lines (see text). The thin solid line in (c) is a sum of
thin dotted Lorentzian components and the BWF component, which is
similar to the spectra taken for SWNTs and peapods. Reprinted with
permission from [110], S. Bandow et al., Phys. Rev. B 66, 075416 (2002).
© 2002, American Physical Society.

tube, appears to have a negligible influence on the RBM
mode frequencies in this region where the peak positions
for the RBM features in the SWNT and DWNT samples
are almost identical. (2) For modes with frequencies above
250 cm−1, the DWNT bundles exhibit new peaks that are
absent in the SWNT or peapod samples. From the experi-
mentally observed RBM frequencies, the diameters of inte-
rior tubes were determined to be between 0.6 and 0.9 nm
[110]. The difference between the mean exterior and inte-
rior tube diameter is found to be ∼0.7 nm, close to twice
the stacking distance between graphene sheets in graphite,
suggesting that the interior tube is tightly nested inside the
exterior tube.
The Raman scattering from the G-band carbon atom

vibrations shown in Figure 30 is normally detected at
∼1593 cm−1 for typical SWNT bundles [5]. The diameter
dependence of the tangential band is expected on theoretical
grounds to be very weak for sp2 bonded SWNTs [6]. Inter-
estingly, the tangential G-band in the DWNT sample when

excited with red excitation (panels c and d of Fig. 30) is
found to be downshifted by ∼7 cm−1 relative to its position
in the host tubes at 1593 cm−1 [110]. This can be under-
stood by looking at the Eii vs 1/dt plot shown in Figure 31.
It is clear from Figure 31 that the inner tubes resonate with
647 and 1064 nm excitations, and not with 488 or 514 nm
excitations (only one open circle intersects the 514 nm line
in Fig. 31) and consequently, the G-bands of DWNTs in
the 647 and 1064 nm spectra are considerably downshifted
from 1592 cm−1 (panels c and d in Fig. 30). From a detailed
lineshape analysis of the RBM and tangential bands of the
DWNT sample, the frequency of the downshifted tangential
modes has been identified with interior tubes and associated
with wall curvature of the interior nanotube [110]. No fea-
tures due to the fullerene Ag�2� pentagonal pinch modes
within the peapod samples were reported in these studies of
the G-band spectral region [110].
In summary, based on published research to date, the

effects of van der Waals interactions in peapods seem sub-
tler than those in SWNTs bundles. Further experimental evi-
dence to elucidate the van der Waals interaction in peapods
is highly desirable. For example, future research should
investigate whether the origin of the doublet structure in
the peapod Raman spectra (described in Fig. 26) may be
due to subtle differences in nanotube interactions with C60
molecules frozen in different orientations.

6. CONNECTION TO MULTIWALL
NANOTUBES

In this section, we discuss the Raman spectra of multi-
wall carbon nanotubes (MWNTs) with emphasis on Raman
modes that have been observed below ∼300 cm−1. Raman-
active modes in this spectral region correspond to radial
breathing modes that are typically observed in SWNTs and
DWNTs. In MWNTs, the inner-most tube can have a very
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small diameter, in fact as small as the smallest diame-
ter that has yet been found for any SWNTs. This implies
that the many shells of the MWNT are able to stabilize
very small diameter nanotubes at the core of a MWNT.
Figure 32 shows the Raman spectrum using 514.5 nm exci-
tation of high purity MWNTs deposited as a film on a
quartz substrate. The MWNTs in this figure are prepared
by a thermal decomposition of ferrocene–xylene mixtures at
700 
C [113]. The dominant outer- and inner-tube diame-
ters ranged between 25–30 and 2–7 nm, respectively. Besides
the strong D- and G-bands at 1355 and 1582 cm−1, and
the second-order bands at 2454, 2704, and 2942 cm−1, weak
features can be discerned on either side of the D–G-bands
(Fig. 32). The peak marked by an asterisk corresponds
to a plasma line frequency, while peaks at 165, 295, and
452 cm−1 can be assigned to weak radial breathing modes
of inner tubes with approximate diameters of 1.5, 0.84, and
0.55 nm, respectively, with dt determined from the rela-
tion �RBM ∼ 248/dt , or alternatively the higher frequency
modes can be identified with the second and third har-
monics of the first-order �RBM mode. Other examples of
reported radial breathing mode features in MWNTs can be
found in the literature [14, 114]. Weak modes at ∼390 and
490 cm−1 were observed in the Raman spectrum of puri-
fied arc-derived MWNTs by Kataura et al. [14] and they
identified these modes with the radial breathing modes of
tubes that define the core of the MWNTs (core diame-
ter of ∼0.65–0.5 nm). Chandrabhas et al. [114] have also
observed weak modes at 49, 58, 470, and 700 cm−1 in their
arc-produced MWNTs, as well as stronger features at 1353
and 1583 cm−1, and second-order features at 2455, 2709,
and 3250 cm−1. In Figure 32, peaks at 2454 and 2942 cm−1

can be associated, respectively, with a K-point overtone
(2 × 1220 = 2440 cm−1) or with (1355+ 1095 = 2450 cm−1)
and (1355 + 1582 = 2937 cm−1) combination modes, while
the 2704 cm−1 band is identified as the second-order (2 ×
1355 = 2710 cm−1) G′-band.
In a more recent report, micro-Raman data excited with

514.5 nm excitation for highly oriented pyrolytic graphite
(HOPG), SWNTs, and three samples of MWNTs were
compared to identify the tube diameter distribution in the
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Figure 32. The Raman spectrum for a high purity multiwall nanotube
sample for laser excitations Elaser = 2�41 eV (514.5 nm) (see text).
Reprinted with permission from [113], R. Andrews et al., Chem. Phys.
Lett. 303, 467 (1999). © 1999, Elsevier Science.

nanotube samples (Fig. 33) [115]. The MWNT samples
were prepared from a hydrogen arc discharge and HRTEM
showed that the outer tube diameters ranged from ∼2 to
28 nm (dominant outer tube diameter ∼10 nm) [115]. In
contrast to the Raman spectrum of HOPG, the nanotube
spectra show peaks in the RBM region, with some peaks
having FWHM linewidths as narrow as 3 cm−1 and frequen-
cies as high as 570 cm−1. The ∼392, 387, and 279 cm−1 peaks
were observed in the spectrum of all three MWNT sam-
ples. The presence of the 524 and 570 cm−1 peaks suggest
inner tube diameters on the order of ∼0.45 nm, consistent
with their HRTEM studies [115]. Polarized Raman scatter-
ing studies were also performed on a single aligned bundle
of MWNTs to confirm that the Raman features observed
in the low frequency region all correspond to the RBM of
MWNTs.
The most detailed experimental polarization results for

Raman spectra presently available are for high purity
aligned arrays of MWNTs [116]. These aligned MWNTs
were prepared on silica substrates from the thermal decom-
position of a ferrocene–xylene mixture and had an average
nanotube diameter dt ∼ 25 nm, with the MWNTs aligned
normal to bare silica substrates [113]. The nanotube diam-
eters in this MWNT sample are probably large enough so
that the resonance Raman scattering effect is substantially
weaker than is typical for SWNTs (1 < dt < 2 nm). The
thickness of the aligned nanotube bundle was intentionally
kept below 1 �m so that the focused laser excitation beam
(beam diameter d ∼ 1 �m) overfilled the aligned MWNTs
during the polarized Raman scattering measurements. This
study measured polarization effects associated with ��� ��
and ���⊥� scattering for theG-band and the D-band, as well
as providing confirmation for a predicted angular depen-
dence of the scattered intensity as a function of the mea-
sured angle �m between the polarization direction and the
nanotube axis [116].
The polarized spectra in Figure 34 for four polarization

geometries, labelled �XY�, �YX�, �YY �, and �XX�, are
shown for the Raman intensities of the D-band and the
tangential G-band for these MWNTs in the backscattering
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Figure 33. Comparison of the micro-Raman spectra taken at Elaser =
2�41 eV (514.5 nm) in the low frequency range for HOPG, SWNTs,
and three samples of MWNTs. Reprinted with permission from [115],
X, Zhao et al., Chem. Phys. Lett. 361, 169 (2002). © 2002, Elsevier
Science.
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configuration, with the greatest intensities observed for the
�XX� polarization geometry. The geometry and notation
used to describe these polarization studies on MWNTs are
shown in the inset to Figure 34, where x� y� z refer to the
coordinates of the MWNTs and X�Y �Z refer to the lab-
oratory frame of the light. In this notation, a backscatter-
ing Raman experiment is described by Z�XY��Z to indicate
light incident along the Z axis with the electric vector in the
X direction for the incident light beam, while the Poynt-
ing vector for the scattered light is along the −Z direction,
with the electric vector for the scattered light beam in the Y
direction. For the polarization results on the MWNTs shown
in Figures 34 and 35, the backscattering geometry was used
with light normal to the nanotube axis, so that the abbre-
viated notation �XY�, giving the directions of the incident
and scattered electric field polarizations, is used to label the
polarization geometries shown in these figures.
A Lorentzian lineshape analysis for the MWNTs spec-

tra in Figure 34 shows four peaks at 1354, 1576, 1583, and
1624 cm−1 in almost all the polarization geometries, but
with very different polarization-dependent relative intensities
[116]. From Figure 34, the experimental polarized integrated
intensity ratios for the tangential band (at 1584 cm−1 for the
XX spectrum) are IXX/IXX :IYY /IXX :IXY /IXX :IYX/IXX =
1.00:0.29:0.19:0.39 for this MWNT sample. These polariza-
tion results can in part be explained by the nanotube geome-
try which gives rise to slightly different force constants along
the nanotube axis relative to the circumferential direction,
where the nanotube curvature reduces the force constant.
This anisotropy in the force constant accounts physically
for the frequency difference between the components at
1575 cm−1 (attributed to vibrations in the circumferential
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Figure 34. Polarized Raman spectra for MWNTs taken at 514.5 nm
(2.41 eV) for four scattering geometries. The peak frequencies for the
various features are in cm−1 and the FWHM linewidths in cm−1 are
given in parenthesis. The inset defines the polarization geometries for
the aligned nanotubes that lie parallel to the x-axis but there is no pre-
ferred angular alignment of the nanotubes in the plane normal to the
nanotube axis. Reprinted with permission from [116], A. M. Rao et al.,
Phys. Rev. Lett. 84, 1820 (2000). © 2000, American Physical Society.

direction) and at 1584 cm−1 (attributed to vibrations along
the nanotube axis) for the �XX� polarization. Similar fre-
quency differences are observed for the other polarization
geometries, and all the upshifted and downshifted modes in
Figure 34 average to 1580�8 ± 0�8 cm−1, in good agreement
with the E2g2 graphite mode frequency. Because of the small
number of allowed k vectors in the circumferential direction,
we expect the frequency difference between the lowest and
middle frequency components to increase with decreasing
nanotube diameter [117]. For example, SWNTs with diam-
eters of dt ∼1.4 nm show these two spectral features [5] to
be at 1567 and 1593 cm−1 (see Section 3.1), and these two
mode frequencies also average to ∼1580 cm−1. The feature
near 1620 cm−1 which is quite pronounced in the spectra for
MWNTs, and not present in SWNTs, is associated with the
maximum in the graphene 2D phonon density of states [118].
No theory has yet been developed to describe polarization

effects for MWNTs. Therefore the experimental polariza-
tion results for the G-band in Figures 34 and 35 have been
interpreted in terms of the theory developed for (10,10)
SWNTs [52] as a first approximation. The theory of polar-
ization effects in single wall nanotubes was first used to
distinguish between the contributions to the G-band from
modes with A1g , E1g , and E2g symmetry [52], which accord-
ing to bond polarization model calculations [52, 53] for a
(10,10) SWNT predict Raman-active frequencies at 1587,
1585, and 1591 cm−1, respectively, all occurring within a
range of 6 cm−1, which is much smaller than the observed
linewidth of the tangential band for Raman scattering, even
for semiconducting nanotubes [52, 119].
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The experimental intensities for the �XX� and �YY �
geometries in Figure 34 and in the inset to Figure 34
correspond, respectively, to �m = 0 and �m = 90
 for the
VV polarization configuration, while the �XY� and �YX�
geometries, respectively, correspond to �m = 0 and �m = 90


for the VH configuration, where V and H denote vertical
and horizontal, respectively. Calculations show that the A1g
mode is dominant for the tangential band in the �XX� con-
figuration, while in the �YY � configuration, both the A1g
and E2g modes should contribute to the scattering intensity.
The intensity ratios predicted for the A1g mode at �m = 0
,
the A1g mode at �m = 90
, and the E2g mode at �m = 90


are, respectively, 2.91, 0.72, and 0.33. Thus the theoreti-
cal value for the intensity ratio for IXX/IYY is 2.91/1.05 =
1.00/0.36, which is to be compared to the experimental val-
ues of IXX/IYY = 1.00/0.29. This observation would be con-
sistent with the peak at 1584 cm−1 containing the unresolved
E2g and A1g modes of the tangential band.
Based on theoretical considerations, the intensity of the

tangential A1g mode as a function of �m is expected to
exhibit a minimum at �m = cos−1�1/

√
3� = 54�7
 [52].

Figure 35 shows a collection of polarized Raman spectra
that were obtained on aligned MWNTs in the VV configura-
tion as a function of �m. Clearly the experimental polarized
tangential band intensity ratio R = IVV ��m�/IVV �0� exhibits
a minimum near �m = 55
, in good agreement with the
theoretical curve for the intensity of the VV signal vs �m

shown in the inset to Figure 35. It should be noted that the
intensity ratio R denoted by the open circle in the inset to
Figure 35 was obtained from the XX and YY data depicted
in Figure 34. The data set in Figure 35 also suggests that the
G-band intensity is dominated by the intensity of the A1g
symmetry mode at 1584 cm−1. It is interesting that the exper-
imental D-band intensity is also a minimum near �m = 55
.
No theory is yet available for the angular dependence of the
D-band intensity.
Returning to Figure 34 we note that the optical absorp-

tion spectra of a single wall carbon nanotube, calculated for
polarized light by Ajiki and Ando [120, 121], show that the
selection rules for optical absorption between the valence
and conduction � subbands with subband index n are
'n = 0 and 'n = 1 for polarization parallel and perpendic-
ular to the nanotube axis, respectively. The optical absorp-
tion for the polarization perpendicular to the nanotube axis
is predicted to be suppressed almost completely when the
depolarization effect is taken into account. Thus the optical
absorption occurs only when the polarization is parallel to
the nanotube axis for intersubband transitions, with 'n = 0
for single wall carbon nanotubes. The depolarization effect
should, however, be relaxed in MWNTs, especially as the
diameter increases. On the basis of the depolarization effect,
we expect more effective excitation of resonant Raman scat-
tering for the �XX� scattering geometry, and for metallic
nanotubes, for which the nanotube acts as a radiation pipe
for the laser excitation. The polarized VV Raman spectra
for aligned MWNTs in Figure 34 appear to be consistent
with the optical anisotropy present in the MWNTs. The dis-
crepancy between the experimental polarized Raman inten-
sity ratios (regarding Fig. 34) and theoretical predictions
may be due to a depolarization (antenna) effect operative

also on the scattered light which tends to enhance the exper-
imental YX:XY intensity ratio relative to the calculations.
As the diameter of the MWNTs increases to over 100 nm,

the spectra in Figure 32 show features associated with
the D-band, the G-band, and the G′-band of sp2 carbons,
and the interlayer separation between adjacent shells in
the MWNTs approaches that of 2D turbostratic graphite
(0.344 nm), which is characteristic of nanofibers. For yet
larger diameter MWNTs, the interlayer separation drops
below 0.344 nm so that the interlayer C–C correlations
become important, and in this regime the sp2 carbon is
called a vapor grown carbon fiber (VGCF), often refereed to
as an “Endo fiber” [122, 123]. In the diameter range above
100 nm, the G-band feature in VGCFs becomes more and
more similar to that for the 3D graphite spectra, while the
D-band continues to provide information about the disorder
in the sample. The G′-band, which is a single Lorentzian
line in the Raman spectrum of carbon nanofibers, becomes
a doublet feature as interplanar correlations become estab-
lished. When a VGCF or an carbon nanofiber is broken
open, a thin MWNT is typically observed [124].

7. FUTURE DIRECTIONS
In this section we propose future directions for carbon
nanotube research, and especially for the use of Raman
spectroscopy as a characterization tool for carbon nano-
tubes. As a first step, synthesis and separation techniques
for SWNTs need to advance further. Since many of the
SWNT properties depend critically on the �n�m� indices of
the SWNT and, especially, on whether the SWNT is semi-
conducting or metallic, the demands on the control of the
carbon nanotube growth process are severe. An approach
based on developing a synthesis process for growing only
metallic SWNTs or only semiconducting SWNTs seems like
a fruitful strategy, but until such a time that a synthesis
process of this kind is developed, it will be necessary to
focus on SWNT separation processes that overwhelmingly
favor either metallic or semiconducting SWNTs. In this con-
nection, Raman spectroscopy should be useful to sensitively
measure the efficacy of a given separation method regarding
the percentage of metallic and semiconducting SWNTs with
dt < 2 nm, as well as the diameter distribution of the SWNTs
in the sample. Research to extend present Raman charac-
terization techniques to do such a sample characterization
would be highly desirable. Because of the lower sensitivity of
Raman spectroscopy to the geometrical structure of carbon
nanotubes for tube diameters greater than ∼2 nm, we should
expect Raman spectroscopy to play a decreasing role in the
characterization of large diameter SWNTs and MWNTs.
Detailed combined experimental and theoretical studies

are needed to comprehend how Eii and EF change as a
function of external perturbations. Here again investigations
should start at the single nanotube level, as discussed, and
then should be extended to investigate SWNT bundles as a
function of the number of SWNTs in a bundle, to DWNTs,
and finally to the inner-most layer of a MWNT. Below a
critical diameter dcritical it may not be possible to understand
the properties of DWNTs or MWNTs because of the large
curvature effects of very small diameter SWNTs. At large
diameters (>2�5 nm), the sensitivity of Raman scattering
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decreases with regard to distinguishing between the detailed
structural properties of nanotubes relative to those of gen-
eral sp2 carbons.
The effect of intertube interactions to upshift the radial

breathing mode frequency relative to that for isolated
SWNTs and the use of the expression �RBM = �/dt +'�RBM
requires detailed systematic study following the pioneering
work of Kuzmany et al. regarding the structural characteriza-
tion of SWNT bundles [44, 65, 66]. More systematic studies
are needed of the dependence of � and '�RBM, the local
environment of the tube, the total size of the SWNT bun-
dle, and the location of the SWNT within the SWNT bun-
dle. Experimental observations described in Figures 16 and
22 collectively suggest that the debundling into small diam-
eter bundles causes a 10 cm−1 upshift in �RBM but does not
lead to a change in the dependence of �RBM on external
applied pressure. Further high pressure Raman studies on a
homogeneous sample of isolated SWNTs prepared either by
improved chemical methods or by chemical vapor deposition
are needed. These pressure-dependent results also suggest
that the coupling of the excitation laser energy (Elaser) is sen-
sitive to the environment in which the nanotube resides, and
thus future studies aimed at correlating nanotube diameters
with �RBM should pay attention to the size of the bundles,
and to the procedures used to functionalize SWNTs.
Future doping experiments should investigate, in the con-

text outlined previously for systematic joint experimental
and theoretical studies, the effects of donor and acceptor
doping and variation of applied positive and negative volt-
ages to SWNTs, starting with isolated SWNTs and extend-
ing the studies to SWNT bundles, including studies of
debundling effects. With regard to doping studies, system-
atic studies of boron and nitrogen doping are of particular
interest, since these dopants behave in part as substitu-
tional dopants. Regarding studies, such as investigation of
the effect of applied potentials, particular attention should
be paid to the use of the G-band to characterize the charge
transfer, since the G-band feature in metallic SWNTs is
known to be strongly affected by the coupling of phonons
to plasmons through the electron–phonon interaction, and
the intensity of this interaction is strongly affected by the
number of SWNTs in the SWNT bundles. Therefore the
use of the G-band feature in the Raman spectra of sp2 car-
bons needs to be reexamined theoretically and experimen-
tally. Other Raman features that are also experimentally
observed to be sensitive to charge transfer, such as the G′-
band, should be further investigated theoretically and exper-
imentally as a sensitive probe of charge transfer in SWNTs.
Raman spectroscopic studies on isolated peapod or

DWNT samples could provide a wealth of information about
inter- and intratube force constants. The origin of the two
weak modes at 1466 and 1474 cm−1 in the vicinity of the pen-
tagonal pinch mode frequency of C60 (Fig. 26) [101] may be
due to subtle differences in the interaction of a pentagonal
vs hexagonal face of a C60 molecule with the interior surface
of a nanotube. Such detailed experimental and theoretical
studies of peapods and DWNTs should initially be carried
out at the single nanotube level, if possible, to illuminate
the physical mechanisms involved. This should be followed
by systematic studies on bundles of peapods and DWNTs,
including systematic variation of the various perturbations

discussed in this chapter, including external pressure, high
pressure, applied potentials, endohedral doping, chemical
donor and acceptor doping, etc.

GLOSSARY
Anisotropy Pertaining to a material whose electrical or
optical properties vary with the direction of propagation of
a traveling wave or with different polarizations of a traveling
wave.
Armchair nanotube Armchair nanotubes correspond to
the roll up of the nanotube so that the indices (n�m) are
equal (n = m) and the chiral angle is 30
.
Band tuning The variation of parameters such as chemical
composition to vary the electronic band gap of a semicon-
ductor.
Boltzmann factor The factor exp�−E/kBT � that compares
the energy of a system E to its thermal energy kBT and
gives the probability of occupying the state with energy E.
Breit–Wigner–Fano lineshape Observed Raman lineshape
when phonon modes couple to a Raman-active electronic
continuum.
Brillouin zone A primitive cell in the reciprocal lattice.
Bundled tubes Single wall nanotubes arranged in a bundle
containing between about 10 and 100 nanotubes and when
ordered the tubes are arranged in a triangular lattice.
C60 or fullerene A C60 molecule consists of 60 carbon
atoms bonded to each other and occupying corner sites in a
regular truncated icosahedron.
Carbon Nanotubes A graphene sheet (2D graphite) rolled
into a seamless tube.
Chemical vapor deposition (CVD) A chemical reaction
which transforms gaseous molecules, called a precursor, into
a solid material, in the form of thin film, powder, or indi-
vidual nanotubes on the surface of a substrate.
Chiral angle The angle between the chiral vector (na1 +
ma2) and a1.
Chiral vector Ch Chiral vector can be expressed by the
real space unit vectors the unit cell basis vectors of the
graphene lattice a1 and a2 of the hexagonal lattice by Ch =
na1 +ma2 ≡ (n�m), where n�m are integers, 0 ≤ �m� ≤ n.
Chirality The values of n and m determine the chirality,
or the angle that the nanotube axis makes with the a1 axis
of the graphene lattice of the nanotube.
Chromatography The chemical method of separating con-
stituents dissolved in one phase (usually mobile) through its
equilibration with a second phase (usually stationary).
Density of states (DOS) The spectrum of the number of
energy levels per eV usually plotted as a function of energy.
Depolarization effect The change in polarization of the
incident optical electric field induced by the polarization of
the nanotube.
Electric arc method A method of producing nanotubes
through the arc-vaporization of two carbon rods placed end
to end with a high electric field between the electrodes to
create a plasma of carbon atoms.
Electrochemical potential Amount of energy (work)
required to add an amount n of charge-bearing species into
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a solution when a potential is applied, and in the limit of
zero applied potential reduces to the Fermi level.
Endohedral doping A doping method in which an ion (or
ions) is (are) encaged inside the carbon framework of a
fullerene molecule or a nanotube.
Fermi energy The energy EF below which all electron
states are filled and above which all are empty at zero tem-
perature.
Hybridization Mixing of different orbitals on the same
atom, such as the mixing of a � and 8 orbital on a carbon
atom.
Interband energies Refers to the difference in energy
between a state in the valence band and a state in the con-
duction band to which a transition is made.
Lorentzian lineshape The functional form of the fre-
quency dependence of a line in the optical absorption spec-
tra and includes its spectral width of the optical absorption
line.
Multiwall tubes Coaxial arrangement of single wall carbon
nanotubes.
Phonon frequency The frequency of vibration of a quan-
tized lattice vibration in a solid.
Photoinduced polymerization Bonding between isolated
neighboring molecules induced by light.
Photons A discrete packet, i.e., a quantum, of electromag-
netic energy.
Plasmons The quantized ensemble or gas of charged car-
riers such as electrons.
Polarization Refers to a vector denoting the sum of dipole
moments per unit volume or a vector denoting the direction
of the optical electric field.
Radial breathing mode Refers to the vibrational displace-
ments whereby every atom in a carbon nanotube vibrates in
phase in the radial direction.
Raman active modes Those vibrational modes of a system
that are excited by an incident photon in an inelastic scat-
tering process.
Raman spectroscopy Refers to the response of a system to
an inelastic scattering of a photon in a system where the
scattered photon that is either upshifted or down shifted in
frequency from the incident photon by the natural vibra-
tional frequency of the system.
Resonance Refers to the strong response of a system to an
external excitation at a particular frequency of excitation.
Single-walled carbon nanotube (SWNT) The rolling of a
single layer of a graphite lattice to form a seamless tube one
atom in thickness.
Stokes and Anti-Stokes Most of the Raman scattered pho-
tons are shifted to longer wavelengths (Stokes shift) cor-
responding to emission of a phonon, but a small portion
are shifted to shorter wavelengths (anti-Stokes shift) corre-
sponding to the absorption of a phonon.
Surface plasmons Collective excitation of the electrons of
a solid or liquid at the surface of the material.
Symmetry mode Refers to the symmetry operations (rota-
tions, reflections, inversion, etc.) that are preserved in the
atomic displacements of the atoms as they execute the vibra-
tional mode.

Tangential band A small range of frequencies over which
the nearest neighbor carbon atoms vibrate.
Trigonal warping The departure in the symmetry of the
constant energy contours away from circles, where the dis-
tortion or warping of the constant energy contours shows a
three-fold axis of symmetry.
Van der Waals force A weak non-covalent attractive force
acting between neutral atoms or molecules.
Van Hove singularities The divergence of the density of
states of a one dimensional system such as a carbon nano-
tube showing a density of states feature with an energy
dependence �E − E0�

−1/2.
Zigzag nanotube Zigzag nanotubes are formed when
either n or m in the nanotube indices (n�m) is zero and the
chiral angle is 0
.
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1. INTRODUCTION
Reliable fabrication of nanostructures represents one of the
most essential steps that are encountered in a variety of
applications in the expanding field of nanotechnology. In the
specific area of materials encountered in photonic and elec-
tronic applications these nanostructures must be also formed
on the basis of a predetermined pattern. A number of differ-
ent approaches have been followed so far for the formation
of such patterned nanostructures, including both polymeric
resist based methods and novel unconventional methods. A
few years ago progress in standard resist based lithography
has been reviewed [1] in a special issue of Chemical Reviews
devoted to nanostructures whereas the different “unconven-
tional” approaches for nanostructure formation have been
also reviewed in the same issue [2].

Resist based lithography is the predominant methodol-
ogy for pattern formation in the general area of electronic
and optical device fabrication and the one almost exclu-
sively used by the semiconductor industry, allowing the ever-
increasing number of individual elements in a chip so far.
Nevertheless, as the discussion on the resolution limits of
resists has already started [3, 4] some experts view that
other approaches [5] will help in keeping Moore’s law [6],
which states that the number of transistors integrated on
silicon chip doubles every 18 months. Currently, the resist
technology has allowed semiconductor devices of critical
dimensions down to 130 nm to have already entered pro-
duction, whereas intense research and development activ-
ity is underway for the development of reliable industrial

technologies suitable for 90 and 65 nm critical dimension
devices [3, 7, 8]. According to the International Technol-
ogy Roadmap for Semiconductors industrial nanofabrica-
tion processes will gradually reach 32 nm gate transistors
within the next 10 years, and most probably this progress
will be based on 193 nm, 157 nm, and extreme ultraviolet
(EUV; 13 nm) lithography. Electron beam and ion beam
lithographies are also being extensively studied as alterna-
tive nanofabrication methods.

The aforementioned technical goals can be accomplished
through the development of resist materials suitable for
the aforementioned wavelengths that combine a number
of improved performance characteristics allowing subwave-
length resolution and effective transfer of the pattern to
the substrates of interest [7]. During the last decade the
research activities related to lithography and in particular to
resist materials have been greatly expanded. The progress
in the field has been mostly recorded in the proceedings
of the main relevant conferences, which include the annual
SPIE Microlithography Conference, the Electron Ion Pho-
ton Beam and Nanofabrication (EIPBN) conference, Pho-
topolymer Conferences of the Society for Plastic Engineers
(Mid-Hudson), and certain American Chemical Society Sym-
posia in USA, Photopolymer and Micro-Process Conferences
in Japan, and the Micro- and Nano-Engineering Conference
(MNE) in Europe. Nevertheless, the number of resist related
papers published in broader scope journals has been also
greatly increased during this last decade.

In this chapter we will discuss aspects of the progress
on resist based nanolithography during recent years and in
general nanolithography based on the use of photosensitive
polymeric films. In particular we will focus on the photo-
sensitive polymeric materials issues. We will discuss mainly
chemical approaches but also physicochemical issues and
technological challenges.

2. RESIST FUNDAMENTALS

2.1. Resist Based Lithographic Schemes

The basic principles of lithography have been discussed in
a number of excellent articles or books in the past [3, 9–
13]. Here, we present only some basic concepts necessary
for understanding the latest developments in this field.
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The most common lithographic process is shown in
Scheme 1. There, a photosensitive polymeric material is
coated over the layer that needs to be patterned and it is
exposed through a mask. Radiation causes suitable chemi-
cal reactions in the exposed areas that change the polymeric
material solubility. In the case where the exposed areas can
be selectively removed by a suitable solvent we have positive
tone lithography. In the opposite case, where the unexposed
areas can be selectively removed, we have negative tone
lithography. In a next step, the photosensitive polymeric film
acts as a protective mask for the transfer of the pattern to
the underlayer using suitable wet chemistry or reactive plas-
mas. In other words the polymeric film at this stage resists
the reagent used for the etching of the bottom layer. The
name photoresist has come from the main functions of the
polymeric material according to this scheme: photosensitivity
and resistance to the reagent used for etching of the under-
layer. Since the radiation used can be also particles (elec-
trons or ions) instead of photons the more generic term resist
has been mostly used to characterize these materials.

In addition to the basic scheme presented several varia-
tions have been also proposed. The lithography represented
by Scheme 1 is also called subtractive lithography since it
is based on the deposition of the layer to be patterned and
then on the removal (subtraction) of the nonprotected area
by the patterned resist areas. An alternative lithographic
process is presented in Scheme 2. According to this scheme
the layer to be patterned is deposited after the patterning of
the photosensitive polymeric material. The polymeric mate-
rial is finally removed along with the material, which has
been deposited on top of it. For this reason this process,
which was introduced more than 30 years ago [14], is bet-
ter known as the “lift-off” process. In this process the pho-
tosensitive polymeric material is not actually used to resist
the action of a chemical reagent in the sense described in
the first scheme, but to protect certain substrate areas dur-
ing the deposition of the film to be patterned. Nevertheless,
since the same or similar photosensitive polymeric materials
are used in both schemes the term resist is commonly used
in this case as well. The lift-off scheme could be considered
a process of “prosthetic” lithography.

Photosensitive polymeric materials are also used in new
processes for micro- and nanostructure fabrication proposed

substrate

Layer to be patterned
resist

hν

1. Resist coating

2. Exposure

3. Development

4. Pattern transfer

5. Resist removal

Positive tone Negative tone

Scheme 1. Typical resist process in semiconductor manufacturing.

hν

1. Resist coating

2. Exposure

3. Development

4. Deposition

6. Resist lift-off

Scheme 2. Principle of lift-off process.

during the last decade, the most interesting probably being
nanoimprint lithography [15]. Other radiation-guided pro-
cesses have also been introduced especially for the pattern-
ing of biomolecule layers and the fabrication of microarrays.
Some of these processes will be discussed further at the end
of this chapter.

On the other hand more complicated resist based pro-
cesses than the one presented in Scheme 1 have been also
introduced in order to facilitate the fabrication of high res-
olution structures. In the double layer process shown in
Scheme 3 two polymer layers are coated over the layer that
needs to be patterned. The first, or bottom, polymer layer
does not need to be photosensitive but must provide ade-
quate etch resistance to the plasmas used for the patterning
of the underlayer. The second, or top, polymer layer must
be photosensitive and capable of providing high resolution
patterning through wet development, but it is not necessary
to provide high etch resistance to the plasmas used for the
etching of the underlayer. It must, though, contain an ele-
ment that does not form volatile oxides in order to provide
enough etch resistance to the oxygen plasmas that can be
used for the patterning of the first polymer layer. Si contain-
ing polymers have been mostly used in the top layer [16–22]
but polymeric materials containing other elements that do
not form volatile oxides, like W and Ge, have been used
as well [23, 24]. In the previously described scheme the top
resist layer is usually thinner than the bottom layer, since this
bottom layer will actually act as the layer that will provide
the etch resistance for the pattern transfer to the substrate
of interest. The top layer needs just to resist during the etch-
ing of the bottom polymer layer with oxygen plasma, the
so-called dry development step. The presence of elements
that form nonvolatile oxides in the upper layer usually helps
to easily achieve this goal. Thus, often the top layer can be
substantially thinner than the resist layers used in the stan-
dard, single layer resist processes of Scheme 1. This fact
facilitates lithography and often double layer processes are
used in order to obtain higher resolution and higher aspect
ratio features.

Other processes where a thin layer near the top surface
of the resist needs to be imaged have been developed as
well. These processes are generally known as top surface
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Scheme 3. Double layer resist process.

imaging processes and they are used also in many cases to
facilitate lithography and obtain higher resolution. The best
known examples of this type are provided by the silylation
processes [25–27]. There, light induces chemical reactions,
usually cross-linking, in the exposed areas and this way the
penetration and reaction of a silylating agent in the resist
film are controlled. This silylation agent can be brought
either in gas [25] or in liquid [26, 27] phase, giving rise to
dry or wet processes correspondingly. The areas where the
silylating agent is inserted (i.e., the unexposed areas in the
case of systems that cross-link upon exposure) acquire a high
etch resistant to oxygen plasmas and thus can form struc-
tures during a dry development, or oxygen plasma, step in
an analogous manner to the case of double layer processes.
Processes that combine double layer and silylation lithogra-
phy have also been proposed and developed [28–31].

Related to the double layer are also the triple layer pro-
cesses [11]. In this case between the two polymer layers there
is also one additional layer, usually a thin inorganic layer.
Thus, after the wet development of the top-imaging layer
the pattern is transferred to the thin inorganic layer and
then this layer provides the necessary etch resistance to the
oxygen plasma used for the etching of the bottom layer. In
the case of triple layer processes the top polymer layer does
not need to contain an element giving nonvolatile oxides.
Thus every resist can be used in such a process and thus
many possibilities for the development of ultrahigh resolu-
tion processes exist.

2.2. Basic Resist Performance Requirements

According to the lithographic schemes presented resists
must possess a number of properties to meet performance
requirements needed in high resolution lithography. Here
we will discuss briefly the basic requirements that need to
be fulfilled.

First, the resists should form uniform films by spin-
coating. This practically has led to the adoption of linear
polymers as the main resist components. Nevertheless, an
increasing research effort has started lately targeting the use
of small molecules as main components of resist formula-
tions. Mostly oligomers or polymers of different architec-
ture like dendrimers and cyclic polymers have been used
so far as the main resist components [32–36]. This issue is
under intense investigation currently toward the design of
ultrahigh resolution resists for e-beam and next generation
lithography (see also the following relevant sections), that
is, resists targeting to sub-50 nm resolution, where polymer
MW, radius of gyration, and in general resist component
molecular dimensions are thought to play a vital role on the
quality of the patterns.

Inorganic resists have also been proposed for ultrahigh
resolution patterning [37, 38]. These resists could not be
deposited by spin-coating but instead they were deposited by
physical vapor deposition methods. Attempts to design spin-
coatable inorganic resists have also been reported [39]. Inor-
ganic resists will be discussed along with molecular resists in
the section on e-beam lithography.

Resist absorbance at the exposure wavelength is proba-
bly the most widely discussed issue in recent years. This is
due to the fact that as resolution demands push the technol-
ogy to shorter and shorter optical wavelengths the selection
of polymers, and in general resist components, with suit-
able absorbance characteristics becomes more challenging.
The demand for optimizing absorbance has been the driving
force for designing new resists during the last 20 years. In
general, resist films must have a moderate absorbance at the
wavelength of exposure to allow proper imaging of the film
in all its depth. This practically means that we need to have
a limited number of chromophores inside the resist. Never-
theless, at short UV wavelengths most organic groups start
to absorb. Especially in the 157 nm spectral region the prob-
lem is very severe, since C–H and C–C bonds also absorb.
On the other hand in EUV (13 nm), X-ray, and charged par-
ticle lithography (e-beam, ion beam) the resist absorbance
is defined by the atomic composition and material density.

Photochemistry and dissolution change chemistry play a
vital role in resist design as well. After exposure, a latent
image is formed inside the resist film defined by the distri-
bution of chromophores (or absorbers) inside this material.
Depending on the photochemistry that follows and on pos-
sible subsequent reactions that lead to the resist solubility
change this latent image is probably modified. In the most
common today case, that is, in the case of the so-called
“chemically amplified resists” [40–44], which are based on
photochemical generation of acid that next catalyzes reac-
tions leading to solubility change, acid diffusion determines
this latent image modification. The optimization of acid dif-
fusion length defines to a great extent the high resolution
performance of a specific resist process.
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Development plays also a very important and, often, crit-
ical role in resist performance. During this step the latent
image is transformed to a real relief structure based on the
developer selectivity and the development mechanism. The
most common problem during development is the swelling
of the resist areas that will not be removed, that is, unex-
posed areas of positive resists or exposed areas of negative
resists. This problem is very often encountered in negative
resists based on cross-linking mechanisms but is not limited
to these systems. In recent years, swelling is less common
due to the adoption of aqueous base developable systems,
where development mechanisms minimize swelling, as will
be discussed in the next section.

Pattern transfer is the final goal of the resist process in
most cases. In microelectronics during recent years the pat-
tern transfer is almost exclusively performed by using reac-
tive plasmas for the etching of the substrate. The chemical
composition of resist defines its resistance to these plasmas.
Empirical rules based on experimental data and mechanis-
tic considerations can be used to predict the general per-
formance of different materials [45–49]. In general, carbon
rings and especially aromatic rings are desirable for improv-
ing the etch resistance of the material, due to their low
reactivity toward decomposition and formation of gaseous
products. On the other hand the presence of reactive groups
and in general heteroatoms such as oxygen reduces the etch
resistance of the material. In recent years as the lateral struc-
ture dimensions shrink, thin photoresist films, lately below
0.4 micrometers, are used to keep aspect ratios lower than
about 3 and thus allow the fabrication of dense structures.
Consequently, the improvement of the film resistance during
the plasma etching step appears critical for effective pat-
tern transfer especially at the sub-100 nm regime. Increased
plasma resistance would allow us to obtain high resolution
structures with improved aspect ratio.

3. RESIST DESIGN STRATEGIES

3.1. General Considerations

The design of resist materials that could fulfill the require-
ments discussed represents in most cases a very challenging
problem. The resists should encompass suitable components
to control the desired properties, components that should
also be mutually compatible and if possible should work in
a synergistic way toward optimum performance.

A polymer is almost always the basic component of the
resist for a number of reasons. The most important include
the necessity for film formation properties by spin-coating,
as discussed, and the capabilities for dissolution change
induced by small extent chemical changes. Indeed, the selec-
tion of a suitable strategy for photochemically induced prop-
erty change, usually solubility change, in a resist film plays a
predominant role in the design of a resist material. The main
routes followed so far are discussed briefly in the following.

(1) The simpler case is the one where the light induces
polymer cross-linking. Thus, the exposed areas
become insoluble to the solvents of the unexposed
regions.

(2) The second case is referred to as radiation induced
polymer main chain scission. In this case the exposed
areas become more soluble than the unexposed.

(3) Most interesting is the third case where the light
induces chemical changes in characteristic functional
groups resulting in hydrophilicity changes that differ-
entiate solubility. Most common is the case where
hydrophobic groups change to hydrophilic and thus
the solubility of the polymeric film to aqueous devel-
opers increases.

The driving force of the research in the area of resists
during the last 30 years is the need for the decrease of the
electronic device dimensions. This decrease has proceeded
according to the aforementioned Moore’s law during these
years and has resulted in an increase of the electronic device
number in memory and microprocessor chips from 103 in
1970 to more than 109 today. The progress in lithography,
including resists, played a critical role in the realization of
this tremendous technology evolution. The main direction
followed during the last 15 years in lithography technology
development was the reduction of exposure wavelength first
from 436 to 365 and then to 248 and to 193 nm respectively.
Currently there is intense ongoing research for the develop-
ment of 157 and 13 nm lithographic technologies.

Each time a new exposure wavelength was considered for
introduction in lithography new resists had to be developed
with absorbance and photochemical properties suitable for
exposure at this wavelength of choice. This need determined
the evolution of chemistry approaches in the resist field. In
the following we will discuss the basic resist approaches that
are currently considered for high resolution lithography.

Although this chapter targets mostly the systems used for
nanolithography, that is, systems with sub-100 nm resolu-
tion capabilities, characteristic systems with resolution in the
0.1–1 �m range will be discussed as well since a lot of new
systems proposed for sub-100 nm lithography have evolved
from these resist materials.

3.2. Novolac Based Resists
with Diazonaphthoquinone
Dissolution Inhibitors

The resist system of choice for 436 nm lithography was the
one based on novolac polymer matrices and diazonaphtho-
quinone (DNQ) photosensitizers. Variations of this resist
approach were also used in 365 nm lithography. The novolac
DNQ system finds up to now very wide use and it can still
be considered as the standard resist material [50]. The sol-
ubility changing photochemistry in this system is presented
in Scheme 4. The starting phenolic polymer has a small dis-
solution rate in aqueous base. Nevertheless, upon addition
of the photosensitizer the solubility drops dramatically and
increases again after the photochemical conversion of DNQ
to indene carboxylic acid to a rate higher than the one of
the starting novolac polymer, as shown in Scheme 5. Thus,
the diazonaphthoquinone sensitizer acts in this system as
strong dissolution inhibitor and its photochemistry offers
the desired solubility change. The reasons for this effect
and the physical chemistry of dissolution in aqueous base
were studied in detail by a number of researchers during the
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last decade. An explanation proposed for the strong dissolu-
tion inhibition effect of DNQ in phenolic matrices attributes
this action to strong hydrogen bonding of the diazo group
to the phenolic OH, which gives rise to a chain of hydro-
gen bonds involving phenolic hydroxyl groups. On the other
hand the physical chemistry of phenolic polymer dissolution
in aqueous base has been extensively studied. According to
the accepted picture the dissolution mechanism proceeds
through ionization of phenolic groups by the base, which
enhances the polymer dissolution in the aqueous developer.
Thus, the developer diffusion into the polymer matrix is the
slowest step followed by fast polymer chain removal. This
way swelling effects are practically eliminated. This dissolu-
tion behavior of phenolic resists contributed at most to their
adoption for high resolution lithography as opposed to pre-
viously used negative systems based on cross-linking mecha-
nisms, which suffered strongly from swelling problems. The
development mechanisms of phenolic polymers have been
extensively studied during recent years, mostly by Reiser
et al. [51] and Flanagin et al. [52–56].

3.3. Chemically Amplified Resists

High sensitivity was always one of the desirable properties
one resist should have in order to be useful for practical
applications, especially under exposure with the extremely
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Scheme 5. Dissolution rate changes in novolac systems.

high cost, and high operational cost, laser source based
exposure systems of optical lithography used in the last
decade in semiconductor manufacturing. Enhancement of
sensitivity was also always of high demand in the area of
electron beam lithography to reduce the long times neces-
sary for the writing of complicated circuits. High sensitivity
resists had been actually designed for use in electron beam
lithography that were also sensitive in deep UV, based on
reactions resulting to polymer backbone scission, like poly-
sulfones [57], but these resists had poor performance in pat-
tern transfer through plasma processing. The strategy that
came to revolutionize resist design by offering very high sen-
sitivity and at the same time a lot of capabilities to control
other resist properties was the so-called “chemical amplifi-
cation” introduced in the early 1980s [58–62]. This strategy
was gradually adopted in most resists designed since then
and it is currently the basis for 248 and 193 nm resists used
in the semiconductor industry [40–44, 63]. Moreover most
of the resists proposed for 157 nm, EUV, and next gener-
ation lithography are also based on chemical amplification,
whereas chemical amplification based resists are also used
in electron beam, ion beam, and X-ray lithography.

The chemical amplification strategy is based on the pho-
togeneration of a catalyst during exposure, which in the next
step, typically at elevated temperatures, catalyzes the reac-
tions that result in solubility change. The catalyst produced
is, in almost all cases, a Brønsted acid, which then catalyzes,
or in some cases only initiates, the desired chemical reac-
tions. Exposure is usually followed by a postexposure bake
step, where these reactions take place. Typical reactions
that take place in chemically amplified resists are shown in
Scheme 6. The photosensitizers used in these resist systems,
which are also called photoacid generators, can come from
different organic compound classes [64–71]. The most com-
monly used are the sulfonium or iodonium salts [64, 65].
These types of compounds have been proposed for use in
systems where acid catalyzed chemistries are desired a few
years before the introduction of chemically amplified resists
and they are very effective photoacid generators (PAGs). On
the other hand pure organic photoacid generators have also
been proposed to improve compatibility with other resist
components [66]. Lately a quite intense activity is reported
in this area and different new PAGs are evaluated in order to
improve among others resist transparency, uniformity, line
edge roughness, and outgassing performance of new mate-
rials designed for 193 nm, 157 nm, and next generation
lithographies [67–71].

Acid catalyzed or acid initiated chemistries can be used
in numerous different ways in order to bring about desired
solubility changes. Extensive reviews have already been pre-
sented covering numerous such systems [40–44]. Here, we
discuss briefly just a few representative cases. Since posi-
tive systems continue to dominate resist design the most
common reactions that are encountered in the commercially
available resists today are reactions of acid catalyzed trans-
formation of hydrophobic to hydrophilic groups in order
to render them soluble in aqueous base. In Scheme 6 we
present three representative such acid catalyzed cases based
on (a) deprotection of t-BOC groups to phenols, (b) acid
catalyzed thermolysis of t-butyl acrylate esters, and (c) acid
catalyzed deprotection of ketals. These chemistries were first
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Scheme 6. Typical reactions encountered in chemically amplified
resists.

introduced for 248 nm resists but are currently used also in
numerous systems designed for 193 and 157 nm lithogra-
phy. Acid catalyzed main chain cleavage represents another
interesting case [73]. On the other hand one of the first
systems proposed for 248 nm lithography was a negative
resist based on acid catalyzed cross-linking of phenolic poly-
mer by melamine through trans-etherification reactions [74].
Similar formulations were used in e-beam lithography and
X-ray lithography (commercially available resist SAL 601).
Another negative resist system is based on acid initiated
cationic polymerization of epoxy polymers. Quite a few such
systems were reported as will be further discussed in the
e-beam resist section. Some negative systems have also been
used for ultrahigh resolution lithography by e-beam expo-
sure and they will be also discussed in the relevant section.

The process needed when using chemically amplified
resists is more complicated than the conventional lithog-
raphy process presented in Scheme 1, since it requires an
extra step (i.e., the postexposure bake step) as shown in
Scheme 7. This step plays actually a dominant role in the
final lithographic performance since it controls the kinet-
ics of the reactions resulting in solubility change. First, the
photogenerated acid has to diffuse in order to catalyze the
desired reactions and the diffusion length has to be con-
trolled in order not to cause undesirable pattern alterations.

positive negative

Development

Post Exposure Bake
"Chemical amplification"

Exposure
Photo acid generation

Resist coating

H+ H+

Scheme 7. Lithography with chemically amplified photoresists.

Second, the temperature and the length of the step also
have to be optimized according to a complicated diffusion–
reaction kinetics encountered in most polymeric resist sys-
tems. In addition to diffusion and reaction processes taking
place during the postexposure bake step similar phenomena
that can strongly influence the lithographic performance are
also encountered at the time intervals between the differ-
ent processing steps. Most important are the ones between
exposure and postexposure bake, depending on the Tg of
the specific polymeric material, the Ea of the possible reac-
tions, and the presence of potential contaminants, mostly
basic compounds, in the atmosphere. These issues have
been discussed in a large number of publications based
on both experimental and simulation studies. These pub-
lications have appeared mostly in proceedings of lithogra-
phy symposia and conferences like SPIE Microlithography,
EIPBN, Micro-process, and MNE. Lately there is intense
activity that involves the use of physicochemical methods in
order to monitor the chemical reactions and acid diffusion
processes taking place in the chemically amplified resist sys-
tems [75–78].

These processing issues will be covered here only briefly
and to the extent they directly influence the resist design
strategies. Thus, we have to mention that a family of resists,
the so-called ESCAPs (environmentally stable chemically
amplified positive resists), have been introduced to address
environmental contamination [79, 80]. According to this
approach the adoption of tert-butyl acrylate esters instead
of t-BOC protected phenols allows the postapply bake to
take place at higher temperatures, without thermal stability
problems, and this way the free volume inside the film is
reduced, minimizing also contaminant uptake from the envi-
ronment. On the other hand base additives at small quanti-
ties are also introduced inside the resist film to control acid
diffusion phenomena [81]. These basic additives can also be
photosensitive in order to render to acids by the light at
the exposed areas but to function as bases in the unexposed
ones, where they need to scavenge the diffused acid [82, 83].

Finally, it should be mentioned that the basic processing
issues encountered in the chemically amplified resists were
presented a couple of years ago by Hinsberg and co-workers
[84] and Ito [85].
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4. RESISTS FOR SUB-100 nm
PATTERNING

4.1. The 193 nm Resists

Resists suitable for exposure at 193 nm have been intro-
duced in production in recent years for sub-130 nm lithogra-
phy. These resists are also believed to be the main choice for
the production of 90 nm critical dimension circuits during
the next few years and probably their use could be further
extended. Reviews covering the efforts toward 193 nm resist
design have appeared in the scientific literature in recent
years [44, 86]. On the other hand new materials are still
being proposed and the resolution limits to be reached are
still under investigation. Here, we will discuss the main top-
ics related to the resist materials considered and developed.

The main challenge that had to be addressed in the design
of resists suitable for 193 nm lithography was the unaccept-
ably high absorbance of aromatic polymers used up to that
point as main resist components. Aromatic polymers offered
high resistance to the plasmas used in pattern transfer and
thus served as a suitable platform to build useful functional-
ities in previous wavelengths. Nevertheless, at 193 nm these
polymers could be imaged only in top-surface imaging pro-
cesses [88–91].

On the other hand methacrylate homopolymers and in
particular poly(methyl methacrylate) (PMMA) were first
used as single layer resists in 193 nm to demonstrate reso-
lution capabilities offered by this wavelength [92, 93]. Acid
catalyzed resist systems based on acrylate copolymers were
then proposed to improve sensitivity [94] and imaging prop-
erties. These polymers, though, had very poor etch resis-
tance and thus new components had to be introduced to
bring the necessary improvements. The strategy proposed
first by Kaimoto et al. [95] and Endo et al. [96], and
adopted by most researchers in the field, was the incorpo-
ration of cycloaliphatic groups in the polymer. Empirical
etch resistance prediction models and experimental studies
proved the suitability of this type of component. Thus, one
approach for 193 nm resist polymer design was based on the
use of (meth)acrylate copolymers [97–107] synthesized from
monomers such as the ones shown in Scheme 8. There, in
addition to the cycloaliphatic moiety containing monomer,
other monomers bear an acid cleavable group necessary for
the imaging through a chemical amplification mechanism,
possibly a carboxylic acid group for easier change to a base
soluble material and probably a secondary hydrophilic group
for adhesion and probably compatibility reasons. The exact
chemical composition in each case is mostly unknown and
it is the result of fine structure tuning toward optimum
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Scheme 8. Typical monomers that are used in copolymers for 193 nm
lithography.

performance. Resist compositions in 193 nm involve also the
selection of a suitable photoacid generator, possibly a base
component, and even other additives to control the over-
all performance. In this (meth)acrylate platform described
belong some of the commercial resists now available for
193 nm. The (meth)acrylate backbone offers many possibil-
ities for copolymer optimization and thus high performance
systems have been obtained. Nevertheless, in most cases the
etch resistance is still considered as rather moderate due
to the presence of a high number of ester groups which
show high reactivity in the plasma environment. For this
reason the cycloaliphatic component(s) content is increased
to the maximum level allowed by the need to fulfill other
resist properties as well. In a characteristic case reported
by NEC researchers all the copolymer components con-
tain cycloaliphatic moieties properly functionalized [106].
Photoacid structure effects in similar systems have also been
studied [107].

As an alternative to the (meth)acrylate backbone sys-
tems, polyolefines have been also introduced and adopted
by many researchers in the field [108–114]. Examples of
such systems provide norbornene alt copolymers with maleic
anhydride. A typical monomer used in the synthesis of the
copolymers is also shown in Scheme 8. The resists based on
such copolymers exhibit higher etch resistance compared to
the (meth)acrylates, but their composition is most difficult
to be optimized. For instance they very often present adhe-
sion problems, unacceptably high Tg, and also self-life prob-
lems. Nevertheless, high quality, high resolution patterns
with such type of resists have been demonstrated. Lately
novel polymers that belong to this family have also been pro-
posed. A characteristic example of a novel material based
on cyclopolymers has also been reported [115].

Other polycarbocycle compounds have been also exam-
ined as possible components of 193 nm resists. In partic-
ular cholic acid derivatives have been mostly evaluated as
dissolution inhibitors and relevant resist formulations have
been presented [114]. Furthermore, the possibility of includ-
ing a percentage of an aromatic component in 193 nm
resists has been also considered. As indicated by Toshiba
researchers [116, 117], the UV spectrum of polyaromatics
is redshifted in the 193 nm region compared to the sim-
ple aromatic rings resulting to an increased transparency in
this region. Thus, 193 nm resist formulations containing a
certain extent of naphtahalene components have been pre-
sented, but the transparency was not still adequate. On the
other hand anthracene compounds [118] have been exam-
ined as possible etch resistance additives and recently new
anthracene derivatives have been presented and evaluated
for this application [119].

Silicon containing polymers were also considered as the
basis of bilayer resist formulations. Si in this case was incor-
porated in a pendant group [120]. High quality patterns have
been demonstrated with resists of this type. Nevertheless,
concerns for outgassing and contamination of lenses with
difficult to remove Si species have limited the use of such
resists.

Outgassing is referred to as the undesirable formation of
gaseous products during illumination of the resist [121]. This
is due to photochemical processes that result in direct bond
breaking. The phenomenon was first discussed in the case
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of 193 nm lithography, since at this wavelength the photon
energy is high enough to induce breaking of certain organic
molecule bonds. These direct photochemical processes can-
not obscure the main solubility changing chemistry in chem-
ically amplified systems but they mostly raise concerns about
possible contamination of the lenses with gaseous products.
It has been reported that carbon species can be removed
from the lenses using relatively easy procedures based on
treatment with oxygen. Nevertheless, things are much worse
with Si containing species, which can form silicon oxides and
thus eventually destroy the lenses.

Lately, the etch resistance enhancement with the addi-
tion of Si nanoparticles in the resist formulation has also
been proposed [122]. Most interesting seems to be the case
of incorporating silsesquioxane groups in 193 nm resist for-
mulations by using polymerizable compounds bearing such
groups to synthesize methacrylate copolymers [122, 123].
These approaches will be also discussed in the next sections.

Development mechanistic studies related to 193 nm
resists have been also reported [124]. On the other hand
it has also been pointed out that diluted developers could
present some advantages for process optimization in these
nonaromatic resist systems [125–127], but the semiconductor
industry is very reluctant to adopt changes from the standard
base concentration (0.26 N) used today.

At the end of this section on resist materials for 193 nm
lithography efforts for negative resists will be briefly dis-
cussed. The demand for negative tone resists is very lim-
ited during recent years despite the fact that resists of this
tone are considered to present advantages for certain types
of patterns. New chemistries have been reported for nega-
tive resists, mostly acid catalyzed esterifications and trans-
esterifications. Moderate resolution results, compared with
the positive systems, have been reported [128–131].

4.2. The 157 nm Resists

Lithography at 157 nm is currently the most serious candi-
date to succeed the 193 nm lithography in the production
of integrated circuits. It is believed that it will be the tech-
nology of choice for devices having critical dimensions of
65 nm, which according to the Semiconductor Industry Asso-
ciation roadmap will probably enter in production during the
next few years [7, 8]. Thus, at the moment a huge research
effort worldwide has been directed for the timely develop-
ment of the relevant components that are necessary. The
progress in this area is being reviewed relatively often mainly
in the SPIE, Photopolymer, Microprocess, and International
Sematech Conferences, helping give timely information to
the research community.

The development of photoresists with acceptable litho-
graphic performance at this wavelength represents one of
the major challenges. The most critical issue for 157 nm
resist development is the accomplishment of adequate trans-
parency, since traditional resist platforms are too opaque to
allow imaging in sufficiently thick films. Indeed even C–C
bonds and C–H bonds absorb considerably strongly at this
wavelength and thus almost all organic materials are too
opaque to be used as main components of single layer resists.
This difficulty was well recognized a few years ago [132–137],
along with the severe outgassing problems anticipated and

first investigated [138–140] or the different photochemical
pathways that are possible at this wavelength [141, 142],
when 157 nm lithography appeared as a strong candidate for
entering the semiconductor industry in coming years. The
absorbance of typical organic polymers is mostly in the range
of 5–10 �m−1. Although aromatic polymers exhibit generally
high absorbance values aliphatic polymers also absorb unac-
ceptably high. Only two main classes of polymeric materials
have reduced absorbance at this wavelength: first, polymers
containing a high percentage of C–F bonds and, second, poly-
mers containing a high percentage of Si–O bonds. Never-
theless, existing polymers bearing high percentages of either
type of bonds are far from fulfilling criteria to provide resist
materials with desired performance, such as presence of
imageable functional groups for positive lithography, aque-
ous base development, high resolution patterning, etch resis-
tance, etc. Thus, a huge research effort is in progress in
recent years aiming at the synthesis of novel polymers that
could be the basis of candidate 157 nm resists materials.

Partial fluorination for absorbance reduction of polymers
that were used in longer wavelengths was the main strategy
followed [143–153]. Since models for predicting absorbance
of different materials at the 157 nm had, at least in the
beginning, a rather limited prediction capability a lot of
new polymers had to be synthesized and evaluated experi-
mentally. A few groups appeared to be extremely useful in
this absorbance reduction effort. Through this effort great
progress in absorbance reduction has been achieved so far.
Characteristic groups that were proved very effective in
reducing the total resist absorbance are shown in Scheme 9.
Polymers with absorbance in the order of 1 �m−1, or even
slightly below, have been recently reported. Thus, litho-
graphic performance has been substantially improved as the
necessary film thickness for single layer resists in this case is
200–250 nm. Nevertheless, a number of problems still have
to be solved. The materials must additionally satisfy numer-
ous other requirements, such as adhesion, high resistance
to etching by reactive plasmas, controlled dissolution behav-
ior, and aqueous base development. Therefore, the design
of materials suitable for 157 nm resist applications presents
a great challenge. For instance etch resistance of heavily
fluorinated resist materials is low. Incorporation of fluorine
can dramatically affect the physicochemical characteristics
of the resist, making aqueous base dissolution more diffi-
cult and reducing adhesion. The presence of a big number
of fluorinated groups causes problems in film homogeneity,
since these groups tend to phase separate from the rest for
the resist components. Surface composition differentiation
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Scheme 9. Monomers that are used for increased transparency in
copolymers for 157 nm lithography.
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phenomena are also expected. Thus, irregular development
in such systems is common.

Siloxanes and silsesquioxanes offer an alternative route
for designing resist materials with optimized performance at
157 nm. Thus research is also taking place in this area in
order to develop appropriate materials with high resolution
positive imaging capabilities [154, 155]. Siloxanes with small
vinyl content have been used in the past as solvent devel-
opable negative resists in deep UV and recently negative
behavior has also been shown in 193 nm. On the other hand
even simple siloxanes, like poly(dimethyl siloxane) (PDMS),
behave as negative resists under ion beam and electron
beam exposure. The same behavior has been observed in
157 nm [155]. Thus, novel polymers have to be designed
in order to formulate positive tone resists, with aqueous
base development capability. A few years ago synthesis of
polysiloxanes with acid-sensitive side groups was reported.
The main drawback of these materials appears to be their
low glass transition temperature, and thus novel designs are
under investigation for 157 nm lithography. Details of this
research effort have not been reported, although very good
lithographic results of sub-100 nm resolution have been
shown in lithography symposia in the last year. Silsesquiox-
anes of the ladder-type structure have also been extensively
examined as negative materials, mostly for e-beam applica-
tions, in recent years. Recently a fluorocarbinol-substituted
polymer with acid-labile ester functionalities has been sug-
gested as a promising positive tone material for 157 nm
applications [154]. Finally, silsesquioxanes of the cage-type
structures, belonging to the same family with the ones first
studied for 193 nm lithography, have been recently investi-
gated for 157 nm lithography [155]. Partial fluorination can
also be applied in these systems for absorbance optimization.

Outgassing, first discussed in the section devoted to the
193 nm resists, is a much more important issue at 157 nm.
The high photon energy (7.6 eV) at this wavelength is
enough to directly break a great number of the molecular
bonds encountered in organic molecules. As discussed in the
193 nm resist section outgassing from carbon based resists
is not considered so a big problem since it is relatively easy
to avoid deposition of the gaseous products on the lenses or
even to clean it afterward. In the contrary potential damage
of lenses is mostly a big concern when Si containing poly-
mers are used, since in this case Si species can form nonre-
movable silicon oxides on the lens surface. Specific protocols
for the evaluation of deposits on the lenses have been pro-
posed. It has been shown that outgassing of Si containing
species from polymers bearing Si in the side chain is unac-
ceptable. On the other hand in siloxane and silsesquioxane
polymers only traces of Si containing species, if any, have
been detected [140]. The fact that the SiO bond is almost
transparent at 157 nm and the binding of Si to two different
chain atoms in siloxanes, or to three different chain atoms
in silsesquioxanes, reduce substantially the outgassing risk.

4.3. E-Beam Resists

Electron beam lithography is the technology providing the
highest resolution structures and, thus, it is the predominant
tool used in nanolithography. On the other hand often elec-
tron beam lithography could also serve as a benchmark to

evaluate the ultimate resolution capabilities of the different
resist systems.

The best known high resolution e-beam resist is
poly(methyl methacrylate) (PMMA), which actually is one
of the simpler resist systems, since it is a one component
resist. Although this resist was introduced more than 30
years ago [14, 156], it is still intensively studied. The interest
in this resist has been partly renewed after Chen and Ahmed
demonstrated sub-10 nm lithographic features [157] in the
early 1990s, and since then it can be considered the main
vehicle used in nanolithography investigations.

The radiation chemistry involved in the imaging of this
resist has been extensively studied and is discussed in most
of the standard lithography sources, for instance in [11].
General considerations on the behavior of polymeric mate-
rials under exposure in high energy radiation are also avail-
able [158, 159]. PMMA is a typical example of a polymer
where chain scission occurs under high energy exposure,
whereas cross-linking is predominant in other polymer types,
for instance in polystyrene. Chain scission also takes place
under exposure of PMMA to X-rays [161] but also to deep
UV irradiation [162]. In any case, due to this chain scission
imaging mechanism, the ultimate resolution is not deter-
mined by the size of the starting macromolecule but by the
size of the produced chain fragments after exposure.

On the other hand PMMA is known to have very low
sensitivity and poor etch resistance to the plasmas used for
pattern transfer. For this reason over the last 30 years many
efforts were undertaken in order to modify its structure
with the goal to improve its performance in these aspects.
Copolymers of methyl (methacrylalate) with other acry-
late monomers were mostly proposed by many researchers
and substantial improvement in sensitivity was obtained
with quite a few of them, for instance in copolymers with
methacrylic acid [163, 164]. Nevertheless, the PMMA sen-
sitivity remained generally low (doses close to or higher
than 100 � C/cm2 for 20 keV exposure are needed in most
of the cases). Thus, PMMA was not preferred for use in
mask fabrication where other systems based on poly(alkyl
sulfones), like PBS, were developed [165–168] in the mid
1970s. More recently, though, certain acrylate polymers,
like poly(fluoroalkyl methacrylates) [169] or poly(methyl
chloroacrylates) [170, 171] proved to give improved sensi-
tivities, whereas copolymers bearing phenyl moieties [172]
improved etch resistance. Thus some commercial products
based on these chemistries are now available. Especially
interesting is the case of the resist ZEP520, which is a
copolymer of methyl a-chloro acrylate and a-methyl styrene
and provides good sensitivity, good resolution capabilities,
and improved etch resistance.

In recent years many efforts have been devoted in improv-
ing the characteristics of PMMA and also other resists
of similar imaging chemistry, like ZEP520, by using spe-
cial additives, usually for etch resistance enhancement.
These additives include fullerene derivatives, silicon and
metal nanoparticles, and anthracene derivatives. Different
fullerene additives, bearing solubility promotion moieties,
have been used in ZEP520 by Ishi and co-workers [173–176].
On the other hand Gonsalves and co-workers use silicon
oxide and metal nanoparticles in ZEP520 [122, 177, 178].
The incorporation of these nanoparticles in addition to the
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etch resistance enhancement has been reported to improve
energy deposition profiles, thus enhancing resolution. The
activity in this area has been also recently reviewed by these
authors and co-workers [122]. In a related approach PMMA
has been used as host of tungsten polyoxometallates that are
investigated as possible components of lithographic materi-
als or of molecular electronic systems [179].

On the other hand intense effort is devoted to under-
standing and improving development characteristics of
PMMA. PMMA is characterized by very well controlled dis-
solution behavior, without swelling, despite the fact that it
is developed traditionally in organic solvent mixtures [180–
182]. First, ultrasonic agitation proved very effective in
nanolithography applications [183, 184]. Recently also some
new developers have been tried, such as pure isopropyl alco-
hol and water/alcohol mixtures with very good results from
the point of view of resolution [185–187]. Some of these
processes developed aim at the use of PMMA structures in
nanoimprint lithography.

Development studies have been reported also lately in
order to improve high resolution performance of ZEP520
resist. These studies have led to a new processing scheme
(SAGEX) where the resist is first cross-linked in order to
improve development uniformity [188, 189].

In addition to PMMA and in general to acrylate systems
that undergo chain scission by high energy radiation, other
resist systems especially popular for e-beam nanolithography
recently are negative systems based on small molecules. One
such system represents calixarenes, which can be viewed as
cyclic oligomer analogs of phenolic resists, of ∼1 nm dimen-
sions. These materials were first proposed by Fujita and co-
workers in 1996 [190], but currently quite a few groups work
with them. Although they are difficult to dissolve, optimized
processes can provide acceptable films by spin coating [190–
192]. Upon exposure to e-beam radiation calixarenes give
negative tone imaging [190, 193, 194, 196–206]. Organic sol-
vents are used as developers. Different derivatives have been
reported in order to improve solubility and sensitivity, which
currently is higher than 0.7 mC/cm2. Despite these problems
the calixarenes are used in different nanolithography appli-
cations since they can provide sub-10 nm resolution. On the
other hand Fujita and co-workers [195] have shown that low
MW polystyrene (MW < 1000) can also give comparable
resolution but at similar or higher doses.

Similar to calixarenes, a low MW molecular system repre-
sents the hydrogen silsesquioxanes, which also give negative
tone imaging upon e-beam exposure. These systems were
proposed by Namatsu and co-workers [207, 208] and since
then a few other groups have also worked with these due to
the high resolution capabilities they provide. They work also
as negative resists, forming acceptable films by spin-coating.
According to the mechanism proposed by Namatsu et al.
[208], radiation breaks Si–H bonds and the system cross-
links by the mediation of water molecules, which render the
formed radicals to silanol groups. The starting material is
provided by Dow Corning, but stability (shelf-life) problems
have to be taken into account [213]. On the other hand
simpler polymers like poly(dimethyl siloxane) are known to
cross-link under exposure to e-beam radiation at relatively
low doses. Recently sub-100 nm structures with such sys-
tems have been presented, and their pattern transfer behav-

ior when used as double layer resists has been investigated
[214, 215].

Certain modified fullerenes have been also used as
molecular negative e-beam imaging materials [216–218].
Fullerenes are known also to react photochemically [219] to
form larger molecules, and a similar mechanism is proposed
for their e-beam reactivity as well [220]. Vapor deposition is
mostly used for their deposition, whereas the doses needed
are very high (on the order of 25 mC/cm2�.

Ion beam sputtering is used for the film deposition in
the case of inorganic resist systems [37, 38, 221]. These
are mostly different metal halides like LiF(AlF3� or silica.
Almost isolated lines (60 nm periodicity) have been reported
with these materials [221]. The doses in these cases are very
high (few C/cm2�. Ion beam exposure can be used with these
systems for improved sensitivity [222].

A very interesting work targeting the development of both
negative and positive molecular electron beam resists has
been presented by Shirota and co-workers in a number of
communications [223–228]. The work of the group has been
reviewed in a recent paper in Proceedings of SPIE [36]. Con-
siderations of different chemistry routes, including chemical
amplification mechanisms, have been reported. On the other
hand other molecular systems like dendrimers and hyper-
branched polymers have been reported as mentioned in a
previous section [32–34], where chemically amplified systems
have been presented as well. In all these cases the interest
comes from the use of alternatives to the standard linear
polymers, which form the basis in current resists. Thus sys-
tems based on well-defined molecular structures that could
give benefits regarding line edge and surface roughness are
envisioned. On the other hand issues like sensitivity, compat-
ibility with current resist process requirements (e.g., aqueous
base development, spin-coating, shelf-life stability, pattern
transfer properties) have to be taken into account. In many
cases such resist systems can find applications in optical
lithography or in EUV, but currently the e-beam is mostly
used to benchmark resolution capabilities.

On the other hand extensive use of chemically ampli-
fied resists that are the same or very close in composition
to counterparts designed for optical lithography has taken
place in electron beam lithography during the last decade.
These resists offer the very significant advantage of high sen-
sitivity, which is very important in electron beam lithography
due to the inherent low throughput of the method. In most
cases the resolution regime targeted is close to 100 nm, but
lately a lot of effort has been devoted to the evaluation of
the resolution limits of such systems. Both positive and nega-
tive systems have been evaluated. In the case of negative sys-
tems a lot of work has been done with systems based both on
epoxides [229–233] and on melamine as cross-linker [234–
238]. In the first case both solvent developable and aqueous
base developable systems have been widely explored while in
the second case the aqueous base development is standard.
Commercial melamine based products are very well known
such as SAL 601 (Shipley) and AZPN (Clariant). Quite a
few reports on the use of these systems have been reported.
Top surface imaging silylation processes have also been used
that can reverse the tone of negative systems to positive
[239, 240]. On the other hand standard deep UV positive
resists, like UV III of Shipley, have also been evaluated
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[238, 241]. In many cases the reported best resolution results
are close to 50 nm. Currently a lot of effort has been devoted
to the understanding of the factors that may limit the reso-
lution of chemically amplified resists, in relation to the work
also started for EUV lithography. Especially popular neg-
ative commercial resist systems in these applications lately
are Sumitomo NEB 22 and NEB 31 [242–244]. Recently
[244] some more information on the chemical composition
of these resists was disclosed, along with studies on the influ-
ence of resist components in lithographic performance.

4.4. Resists for EUV and Other Next
Generation Lithographic Technologies

With the term next generation lithography we mean nowa-
days mostly technologies competing to succeed optical
lithography (including 157 nm) in production of integrated
circuits. In this group we include extreme UV lithography
(13 nm), along with projection particle technologies includ-
ing electron and ion beams, low energy e-beam lithography,
and X-ray lithography. Currently EUV [245] is considered
as the strongest candidate and it will be discussed first.

The resist transparency at EUV is controlled by the
atomic composition and density of the material and not
by the molecular bonding, as was the case in the optical
lithography regimes. Several theoretical and experimental
investigations on the absorbance of polymeric films in the
EUV region have been reported [246–250] . Since it is con-
sidered that EUV resists will be mostly used for pattern-
ing features of sub-50 nm lateral dimensions [7, 8], and
taking into account that the aspect ratio targeted is ∼3,
or slightly smaller, the higher resist thickness expected to
be used at this wavelength is less than 150 nm. At this
thickness the transparency of polymeric systems convention-
ally used in microlithography, such as the aromatic poly-
mer based 248 nm resists, seems adequate. Thus, single
layer resist processes are mostly investigated in recent years,
although trilayer or top surface imaging schemes had first
been considered. Nevertheless, new challenges have to be
overcome in the design of EUV resists. These challenges
actually come from the very high resolution targets imposed.

First, film thickness reduction was recognized by many
researchers as an important issue that can influence the
pattern quality. Resist film uniformity and adhesion studies
have been reported [251–254]. Lately an increasing activity
focuses also on Tg changes in thin polymeric films. These Tg
changes have implications on the optimization of the ther-
mal processing parameters but, more important, indicate
strong interfacial phenomena that are expected to strongly
affect critical performance aspects such as development
rates and etching. Second, the molecular size of the candi-
date resist components has been recognized as a parameter
that can influence the ultimate resist performance, especially
line edge roughness. Thus, first reports of so-called molecu-
lar resists have appeared as discussed in the e-beam section.
Third, dissolution differentiation mechanisms also need fur-
ther consideration. For instance, doubts are raised about the
suitability of catalytic mechanisms as the ones encountered
in chemically amplified resists for sub-50 nm lithography. On
the other hand high resist sensitivity is highly desirable; a
target of 5 mJ/cm2 has been imposed, to compensate the low

fluences of most of the exposure sources available so far.
Finally outgassing is also a concern, although first reports
are considered rather encouraging [255, 256].

First lithographic results, both open field exposures but
also high resolution results, have been reported in a few
cases [257–264], showing good potential for the technol-
ogy. Especially encouraging is the behavior of ESCAP-type
248 nm resists in this wavelength and the sensitivity target
of the 5 mJ/cm2 seems to show that it can be reached [263].

The requirements and challenges related to resists that
can be used in other next generation lithographic technolo-
gies are similar to the ones presented for EUV. So far
resists developed for optical or e-beam lithography have
been mainly used in these applications [265–272]. Especially
in the case of X-ray lithography there is considerable expe-
rience, since this technology has been investigated for more
than two decades. Different chemically amplified resists,
especially resists designed for deep UV (248 nm), have been
mostly used, in addition to the conventional PMMA-type
resists. A comparison of resist performance at EUV and
X-ray, showing in general similar behavior despite the big
difference in absorbance, has also been reported recently
[260].

Similar is the situation in the case of e-beam projec-
tion lithography, where very high sensitivity is an impor-
tant demand. Sensitivity issues are also mostly considered
in the case of ion beam lithography. In the case of low
energy beam lithography, which mostly refers to energies
lower than ∼2 keV, the small penetration depth of electrons
inside the resist imposes an extra demand for addressing
thin film resist issues. Scanning tunneling microscope based
lithography could also be considered as an extreme case of
low energy e-beam lithography, where conventional e-beam
resists have also been used.

5. POLYMERIC MATERIALS
IN UNCONVENTIONAL
LITHOGRAPHIC PROCESSES

As discussed in the first section of this chapter, in recent
years a number of unconventional patterning schemes have
appeared in the scientific literature aiming mostly at the
fabrication of nanostructures. Polymeric materials issues
involved in these schemes will be discussed here.

We will start with one very recent development related
to the use of two photon processes in lithography [273–
277]. These processes were well recognized as capable of
providing ways of overcoming diffraction limits in optical
lithography. Nevertheless, they were impractical due to the
high intensities that were required in order for multiphoton
processes to take place. Lately there is a lot of activity for
both intensity enhancement and for improved response of
the resist material. In the last case, which is more within
the scope of this chapter, lately new photoacid generators
have been reported [275, 276] with faster response versus
multiphoton excitation compared to the standard ones. A
new route has been probably opened in the resist design
approaches based on these developments.

One other area of intense activity during recent years is
related to self-assembling processes in thin films. Such pro-
cesses encountered in polymers of certain architectures have
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drawn the attention of the scientific community as possible
novel routes for the formation of ordered nanostructures
with applications in the fabrication of electronic and pho-
tonic devices [277–279]. Different types of simple ordered
structures are being reported. Among them special interests
present cases where self-assembling phenomena are mixed
with radiation guided processes resulting in the formation of
novel-type structures [279]. There has been also some effort
for using materials, such as block copolymers, with a self-
assembling tendency in standard lithographic schemes aim-
ing at the improvement of lithographic properties, but with
moderate results so far [277, 278]. Nevertheless, this direc-
tion could probably draw more interest in the near future
since in a lot of cases (e.g., in resists based on fluoropoly-
mers) self-assembling phenomena could probably be con-
trolled for the enhancement of lithographic performance.

Resists are also used in numerous novel applications
aiming at microstructure fabrication for use in specific
microsystems, or MEMs. In most cases these structures have
dimensions in the microdomain [280, 281] and, thus, they are
not considered here where the emphasis is on nanolithog-
raphy. An exception is probably the case of biomolecule
microarrays. In this case thin biomolecule layers need to
be patterned for use in chemical or biochemical analytical
applications including DNA and protein analysis. Mechan-
ical delivery methods like microspotting and ink-jetting or
direct light guided in-situ synthesis [282] are the predom-
inant methodologies used. Photoresists have been used in
limited cases so far in such applications. First positive resists
like PMMA were used to pattern monolayers by lift-off pro-
cesses where biomolecules are physisorbed or chemisorbed
[283]. In another approach, photoresists served after pat-
terning as layers for selective physi/chemisorption of certain
biomolecules [284]. A double layer scheme, based on a neg-
ative epoxy-based photoresist, has also been proposed for
oligonucleotide synthesis [285]. Lately, chemically amplified
positive photoresists processable under biocompatible con-
ditions were proposed for patterning biomolecules by lift-off
in successive lithographic steps [286, 287].

6. SUMMARY
Photoresist technology has been enormously improved dur-
ing the last decade. The demand for fabricating structures of
dimensions decreasing from sub-quarter micrometer to sub-
100 nm regimes has led to the introduction of a plethora
of new polymeric materials. Most of these materials are
based on the chemical amplification principle introduced
during the 1980s. Positive tone materials, developable in
aqueous base, are almost exclusively used in the semicon-
ductor industry and are predominant in other applications.

Although the design of photoresists suitable for exposure
at decreasing optical wavelengths (248, 193, 157 nm) was
the main driving force for new resist materials development,
novel issues have started lately to draw considerable atten-
tion. Thus, designs of photoresists suitable for sub-50 nm
have to take account of physicochemical issues like ultra-
thin film homogeneity, surface phenomena, microphase sep-

aration, and molecular size. Novel photoresist chemistries
would also probably be needed in the near future.

Finally novel areas for photoresist applications emerge in
the area of microsystems and in the broader field of nano-
technology including bionanotechnology.

GLOSSARY
Chemically amplified resists Resist materials in which the
radiation causes the formation of a chemical species inside
the resist film, which species further catalyses or initiates
a series of chemical events that result to solubility change.
Thus, in these materials the radiation action is “enhanced”
by chemistry. In most chemically amplified resist systems
radiation generates Brønsted acids that act further as cata-
lysts or cationic polymerization initiators.
Dissolution inhibitor A chemical compound or a func-
tional group, which reduces the solubility of a polymeric
film. For instance, diazonaphthoquinone sensitizers act as
dissolution inhibitors in novolac photoresists, whereas tert-
butyl ester groups can be considered as dissolution inhibitors
in certain positive chemically amplified resists. The dissolu-
tion inhibitors usually undergo radiation induced chemical
changes that finally result to enhanced resist solubility as
shown in Scheme 5.
Lithography Processing technology for patterning films
and surfaces. When electromagnetic radiation is used to
guide the patterning process, as in the case of processes
shown in Schemes 1, 2, and 3, the term photolithography is
also used. When other forms of radiation are used, or if
emphasis on the specific spectral range is desired, the tech-
nology is named accordingly, (e.g., e-beam lithography, ion
beam lithography, UV lithography, X-ray lithography, 193 nm
lithography etc.).
Positive/negative tone process When radiation exposure
results to the removal of the exposed area the patterning
process is characterized as positive, as shown in Scheme 1.
On the other hand when the unexposed area is removed the
patterning process is characterized as negative.
Resist Radiation sensitive material, usually having an
organic polymer as the basic component, used for the pat-
terning of films or surfaces. Typical resist-based patterning
processes are shown in Schemes 1, 2 and 3 of this chapter.
When the resist is sensitive to electromagnetic radiation the
term photoresist is also used. Depending on the radiation
type the terms e-beam resist, X-ray resist, UV resist, 193 m
resist etc. are also used.
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1. INTRODUCTION
Resonant tunneling structures (RTSs) or double barrier RTS
(DBRTSs) have attracted a lot of attention because of their
possible application in microwave and millimeter wave tech-
nologies as well as their application in multivalued logic
systems. A resonant tunneling structure in it simplest form
consisting of the low bandgap material, GaAs, sandwiched
between two wide bandgap semiconductors, AlGaAs, was
first investigated by Esaki and Tsu in the early 1970s [1].
Interest has been building up since Sollner et al. [2] reported
in 1983 a negative differential resistance (NDR) with a large
peak to valley ratio in current. This breakthrough was possi-
ble due to the improvements in epitaxial growth techniques.

The fast switching time and NDR in RTS can be utilized
in many ways in realizing novel device structures. RTS has
been incorporated in the emitter and base of bipolar transis-
tors to obtain unique performance [3–11]. Liu et al. reports
a multiple negative-differential-resistance InGaP/GaAs RT
bipolar transistor where double and quaternary NDR phe-
nomena are observed at room temperature [12]. RTS has
been incorporated in FET structures to obtain high-speed
low power electronics [13–15]. RT bipolar/unipolar transis-
tors have been successfully demonstrated for applications in
high-density memories using multivalued logic [16–20] and

high speed analog-to-digital (A/D) converters with poten-
tial applications that include ultrahigh speed A/D converters
[21]. RTS has been widely implemented in different combi-
nations in FET and bipolar transistors to realize different
digital logic and adder circuits [22–27]. Gonzalez et al. [28]
reports the implementation of a multivalued logic signed
digital full adder using a standard 0.6 �m CMOS process.
The circuit is based on a two peak NDR device obtained
by combining a MOS and an NDR device. Recently, Lind
et al. [29] reported the fabrication of a resonant tunneling
permeable base transistor where a room temperature peak-
to-valley ratio (PVR) in current of 8 was achieved. HEMTs
have also been successfully incorporated with RTS to realize
the different analog and digital applications [30–33]. RTSs in
different forms have been utilized in analog and mixed sig-
nals circuitry to obtain high frequency oscillators, frequency
multipliers, and current mirrors [34–38]. The high switching
speed of RTD has enabled its use as a local oscillator in tim-
ing extraction in optical communication systems [39]. RTS
has also been used in optical modulators and millimeter and
submillimeter wave applications [40, 41].

The fabrication of RTD and related devices is not only
confined to GaAs based material systems. Kikuchi et al.
[42] reports the fabrication of AlN/GaN/AlN resonant tun-
neling structure where the room temperature PVR of 3
was measured. See and Paul [43] have reported a PVR of
2.43 at a peak current density of 282 kA/cm2 using a 5 ×
5 �m2 Si/SiGe sample. Structures using ZnO/Zn0�8Mg0�2O,
CdF2/CaF2, InAlAsSb/InGaAs, amorphous SiO2/Si/SiO2,
amorphous SiC/Si, and InGaAs/AlAs/InGaAsP double bar-
rier structures have also been reported [44–50].

Transport in RTS has been widely investigated as evi-
dent from the extensive literature. Nonequilibrium quantum
transport, three-dimensional transport, and quantum trans-
port using hydrodynamic formulation has been reported
[51–55]. The Wigner function has been widely used to model
open systems like resonant tunneling structures [56–60].
Jensen and Ganguly [57] report the computation of current–
voltage characteristics and incorporation of scattering using
the Wigner function and compare that to the standard
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technique using the transmission coefficient approach. The
incorporation of scattering in the Wigner function formu-
lation has been reported by Mains and Haddad [58] and
Jensen and Bout [59]. The transient response of resonant
tunneling structures has been reported by Frensley [60] and
Pinaud [61].

Shot microwave, and flicker noise has been widely inves-
tigated and reported [61–71]. Davies et al. [65] report the
computation of shot noise using a classical description based
upon the rate equation for sequential tunneling. Suppression
of shot noise in asymmetric DBRTS has been reported by
Liu et al. [66]. Enhancement of shot noise when the DBRTS
is biased in the negative differential resistance region is
reported by Iannaconne et al. [67]. Sun and Milburn [68]
report the computation of current noise in DBRTS and
the treatment includes both coherent and incoherent quan-
tum tunneling processes. Blanter and Buttiker [69] report
the transition from sub-Poissonian to super-Poissonian shot
noise in DBRTS that takes place near the instability thresh-
old. Ng and Surya [70] and Ouacha and Willander [71]
report the theory and measurement of flicker noise in
DBRTS. Resonant tunneling in quantum cascade lasers has
been reported by Sirtori et al. [72] and the physics of res-
onant tunneling in quantum dots has been reported by
Luscombe et al. [73].

2. RESONANT TUNNELING MECHANISM
Resonant tunneling structures have an interesting property
of transmitting electrons through a quantum well (QW) with
high transmission probability if the electrons are incident at
energies equal to one of the virtual energy levels of the QW.
Electrons with energies other than the virtual energy levels
have a very low probability of transmission or in other words
they are not allowed to pass. Figure 1, shows the conduction
band diagram of a typical DBRTS. The barriers are com-
posed of a higher bandgap semiconductor (e.g., AlGaAs),
and the QW is formed in the lower bandgap semiconductor,
namely GaAs. The discussion is restricted to heterostruc-
tures with type-I transitions (i.e., �EC and �EV , both being
positive).

The operation of a RTS has been explained in the light of
a resonant Fabry–Perot effect [74]. In the absence of scat-
tering mechanisms, which can destroy the phase coherence
of an electron wave, the amplitude of the resonant modes

Figure 1. Conduction band profile of a typical DBRTS.

builds up in the QW. Concomitantly, the electron wave leaks
out in both directions and in doing so cancels the reflected
waves and enhances the transmitted waves. On the other
hand, if the time evolution of the electron wave function in
the well is long compared to the scattering time, the colli-
sions randomize the phase of the wave function. In this case,
the electrons tunnel through both the barriers sequentially
and the RTS has a lower quantum mechanical transmission
peak.

3. METHODS OF ANALYSIS
Matrix methods using the continuity of the wave function
and its first derivative, at any heterointerface, have been
used quite extensively to determine the incident energy
dependence of transmission probability. Ando and Itoh [75]
approximated the arbitrary potential well by multistep func-
tions and then used a matrix method to determine the trans-
mission coefficient. The position dependence of electron
effective mass, m∗

n, and the permittivity were also approxi-
mated by multistep functions. Using the envelope wave func-
tion under effective mass approximation the amplitudes of
the incident and reflected wave functions at any segment
n, �n�x� = Ane

jknx + Bne
−jknx with kn = √

2m∗
n�E − Un�/�

2

where E is the incident electron energy and Un is the poten-
tial, were related to that at the reference segment by the
following matrix equation:(

Aj

Bj

)
=

j−1∏
l=0

Ml

(
A0
B0

)
The matrix Ml is generated by invoking the continuity of
the wave function ��x� and its first derivative by properly
accounting for the effective mass,

1
m∗

n

d�n

dx

at the interface n. The transmission probability at any energy
D�E� is given as

D�E� = m∗
0

m∗
N+1

k0

kN+1
�AN+1�2

where n = N + 1 and A0 = 1 are assumed.
Though the matrix method is straightforward it becomes

slow with the increase in heterointerfaces and prone to
round-off errors. Lui and Fukuma [76] approximated the
arbitrary potential well by piecewise linear functions and
then used a numerical method to calculate the transmission
coefficient. In the treatment presented here we will use the
method of logarithmic derivates to determine the transmis-
sion probability and other parameters required to investigate
the system

3.1. Logarithmic Derivatives

Using logarithmic derivatives [77], defined as the ratio of the
derivative of the wave function ��x� and the wave function
� ′�x�

��x	Ex� =
2�
m∗

� ′�x�
��x�
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the one electron Schrödinger equation within the effective
mass approximation can be written as [78]

d��x	Ex�

dx
= −j

[
m∗

2�
��x	Ex�

2 + 4
�
�VTOTAL − Ex�

]
(1)

where m∗ is the electronic effective mass, � is the modified
Planck’s constant, and VTOTAL = �EC is the conduction band
offset. In general, VTOTAL = �EC + Va�x� + Vsc�x�, where
Vsc is due to the accumulation of the space charge inside the
quantum well and Va is due to the applied bias voltage and
needs to be evaluated to calculate the current–voltage char-
acteristics. Equation (1) can be solved numerically and for a
piecewise constant potential profile, the recurrence relation
may be written as

�n�x	Ex� =
√

2m∗A
8

tanh
[
−j

√
2m∗A

8
�x

+ arctanh
(
�n+1

√
m∗

8A

)]
(2)

where A = −
�EC − Ex�, �x = xn+1 − xn.
The transmission coefficient is calculated as

D�Ex� =
√
1− ��Ex�

2 (3)

where

��Ex� =
�n�x	Ex�−�0

�n�x	Ex�+�0
(4)

is the reflection coefficient and

�0 =
√

2m∗

�2
�Ex − �EC� (5)

In Figure 2, the transmission probability of a simple
DBRTS is plotted as a function of the incident electron
energy. The structure as shown in the inset is composed
of Al0�3Ga0�7As as barriers and GaAs as QW. The QW is
30 Å wide with 30 Å barriers. The conduction band offset
is assumed to be 0.25 eV and the effective masses in the
barrier and QW are 0�09m0 and 0�067m0, respectively. Here
m0 is the free electron mass. The peaks in the transmission
probabilities correspond to the eigenstates and the widths
are related to the lifetime of the carriers of the QW. The
dips in the transmission probability for energies greater than
the band offset are due to the reflections from the edges of
the QW.

The barrier height dependence of transmission probabil-
ity is investigated in Figure 3. Conduction band offsets of
0.1, 0.2, and 0.3 eV are considered. The QWs with band
offsets of 0.1 and 0.2 eV have two eigenstates which move
toward higher energy with increasing �EC . The QW with
�EC = 0�3 eV has an additional eigenstate close to 0.3 eV.
Figure 4 shows the nature of the transmission probability
curves with varying QW width. QW widths of 30, 50, and
100 Å with �EC = 0�3 eV are considered. With increasing
QW widths more eigenstates are accommodated within the
QW. Figure 5 shows the nature of the transmission prob-
ability curves in the presence of scattering. The simulated
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Figure 2. Transmission coefficient of DBRTS.

results are with localized elastic and inelastic (phase break-
ing) scattering at the center of the QW. With elastic scat-
tering at the center of the QW the odd-resonant energies
shift toward higher energies. On the other hand, with phase
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Figure 3. Transmission coefficient of DBRTS with conduction band off-
set as a parameter. Solid, dashed, and dotted lines represent conduction
band offsets of 0.1, 0.2, and 0.3 eV, respectively.



360 Resonant Tunneling Devices

0 0.1 0.2 0.3 0.4 0.5

Electron Energy (eV)

10–8

10–6

10–4

10–2

100
T

ra
ns

m
is

si
on

C
oe

ffi
ci

en
t

Figure 4. Transmission coefficient of DBRTS with varying QW widths.
Solid, dashed, and dotted lines represent 30, 50, and 100 Å, respectively.
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Figure 5. Transmission coefficient of DBRTS in the presence of scat-
tering. Solid and dashed lines represent transmission with elastic and
phase breaking scattering at the center of the QW. Dotted line repre-
sents the effect of both elastic and phase breaking scattering.

breaking scattering at the center of the QW the transmission
coefficient decreases.

3.2. Carrier Group Velocity
and Density of States

Current density in its simplest form, J = qnv, is expressed
as a product of the carrier concentration, n, and the corre-
sponding drift velocity, v. The determination of the carrier
concentration requires the density of states (DOS) and the
carrier statistics. The formulation of the local DOS as well
as the drift velocity will be presented in terms of the loga-
rithmic derivatives.

3.2.1. Group Velocity
The definition of logarithmic derivative can be recasted in
the form [79]

� ′�x�
��x�

= �x�+ j��x�

= m∗

2�

−Im���x	Ex��+ j Re��x	Ex���

which upon integration from x = 0 to any x

��x� = ��0�e
∫ x
0 �x� dxej

∫ x
0 ��x� dx (6)

where ��x� is the wave function at point x and ��0� is the
wave function of the incident particle at x = 0. Depending
upon the energy of the incident particle the composite wave,
Eq. (6), in the well and in the barriers may build up, giv-
ing rise to resonant tunneling, or simply tunnel through the
device structures as in ordinary tunneling. At resonance, the
logarithmic derivative of an electron outside a symmetrical
structure is purely real and has a constant value. The wave
function described by (6), in this case, reduces to positive
traveling plane waves outside the barrier.

The average probability current density at any x, of the
quantum mechanical system

S�x� = 1
2
Re
(

2�
jm∗�x�

� ′�
)

= 1
2
���0��2 Re���x	Ex��e

2
∫ x
0 �x� dx (7)

when equated to the particle current as obtained from con-
servation principle

S�x� = vg�x� ���x��2 (8)

yields the group velocity which is expressed as

vg�x� =
1
2
Re���x	Ex�� (9)

The group velocities of the electron at the first and second
resonant energies are plotted in Figure 6. A 100 Å QW with
conduction band offset of 0.25 eV is considered. It should be
noticed that the velocity peaks at the same location where
the electron wave function is at its minimum.
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Figure 6. Electron group velocity for the first (solid line) and second
(dashed line) eigenstates.

3.2.2. Density of States
For a given DBRTS, the one-dimensional density of states
is given as [80, 81]

N�x	Ex� =
2
�
Im
GR�x	 x	Ex�� (10)

where GR�x	 x	Ex� is the retarded Green’s function and
is obtained as the solution of the following Schrödinger
equation:[

Ex −H0 +
j�

2���x	Ex�

]
GR�x	 x	Ex� = ��x − x1� (11)

The Hamiltonian

H0 = − �
2

2m∗

(
d2

dx2
+ �EC�x�

)
is the unperturbed part of the total Hamiltonian and �� is
the phase breaking time. The calculation of DOS necessi-
tates the computation of only the diagonal elements of the
retarded Green’s function and the off-diagonal elements are
less significant. The diagonal elements of the Green’s func-
tion can be computed by using the logarithmic derivatives
��x	Ex�and are expressed as

N�x	Ex� = Im
− j4

�

�+�x	Ex�−�−�x	Ex�
(12)

where

��x	 x1	 Ex� =
2�
jm∗

�GR�x	 x1	 Ex�

�x

GR�x	 x1	 Ex�
(13)

The global DOS N�Ex� is obtained by integrating Eq. (12)
along the QW,

N�Ex� =
∫ LW

0
N�x	Ex�dx (14)

where LW is the length of the QW.

3.3. Self-Consistent I–V Calculation

The determination of the current–voltage characteristic that
takes into account the potential due to the space charge
developed within the QW demands that the Schrödinger
and Poisson equations are solved self-consistently. Kluksdahl
et al. [82] report self-consistently calculated current–voltage
characteristics using the Wigner function to model quantum
transport. In this section we use the method of logarithmic
derivatives to self-consistently calculate the current–voltage
characteristics.

The total current flowing from the emitter to the collec-
tor is given in terms of the currents from the emitter to
the collector J+ and from the collector to the emitter J−,
respectively [80, 83],

J+dEx = JE→C�Ex�dEx

= qm∗kTD+�Ex�

2�2�3

eqVApplied/kT

eqVApplied/kT − 1

· ln
[

1− e�EF −Ex�/kT

1+ e�EF −Ex−qVApplied�/kT

]
dEx (15a)

J−dEx = JC→E�Ex�dEx

= qm∗kTD−�Ex�

2�2�3

1
eqVApplied/kT − 1

· ln
[

1− e�EF −Ex�/kT

1+ e�EF −Ex−qVApplied�/kT

]
dEx (15b)

where VApplied is the applied bias. So the total current is given
by

J =
∫ �

0

J+�Ex�− J−�Ex�� dEx (16)

The expression for J+ and J− assumes a Fermi–Dirac dis-
tribution with EF as the Fermi level. D+ �D−� is the
transmission probability looking from the emitter toward the
collector (collector toward emitter).

The contribution of space charge will change the poten-
tial profile in the quantum well as dictated by Poisson’s
equation. The charge concentration in the quantum well is
written as

n±�x� =
∫ �

0
n±�x	Ex� dEx (17)

where

n±�x	Ex� =
J±�Ex�

qv±
g �x	Ex�

(18)
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where the superscript + �−� indicates the contribution due
to the current J+ �J−�. The total charge is obtained as

n�x� =
∫ �

0
dEx

∑
±
n±�x	Ex� (19)

The updated potential profile is obtained by solving Pois-
son’s equation and is given by

��x� = ��0�− q

�

∫
dx′

∫
dx′′ n�x′′� (20)

where � is the dielectric constant and Vsc�x� = −q��x�.
The self-consistently obtained current–voltage character-

istic is shown in Figure 7. The structure considered is similar
to that shown in Figure 1 with 30 Å barriers and 50 Å QWs.
The doping concentrations of the contact GaAs layers are
2× 1018 cm−3. The Fermi level EF is assumed to be 0.03 eV
above the bottom of the conduction band at the emitter
contact. The total applied voltage is the sum of the voltage
drops across the DBRTS, the voltage drop across the deple-
tion region at the collector contact, Vd, and the drop across
the accumulation region at the emitter contacts, Va. Vd and
Va are determined by solving the equations [75]

Vd = qn2
s

2�collectorND

eqVa/kT − qVa

kT
− 1 = q2n2

s

2�0kTND

(21)

where ND is the doping concentration at the contact layers.
The current peaks at an applied bias of 0.13 V and corre-
sponds to the first virtual state of the DBRTS. On the same
plot, current obtained when the voltage was scanned from

0 0.2 0.4 0.6

Voltage (V)

0×100

1×108

2×108

3×108

4×108

5×108

6×108

C
ur

re
nt

D
en

si
ty

(A
/m

2 )

Figure 7. Self-consistently obtained current–voltage characteristics.

0.6 to 0 V, is shown. The two graphs are different in the
region showing negative differential resistance and this is
attributed to the presence of space charge within the QW.
The observed bistability is a strong function of the width of
the QW.

In Figure 8, current–voltage characteristics are plotted in
the presence of elastic and phase breaking scattering. Com-
paring Figures 7 and 8, it is to be noticed that in the pres-
ence of elastic scattering the peak current shifts to higher
bias that is attributed to the shift in the first resonant energy
as depicted in Figure 5. In the presence of phase breaking
scattering a drastic reduction in the peak current magnitude
is observed and is in accordance with Figure 5.

Figure 9a and b shows the self-consistently obtained group
velocity as a function of the incident electron energy and
position inside the QW for positive and negative voltage
sweeps, respectively [78]. Figure 10a and b shows the self-
consistently obtained effective density of states as a function
of incident electron energy and position [80]. Figure 10a
is obtained by assuming �� = � or, in other words, scat-
tering was not considered. Figure 10b is obtained by self-
consistently calculating ��.

4. CARRIER DYNAMICS
(TUNNELING TIME)

DBRTS, biased in the NDR region, is widely investigated
for possible applications requiring very high frequency oscil-
lations. The determination of the high frequency of oscil-
lation is based upon the evaluation of the lifetime of the
resonant states. The study of traversal or tunneling time of
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Figure 8. Self-consistently obtained current–voltage characteristics of a
DBRTS in the presence of scattering. Solid and dashed lines represent
elastic and phase breaking scattering, respectively.



Resonant Tunneling Devices 363

(a)

(b)

00.0

50

100

150
0

3

6

9

50

100

150
0

3

6

9

0.1 0.2

Energy (eV)

D
is

ta
nc

e
(Å

)
Lo

g 1
0v

g(
x,

E
x)

,(
M

/S
ec

)
D

is
ta

nc
e

(Å
)

Lo
g 1

0v
g(

x,
E

x)
,(

M
/S

ec
)

0.3

00.0 0.1 0.2

Energy (eV)

0.3

Figure 9. Group velocity is plotted as a function of incident electron
energy and position at 0.1 V (positive sweep). Reprinted with permis-
sion from [78], A. F. M. Anwar and M. M. Jahan, IEEE J. Quantum
Electron. 31, 3 (1995). © 1995, IEEE.

an electron through a resonant tunneling structure, in gen-
eral, has attracted much attention. The early work on tun-
neling time using the phase method was by Wigner [84].
Phase time can be defined locally as it is an asymptotic quan-
tity [85]. The concept of dwell time was proposed by Smith
[86] and was used by Leavens and Aers [87]. The speed
of operation of NDR devices has been investigated by sev-
eral authors, namely Ricco and Azbel [88], Luryi [89], and
Harada and Kuroda [90]. Luryi [89] estimated the speed of
operation by calculating the RC delay of a single barrier.
Harada and Kuroda [90] studied the time evolution of an
electron wave packet localized in a QW. Ricco and Azbel
[88] proposed that the average time spent by an electron
in the device (dwell time) should provide a good measure
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Figure 10. The base-10 log of local DOS N (x	Ex) as a function of inci-
dent electron energy and position inside the QW. The plot to the left
is with �� = 0 and the one on the right is obtained by self-consistently
calculated ��. Reprinted with permission from [80], M. M. Jahan, Self-
consistent Study of the Effect of Transverse Magnetic Field on the Per-
formance of the Double Barrier Resonant Tunneling Structure, M.S.
Thesis, University of Connecticut, Storrs, CT, 1993.

of the time constant required for the system to approach
its final configuration. The concept of a Larmor clock to
calculate particle lifetime was introduced by Baz [91] which
later was extended by Rybachenko [92] and Buttiker [93].
Büttiker and Landauer [94] calculated tunneling time using
the WKB approximation by considering tunneling through
a time-modulated barrier. Tunneling time through a single
barrier in the presence of a transverse magnetic field has
been addressed by Guéret et al. [95] These calculations can
be extended to study the effect of the different structure
parameters, such as barrier width or height, on tunneling
time. The readers will find the review article by Landauer
and Martin [96] very informative in dealing with topics on
tunneling time.
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Tunneling time for a DBQWS of length L can be written
as [78, 79, 83, 96–99]

�±�Ex� =
∫ L

0

dx

v±
g �x	Ex�

(22)

where the ± sign implies that the electron is moving from
the emitter (collector) to the collector (emitter) electrode. It
has been argued by Anwar et al. [79] that the traversal time
thus defined is the sum of the time required for the elec-
tron to build up inside the QW and the corresponding decay
time. In the event the buildup and decay times are equal, the
traversal time �T equals twice the electron lifetime. Table 1
provides a comparison of the calculated traversal time and
lifetime obtained from numerical calculation [99].

The dependence of traversal time on barrier thickness for
a given QW width is depicted in Figure 11 [99]. For sym-
metric barriers, traversal time increases exponentially with
barrier thickness. To investigate the sensitivity of traversal
time on barrier widths an asymmetric structure is considered
as shown in Figure 12 [99]. The QW width is fixed at 100 Å
and traversal times for the two lowest resonant energy levels
are shown. It is observed that the traversal time is rather
insensitive to the variation of the width of the left (emit-
ter) barrier, whereas it is increases exponentially with the
increase of the right (collector) barrier width.

The self-consistently calculated traversal time (the time
it takes for the carrier to traverse the DBRTS) is plotted
as a function of the applied bias in Figure 13. The self-
consistent calculation takes into account the space charge
formed within the QW. A double barrier resonant tunnel-
ing structure consisting of a 100 Å wide quantum well is
used while the barriers are 30 Å wide. Traversal time ini-
tially decreases with increasing bias and the rate slows down
followed by a change in slope around 0.17 V and can be cor-
related with the device in the negative differential resistance
region as seen from the I–V characteristics. The decrease
beyond 0.2 V is correlated to the positive differential resis-
tance region of the I–V characteristics.

The effect of barrier width on the traversal time has been
investigated by varying both the emitter and the collector
barrier widths. The traversal times for the symmetric and
the asymmetric cases are then compared. It is observed that
the traversal time for a given incident energy is a function
of the degree of the asymmetry of the structure.

Table 1. Comparison of the traversal time, �T , with the lifetime, � ,
obtained from simulation [90], for a symmetrical well.

V0 Lw d Lifetime, �
90� Traversal time, �
(mV) (Å) (Å) (ps) (ps)

400 20 20 0�022 0�04549
40 0�37 0�751
60 6�1 12�31

50 20 0�23 0�458
40 8�9 17�93
60 360�0 716�0

100 20 2�1 4�23
40 110�0 223�88
60 5900�0 11769�0
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Figure 11. Traversal time of a symmetric DBRTS with QW width as a
parameter. The barriers are 80 Å wide. Reprinted with permission from
[99], A. F. M. Anwar, On Modelling of Quantum Well Devices, Ph.D.
Dissertation, Clarkson University, Potsdam, NY, 1988.

In Figure 14, the quantity �+
V /�

−
V is plotted as a func-

tion of energy and bias voltage for structures II (70–50–
50 Å) and III (50–50–70 Å) respectively. A flatter surface
means less bistability. It is observed from the figures that
as the collector barrier is made wider the surface of the
plot becomes flatter as compared to the case if emitter bar-
rier is made wider. Thus, the wider emitter structure shows
greater bistability than the wider collector structure. The
observed bistability can be explained in terms of the space
charge developed inside the quantum well which is a strong
function of the asymmetry of DBQWS. Bistability in tunnel-
ing time depends on the difference in the amount of space
charge between two sweeps for a particular bias voltage. As
is evident from Figure 15, the space charges for structure
III for both positive and negative sweeps are of the same
order of magnitude, whereas, for structure II, they differ by
an order of magnitude. This can be explained in terms of
two current components J+and J−. For all structures, J+

is of the same order of magnitude for both sweeps. J− for
structures I and III is the same for positive sweep. How-
ever, J− for structure II is a few orders of magnitude higher
in the potential range of 0 to 0.03 V and then follows the
rest. In the negative sweep, the J− characteristics are the
same in the voltage range beyond 0.04 V. In the range 0 to
0.04 V, J− for structure III is twice that of structure I (50–
50–50 Å), whereas, the structure II current is a few orders
of magnitudes higher. Though J− is negligible compared to
J+, its behavior controls the extent of the bistable region in
traversal time. We believe that a comparatively larger J− in
structure II is responsible for the difference in space charge
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Figure 12. Traversal time for the first two eigenstates of a 100 Å wide
asymmetric QW. Solid lines represent traversal time with varying dL

with dR = 30 Å. Dashed lines represent traversal time with varying dR

with dL = 30 Å. Reprinted with permission from [99], A. F. M. Anwar,
On Modelling of Quantum Well Devices, Ph.D. Dissertation, Clarkson
University, Potsdam, NY, 1988.
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Figure 13. Self-consistently calculated traversal time as a function of
applied bias.
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Figure 14. The ratio of �v+ and �v− are plotted for structure II and
structure III. Reprinted with permission from [78], A. F. M. Anwar and
M. M. Jahan, IEEE J. Quantum Electron. 31, 3 (1995). © 1995, IEEE.

and may explain the large bistability in this structure. Also
to be noted is that the space charge for structure III is much
greater than that for structure II. This can be explained
by noting that structure III has a higher transmission than
structure II and the group velocity is of the same order of
magnitude. In this connection, it is instructive to study the
behavior of effective group velocity that is calculated by eval-
uating the quantity J /
qn�x��.
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dashed lines represent positive and negative voltage sweep, respec-
tively. The upper (lower) two curves are for structure III (structure II).
Reprinted with permission from [78], A. F. M. Anwar and M. M. Jahan,
IEEE J. Quantum Electron. 31, 3 (1995). © 1995, IEEE.

The issue of group velocity can further be studied as a
function of incident energy and position along the structure.
Figure 9 shows the results for structure II for both positive
and negative sweep of bias voltage. It is observed that the
two sweep group velocities differ significantly in the neigh-
borhood of 0.04 eV. As mentioned earlier, this behavior in
the low energy region makes the two sweep space charge dif-
fer significantly. However, for structures I and II, the differ-
ence in behavior in the low energy region is less pronounced
and hence the space charge for two sweeps also differs less.

Figure 16 shows the plot of effective tunneling time as a
function of bias voltage for all three structures. Here again it
is observed that a wider emitter structure requires a longer
time than a wider collector structure.

5. DBRTS CAPACITANCE
The promise of ultrahigh speed operation of a DBRTS has
stimulated a host of research devoted to the understand-
ing of the factors that affect the frequency of operation
of the device [100–104]. Capacitance and the associated
conductance of the device are particularly important in this
regard. The capacitance of a DBRTS consists of three prin-
cipal components: (a) accumulation region capacitance Ca,
(b) depletion region capacitance Cd, and (3) capacitance due
to stored charge in the quantum well Cw. This warrants the
inclusion of the capacitance Cw due to stored charge in the
quantum well [102].

Brown et al. [100] calculated the capacitance by approx-
imating DBRTS as a parallel plate capacitor with a spac-
ing that is a sum of the widths of the depletion region, the
accumulation region, and the structure itself. The neglect of
space charge in the quantum well was not justified and was
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Figure 16. Traversal time as a function of applied bias. Structure I
(solid line), structure II (dashed line), and structure III (dotted line).

later pointed out by Hu and Stapleton [102]. Consequently,
Hu and Stapleton provide a scheme [102, 103] to include
the effects of space charge inside the quantum well in the
calculation of the capacitance of DBRTS. They assumed a
horizontal bar to replace the actual conduction band profile
and used the Airy function to solve the trapezoidal barrier.
As the discussion in the last paragraph suggests, the assump-
tion of a horizontal conduction band in the quantum well
might not be a valid approximation. Fernando and Frensley
[104] solved the periodic time-dependent Schrödinger equa-
tion under a weak ac field to determine the high frequency
characteristics of DBRTS.

Figure 17 shows the equivalent circuit of DBRTS. Ca and
Cd are in series and Cw is in parallel to the combination.
Also in parallel is the conductance of DBRTS, G. Cw is
calculated as

Cw = A
dQ

dV

dV

dVApplied
(23)

Figure 17. Small signal equivalent circuit of a DBRTS.
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where Q is the total space charge in the quantum well due
to traversing electrons, A is the cross-sectional area of the
device, V is the voltage across the DBRTS, and VApplied is the
total applied bias. The calculation of Q = −q

∫ Lw

0 n�x� dx
requires the computation of the current–voltage character-
istics of DBRTS.

The total capacitance is plotted as a function of the
applied bias in Figure 18. The stored charge in the QW
redistributes upon the application of an applied bias due to
the perturbation of the eigenstates.

The frequency, f , at which a DBRTS oscillates is obtained
from the requirement that the real part of the impedance
be negative:

f = 1
2�C

(
G

Rs

−G2

)
(24)

For a 11–45–11 Å GaAs/AlAs DBRTS an oscillation fre-
quency of 430 GHz is obtained which is in agreement with
the experimental observation of 420 GHz by Brown et al.
[100].

6. SHOT NOISE
In this section shot noise is calculated in a DBRTS by tak-
ing the space charge accumulated inside the quantum well
into account. The calculation is self-consistent in nature and
is obtained by simultaneously solving the Schrödinger and
Poisson equations. The calculation shows the suppression
of shot noise in the positive differential resistance (PDR)
region and an enhancement in the NDR of the DBRTS.
This behavior is explained in terms of the auto- and cross-
power density spectrum of current in the presence of space
charge in the quantum well. The calculated shot noise fac-
tor shows a suppression in the PDR region (� = 0�31) and
an enhancement in the NDR region (� = 9) as observed
experimentally.

Shot noise [80, 105–108] is observed in almost all elec-
tronic devices and is due to the fluctuations in device cur-
rent. The fluctuations are attributed to the discreteness and
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Figure 18. Total capacitance of a DBRTS.

randomness of the carrier flowing through the device. There-
fore, any process that will affect the random nature of the
carriers or eliminate the discreteness of charge will give rise
to shot noise that deviates from the full shot noise. Although
it is not possible to eliminate the discrete nature of the
charge, however, it is possible to affect the randomness asso-
ciated with the emission of the carriers in the device. This is
the phenomenon that occurs in a DBRTS where the stored
space charge in the quantum well alters the randomness of
the injected carriers and may result either in the suppres-
sion or enhancement of shot noise [102]. It is customary to
represent the deviation from the full shot noise behavior by
shot noise factor �. � > I for shot noise enhancement and
� < I for shot noise suppression.

Li et al. [106] reported the measurement of shot noise
suppression of DBRTS below 10 kHz. Ran and Barnes [107]
showed that shot noise may be significantly lowered by using
quantum wells. They assumed distributions for both the
velocity and the density of carriers incident on the quan-
tum well structure and then used the results of quantum
mechanics for describing the transport through the well.
Brown [105] has presented a theoretical analysis of the sup-
pression and enhancement of shot noise. In his analysis, the
space charge is modeled as delta function at the center of
the quantum well. However, the calculation was not self-
consistent in nature and an exact space charge distribution
was not taken into account.

The treatment presented here takes into account an
exact space charge distribution and is used to compute the
shot noise factor self-consistently. As an electron traverses
through a DBRTS, it spends a finite amount of time inside
the structure and thus the space charge gets accumulated in
the quantum well. The magnitude of the space charge con-
tributed by a traversing electron is a function of the energy
level. The contribution of space charge due to an electron is
also affected by the presence of other electrons. This gives
rise to two different types of power density spectrums: the
auto-power density spectrum (APDS) that is related to the
state itself and the cross-power density spectrum (CPDS)
that depends on the cross-correlation among different cur-
rent carrying states. To make a self-consistent calculation of
shot noise, these correlation terms need to be computed by
solving the Schrödinger and Poisson equations simultane-
ously as has been described in previous sections.

The self-consistently calculated potential energy VSC�x�
may also be expressed in the form [80]

VSC�x� =
N∑
i=1

VSC�x	E
i
x� (25)

where VSC�x	E
i
x� denotes the space charge induced poten-

tial due to the flow of current at Ei
x. By considering

VSC�x	E
i
x� as a perturbation potential, the shift in the

eigenenergy levels and the modified D�Ex� can readily be
evaluated. The shift in the energy levels produces an effec-
tive perturbation in the output current that may be writ-
ten as

��J �2 =
N∑
i=1

N∑
j=1

[
�J�Ei

x	 E
i
x�
]2

(26)
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where �J�Ei
x	 E

i
x� is the current density at Ei

x due to pertur-
bation of Ej

x. ��J �2 contains all the mean square informa-
tion about APDS and CPDS and is used to calculate the shot
noise factor of the structure. Shot noise power spectrum S
is obtained as [80]

S = ��J �2

�f
(27)

where �f is the measurement bandwidth. Shot noise factor
� is expressed as

� = S

2qJ
(28)

where J is the total current density, and q is the electronic
charge, 1�6× 10−19 Coulomb.

In Figure 19, the shot noise factor is plotted as a func-
tion of bias voltage. The plot shows a suppression of shot
noise factor (� < I) in the PDR region and an enhance-
ment (� > I) in the NDR region. The departure of � from
the full shot noise (� = I) behavior is the consequence of
the space charge developed inside the quantum well. The
stored charge affects shot noise in essentially two different
manners in the PDR and NDR regions. Figure 20 shows
the space charge that is stored in the quantum well as a
function of bias voltage. The space charge affects the I–V
characteristics on two fronts: (a) First, a voltage drop is
associated with the space charge which effectively reduces
the net voltage across the DBRTS. Consequently, the cur-
rent gets peaked at a voltage which is little higher than the
case if no space charge were considered. (b) Second, space
charge introduces a perturbation which affects the energy
levels as well as transmission coefficients of the quantum
well. In general, the effect of the perturbation is to introduce
a positive shift into the transmission peaks along the energy
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Figure 19. Shot noise as a function of applied bias. Measured data
(diamond) and calculated results (solid line). Reprinted with permis-
sion from [80], M. M. Jahan, Self-consistent Study of the Effect of
Transverse Magnetic Field on the Performance of the Double Barrier
Resonant Tunneling Structure, M.S. Thesis, University of Connecticut,
Storrs, CT, 1993.
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Figure 20. Space charge as a function of applied bias. Reprinted with
permission from [80], M. M. Jahan, Self-consistent Study of the Effect
of Transverse Magnetic Field on the Performance of the Double Barrier
Resonant Tunneling Structure, M.S. Thesis, University of Connecticut,
Storrs, CT, 1993.

scale. The latter phenomenon may enhance or diminish the
current depending on the bias of the DBRTS. For example,
if the device is biased in the PDR region, the positive shift
in energy will reduce the current. On the other hand, cur-
rent will increase if the device is biased in the NDR region.
It is the global effect of these two mechanisms that brings
about a net decrease of current in the NDR region and a
net increase in the PDR region. The similar ratiocination
also applies to the noise current. In Figure 19, experimental
data reported by Brown [l05] are also shown. The agreement
of the calculated shot noise factor and the experimentally
obtained one is good.

7. CONCLUSION
In recent years DBRTS has provided the means to real-
ize transport in reduced dimension. This has necessi-
tated the formulation of carrier transport that incorporates
the effect of scattering in reduced dimension. Moreover,
DBRTS has facilitated the realization of devices with unique
performance.

GLOSSARY
FET Transistor in which output drain current is controlled
by the voltage applied to the gate. In a MOSFET an oxide
insulator is present in between the metal and semiconductor.
Negative differential resistance (NDR) Where the current
decreases with increasing voltage observed in current-
voltage characteristics.
PVR The ratio of the peak (maximum) current to that of
the valley (minimum) current.
Quantum well (QW) A quantum well is like a well where
a particle can be trapped. Layers made by using different
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semiconductor materials may result in the trapping of car-
riers (electrons, holes) in a particular layer. The trapped
carriers and confined and are restricted to make certain
movements or move in certain directions. The presence of
QWs has resulted in modern electronic devices such as high
electron mobility transistors (HEMTs), heterojunction bipo-
lar transistors (HBTs) and photonic devices such as QWIPs.
Schottky barrier height Potential barrier in between the
metal and semiconductor in metal semiconductor contact.
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1. INTRODUCTION
One of the most important physical parameters to describe
the quality of a piece of semiconductor material is the elec-
tron scattering length le. Also referred to as the mean-free
path, it stands for the average distance between the ran-
domly distributed scatterers in the material, such as lattice
defects, impurities, and phonons. The electron mean-free
path is typically a few nanometers (1 nm = 10−9 m) in sili-
con and about 100–200 nm in high-quality compound semi-
conductors such as GaAs. The electrical resistance of a
semiconductor device is closely associated with the scatter-
ing length le. Conventional semiconductor devices are much
larger than the electron scattering length. As a result, elec-
trons have to encounter a large number of random scat-
tering events to travel from one device lead to another.
In the last two decades, advanced semiconductor technolo-
gies have allowed the fabrication of devices that are smaller
than the electron scattering length. In such devices, elec-
trons may travel from one electric lead to another without
encountering any scattering event from randomly distributed
scatterers such as impurities. Instead, the electrons are scat-
tered only at the device boundaries, that is, moving like bil-
liard balls. Such electron transport is referred to as ballistic
transport [1–3]. There had been a long debate in history
on whether there is any electric resistance in such ballis-
tic electron devices. Some had believed that the absence of

scattering means that the resistivity inside the device is zero.
Although this is, as will be discussed later, wrong because
the concept of resistivity does not hold any longer in the bal-
listic transport regime, it was realized quite clearly that the
electron transport in a ballistic device is very different from
the transport in a traditional, macroscopic semiconductor
device.

Consider a conventional semiconductor device that is
much larger than the electron scattering length. Any electric
current induced by an applied voltage consists of electrons
diffusing in an electric field, as shown in Figure 1. The dif-
fusive transport can be described by Ohm’s law, which states
a linear relation between the current and electric field (or
applied voltage). However, if we examine the electron trans-
port at the microscopic scale, we would find that every elec-
tron is accelerated between two subsequent scattering events
by the electric field. As a result, the velocity component of
the electron in the opposite direction of the electric field
increases constantly until the next scattering event occurs.
Since the current carried by the electron is equal to its veloc-
ity multiplied by the electron charge e, the current is time
dependent, even in the presence of a constant electric field.
This is seemingly in contradiction to Ohm’s law. Actually,
Ohm’s law is valid at the macroscopic scale because of the
existence of the large number of scattering events, which
counteract the acceleration effect of the electric field, caus-
ing the average velocity of all electrons to be proportional
to the strength of the electric field. The above discussion
reveals that, at a scale that is smaller than the average
distance between impurities or other scatterers, Ohm’s
law does not hold, and that new transport properties are
expected to arise in these ballistic devices of a dimension
smaller than le.

A number of new device concepts have been generated
based on ballistic electron transport in the last two decades.
Among these novel devices are only a few that have been
demonstrated to work at room temperature. Quite under-
standably, being capable of operating at room temperature
is an important criterion for practical applications. In this
chapter, we review these recent breakthroughs in room-
temperature ballistic devices. The theoretical framework to
treat ballistic electron transport, namely, the scattering
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scattering length

Diffusive electron transport in a macroscopic device

Figure 1. Schematic view of the diffusive electron transport in a macro-
scopic semiconductor device. The device size is much larger than the
electron scattering length. As a result, the electrons experience a large
number of scattering events from randomly distributed scatterers such
as lattice defects and phonons (represented by the asterisks), and the
electron transport is hence referred to as diffusive.

approach developed by Landauer and Büttiker, will be intro-
duced. We will also discuss the promising possibilities for
practical applications of these devices from the point of view
of their new device properties. The chapter is organized as
follows. After a short introduction to the ballistic transport
in Section 1.1, an overview of the general aspects of non-
linear ballistic electron transport is presented in Section 1.2,
which forms a basis for the few types of room-temperature
nanodevices and nanomaterials discussed in Sections 2–4.
In Section 5, promising results on near room-temperature
operations of quantum-effect-based nanodevices are dis-
cussed. Finally, Section 6 provides conclusions and an out-
look of future developments.

1.1. Overview of Ballistic
Electron Transport

Ballistic electron transport is normally realized in meso-
scopic semiconductor structures. The word “mesoscopic”
refers to dimensions between the atomic scale and the
macroscopic scale. The simplest mesoscopic ballistic device
is a narrow, uniform semiconductor channel, as shown in
Figure 2. At a finite applied voltage, a current flows through
the channel. If the length of the channel is shorter than
le, the electron transport inside the channel is ballistic. The
electrons, when moving from one side of the channel to the
other, do not experience any random scattering event from
scatterers such as lattice defects, impurities, and phonons,
but are scattered only by the designed device boundary. This

Ballistic electron transport in a mesoscopic device

�µm or less

Figure 2. Schematic view of the ballistic electron transport in a meso-
scopic semiconductor device, which is smaller than the electron scatter-
ing length. In the device, the electrons do not experience any scattering
event from random scatterers such as lattice defects and phonons, and
are only scattered by the designed device boundary.

means that, even at a finite applied voltage, the electric field,
and therefore the voltage drop inside the central part of the
channel, which has a constant width, have to be zero in order
to fulfill the requirement of the conservation of current: the
current flow into one end of the channel must be the same as
the current flow out of the channel at the other end. There-
fore, inside the channel, current flows without the existence
of a finite electric field. The striking phenomenon appears
to be similar to the superconductivity effect, but occurring
in a completely different physics system under a different
physical condition. Such an effect of current flow without
the presence of an electric field has been observed regard-
less of the length and width of the channel, as long as the
channel is shorter than the electron mean-free path. Never-
theless, to drive a current through the entire device, a finite
voltage has to be applied. The applied voltage will only drop
at the entrance and exit of the channel, where finite resis-
tance arises because most of the electrons are backscattered
and only a fraction of the electrons can enter the channel
[4]. As a consequence, the electric field exists only in the
close vicinity of the entrance and exit of the channel. Clearly,
local quantities such as resistivity and conductivity lose their
meaning, and can no longer be defined in a ballistic semi-
conductor device. Only nonlocal quantities such as the total
resistance or conductance can be used.

The conductance of a ballistic semiconductor device G is
determined by an important nonlocal quantity: the transmis-
sion coefficient T�←� of the ballistic electrons going from
one electric contact (also often referred to as the electric
lead, carrier reservoir, or device terminal) � to anther con-
tact �. If more than one transverse quantum confinement
mode in the device is occupied, T�←� is the sum of the
transmission probabilities of the electrons at each occupied
transverse quantum confinement mode i:

T�←� =∑
i

t�←�� i (1)

As described by the Landauer–Büttiker formula [5–7], the
current flow through the narrow channel is given by

I = 2e
h

∑
i

t�←�� i��� − ��� (2)

where �� and �� are the chemical potentials of the electrons
at the left and right contacts of the channel. If the elec-
trons at each transverse mode transfer through the channel
perfectly (without being reflected back), which was found to
be the case if the boundary of a narrow channel is smooth
and if the temperature is sufficiently low [8, 9], the overall
conductance of the channel becomes quantized:

G = N
2e2

h
(3)

Here, N stands for the total number of the occupied
transverse quantum confinement modes by the electrons in
the channel, and spin degeneracy is assumed. This quan-
tized conductance is fundamentally similar to the quan-
tized Hall conductance at a high magnetic field: both are
direct manifestations of one-dimensional electron trans-
port [10]. Therefore, the quantum Hall effect has also been
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elegantly described in the theoretical framework of the
Büttiker–Landauer formalist [11].

It has been expected that devices based on ballistic
electron transport have superb performance. Since elec-
trons are free from random scattering events, ballistic elec-
tron devices may have a very high intrinsic working speed
and a quick response. Secondly, the strongly temperature-
dependent phonon scatterings, which in some cases lead to
serious degradation in device performance in a traditional
electron transport device, do not exist in a ballistic device
by its nature. Therefore, ballistic devices in general are less
temperature dependent.

It is easiest to realize ballistic electron transport at cryo-
genic temperatures using III–V compound semiconductor
materials because of the long electron mean-free path
obtained under both conditions. For example, le exceeding
160 �m has been observed in a high-quality GaAs–AlGaAs
heterostructure at temperature T = 0�1 K [12]. Therefore,
it is even possible to use conventional photolithography to
fabricate devices smaller than le and realize ballistic trans-
port at low temperatures. There have been a great number
of studies on ballistic electron transport, and many strik-
ing phenomena were discovered in various types of ballistic
devices. Examples are the above-mentioned quantized con-
ductance in a point contact [8, 9], electron focusing experi-
ments [13–16], negative bend resistance [17], quenched and
negative Hall effects [18–20], and lateral hot ballistic elec-
tron devices [21, 22].

New transport properties realized in the ballistic transport
regime have inspired inventions of novel device concepts.
Many of the new concepts are based on the fact that the only
scatterings that the ballistic electrons experience are those
from the designed device boundaries. By simply tailoring the
boundary of a ballistic device, the electron transport can be,
to a large extent, modified and controlled. It is hence possi-
ble to generate new device functionalities by simply tailoring
the device shape. In contrast, due to the nature of the diffu-
sive electron transport, the properties of a traditional device
are not sensitive to a change in the device boundary.

Despite great experimental efforts, only a small number of
successful experiments have demonstrated ballistic transport
at room temperature. From the application point of view,
it is highly desirable that new types of ballistic devices are
capable of operating at room temperature. At room temper-
ature, the electron mean-free path in a III–V semiconduc-
tor heterostructure is typically from 100 to 200 nm. Device
dimensions smaller than or at least comparable to le at T =
300 K are therefore required. This is, however, very difficult
if using a GaAs–AlGaAs heterostructure due to the large
depletion length (around 100 nm) close to the etched device
boundary. The much shorter depletion length (below 30 nm)
in, for example, InGaAs–InAlAs or InGaAs–InP material
systems, makes it possible to fabricate much smaller devices
that work at room temperature. In general, it is also eas-
ier to achieve a higher sheet carrier density in an InGaAs–
InAlAs heterostructure (up to around 1×1012 cm−2) than in
a GaAs–AlGaAs system. The higher carrier density not only
reduces the depletion length, but also increases the Fermi
velocity, and hence enhances the electron mean-free path.

Figure 3 schematically shows a device fabricated by
Hirayama and Tarucha using an AlGaAs/InGaAs/GaAs

1

2

3

4

Ga FIB scanned line

260 nm

Figure 3. Schematic view of a device fabricated by Hirayama and
Tarucha [23]. The four straight insulating lines (represented by the dark
lines in the figure) were made by a focused Ga ion beam. Four electric
contacts, numbered 1–4, were separated by the insulating lines.

modulation-doped heterostructure [23]. This is, to the
author’s knowledge, the first device that has been demon-
strated to show ballistic electron transport properties at
room temperature. The four straight insulated lines (rep-
resented by the dark lines in the figure) were made by a
focused ion beam (FIB) of Ga. The FIB beam diameter was
about 80 nm. The FIB scanned lines separated the four elec-
tric contacts, numbered 1, 2, 3, and 4.

During the experiments, Hirayama and Tarucha measured
the so-called four-terminal bend resistance R12� 43 = V43/I12
by sending a current I12 through contacts 1 and 2 and detect-
ing the voltage between 4 and 3. If the electron transport
is diffusive, the bend resistance R12� 43 would be positive.
However, the experiment showed that R12� 43 was negative in
the ballistic transport regime, which can be understood by
considering the transmission coefficients of the ballistic elec-
trons. Suppose that I12 < 0, and that electrons are ejected
into the junction from contact 1. Instead of turning the cor-
ner between contacts 1 and 2 and transmitting into contact 2,
the electrons enter the junction like billiard balls, and tend
to go straight into contact 3. This results in an accumula-
tion of electrons in contact 3, and therefore a positive V43
(instead of a negative voltage in a diffusive device) between
contacts 4 and 3. The negative bend resistance is hence an
indication of the existence of ballistic electron transport.

In the experiments, negative R12� 43 was observed from
T = 1�5 K all the way up to room temperature, although
the magnitude of the negative bend resistance was reduced
by a factor of about 8 at T = 290 K. The result was inter-
preted in terms of the temperature-dependent mean-free
path. At low temperature, le is much larger than the size
of the junction in the center, and purely ballistic trans-
port was realized. At T = 290 K, however, le is only about
135 nm, which is shorter than the length of the junction
(260 nm), leading to the decrease of the magnitude of the
negative bend resistance. Nevertheless, since the mean-free
path at room temperature is still comparable to the length of
the junction, some electrons still travel ballistically without
being scattered when passing through the junction, although
most electrons will experience at least one scattering event.
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This is the reason why the bend resistance is still nega-
tive at room temperature. Furthermore, as Hirayama and
Tarucha pointed out, at a higher temperature, more elec-
trons will gain thermal energy above the Fermi level. These
higher energy electrons might enhance the ballistic nature
of the system. Recently, Hieke et al. similarly showed neg-
ative bend resistance in small cross junctions made from
an InGaAs–InP modulation-doped quantum-well wafer [24].
The structures were fabricated by electron-beam lithography
and deep dry etching. The experiments also indicated the
partly ballistic electron transport in their devices at room
temperature. Another important result of this study is the
demonstration of low depletion length in such InP–InGaAs
etched structures.

1.2. Nonlinear Ballistic Electron Transport

In this review, we focus on the recently demonstrated new
types of ballistic devices that have been shown not only to
operate at room temperature, but also to have great poten-
tials in practical applications. All three types of devices are
based on nonlinear ballistic electron transport, which is not
at all simply by coincidence.

Nonlinear transport is particularly important in meso-
scopic structures, and many striking phenomena discovered
in ballistic devices are in the nonlinear regime, as shown
in a number of experiments [25–40] and theoretical inves-
tigations [41–48]. First of all, a very small applied voltage
suffices to drive the electron transport into the nonlin-
ear regime. This is because of the small device dimension,
and the fact that, in general, the applied voltage drops
quite locally in the regions where the dimension of the
electron path is changed, such as the opening and exit
of a narrow channel, as mentioned earlier. Secondly, in a
multiple-terminal ballistic device, the angular distribution of
the electrons may largely determine the electron transmis-
sion probabilities between the terminals, and consequently,
also the transport properties of the device. In contrast to the
electron transport in a macroscopic semiconductor device,
where the large number of scattering events completely ran-
domize the direction of the electron velocities, a voltage
applied to a ballistic device will change the angle of every
electron in a predictable manner. As will be shown later,
this has a direct influence on the transmission probabilities,
and therefore also on the current distribution in the device.
This is a new type of nonlinear effect which does not exist in
a macroscopic device. In particular, it was recently realized
that the geometrical symmetry of a ballistic device can also
have a very pronounced influence on the nonlinear device
properties [33–37]. One such example, which will be shown
in Section 2, is called a ballistic rectifier. It is a completely
new type of rectifying device because the nonlinear effect
was based neither on a doping junction nor on a barrier
structure. The ballistic rectifier has been demonstrated to
operate at room temperature and at frequencies up to at
least 50 GHz. A semiclassical model of the device is shown
in Section 2.2.

Based on a similar working principle to the ballistic rec-
tifier, a new class of nanostructured artificial material has
also been constructed, as will be shown in Section 3. The
nanomaterial turns out to be in analog with the so-called

photogalvanic crystals. It was discovered more than 30 years
ago that some natural crystals can generate a direct electron
current under uniform illumination [49–51]. Referred to as
the photogalvanic effect, the phenomenon has been iden-
tified to be a macroscopic manifestation of the absence of
centrosymmetry in the elementary crystal structure, despite
the macroscopic homogeneity of these crystals. In this case,
light serves as a source of external fluctuation by impos-
ing an unbiased, time-periodic electric field on the crystals,
and the generation of direct electron current can be viewed
as an extremely fast rectification at the frequency of the
light. Recently, similar geometries to those found in photo-
galvanic crystals were realized to be useful for biomolecular
separation devices consisting of arrays of symmetry-breaking
microscopic obstacles [52–55].

Furthermore, it is naturally expected that, if the device
dimension is comparable to the electron wavelength, quan-
tum effects will take place. For a narrow channel or a device
with a narrow constriction such as a quantum point contact,
an applied voltage changes both the phase of the electrons
and the electron distribution among the transverse quan-
tum confinement modes in the channel, hence leading to
a change in the conductance. In Section 4, three-terminal
ballistic devices based on such a nonlinear effect will be
discussed. The effect can also be well described with an
extended Büttiker–Landauer formula.

In Section 5, the recently discovered quantum behav-
ior of nanometer-sized ballistic rectifiers at temperatures
very close to room temperature will be presented. Quantum
devices generally have the advantages of being ultrasensitive
and ultrafast. The results indicated the promising possibil-
ity of realizing room-temperature operations of quantum-
effect-based nanoelectronic devices.

After the review on these nonlinear, room-temperature
ballistic devices, ranging from basic device physics and
modeling to the device performance and prospects of real
applications, we conclude with an outlook in Section 6 on
expected future developments in this yet new, but promising
field.

2. BALLISTIC RECTIFIERS
AND SEMICLASSICAL MODEL

In this section, a new type of semiconductor rectifier is intro-
duced. The device, referred to as a ballistic rectifier, is based
on a completely different working principle from a semicon-
ductor diode since no doping junction or barrier structure
has been used. The rectifying effect relies on the nature
of the ballistic electron transport, and also on tailoring the
device geometry. After the experimental results shown in
Section 2.1, a semiclassical model of nonlinear ballistic elec-
tron transport will be introduced in Section 2.2, which yields
an analytical description of the ballistic rectifying effect.

2.1. Experimental Results

There were quite a number of studies on mesoscopic semi-
conductor cross junctions in the early days of the realization
of ballistic transport. A variety of novel phenomena have
been observed in such devices, such as electron focusing
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[13–15], negative bend resistances [17], and the quenched or
negative Hall effect [18, 19]. While these experiments were
performed in the linear transport regime, a ballistic rectifier
operates in the nonlinear regime. Furthermore, a triangu-
lar scatterer was introduced to break the device symmetry
which, as shown below, plays a key role in generating the
rectifying effect. Figure 4(a) is an atomic force microscope
image of the central part of one of the first ballistic rec-
tifiers [34]. The dark areas in Figure 4(a) are the regions
that were etched away and became insulating for the elec-
trons. As a result, the triangular antidot was defined in the
cross junction, which consists of the two narrow channels
(labeled “source” S and “drain” D) and the two wide chan-
nels (labeled “upper” U and “lower” L). The triangular anti-
dot acted as an artificial scatterer which, as shown in the
following, induced a pronounced nonlinear effect.

The modulation-doped GaAs–AlGaAs heterostructure,
from which the ballistic rectifier was fabricated, contains a
two-dimensional electron gas (2DEG) located 37 nm below
the wafer surface. The sheet density of the 2DEG is about
5×1011 cm−2 and the mobility is about 5×105 cm2/V · s at a
temperature T = 4�2 K. Standard electron-beam lithography
and wet chemical etching are used in the fabrication. Since
the electron mean-free path le = 5�8 �m is longer than the
central part of the device, the electron transport is ballistic
at 4.2 K.

Like a typical four-terminal measurement, the (input)
current is applied through leads S and D, and the output
voltage is detected via L and U . The typical electron tra-
jectories, illustrated by the arrows in Figure 4(a), suggest an
accumulation of electrons in the lower lead, and hence a
negative voltage between L and U . Obviously, this cannot
happen when the applied voltage or current is zero since
the same number of electrons will go along the opposite
directions of the arrows. For a nonzero applied current,
ISD �= 0; however, as shown by a detailed model [47, 56],
the electron transmission along the arrows in Figure 4(a)
is changed by the applied electric field, while the transmis-
sion in the reversed direction is virtually unaffected (details
in Section 2.2). This gives rise to a finite negative voltage
between L and U , VLU .

Even though the mirror symmetry along the S–D axis is
broken by the triangular antidot, the symmetry along the
central L–U axis remains. As a consequence, the output
voltage VLU is expected to remain the same if the sign of

a) b)1 µm
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Figure 4. (a) Atomic force microscope image of the central part of a
ballistic rectifier. The dark areas were etched away, forming the trian-
gular antidot in the middle and the four channels S, D, L, and U . The
current is applied via S and D, and the output voltage is measured
between L and U . The device operates similarly to a bridge rectifier
(b), but the ballistic rectifier is based on a completely new working
principle. Adapted from [34].

the applied current ISD is changed, that is,

VLU �ISD� = +VLU �−ISD�� (4)

Correspondingly, RSD�LU �ISD� = −RSD�LU �−ISD�, where
RSD�LU = VLU/ISD is the four-terminal resistance. Such a
picture is almost perfectly supported by the experimental
VLU versus ISD curves at T = 4�2 K (solid line) and 77 K
(dotted line) shown in Figure 5. The slight deviation from
Eq. (4) is attributed to the unintentional breaking of the
desired symmetry along the L–U axis by the imperfection of
the fabrication. The imperfection is expected to contribute
mainly a linear term to the VLU versus ISD curves, in a way
similar to a change of one of the four resistors in an other-
wise balanced resistor bridge.

The experimental results demonstrate that new device
functionalities can be realized by simply tailoring the shape
of a ballistic device because the only scattering events that
the electrons undergo are from the device boundary. The
device shown in Figure 4, called a ballistic rectifier, operated
similarly to a bridge rectifier [see Fig. 4(b)], but the working
principle is completely different. First, only a single device is
used here rather than four diodes in the bridge rectifier. The
mechanism is also entirely different since no doping junc-
tion or barrier structure along the current direction is used
in the ballistic rectifier. The pronounced nonlinear effect
comes from the breaking symmetry and the properties of the
ballistic electron transport. Furthermore, as will be shown in
Section 2.2, the ballistic rectifier has no intrinsic voltage or
current threshold, and can be used for the detection of very
weak signals without the need of an external bias.

The nonlinearity in the I–V characteristics is remarkably
different from that of a two-terminal nonlinear device, such
as a diode, where the nonlinearity always appears on top
of a large linear term. For the ballistic rectifier with the
four-terminal geometry, there can be, however, no linear
term present in the relationship between the output voltage
and the applied current, as shown by Eq. (4). The striking
nonlinearity is a result of the broken symmetry along the
S–D axis and the mirror symmetry along the U–L axis.

As the temperature was increased from 4.2 K, the electron
scattering from phonons increased, resulting in a lower
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Figure 5. The output voltage between the lower and upper leads VLU

as a function of the input current through the source and drain leads
ISD measured at T = 4�2 K (solid line) and 77 K (dotted line). Ideally,
the curves should be perfectly symmetric with respect to the vertical
axis at ISD = 0. However, the imperfection in the fabrication caused the
slight asymmetry in the curves. Adapted from [34].
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electron mobility and a shorter mean-free path. At T =
77 K, a weaker rectification than that at 4.2 K was observed,
as shown by the dotted line in Figure 1(a). The less pro-
nounced nonlinear behavior was attributed to the shorter le
(about 1–2 �m) at 77 K. Since le was comparable to the dis-
tance between the openings of the S or D channels and the
antidot, the electron transport was only partially ballistic.

To function at room temperature, a device size smaller
than le (about 100 nm) at T = 300 K is required. It is very
difficult to use wet chemical or dry etching to fabricate such
small devices using a GaAs–AlGaAs heterostructure, due
to the large depletion length close to etched device bound-
aries. The much shorter depletion length of the InGaAs–
InP material system makes it possible to fabricate much
smaller devices that work at room temperature [57]. The
wafer that was used to fabricate the room-temperature bal-
listic rectifiers was a modulation-doped In0�75Ga0�25As–InP
quantum-well structure [58] grown by a metalorganic vapor-
phase epitaxy at a pressure of 50 mbar and a temperature
of 600 �C. Si was used as the dopant because of its slow
carryover effect. The structure consists of a semi-insulating
(001) InP substrate, a 250 nm, not intentionally doped buffer
layer, a 9 nm thick In0�75Ga0�25As quantum well, a 10 nm
thick, undoped InP spacer layer, and a 35 nm thick InP layer
doped by Si to a level of about 6× 1017 m−3. On top of the
doped layer, an additional 10 nm thick, undoped InP layer
was grown. At room temperature, the carrier density of the
two-dimensional electron gas in the In0�75Ga0�25As quantum
well is 4�7 × 1015 m−2 and the mobility 1�2 m2/V · s, corre-
sponding to le = 140 nm. Figure 6 shows the scanning elec-
tron microscope images of two room-temperature ballistic
rectifiers with different sizes. Since le is only slightly shorter
than the distance from the S or D channel to the triangular
antidot, a large number of electrons can still travel through
this distance without being scattered. As shown by Hirayama
and Tarucha [23], if the electron transport is partially ballis-
tic, the ballistic effect may still be observed, although weaker
than that at low temperatures. Here, instead of a dc cur-
rent, an ac voltage (1 kHz) was applied to the device, the
dc (or average) voltage between the lower and upper ter-
minals was measured. Indeed, a rectification efficiency of
about 14% at room temperature, roughly half of that at
100 K, was observed in the smallest ballistic rectifier, as
shown in Figure 7. This is one of the very few types of novel
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Figure 6. Scanning electron microscope images of two room-
temperature ballistic rectifiers with different sizes, fabricated from an
InGaAs–InP heterostructure. Reprinted with permission from [57],
A. M. Song et al., Jpn. J. Appl. Phys. 40, L909 (2001). © 2001, Japan
Society of Applied Physics.
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Figure 7. Room-temperature operation of the ballistic rectifiers shown
in Figure 6. The frequency of the input ac signal is 1 kHz. The dashed
line represents a quadratic fit to the experimental result of the smaller
rectifier. Reprinted with permission from [57], A. M. Song et al., Jpn. J.
Appl. Phys. 40, L909 (2001). © 2001, Japan Society of Applied Physics.

nanodevices that have so far been shown to work at room
temperature.

Apart from meeting the criterion of functioning at room
temperature, for possible real applications, any new type
of nanodevice is desirable to function at gigahertz frequen-
cies. To investigate the speed of the ballistic rectifiers, high-
frequency experiments up to 50 GHz have been performed.
Because of the in-plane nature of the ballistic rectifier—the
electrical contacts are laterally separated rather than placed
on the surface and the back side (substrate)—the parasitic
capacitance between contacts is substantially lower than in a
conventional vertical device of the same size. Furthermore,
the new working mechanism does not rely on any minority
carrier diffusion or barrier structure, two factors that often
limit the speed of conventional semiconductor diodes. The
ballistic rectifier was therefore expected to function at very
high frequencies. Figure 8 shows the dc output of the device
versus the power of 50 GHz signal at room temperature.
The 50 GHz signal was transmitted to the device via a copla-
nar probe. The power (horizontal axis) in Figure 8 was the
output power from the signal source. Due to the impedance
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Figure 8. Output dc voltage of the smaller ballistic rectifier shown in
Figure 6(b) versus the power of the applied 50 GHz signal at room
temperature. Reprinted with permission from [57], A. M. Song et al.,
Jpn. J. Appl. Phys. 40, L909 (2001). © 2001, Japan Society of Applied
Physics.
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mismatch between the signal source (50 �) and the device (a
few kiloohms), as well as some power loss due to the cables
at 50 GHz, effectively only a small fraction of the power
from the signal source was actually applied to the device.
It was estimated that the real sensitivity of the device at
50 GHz was a few hundred millivolts of dc output per milli-
watt input, which is virtually as high as that of a commercial
microwave detection diode [57]. The ballistic rectifiers were,
however, not specifically optimized. Much improvement can
be expected in the future, by, for example, further reducing
the device size. For a device about half of the one shown in
Figure 7, one can expect not only a much higher efficiency,
but also a stable performance that is insensitive to temper-
ature changes up to room temperature.

As will be shown in the next section, theoretical stud-
ies on the ballistic rectifier yielded a quadratic response to
input signals, which is very different from the exponential
current–voltage characteristic of a conventional semiconduc-
tor diode. In Figure 7, a fit of y = ax2 (where y repre-
sents the dc output voltage, x the ac input voltage, and a a
constant) was performed. The remarkably good fit supports
the theoretical prediction of the quadratic response to input
voltage, Eq. (18), which will be derived in Section 2.2. This
unique characteristic allows for generating second-harmonic
signals without producing third or higher harmonics. The
polarization of the generated second-harmonic signal (along
the vertical direction) is perpendicular to that of the input
signal (horizontal direction), which makes the separation of
the second harmonic from the input signal much easier.
Because of the quadratic characteristic, one also expects that
the dc output is a linear function of the applied microwave
power, which is demonstrated in Figure 8. Although we have
not been able to test the devices at frequencies higher than
50 GHz so far, it is expected, from the working principle,
that the cutoff frequency will be much higher, possibly up
to hundreds of gigahertz or even in the terahertz regime.
Recent numerical simulations confirmed this expectation,
and showed excellent performance of the ballistic rectifier
as a frequency doubler or power detector in the terahertz
regime [59].

2.2. Semiclassical Model

As discussed in Section 1, Ohm’s law does not hold in ballis-
tic devices. Instead, the Büttiker–Landauer formalism [5–7],
which treats transport in mesoscopic conductors as a trans-
mission problem for carriers at the Fermi level, is widely
used to describe the linear transport behavior of these con-
ductors [13–15, 17–20]. For a multiterminal ballistic conduc-
tor at T = 0, the current in lead � in the linear transport
regime can be written as

I� = 2e
h

∑
��=�

T�←���� − ��� (5)

Here, I� is the current through lead �, and �� is the chemi-
cal potential of the electrons in contact (carrier reservoir) �.
Such a standard formula is for linear electron transport only
because the transmission coefficient T�←� for electrons from
terminal (contact) � to terminal � is not considered a func-
tion of the applied voltage. To model the nonlinear (rectify-
ing) effect observed in the ballistic rectifiers and the artificial

nonlinear materials to be discussed in Section 3, the stan-
dard Büttiker–Landauer formula has been extended to the
nonlinear regime. By doing so, a detailed model has been
obtained, which provides analytical descriptions of the bal-
listic rectification effect in the framework of semiclassical
ballistic electron transport [47].

Consider a general case where the electron transport is in
the nonlinear regime, at a finite temperature, and in a finite
magnetic field. The current through a lead � of a mesoscopic
conductor, which is connected via perfect leads to a number
of carrier reservoirs, can be written as

I� = 2e
h

∑
��=�

∫ [
f �E − ���− f �E − ���

]
× T�←��E�B� dE (6)

Here, f �E−��� = 	exp��E−���/kBT �+1
−1 is the Fermi–
Dirac distribution function, and in general, the transmission
coefficient for carriers from lead � to lead �, T�←��E�B�,
is a function of the electron energy E and magnetic field B.
At kBT = 0 and B = 0, Eq. (6) becomes

I� = 2e
h

∑
��=�

�T	���
��� − ��� (7)

Here, �T	���
 equals
∫ ��

��
T�←��E�dE/��� − ��� if �� > ��,

and
∫ ��

��
T�←��E�dE/��� − ��� otherwise. This shows that

only the transmissions from the reservoirs with higher chem-
ical potentials to the reservoirs with lower chemical poten-
tials need to be considered. Based on Eq. (7), the ballistic
rectifying effect can be modeled in the framework of semi-
classical ballistic electron transport.

Similar to the model for ballistic electron transport in a
cross junction by Beenakker and van Houten [60], only the
angular distribution of the ballistic electrons ejected from
S and D was taken into account to determine the electron
transmission probabilities into L or U leads. This is a par-
ticularly good approximation for this specific device geome-
try because the transmission probabilities for electrons from
S (or D) to L and U are virtually completely determined by
the ejection angles of the electrons.

First, consider the device at equilibrium, that is, when no
voltage is applied. The angular distribution of the electrons
ejected from a narrow constriction, for example, of the S and
D channels, is given by

P��� = 1
2
cos � (8)

Here, � is the ejection angle with respect to the chan-
nel direction. Therefore, even at VSD = 0, the electrons
ejected out of S are, to some extent, collimated, as shown in
Figure 9(c). This is actually a property of ballistic electrons,
caused by the adiabatic electron transport at sufficiently low
temperatures and in channels with smooth boundaries at the
entrances and exits [14, 20, 61, 62].

Let �0 be the minimum ejection angle for an electron
from S or D to be scattered by the triangular antidot to the
lower lead. For the specific device in Figure 4, which is to
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Figure 9. (a) The sketch shows that, at ISD = 0, an electron is moving
in the source channel with the angle arctan�vy/vx�, where vx and vy are
the velocity components along the direction of the channel and in the
perpendicular direction. (b) When a negative voltage VSD is applied,
ISD < 0, corresponding to a finite drift velocity �v of the electrons in
the source channel. This leads to a smaller ejection angle of the elec-
tron arctan	vy/�vx + �v�
. Overall, this results in a collimation effect
induced by the applied voltage, and the angular distribution of the elec-
tron ejected out of S at VSD = 0 shown in (c) becomes narrower at
VSD < 0, as schematically shown in (d). Consequently, the electrons
more likely will be scattered by the triangular antidot to the lower lead,
and have less chance to go through the gap between the antidot and the
edge of the upper channel. This results in an accumulation of electrons
in the lower lead, and consequently a negative voltage VLU .

be modeled below as an example, �0 ≈ /4. From Eq. (8), it
is easy to obtain the transmission coefficients at zero bias:

TL←S = TL←D = TD←L = TS←L

= NSD

∫ �0

−/2
P��� d� = NSD�1+ sin �0�

2
(9a)

TU←S = TU←D = TD←U = TS←U

= NSD

∫ /2

�0

P��� d� = NSD�1− sin �0�
2

(9b)

Here, NSD is the number of occupied transverse quantum
confinement modes at the Fermi level EF in channels S
and D.

To obtain an analytical description of the ballistic recti-
fying effect, certain approximations have to be taken. Ide-
ally, the potential profile in the device at a finite ISD should
be calculated self-consistently in order to obtain the angu-
lar distribution of the ballistic electrons, and hence the
transmission coefficients. Such a calculation is, however,
very complex. Instead, it is noticed that the applied voltage
mainly drops at the entrances and exists of the S and D
channels [4]. Consider that, at VSD = 0, the velocity compo-
nents of a right-moving electron in the source channel are
vx and vy , respectively, in the direction of the channel and
in the perpendicular direction, as illustrated in Figure 9(a).
The angle of ejection ��ISD = 0� = arctan	vy/vx
 will change
if a finite VSD is applied. For example, if VSD is negative,
the current in the source channel IS < 0, meaning that the
electrons in the source channel have a finite mean veloc-
ity or drift velocity, �v > 0. As a good approximation,
assume that the velocity component in the x direction of

all of the electrons in channel S is increased by �v, while
the velocity component in the perpendicular direction vy is
essentially not affected. The ejection angle of the electron
changes from arctan	vy/vx
 at ISD = 0 to a smaller angle
arctan	vy/�vx + �v�
, as shown in Figure 9(b). Overall, this
leads to a collimation effect induced by the applied volt-
age, which effectively narrows the angular distribution of the
electron ejected out of S at VSD < 0, as schematically shown
in Figure 9(d).

The changes of the transmission coefficients, which fun-
damentally determine the output VLU , can be directly evalu-
ated once the angular distribution of the electrons is known.
Since the angular distribution of the electrons ejected out
of S becomes narrower, the electrons will have a greater
chance to be scattered into the lower lead by the triangular
antidot, and therefore the transmission probability for the
ejected electrons to transmit from S to L will increase. In
the mean time, the transmission probability from S to U
will decrease since the probability for the electrons to have
a large enough ejection angle to transmit through the gap
between the antidot and the edge of the upper channel will
reduce. The above analysis shows that the transmission prob-
abilities of electrons could be directly linked to the electron
drift velocity, and hence ISD. It can be shown that

TL←S�ISD < 0�− TL←S�ISD = 0�

= NSD

2
�sin �e − sin �0� (10a)

TU←S�ISD < 0�− TU←S�ISD = 0�

= −NSD

2
�sin �e − sin �0� (10b)

In the equations, �e is determined by

�e = �0 + arcsin
[
��v/vF � sin �0

]
(11)

where vF is the Fermi velocity [47]. Assuming a hard wall
potential for the source and drain channels because of the
relatively large channel width, it can be shown that

�v

vF
= − �

NSDeEF

ISD (12)

Here, the changes in the number of occupied modes in the
source and drain channels with applied bias are neglected.
This is, however, a good approximation for the four-terminal
measurements of the ballistic rectifier. As will be shown by
the following analysis, the output of a ballistic rectifier is
determined by the relative changes of the transmission coef-
ficients �T /T rather than the absolute values of the changes
in the transmission coefficients �T .

Shown in Figure 10 is the dependence of the transmission
coefficients on the electric current of the lead from which
the electrons are ejected. Therefore, Eq. (7) can then be
written as

I� ≈ 2e
h

∑
��=�

�T	���
�I	�� �
���� − ��� (13)
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Figure 10. Calculated transmission coefficients TL←S and TU←S as a
function of the negative source–drain current at T = 0. Adapted
from [47].

where �T	���
�I������ equals �T�←��I�� if �� > �� and
�T�←��I�� otherwise [47]. With the values of the transmis-
sion coefficients determined, the VLU versus ISD character-
istic is obtained by calculating the four-terminal resistance
RSD�LU = VLU/ISD. For the case of VSD < 0,

RSD�LU = h	TL←S�IS�TD←U �IU �− TD←L�IL�TU←S�IS�


2e2D

= h	TL←S�ISD�TD←U �0�− TD←L�0�TU←S�ISD�


2e2D
(14)

where IS = ISD and IL = IU = 0. Therefore, because the net
current in L and U is zero, TD←L and TD←U are not sensi-
tive to the applied current ISD, and their values at zero bias
are employed. In Eq. (14), D is a function of the individual
transmission coefficients, and is found to be insensitive to
the applied voltage or current [63]. For this specific device,
�0 ≈ /4, TS←D = TD←S = 0, and TL←U ≈NLU/3, where NLU

is the number of occupied transverse quantum confinement
modes in channels L and U . With these relations and taking
into account NLU � NSD, it can be shown that

D = NSD	2TL←STU←S + TL←UNSD


≈ N 2
SDNLU

3
(15)

Substituting Eqs. (9), (10), and (15) into Eq. (14) yields

VLU = RSD�LU ISD = 3h
4e2

sin �e − sin �0
NLU

ISD < 0 (16)

Note that �e is a function of ISD, as shown by Eqs. (11) and
(12). Combining the above with the case of VSD > 0, where
VLU is also found to be negative, we have

VLU = − 3h
4e2

sin �e − sin �0
NLU

�ISD� (17)

The VLU versus ISD curve, calculated analytically for the
device shown in Figure 4(a), is plotted with the solid line in
Figure 11. It is in very good agreement with the experimen-
tal result (dashed line), especially in the low-current region.
No adjustable parameters have been used at all in Eq. (17).
At high currents, electron heating, not included in the above
model, might reduce the rectifying effect. Moreover, the
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Figure 11. Theoretical (solid line) and experimental (dashed line, the
same as that in Fig. 5) VLU versus ISD curves for the device shown
in Figure 4(a). Although no fitting parameters have been used, the
agreement between the experiment and the model is remarkably good.
Reprinted with permission from [71], A. M. Song, Appl. Phys. A 75, 229
(2002). © 2002, Springer-Verlag.

length of the L and U channels (5 �m) is comparable to
the electron mean-free path. This means that some elec-
trons will be scattered by impurities or phonons, and change
directions before they can travel through the channels and
enter the electrical contact regions (carrier reservoirs). This
certainly causes a reduced output.

The curves in Figure 10 display the dependence of TL←S

and TU←S on ISD. From ISD = 0 to −37 �A, TL←S increases
by about 6�4%, while TU←S decreases by about 34%. From
Eq. (14), it is clear that, although the magnitude of the trans-
mission from S to U is much less than that from S to L,
it has a much stronger influence on RSD�LU , and therefore
contributes much more to the observed negative output VLU .

It is also interesting to note that, in the limit as ISD� → 0,
VLU can be shown to have a quadratic response to ISD [47]:

VLU = − 3�
2

4e3EFNSDNLU

I 2
SD (18)

Although the modeling was performed under the condition
of T = 0, it has been shown that Eq. (18) holds as well at a
finite temperature for sufficiently small currents [64], mean-
ing that there is no threshold or turn-on voltage for the bal-
listic rectifier. With respect to applications, it is interesting
to note that there are a number of practical advantages asso-
ciated with the quadratic response, as have been introduced
in Section 2.1 and will be discussed in Section 3. Based on
the above picture, the nonlinear ballistic electron transport
at finite magnetic fields can also be well described [65].

3. ARTIFICIAL FUNCTIONAL
NANOMATERIALS

The concept of the ballistic rectifier has been extended from
a single device to a new type of artificial functional material
[66]. Figure 12 shows the atomic force microscope images
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Figure 12. Atomic force microscope images of artificial functional
materials of two different designs, fabricated using a GaAs–AlGaAs
heterostructure. Note that the L terminal is on the upper-right side in
(b). The arrows indicate the typical electron trajectories in the artificial
materials.

of two examples of the artificial material that have been
made. The working principle of the nonlinear materials is
similar to that of the ballistic rectifier, and the materials
were also fabricated using standard electron-beam lithogra-
phy and wet chemical etching. In Figure 12(a), the artificial
material was constructed by simply duplicating a ballistic
rectifier over space. The duplicated individual rectifiers were
connected in series and parallel, forming a network or an
“artificial lattice.” Apart from the above design, a mate-
rial shown in Figure 12(b) was also fabricated, which only
consisted of triangular antidots. In the material, not only is
the intentionally broken symmetry by the triangular antidots
important, but also the introduced offset between neighbor-
ing columns: the triangles were placed in such a coherent
way that neighboring triangles support each other by simul-
taneously scattering electrons and forming channels through
which electrons were ejected, as shown by the arrows in
Figure 12(b).

In principle, these artificial materials can be made over
a whole wafer. One apparent advantage is that the mate-
rial is suitable for applications involving large signals, as a
much higher voltage or current can be applied. Compared
with the fabrication of a diode which involves multiple-
step mask alignment, the production of the nanomaterial
involves only one step of lithography. Therefore, the recently
invented nanoimprint technology [67] can be used to mass
produce these materials. It allows us to avoid the bottle-
neck of extremely long e-beam exposure time, a challenging
problem in producing a large number of nanodevices effi-
ciently and economically. With the nanoimprint technology,
a master stamp (mold) with e-beam lithography can be used
to replicate patterns over whole wafers of up to 6 in. in
a matter of minutes [68]. Furthermore, for radio-frequency
(gigahertz or even terahertz) applications, such as RF detec-
tion (the capability of the material to function at up to at
least 50 GHz will be discussed later), it is often desirable
to have a detector with a large active region in order to
eliminate the need for building antennas. Moreover, as the
nanomaterial is intrinsically nonlinear, individual devices can
be made by simply cutting pieces from the material, accord-
ing to the requirements for different applications.

The measurements on the artificial materials are very sim-
ilar to those on the ballistic rectifier. An 80× 80 �m2 piece
of the artificial material shown in Figure 12(b) has been
measured at T = 4�2 K. To study how the nonlinear effect
changes with the electron concentration or the electron
Fermi wavelength, a layer of metal gate was evaporated on
top of the artificial material after etching the triangular anti-
dots. Negative gate voltages VGU were applied between the
gate and U to lower the carrier concentration of the 2DEG
and increase the Fermi wavelength of the electrons. The
lowered carrier concentration was directly indicated by the
increase of the two-terminal source–drain resistance RSD,
as shown in Figure 13(c). From the figure, the pinch-off
gate voltage is about −2�25 V. Figure 13(a) shows the VLU

versus ISD curves measured at different gate voltages VGU

at T = 4�2 K. Similar to the experimental results of the
ballistic rectifiers in Figure 5, the curves are not perfectly
symmetric with respect to the vertical axis at ISD = 0, which
is a consequence of the imperfect device fabrication. The
overall downward bending of the curves clearly indicates the
expected rectifying effect. To better illustrate the influence
of the gate voltage on the rectifying effect, the average out-
put VLU at ISD = +37 �A and ISD = −37 �A is plotted as
a function of the applied gate voltage VGU in Figure 13(b).
The curve shows that the rectifying effect was enhanced
dramatically by increasing the applied negative gate volt-
age. In particular, the average output increased rapidly when
VGU was approaching the pinch-off gate voltage of about
−2�25 V.
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Figure 13. (a) VLU versus ISD curves at different voltages between the
gate G and terminal U , VGU , measured in an 80× 80 �m2 piece of the
artificial material shown in Figure 12(b) at T = 4�2 K. (b) The average
output voltage VLU at ISD = +37 �A and ISD = −37 �A as a function
of VGU . (c) The two-terminal source–drain resistance RSD as a function
of VGU .
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The rectifying effect observed in the artificial material
shown in Figure 13 can be qualitatively explained in the
same physical picture. Similar to the voltage-induced col-
limation effect shown in Figure 9, the angular distribution
of the electrons ejected out of the narrow gaps between
neighboring triangular antidots at VSD = 0 illustrated in
Figure 14(a) becomes narrower at VSD < 0, as schemati-
cally shown in Figure 14(b). The angular distribution is tilted
upwards a little because of the asymmetry of the geometry
[62, 69]. This leads to a higher probability for the electrons
to be deflected downwards by the next triangular antidot on
the side, as schematically shown in Figure 14(b), and fewer
electrons will be able to transmit upwards. This induces an
accumulation of electrons at the lower contact, and there-
fore a negative output voltage VLU .

The pronounced gate–voltage dependence shown in
Figure 13(a) and (b) is expected from the above model
for the ballistic rectifier, although strictly speaking, Eq. (18)
does not hold for the artificial material. However, since the
working principle is the same, it could be used to qualita-
tively analyze the experimental results of the artificial mate-
rial. For the material shown in Figure 12(b), by decreasing
the voltage on the top gate, the electron density, and there-
fore EF , reduces. From Eq. (18), the output voltage �VLU �
will increase. Moreover, the lowered EF also means less
electron occupation of the transverse confinement modes in
the gaps between neighboring triangular antidots. This can
be regarded as reducing NSD in Eq. (18), which also con-
tributes to the dramatic increase of �VLU � in Figure 13.

Both of the artificial materials shown in Figure 12(a)
and (b) could work only at temperatures below 77 K because
of the large “lattice constants.” It is possible to achieve
room-temperature operations of the artificial material by
fabricating nanomaterials with artificial lattice constants
comparable to, or shorter than, the electron mean-free path
[70]. Figure 15(a) is an atomic force microscope image of
one of the nanomaterials that operates at room tempera-
ture, fabricated from the same InGaAs–InP heterostructure
that was used to fabricate the room-temperature ballistic
rectifiers. The lattice constants of the nanomaterial are ax =
800 nm and ay = 300 nm in the lateral and vertical direc-
tions, respectively. Both the base and the height of the tri-
angular antidots are 150 nm. The experimental data at room
temperature are shown in Figure 15(b), in which the dc out-
put between contacts L and U was measured as a function of
the applied low-frequency (1 kHz) ac signal. The experiment

a) b)

VSD= 0 VSD< 0

Figure 14. Similarly to the voltage-induced collimation effect shown in
Figure 9, the angular distribution of the electrons ejected out of the
narrow gaps between neighboring triangular antidots at VSD = 0 (a)
becomes narrower at VSD < 0, as schematically shown in (b). The angu-
lar distribution is tilted upwards a little because of the asymmetry of
the geometry.

a) b)

2002.5 nm

1001.25 nm

0 nm 0 nm

1001.25 nm

2002.5 nm

300 nm

0

-2.5

-5

-7.5

-10
0 1 2 3 4

experimental

quadratic fitting

Room temperature

ac input (V)

dc
ou

tp
ut

(m
V

)

Figure 15. (a) Atomic force microscope image of one of the nano-
materials that operates at room temperature. The arrows represent typ-
ical electron trajectories. The lattice constants of the “artificial lattice”
are ax = 800 nm and ay = 300 nm in the lateral and vertical directions,
respectively. Both the base and the height of the triangular antidots
are 150 nm. (b) Experimental data of a 30 �m × 30 �m piece of the
nanomaterial shown in (a) at room temperature, in which the dc output
between the lower and upper contacts was measured as a function of
the applied low-frequency (1 kHz) ac signal. The dashed line represents
a quadratic fit. Reprinted with permission from [71], A. M. Song, Appl.
Phys. A 75, 229 (2002). © 2002, Springer-Verlag.

was performed using a 30 �m × 30 �m piece of the nano-
material [71]. Note that the feature size of the nanomaterial
is still far from ideal, that is, both ax and ay would ideally be
shorter than le. The room-temperature operation shown in
Figure 15(b) may be greatly improved by fabricating nano-
materials with a smaller feature size using the state-of-the-
art nanolithography.

Similar to a ballistic rectifier, the in-plane nature of the
nanomaterial ensures that the parasitic capacitance between
contacts is much lower than in a conventional vertical device
of the same size. The nanomaterial thus has an extremely
high working speed, as is evident in high-frequency exper-
iments. The curve in Figure 16 shows the output dc volt-
age between the contacts L and U as a function of the RF
power of a 50 GHz signal, which was transmitted to the
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Figure 16. Output dc voltage of the nanomaterial versus the power of
the applied 50 GHz signal at room temperature. The RF signal was
applied to the material via coplanar probes. Reprinted with permission
from [71], A. M. Song, Appl. Phys. A 75, 229 (2002). © 2002, Springer-
Verlag.
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nanomaterial via coplanar probes. The ex periment was per-
formed at room temperature. Similar results were obtained
in other materials with different structural parameters.

Because of the experimental limitations, the material has
not been tested at frequencies higher than 50 GHz. How-
ever, from the working principle, it is expected that the
cutoff frequency will be much higher, possibly up to hun-
dreds of gigahertz or even in the terahertz regime. The
large area, in combination with the in-plane layout of the
material, enables straightforward and efficient coupling to
high-frequency microwaves. Moreover, microwaves travel-
ing along the normal direction of the nanomaterial surface
yield the most efficient coupling, while the coupling has to
be achieved in specific ways (including using antennas) in
a conventional vertical device. From the material point of
view, this is the first artificial electronic nanomaterial that
has been demonstrated to operate at room temperature.

The possibility of generating the dc output out of an exter-
nal noise signal applied to the artificial material was also
investigated. As expected, a guided net flow of electrons
along the upward direction was induced, which generated
a negative direct voltage between L and U [72]. In many
aspects, such a ratchet effect in the artificial nanomaterial
resembles the photovoltaic effect in some natural crystals
[49–56, 66]. For the artificial crystals, however, one can
design (adjust) the size and shape of the symmetry-breaking
elemental units, as well as the lattice constants. Such flexi-
bility may also provide a new route in further studies of the
photovoltaic effect.

4. THREE-TERMINAL BALLISTIC
JUNCTION DEVICES

The ballistic rectifiers and the artificial materials discussed
in Sections 2 and 3 are four-terminal structures. Very
recently, similar nonlinear functionalities were also discov-
ered in another type of ballistic electron device which
contained three terminals [38–40, 48]. Figure 17 schemat-
ically shows one such device. Referred to as a three-
terminal ballistic junction (TBJ), Y-branch, or T-branch
switch, the devices were fabricated by electron-beam lithog-
raphy and chemical etching using either modulation-doped
GaAs–AlGaAs heterostructures [40] or modulation-doped

A three-terminal ballistic junction

VL VR

VC

Figure 17. Sketch of a three-terminal ballistic junction device. The
three branches are marked L (left), R (right), and C (center). In the
experiment, a voltage V is applied to the left (L) and right (R) ter-
minals in a push–pull fashion: VL = −V and VR = +V . The output
voltage VC is measured at the lower terminal.

InGaAs–InP quantum-well wafers [38, 39]. In Figure 17, the
three branches are marked L (left), R (right), and C (cen-
ter). In the experiment, a voltage V is applied to the left (L)
and right (R) terminals in a push–pull fashion: VL = −V
and VR = +V . The output voltage VC is measured at the
lower terminal. For simplicity, here we consider a symmetric
TBJ device. If the electron transport is diffusive, that is, if
the device size is much larger than the electron mean-free
path, one would expect VC = 0, regardless of the value of
the input voltage. However, this turned out to be not true
if the electron transport is ballistic, and VC was found to be
always negative as long as V �= 0. For small applied volt-
ages, experiments showed that VC was a quadratic function
of the applied voltage V , which is in good agreement with
the theory developed by Xu [48].

In his model, Xu applied the scattering theory, and
obtained an analytical expression of the nonlinear effect.
The key mechanism was identified to be the nonlinear prop-
erties of each of the three narrow constrictions or point
contacts: the conductance of each point contact is a func-
tion of the applied voltage (or chemical potential difference)
across it.

To illustrate this, we first take a look at an individual,
ideal (so-called) saddle-point contact, which is connected to
two reservoirs (numbered 1 and 2) at both ends, and is spa-
tially separated from other point contacts. The electrostatic
potential of the saddle point contact is expressed as

v�x� y� = v0 −
1
2
m∗�2

xx
2 + 1

2
m∗�2

yy
2 (19)

where v0 is the electrostatic potential at the saddle, x along
the channel direction, and y in the transverse direction. The
transverse quantum confinement energy levels are equally
spaced by ��y . If the etched device boundary is smooth,
so-called the adiabatic approximation can be applied. At
zero temperature, the electrons that have energies higher
than v0 + �1/2���y may pass through this single point
contact without being reflected, while electrons with lower
energies will have a zero possibility of passing the point
contact (total reflection). At zero applied bias V = 0, this
leads to a multiple-step dependence of the total trans-
mission coefficient T1←2� V=0 = T2←1� V=0 ≡ T12� V=0 on the
chemical potential �F , with T12� V=0 = 1, 2, 3� � � � , when �F

is equal to or higher than v0 + �1/2���y , v0 + �3/2���y ,
v0 + �5/2���y� � � � , respectively. This actually results in the
experimentally observed quantized conductance in a single
quantum point contact [8, 9].

At a relatively high temperature where the thermal energy
kBT is larger than the level spacing between the transverse
quantum confinement modes, semiclassical approximations
can be applied. The multiple-step dependence of the trans-
mission coefficient on �F is smoothed out, and at zero bias
voltage, T0 becomes a linear function of �F :

T12� V=0 =
�F − v0 + 1

2��y

��y

= �F − v0
��y

+ 1
2

(20)

as schematically shown in Figure 18.
Under the nonequilibrium condition (at a finite bias volt-

age V ), the electrochemical potentials on both sides of the
single point contact �1 and �2 become different, that is,
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T0(µ)

µµF

Figure 18. Linear relation between the transmission coefficients of a
single, separated saddle-point contact and the chemical potential. This
relation is obtained at relatively high temperatures, that is, the ther-
mal energy kBT is larger than the level spacing between the transverse
quantum confinement modes, so that the semiclassical approximation
can be applied.

�1 − �2 = −eV . Because of the linear dependence of the
transmission coefficient on the chemical potential, the cur-
rent can be expressed as

I = 2e
h
��1 − �2�T12 = −2e2

h
VT12 (21)

where T12 is the average transmission coefficient between �1
and �2:

T12 =
1
2

[
�1 + �2 − 2v0

��y

+ 1

]
(22)

Clearly, if the applied voltage is dropped evenly on both
sides of the point contact, which is a very good approxima-
tion of a single, symmetric point contact, then �1 = �F −
eV /2 and �2 = �F + eV /2. Hence, such a simple model
yields T = T0, and shows that the conductance is not sensi-
tive to a change of the applied voltage. Note that this result
is obtained under the conditions of a symmetric point con-
tact, �eV � < �F , and being at a relatively high temperature
such that the thermal energy kBT is larger than or compa-
rable to the energy spacing between the transverse quan-
tum confinement modes. Nevertheless, the above simplified
model of a single point contact can be used to reveal the
mechanism of the nonlinear effect of the TBJ devices, as
will be discussed later.

For a TBJ device shown in Figure 17, the situation is not
as simple because these three point contacts are closely con-
nected. Even for a symmetric TBJ, as was observed experi-
mentally, the voltage on branch C is not the average of the
voltages applied to the left and right branches (which is zero
in the push–pull fashion), indicating that the voltage drop in
the whole device is neither even nor symmetric. Since a self-
consistent calculation on the voltage drop in such an open
system is very complex to perform, for simplicity, one may
assume that the applied voltage is evenly dropped at the left
and right terminals: �L = �F + eV , �R = �F − eV . Here, as
was in the experiments, a push–pull bias fashion is assumed,
and the total applied voltage is �L − �R = 2 eV . Also, for
simplicity, the potential at the saddle v0 is assumed to be
zero in all of these three point contacts, which is a good
approximation if the channels are not very narrow.

If the terminal on the right is positively biased and the
terminal on the left is negatively biased, that is, VL = −V
and VR = +V (define such a bias polarity as V > 0), the net

electron flows into the branch C are all from the terminal L,
corresponding to a current

IC←L = 2e
h
��L − �C�

[
�L + �C

2��y�C�L�

+ 1
2

]
tC←L (23)

where tC←L is the probability of the electrons transmitting
from L to C. Here, tC←L is assumed to be energy indepen-
dent, which is a good approximation at a low applied voltage.
��y�C�L� stands for the subband spacing of the transverse
confinement modes in terminal L or in terminal C, of which
��y is larger, and therefore of which the smaller number of
occupied transverse confinement modes limits the current
flow IC←L.

Because terminal C is a voltage probe, the net current
flow in it is zero. Since �R < �C��L, the current by the
electron flowing out of terminal C to R, IR←C , is equal to
IC←L, and is given by

IR←C = 2e2

h
��C − �R�

[
�C + �R

2��y�R�C�

+ 1
2

]
tR←C (24)

Similarly, here, ��y�R�C� is the subband spacing of the trans-
verse confinement modes in terminal C or terminal R, of
which ��y is larger, and therefore of which the smaller num-
ber of occupied transverse confinement modes limits the
current flow IRC .

The geometric symmetry of the device and the time-
reversal symmetric lead to the relations ��y�C�L� =
��y�R�C� ≡ ��max and tR←C = tL←C = tC←L. Comparing
Eqs. (23) and (24) yields very simple relations between the
output voltage VC , which is measured with respect to the
electric ground, and the applied voltage:

VC
2 − 2�F − ��max

e
VC − V 2 = 0 (25)

An analytical expression of the nonlinear effect in a sym-
metric TBJ device is obtained:

VC = 2�F − ��max

2e
−
√

�2�F − ��max�
2

4e2
+ V 2 < 0 (26)

Similarly, it can be shown that the same result holds for
V < 0 as shown in Figure 19. This explains the experi-
mental discovery that the output voltage VC is always neg-
ative. Remarkably, there are no geometric parameters of
the device at all in Eq. (26) and the output voltage is only
determined by the input voltage and the Fermi energy. The
three-terminal ballistic junctions are therefore quite robust
devices, and it is relatively easy to obtain a reproducible
nonlinear behavior.

Note that, in the limit of a small applied voltage, �V � �
�F /e, the first term in Eq. (25) can be neglected because
�VC � < �V � � �F /e. Therefore,

VC = − e

2�F − ��max
V 2 ≈ − e

2�F

V 2 (27)

by further assuming that �F � ��max/2, as derived by Xu
in [48]. Equations (26) and (27) were obtained by assum-
ing a parabolic confinement potential, Eq. (19), which is
a good approximation for a narrow channel width. For
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Figure 19. Theoretical results of the nonlinear output of a symmetric
TBJ device. Typical parameters in the experiments were used in the
calculation.

larger devices, however, a different VC versus V relation is
expected because of the different potential profiles in the
device channels.

Similar to the ballistic rectifiers and nanomaterials dis-
cussed in Sections 2 and 3, TBJ devices are expected to be
capable of high-frequency applications, allowed for by the
ballistic transport nature and the low parasitic capacitance
due to the planar device layout. This has been demonstrated
in a number of experiments up to 20 GHz [73–75]. Recently,
other interesting properties of the TBJ devices were pre-
dicted by Xu [76].

5. NEAR ROOM-TEMPERATURE
OPERATIONS OF
QUANTUM-EFFECT-BASED DEVICES

The above devices were demonstrated to function at room
temperature, and the working principle is based on the
semiclassical electron transport. Given the fact that the
feature sizes of these room-temperture nanodevices are
already comparable to the electron Fermi wavelength, it
is expected to observe quantum effects not only at cryo-
genic, but also at elevated temperatures. In this section, we
present the recent discovery of quantum effects associated
with individual transverse confinement modes in some of the
above devices at temperatures up to about 200 K. For the
devices described in this chapter, the thermal energy kBT at
room temperature is comparable to or larger than the typ-
ical energy spacing of the transverse quantum confinement
modes. It is therefore difficult to observe any quantum effect
that is a direct manifestation of an individual transverse
energy level at room temperature. However, it is worthwhile
to point out that these devices reviewed in the previous sec-
tions are, even though not directly, fundamentally based on
the wave nature of the electrons: the transverse quantum
confinement levels in the narrow channels or point con-
tacts. Otherwise, in the purely classical case, NSD and NLU

in Eq. (18) would be infinity, leading to a zero output, even
if the electron transport is ballistic. For the TBJ devices, it
may appear that there was no evidence of the need for quan-
tum transport in Eqs. (26) or (27). However, the derivations
of these expressions are entirely based on Eq. (20), which

actually represents the extent of the lateral quantum con-
finement in the point contacts. The nonlinear behavior is
entirely based on the changes in the number of the occupied
transverse quantum levels by the applied voltage.

Devices that display distinct quantum effects directly
related to individual energy levels are expected to be ultra-
fast and sensitive because of the nature of the phase
coherence of the electrons. A typical example of a supercon-
ductor counterpart is the superconducting quantum interfer-
ence device (SQUID). Many types of semiconductor devices
that directly manifest quantum effects have been realized
at low (most often liquid helium) temperatures. However,
it has not yet been possible to fabricate any such quan-
tum semiconductor device that works at room temperature,
largely due to the limitation in the device fabrication.

For the ballistic rectifier shown in Figure 6 and the nano-
material shown in Figure 15(a), evidence of quantum behav-
ior was recently observed at temperatures up to 200 K [72].
This suggests promising possibilities of realizing and oper-
ating quantum devices at room temperature in the near
future by, for example, further reducing the device size.
Figure 20(a) shows the experimental result of the ballis-
tic rectifier shown in Figure 6(a), measured at a series of
temperatures. Whereas, at room temperature, the negative
output voltage VLU was as expected in the physical pic-
ture of semiclassical ballistic transport, rather surprisingly,
VLU changed sign when the temperature was lowered to
about 70 K. At even lower temperatures, the device gener-
ated a pronounced oscillatory output as a function of the
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Figure 20. Normal (at room temperature) as well as reversed and oscil-
latory outputs (at low temperatures) of a small ballistic rectifier (a) and
an artificial nanomaterial (b) as functions of the applied source–drain
voltage.
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applied voltage. Separate experiments showed that lower
temperatures were needed to observe output reversal if the
sample was illuminated by a light-emitting diode (LED)
before the measurements. After the illumination, the elec-
tron concentration was increased by up to 30%, and the elec-
tron Fermi wavelength became shorter. A number of devices
with different geometric parameters have also been mea-
sured, and the general trend is that, the larger the device,
the lower the temperature at which the output reversal starts
to be seen. Both facts suggest that quantum effects play an
important role in causing the reversed and oscillatory out-
put. This may be expected because the width of the source
and drain channels, from which the ballistic electrons are
ejected, is comparable to the electron Fermi wavelength
(about 30–40 nm).

Recently, Fleischmann and Geisel developed a quantum
model on a ballistic rectifier, and predicted reversed and
oscillatory output [77–79]. The mechanism was attributed
to the large difference between the channel widths of the
upward and downward electron transmissions from S and D
in the ballistic rectifier, that is, the gap between the trian-
gular antidot and the edge of the upper channel is much
narrower than the gap between the triangle and the edge of
the lower channel. They argued that, when the applied volt-
age is small, the number of occupied modes of transverse
quantum confinement in the (lower) wider gap may increase
because of the applied voltage, while the number of occu-
pied modes in the (upper) narrower gap remains constant
due to the larger energy separation of the lateral confine-
ment energy levels. This gives rise to the “normal” rectifying
effect (VLU < 0). If the applied voltage is high enough to
open up a new mode in the upper gap, however, it was pre-
dicted that the output VLU should undergo a change of sign,
that is, output reversal.

While the result predicted by the model appeared to be in
good agreement with the experimental data in Figure 20(a),
such a mechanism for the output reversal does not seem
to exist in the nanomaterials shown in Figure 15(a). This
is because, in the nanomaterial, the width of the chan-
nel, which the electrons have to pass through to transmit
upward after being ejected from a narrow gap between two
neighboring triangles in a vertical column, is identical to the
channel width of the downward electron transmission. As
a result, the changes in the occupied lateral confinement
modes in the channels of both the upward transmissions and
the downward transmissions, induced by the applied volt-
age, are essentially identical. However, when measuring the
nanomaterials with various geometric parameters, very sim-
ilar reversed as well as oscillatory outputs were observed,
which are unexpected from the model in [77]. This indi-
cates that a different physical process is responsible for the
observed oscillatory and reversed output.

Figure 20(b) shows the low-temperature experimental
results of the artificial material, the geometric parameters of
which are very similar to those shown in Figure 15(a). For
this particular nanomaterial, the output reversal persists at
up to about 200 K. Further observations, such as the depen-
dence on device size and the influence of illuminations on
the devices at low temperatures, also strongly suggest that
the phenomena are a manifestation of quantum effects.

In Figure 20(a) and (b), the output is “normal” at room
temperature, which has been understood in the framework
of the classical ballistic transport in Section 2.2. To under-
stand the output reversal and the oscillatory output, it was
noticed that both the width of the source and drain channels
in the ballistic rectifier and the width of the gaps between
neighboring triangles in a vertical column in the nanomate-
rial are comparable to the electron Fermi wavelength, which
is about 35 nm in the samples. By taking into account the
finite depletion depth at the etched device boundaries, the
real widths of the lateral quantum confinement are even
narrower than those shown in the scanning electron micro-
graphs. If temperature is lowered from room temperature,
the electron transport may hence go from classical regime
to the quantum transport regime.

Consider the ballistic rectifier first. At sufficiently low
temperatures, the transverse modes in the source and drain
channels become well resolved. From the width of the source
and drain channels, it was estimated that there were between
one and four occupied modes at low temperatures. In this
estimate, the depletion depth, about 10–20 nm at each edge
of the etched channels, has been taken into account. Simi-
lar to the case of a quantum point contact in the adiabatic
transport regime, each mode contributes to a specific angu-
lar pattern of the electron flow from S. The number of lobes
(or branches) in the pattern of electron flow corresponds
to the number of maximums in ���2 (where � is the elec-
tron transverse wavefunction), as a direct result of the adia-
batic transport. Therefore, for the N th transverse mode, the
number of lobes is N . Such branch-like patterns of electron
flow were recently imaged using a low-temperature scanning
probe microscope [80, 81]. For simplicity, assume that there
is only one occupied mode in the source and drain chan-
nels at zero applied voltage, which corresponds to the angu-
lar pattern of the electron flow shown in Figure 21(a), but
the following discussion applies to other (if not too large)
numbers of initially occupied modes. If a small negative
source–drain voltage is applied, the voltage-induced colli-
mation effect leads to a narrower angular pattern of the
electron flow out of S, which is similar to the case at higher
temperatures shown in Figure 9(d). As a result, the down-
ward transmissions of the electrons deflected by the trian-
gular antidot increase, resulting in a normal negative output
VLU . If the applied negative voltage is decreased further,
however, the right-moving electrons from S will eventually
occupy the second lateral confinement mode [25]. The sec-
ond mode gives rise to a two-branch angular distribution
on top of the single-branch pattern of the first occupied
mode. In total, there are three lobes of electron flow, as
shown in Figure 21(c). The widening of the angular distribu-
tion clearly results in an increased probability (or percent-
age) for the electrons to transmit upward, and a reduced
probability of the downward transmissions. As shown by a
detailed model and analysis in [47] (see Eq. (6) and the dis-
cussions), the output of a ballistic rectifier is determined by
the relative changes of the transmission coefficients �T /T ,
rather than the absolute values of the changes �T . There-
fore, the increased probability for the electrons to trans-
mit upward and the reduced probability of the downward
transmissions, which are discussed above and illustrated in
Figure 21(c), will lead to an increase in VLU , and may even
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Figure 21. Schematic model for the output reversal and oscillatory out-
put in the ballistic rectifier at low temperatures. As an example, suppose
that there is only one lateral confinement mode occupied in the source
channel when the applied voltage VSD is zero. As a result of the adia-
batic transport at low temperatures, the electrons ejected out of S have
a narrow (rather than uniform) angular distribution (a). With decreas-
ing VSD , the angular distribution first becomes narrower due to the
collimation effect induced by applied electric field, as shown in (b). By
decreasing VSD further (more negative), eventually the second lateral
confinement mode becomes occupied, which gives rise to a two-branch
angular distribution, on top of the single-branch pattern of electron
flow of the first occupied mode. In total, there are three lobes in the
electron flow (c). The total angular distribution will become narrower
again with continuing decreasing VSD because of the voltage-induced
collimation effect (d), until at some point, the third transverse confine-
ment mode starts to be occupied, giving rise to three additional lobes
as shown in (e). Overall, by decreasing the applied voltage VSD from
zero, the angular distribution of the electrons ejected out of S changes
alternately by subsequently narrowing (b), widening (c), narrowing (d),
widening (e), and so on. Consequently, both the upward and down-
ward transmission probabilities are oscillatory functions of VSD , and this
induces the oscillatory output VLU which is shown in Figure 20.

cause output reversal (from negative to positive). If the neg-
ative applied voltage is decreased further (more negative),
the applied voltage or electric field should again cause a nar-
rowing of the overall angular pattern of the electron flow,
as shown in Figure 21(d). The right-moving electrons hence
have more and more chance to be scattered downward by
the triangle on the right-hand side. This contributes again to
a decrease in VLU . A further decrease of the applied voltage
will, at some point, cause the third transverse confinement
mode to be occupied, giving rise to three additional lobes
of electron flow, as shown in Figure 21(e), resulting in an
increase in VLU . Overall, by decreasing the applied volt-
age VSD from zero, the angular distribution of the electrons
ejected out of S changes alternately by subsequently narrow-
ing (b), widening (c), narrowing (d), widening (e), and so on.
Consequently, both the upward and downward transmission
probabilities for the electrons ejected from S are oscillatory
functions of VSD, and this induces the oscillatory output.

a) b)

c) d)

e)

1st mode

1st +2nd modes

1st +2nd +3rd modes

Figure 22. Schematic model for the output reversal and oscillatory out-
put in the nanomaterial, which is similar to the case of the ballistic
rectifier shown in Figure 21. For simplicity, only a small, representative
part of the nanomaterial is sketched here. By decreasing the applied
voltage to the nanomaterial VSD from zero, the angular distribution of
the electrons ejected right out of the gaps changes alternately by sub-
sequently narrowing (b), widening (c), narrowing (d), widening (e), and
so on because of the interplay between the voltage-induced collimation
and the opening of additional lateral confinement modes in the gaps.
As a result, the reversed and oscillatory output was observed in the
experiments.

The reversed and oscillatory output in the nanomaterial
can be explained very similarly, as sketched in Figure 22. At
low temperatures, similar to the case of the ballistic recti-
fier, by reducing the applied voltage VSD from zero (more
negative), the angular distribution of the electrons ejected
out of each gap changes alternately by narrowing (b), widen-
ing (c), narrowing (d), widening (e), and so on, as shown
in Figure 22. This similarly results in an oscillatory modu-
lation to the transmission probabilities for the electrons to
be transmitted upward and downward, and hence leads to
the oscillatory output VLU in the nanomaterial, as shown in
Figure 20(b).

The ballistic rectifier and the nanomaterials are still much
larger than the smallest devices that can be fabricated with
state-of-the-art nanolithography. By, for example, reducing
the device size further, it is promising that these and other
new types of room-temperature quantum devices would be
realized in the near future, and lead to exciting applications.

6. CONCLUSIONS
Since the invention of the integrated circuit in 1959, the
remarkable progress of the semiconductor industry has
been described by Moore’s law: every 12–18 months, the
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integration density of integrated circuits doubles. While such
a trend has been sustained for over three decades, it has
been realized for many years that the miniaturization of con-
ventional semiconductor devices will soon reach its limit,
and the following generations of electronic devices will have
to be built with nanoscience and technology, and be based
on completely new concepts. From an application point of
view, there is substantial industrial interest in new types of
nanodevices that operate at room temperature, and at giga-
hertz or even terahertz frequencies. Despite great efforts in
explorations of novel nanodevices that can be reproducibly
fabricated for mass production, and that can function at
room temperature, there has been very little success. One
important reason is that, in order to work at room tempera-
ture, most electronic nanodevices proposed so far require a
dimension of about a few nanometers, which is at the limit
of even the best state-of-the-art facilities today. For exam-
ple, although the first single-electron transistor (SET) was
realized more than ten years ago [82], it is still very chal-
lenging to fabricate SETs that operate at room temperature
[83–85]. Apart from the operation temperature, another key
issue is the working speed, which is desired to be higher
than 10 GHz for the next generation of integrated circuits.
A great effort has been made to design SETs that operate
at high speed [86].

The investigations on novel nanoelectronic devices
reviewed above have provided working devices at room tem-
perature, as well as gigahertz frequencies. Since the required
device dimensions for ballistic transport are determined by
the electron mean-free path of the host material, which is
fairly long (about 150 nm) in III–V heterostructures, such
and other room-temperature ballistic devices can be fabri-
cated reproducibly with the currently available techniques in
the industry. Although ballistic electron transport has been
studied for more than two decades, new concepts of room-
temperature ballistic devices are still being discovered, such
as the devices discussed in this chapter. Currently, it is still
very challenging to realize ballistic electron transport in sili-
con materials at room temperature because of the very short
mean-free path (about 10 nm) [87]. Such a precision of
device fabrication is nevertheless expected to be achieved
by the industry in the near future. Apart from the bottom-
up approaches, such as the promising possibilities of using
nanowires to build novel room-temperature devices [88, 89],
the top-down approach of design and fabrication of new
types of ballistic devices such as the examples introduced in
this Chapter, seems to be one of the most feasible routes
to provide new building blocks for the next generation of
electronics.

GLOSSARY
Ballistic rectifier A new type of nanometer-scale nonlin-
ear device that functions like a bridge rectifier. Unlike a
conventional diode, the working principle is based on the
ballistic electron transport and symmetry breaking, and does
not require the use of a doping junction or barrier structure
to achieve nonlinear functionality.
Ballistic transport A type of electron movement contrary
to the diffusive transport. If the dimension of an elec-
tronic device is smaller than the electron scattering length

(mean-free path), electrons may travel from one electrode
to another without encountering any scattering event from
randomly distributed scatterers, such as impurities. Instead
the electrons are scattered only at the device boundary, that
is, moving like billiard balls. Such an electron movement is
called ballistic transport.
Electron-beam lithography A standard process to create
nanometer-scale structures. The resolution is generally
much higher than optical lithography, well below 100
nanometers. The pattern definition is achieved by a high-
energy electron beam focused on a thin layer of resist that
is chemically sensitive to an electron beam. The resist layer
is then developed in a suitable solution, in which either
the exposed areas or the unexposed areas are selectively
dissolved.
Electron mean-free path An important quantity to des-
cribe the electron transport in a material. Also often
referred to as the electron scattering length, it stands for the
average distance between the randomly distributed scatter-
ers in a semiconductor material, such as defects, impurities,
and phonons.
Heterostructure A multilayer semiconductor material cre-
ated by growing two or more different types of semiconduc-
tors on top of each other. Each layer is normally quite thin,
around tens of nanometers, and the degree of the interface
homogeneity can reach the atomic level by using epitaxial
growth technique, such as molecular beam epitaxy.
Mesoscopic scale The dimension between the atomic scale
and macroscopic scale, typically shorter than one micron
but longer than one nanometer. Ballistic electron trans-
port devices, for instance, normally require mesoscopic
dimensions.
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1. INTRODUCTION
In recent years a number of experiments have been
performed utilizing scanning probe techniques for the inves-
tigation of the electronic properties of semiconductor nano-
structures and similar systems like two-dimensional electrons
on metallic surfaces or carbon nanotubes and other molecu-
lar nanostructures. Most of these experiments fall into one
of the following three classes:

• Scanning tunnelling microscopy experiments, in which
the tunnelling current between the conducting tip of a
scanning tunnelling microscope and an electronic sys-
tem is measured. Prominent examples are local density-
of-states measurements on two-dimensional electron
gases on metallic surfaces [like on the silver (111) sur-
face] or semiconducting surfaces (like InAs surfaces),
or even on individual carbon nanotubes.

• Scanning near field optical microscopy experiments,
which allow one to measure optical excitations of indi-
vidual nanostructures.

• Local probe experiments coupling a metallic sensor
capacitively to a buried electronic system (e.g., the elec-
trons in semiconductor heterostructures in which the
two-dimensional electron gas is laterally patterned into
quantum point contacts, quantum wires, or quantum
dots). Examples for such experiments are scanning gate

measurements, subsurface charge accumulation exper-
iments, measurements with a scanning single-electron
transistor, or experiments related to the Kelvin probe
force microscopy.

This chapter concentrates on the last class of experiments
and tries to give an overview of this field of experimen-
tal research in solid state physics. Most of these experi-
ments had to be performed in a cryogenic environment at
temperatures below 4.2 K. The reason for this lies in the
relevant quantum mechanical energy scales in semiconduc-
tor nanostructures, like the Fermi energy (typically of the
order of 10 meV), electrostatic charging energies (typically
below 1 meV), and confinement energies (typically below
100 �eV). In addition, magnetic fields of up to about 10 T
have been applied in order to be able to investigate systems
in the quantum Hall regime.
In conventional low-temperature magnetotransport

experiments on mesoscopic systems the measured con-
ductance does not give direct insight into microscopic
properties within the system. Within the Landauer–Büttiker
description of the conductance in nanostructures the con-
ductance is determined from the asymptotic behavior of the
scattering states in the leads (i.e., from the corresponding
transmission coefficients). This means that no microscopic
information about the states within the nanostructure can
be directly obtained from such measurements. On the other
hand, detailed microscopic theories (e.g., based on the
complete scattering wave functions) have to be invoked for
the calculation of the conductance. These theories have to
make assumptions about local potential landscapes in the
structures in order to lead to quantitative results.
Scanning probe techniques can give more detailed infor-

mation about the interior of a mesoscopic system, help
to find the right model parameters for theoretical calcula-
tions, confirm theoretically predicted microscopic details of
quantum systems, or even reveal theoretically unanticipated
microscopic features.
Although this combination of magnetotransport experi-

ments and scanning probe techniques seems to be a straight-
forward extension of the available experimental techniques,
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it turned out that the realization of these experiments is non-
trivial and the number of successful experiments is smaller
than one might have expected a couple of years ago. In the
following, we try to review these experiments and related
theoretical approaches.
In the second section the required scanning probe

microscopy (SPM) instrumentation will be discussed. This
includes the design criteria and a particular implementation
of a suitable cryo-SFM (scanning force microscope) operat-
ing down to 300 mK and in magnetic fields up to 9 T. The
third section describes a basic Kelvin probe force experi-
ment on a two-dimensional electron gas in a GaAs/AlGaAs
heterostructure. It serves as an example how a metallic tip
couples capacitively to a buried electronic system and gives
an exemplary demonstration of the effects that have to be
taken into account. The fourth section covers scanning gate
experiments on semiconductor nanostructures. As an exam-
ple, scanning gate measurements on a quantum wire are
discussed in detail. The last section reviews the investigation
of edge channels in the quantum Hall regime with scanning
probe techniques.

2. INSTRUMENTATION

2.1. Low-Temperature Scanning
Force Microscopes

Since its invention by Binnig et al. [1], the SFM has become
a standard tool for the investigation of conducting and insu-
lating surfaces on the atomic scale. On the instrumenta-
tion side many low temperature SFMs have been built for
more than a decade by researchers (see [2] for a historical
overview). The first cryo-SFMs have become commercially
available only recently, reaching base temperatures around
5 K under ultra-high-vacuum (UHV) conditions. Lower tem-
peratures have been reached with home-built microscopes
in non-UHV setups [3–7]. Such cryo-SFMs are desirable
for many applications in physical research. The physics of
mesoscopic semiconductor structures is a particular field of
application.

2.2. Design Criteria

Here we discuss cryo-SFMs needed for the investigation of
buried two-dimensional electron gases and laterally defined
nanostructures on the microscopic scale. The required lat-
eral resolution is given by the Fermi wavelength of the elec-
trons which is 30–50 nm in typical structures. Only one or
two nanostructures with a size of about 1 �m are located
on a large 5 mm×5 mm chip. Finding such a structure at
low temperatures without optical access to the microscope
is a major challenge. Large scan ranges of several �m are
therefore important and a positioning system is needed for
coarse positioning the structure at low temperatures.
The low temperatures are needed due to the small

energy scales relevant for such structures. Elastic impurity
or boundary scattering dominates the transport properties
of electrons at temperatures below 4.2 K. At these tempera-
tures quantum phenomena in electron transport such as the
Shubnikov–de Haas effect or the quantum Hall effect can be
observed. For the investigation of phase-coherence effects

such as weak localization or conductance fluctuations tem-
peratures below 1 K are typically required. Charging effects
in quantum dots (i.e., the Coulomb blockade effect) become
important at even lower temperatures. However, the cool-
ing power of cryostats decreases with base temperature that
can be achieved. While the cooling power of a 4He cryostat
is typically many mW at 2 K, a 3He cryostat has a cool-
ing power of the order of 0.1 mW and the cooling power
of dilution refrigerators can be even smaller. Operating an
SFM requires a large number of cables leading to a signif-
icant heat load which may diminish the time for scanning
at base temperature in single shot systems (e.g., most 3He-
systems) or may not allow one to reach base temperature in
dilution refrigerators, if thermal anchoring of the cables is
not efficient.
Low-dimensional semiconductor structures show a rich

variety of phenomena such as the quantum Hall effect only
at elevated magnetic fields. Therefore a transport setup with
a cryo-SFM has to include a superconducting magnet sup-
plying magnetic fields of the order of 10 T and all the SFM
components have to be made of nonmagnetic materials.
A feedback mechanism is needed for keeping the local

sensor at a well-controlled distance from the sample sur-
face. Typical semiconductor nanostructures are sensitive to
light (persistent photoeffect) and therefore a nonoptical
cantilever deflection detection method is needed. Such a
method has the additional advantage that it leads to less
involved setups.
The whole microscope has to be small enough in order

to fit into the cryostats. While the sample space needed for
a transport experiment at cryogenic temperatures is of the
order of 1 cm3, a SFM is much bigger. The size constraint
is mainly dominated by the magnet bore which in turn is a
main factor entering the prize of the magnet.
A modular design for such a microscope has to be pre-

ferred. Several components with different functionality and
maintenance requirements are combined in an SFM. Easy
access and exchange possibility has to be provided for all
the components. Mechanical stability of the whole assembly
is crucial for stable operation. Only the highest quality of all
components will warrant satisfying performance of the SFM
at cryogenic temperatures.

2.3. SFM Operated in a 3He System

In the following we describe a SFM operating at tempera-
tures between 350 K down to 300 mK and in magnetic fields
up to 9 T. The microscope is operated in vacuum; however,
samples and tips cannot be prepared and exchanged under
UHV conditions, in contrast to other setups [2, 8]. Piezo-
electric quartz tuning forks were employed for nonoptical
tip–sample distance control in the dynamic operation mode.
Faster response is achieved by employing a phase-locked
loop for driving the mechanical oscillator.
Figure 1 shows a schematic drawing of the cryostat setup

in which the microscope is implemented. The cryostat is sit-
ting in a hole in the concrete lab foundation. The whole con-
crete block is mechanically decoupled from the rest of the
building thereby providing a mechanically very quiet envi-
ronment. Effective insulation of the cryostat from remaining
vibrations is achieved by suspending the whole 3He insert
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Figure 1. Schematic setup of the whole experimental setup including
the cryostat, the 3He insert, the superconducting magnet, and the micro-
scope. Reprinted with permission from [9], T. Ihn, “Electronic Quantum
Transport in Mesoscopic Semiconductor Structures,” Springer Tracts in
Modern Physics. Springer-Verlag, Berlin, 2003. © 2003, Springer-Verlag.

from a special low-vibration platform resting on four sand-
filled steel supports into the 4He dewar which also hosts
the superconducting magnet. The only mechanical coupling
between the dewar and the 3He insert is made via a soft
rubber sleeve needed in order to make the cryostat 4He-
tight. The 3He insert can be fine positioned parallel to the
lab floor and adjusted into exactly vertical position. Pumping
lines and the He-recovery lines are plastic pipes laid through
a box of sand in order to minimize mechanical coupling
between pumps and the system. For the same reason, pumps
are not located on the same concrete platform that hosts the
cryostat setup. Microphony of the cryostat is reduced using
a rubber mat which is tightly tied up to the cryostat body.
Figure 2 shows a schematic drawing of the completely

home-built microscope comprising the two main units, the z-
module, and the x–y table. This assembly is firmly attached
to the 3He pot of the commercial vacuum loading 3He
insert. A vacuum beaker that can be pumped down to about
10−5 mbar at room temperature surrounds the refrigerator
and the microscope (cf. Fig. 1). The microscope can be oper-
ated in vacuum at temperatures down to 280 mK. About
50 cables, 6 of which are coaxial lines and 12 are suitable
for high voltages up to 1000 V, connect this insert to the
electronic setup outside the cryostat. Experiments at base
temperature can be performed for about four days before it
becomes necessary to recondense 3He.
The z-module of the microscope (cf. Fig. 2) allows coarse

tip–sample approach using a slip–stick drive moving the

z-module

x-y Table

scanning unit

tuning fork sensor
sample

heating and
thermometry

12
7,

5

φ39,5

Figure 2. Schematic drawing of the microscope (left) and photography
(right). Reprinted with permission from [9], T. Ihn, “Electronic Quan-
tum Transport in Mesoscopic Semiconductor Structures,” Springer
Tracts in Modern Physics. Springer-Verlag, Berlin, 2003. © 2003,
Springer-Verlag.

scan-piezo up or down. It hosts the scan-piezo tube at the
end of which the tip–sample interaction sensor is mounted.
The outer frame of the z-module is machined out of

nonmagnetic CuBe. The slip–stick z-motor has been con-
structed following the design of [2, 8]. It uses six shear-piezo
stacks, which had to be fabricated by ourselves initially but
are now available commercially [105]. Each stack consists
of six shear-piezo plates and a sapphire endplate. A macor
prism is clamped between the six stacks using a CuBe sheet
as a spring. AlO plates are glued onto the macor prism in
the places where the sapphire endplates of the stacks touch.
The macor prism has a central hole hosting the scan-piezo

tube. The latter is made of a lead-zirconate-titanate ceramic
[106] with nonmagnetic copper electrodes. The tube scanner
has a length of 2 inches and an outer diameter of 0.5 inch.
It gives a lateral scan range of 52.2 �m in the x–y direction
and a z-range of 5 �m at a temperature of 290 K. At base
temperature the lateral range is 8.8 �m and the z-range is
0.85 �m.
A sensor mount is attached to the end of the scan-piezo

with tapped through holes for screwing the sensor plate onto
it. The screws also provide electrical contact of the sensor
plate to six coaxial cables.
The x–y table (cf. Fig. 2) is shown in detail in Figure 3.

It consists of three main parts.
An x–y motor allows coarse positioning of the sample. It

has a travel range of about 5 mm corresponding to the typi-
cal size of a semiconductor chip used in the experiment. The
motor is built on a Shapal [107] platform. This ceramic mate-
rial was used because of its comparably large thermal con-
ductivity of 100 W/(mK) at room temperature, its thermal
expansion coefficient of 5�2× 10−6 K−1 at room temperature
which is very close to that of piezoceramic materials, and
the possibility of machining it. Three thin-walled piezo-tubes
[108] with sapphire balls at their ends are fed through holes
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Figure 3. Photography of the x–y table. Reprinted with permission
from [9], T. Ihn, “Electronic Quantum Transport in Mesoscopic Semi-
conductor Structures,” Springer Tracts in Modern Physics. Springer-
Verlag, Berlin, 2003. © 2003, Springer-Verlag.

in the Shapal platform and firmly attached with insulating
epoxy glue [109]. These tubes stick out above and below
the platform. They can bend in x- and in y-direction similar
to a conventional scan-piezo due to their four outer elec-
trode segments. The moving x–y platform made of CuBe is
clamped with a CuBe spring from top and bottom against
the sapphire balls. Suitable sawtooth voltages applied to the
electrodes of the piezo-tubes lead to slip–stick motion of the
moving platform. At room temperature, about 30 V are suf-
ficient to move the stage; at 100 V a single step amounts to
about 1 �m. The motion in the x- and y-direction was found
to be orthogonal with high accuracy.
Mounted on this moving CuBe platform there is a Cu

block hosting two thermometers and a heating wire used
for measuring and controlling the sample temperature. The
heater allows us to evaporate the water film from the sample
surface before cooldown. It further gives us the possibility
to keep the sample warmer than its surroundings during the
cooling process in order to avoid freezing contaminations on
the sample surface.
On top of the thermometry block we have mounted a

commercial 32-pin chip socket for ceramic chip carriers. The
pins are connected to pins on the Shapal platform. The sam-
ples are prepared in chip carriers which can then simply be
plugged into the socket. The sample mount unit can be used
for standard magnetotransport measurements independent
of the SFM operation.

2.4. Types of Sensors

There are a number of candidates for use as sensors in
a scanning probe experiment on nanostructures. The most
obvious one is the tip of a scanning tunnelling microscope

[10]. Piezoresistive cantilevers have been proposed [11] and
applied for low temperature scanning force microscopy [3,
6, 7, 12–18]. However, these cantilevers are expensive and
not easily available. Recently, piezoelectric quartz tuning
forks have been employed in a scanning near-field opti-
cal microscope designed for operation at low tempera-
tures [19]. They have been successfully employed for atomic
force microscopy (AFM) [20], scanning near field optical
microscopy [19, 21–24], magnetic force microscopy [25], and
acoustic near field microscopy [26]. A very involved and spe-
cialized sensor is a scanning single-electron transistor [27].
In the following we will briefly introduce the four sensors
mentioned.
Probably the simplest sensor allowing capacitive coupling

to a buried electronic nanostructure is a metallic tip as con-
ventionally used for scanning tunnelling microscopy (STM).
Such tips are commercially available or they can be electro-
chemically etched from tungsten or platinum/iridium wires.
Used in conventional tunnelling mode topographic images
can be obtained. However, since in typical semiconductor
nanostructures the electronic system is buried underneath
an insulating barrier of considerable thickness (typically
more than 35 nm), relatively high voltages have to be applied
in this imaging mode and irreversible local charging of the
structure may result at low temperatures.
STM tips have been successfully employed for the so-

called “subsurface charge accumulation imaging” [10] which
can be—most simplified—described as a local capacitance
measurement. In order to reach a sufficient sensitivity to
very small local capacitance changes, stray capacitances have
to be minimized by mounting a field-effect transistor (FET)
at low temperature in close proximity to the tip. With this
FET a low-temperature capacitance bridge can be realized
[28] which can measure changes in capacitance as small as
about 10 aF. A low-temperature current preamplifier has
been employed for the measurement of shot noise in a scan-
ning tunnelling microscope [29].
Piezoresistive cantilevers have been developed at Stan-

ford University [11] in order to avoid more elaborate meth-
ods of cantilever deflection measurement, such as laser
beam deflection or optical interferometry. This simplifies the
design of a cryogenic scanning force microscope consider-
ably. Such cantilevers are now available from Park Scientific
Instruments. Piezoresistive cantilevers are fabricated from
silicon wafers. The top layer of the cantilever is doped by ion
implantation and shows a piezoresistive effect which is used
to measure the cantilever deflection. These cantilevers have
typical spring constants between 1 and 20 N/m. The reso-
nance frequencies are between 25 and 240 kHz depending
also on the cantilever preparation procedure. The total resis-
tance of the piezoresistive layer is of the order of 2 k� and
voltages of the order of several volts are used for measuring
the resistance. This leads to a considerable joule heating of
the sensor with a power of the order of a few milliwatts.
The relative resistance change �R/R is proportional to the
cantilever deflection �z. That is,

�R

R
= 
 · �z

where the proportionality constant 
 depends on the geom-
etry of the lever. Typical values are in the range of
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�1–4� × 10−6 nm−1. A Wheatstone bridge is used to mea-
sure the resistance change with a resolution at least in the
range of 10−6. On-chip fabrication of the bridge is possi-
ble and can help to compensate the temperature depen-
dence of the resistance. Vertical resolution of 0.1 Å has been
demonstrated at a bandwidth of 1 kHz [11]. Force sensitivi-
ties of 8.6 fN/

√
Hz have been reported [30].

Piezoresistive cantilevers have found many applications in
the field of scanning probe techniques. They were, for exam-
ple, used for magnetic force microscopy [31], infrared imag-
ing [32], biosensing [33], parallel imaging, and lithography
[34, 35] and are still subject of research [30]. An interesting
self-sensing cantilever concept with an integrated field-effect
transistor has been developed in [36].
For capacitive coupling to a buried electronic system

coated [7] and uncoated [3, 6] cantilevers have been used.
A metal coating (e.g., made of iridium) makes sure that the
tip surface is an equipotential.
Piezoelectric tuning forks are an alternative to the

piezoresistive cantilevers. They have initially been developed
for the realization of very small and stable oscillators in
watches. Due to their use in industry they are cheap and
easily available. The forks are fabricated from wafers of

-quartz with the optical axis (c-axis) approximately nor-
mal to the wafer plane. Most of them have a (lowest)
resonance frequency f0 = 215Hz and quality factors in vac-
uum between Q = 20�000 and 100,000. In scanning force
microscopy and related techniques tuning fork sensors offer
the possibility of nonoptical detection of the tip oscilla-
tion in the dynamic mode via the piezoelectric effect [19–
26, 37–39]. It was demonstrated that atomic resolution is
possible with these unconventional and very stiff sensors
[40]. The fundamental limits to force detection with quartz
tuning forks were discussed by Grober and co-workers in
[41]. Due to the high oscillator quality of tuning forks
the power loss on resonance can be far less than 0.1 �W,
which makes them ideal for use in low cooling power
cryostats.
For experiments on semiconductor nanostructures a con-

ductive tip is required for coupling capacitively to the buried
electron gas. One possible realization of such a sensor is
depicted in Figure 4. It is the same type of tuning fork
sensor previously discussed and calibrated in [39, 42]. The
commercially available tuning fork [110] is first prepared by
carefully removing its protecting lid on the lathe. The fork
is then soft-soldered onto a small circular piece of printed
circuit board at an angle of about 10�. A 15 �m PtIr wire
is glued with conducting epoxy [111] to the end face of
one tuning fork prong parallel to the direction of its vibra-
tional bending motion and to the copper post which serves
as the electrical contact to the tip. The free end of the
wire is then etched electrochemically resulting in a sharp tip
which serves as a probe for the sample surface. Tip radii
of about 30 nm have been confirmed using scanning elec-
tron microscopy and transmission electron microscopy tech-
niques. The length of the tip measured from the edge of the
tuning fork should not be longer than about 300 �m since
the thin wire becomes unstable otherwise due to bending
vibrations occurring during scans.
The tip prepared on the tuning fork can be used as a

tunnelling tip (STM mode) or as the tip in dynamic SFM

TF PtIr-wire

Cu-post

4 mm

Figure 4. Tuning fork sensor used in our cryo-SFM. The casing of a
commercial tuning fork (TF) is soldered on a small circular piece of
printed circuit board (PCB). The PtIr wire is glued to the end of one
prong of the fork. One end of the wire is connected electrically to
the copper post (Cu post); the other end serves as the tip. The PCB
can in addition host small electronic components, like the resistor that
can be seen in the foreground. Reprinted with permission from [9],
T. Ihn, “Electronic Quantum Transport in Mesoscopic Semiconductor
Structures,” Springer Tracts in Modern Physics. Springer-Verlag, Berlin,
2003. © 2003, Springer-Verlag.

operation mode without any modifications on the scanning
head. This gives simultaneous access to two complementary
imaging modes at low temperatures without the need for tip
exchange.
Given that the added mass (i.e., the glue and the wire

material) is small compared to the mass of a single tun-
ing fork arm and that the relative mechanical coupling of
the two prongs is strong compared to the influence of the
added mass and the added spring constant (introduced by
the wire), tuning fork sensors can be modelled as harmonic
oscillators (in complete analogy to conventional cantilevers)
with an equation of motion

ẍ + �0

Q
ẋ + �2

0x = 
p

m
U0 +

1
m
Fts�x� (1)

where x is the deflection of one prong from the equilibrium
position, �0 is the resonance frequency, and Q is the quality
factor of the oscillator. The piezoelectric coupling constant

p describes the coupling between the mechanical motion
and the charges on the tuning fork electrodes, U0 is the
driving voltage, m is the effective mass of the oscillator, and
Fts�x� is the tip–sample interaction force. To arrive at this
model, the coupling between the center of mass and the
relative motion of the prongs which can be estimated to be
small has been neglected.
The mechanical oscillation of tuning fork sensors is mea-

sured via the piezoelectric effect of the quartz crystal. The
induced piezoelectric charge on one tuning fork electrode
is given by qp = 2
px and the corresponding piezoelec-
tric current is Ip = 2
pẋ. In addition, a current of magni-
tude Ic = C0U̇0 flows through the capacitance C0 between
the tuning fork contacts. The total current as a function of
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frequency f = �/2� is therefore given by I��� = i�C0U0 +
2i
p�x���. If we neglect the tip–sample interaction force
we can determine x��� from the harmonic oscillator model
[Eq. (1)] and thus the admittance G��� is found to be

G��� = I���

U0
= i�

(
C0 +

2
2p/m

�2
0 − �2 + i��0/Q

)
(2)

This admittance corresponds to the equivalent circuit shown
in the inset of Figure 5b. Resonance curves like the one
shown in Figure 5b can be excellently fitted with this
equation.
In order to determine the mechanical tuning fork oscil-

lation amplitude, the piezoelectric coupling constant 
p has
to be determined in a calibration measurement [42]. This
can be achieved by measuring the mechanical motion of
one prong with a laser interferometer simultaneously with
the electrical admittance as shown in Figure 5. From a
combination of both measurements an effective mass m =
0�332 mg, a quality factor Q = 61734, and a piezoelectric
coupling constant 
p = 4�26 �C/m were determined. The
effective mass calculated from the density of quartz and
the dimensions of a tuning fork arm turns out to be 0.36
mg, in good agreement with the measured value. It can be
verified with low-temperature force–distance measurements
with varying oscillation amplitude that at 300 mK, 
p has
within a few percent the same value as that determined at
room temperature.
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Figure 5. (a) Mechanical resonance measured at room temperature at
a pressure of 6×10−7 mbar with an optical interferometer. Inset: Image
of the tuning fork. (b) Electrical tuning fork resonance measured simul-
taneously. Inset: Equivalent circuit for the piezoelectric quartz tuning
fork resonator. The solid and dashed lines are the respective amplitude
and phase. Adapted with permission from [42], J. Rychen et al., Rev.
Sci. Instrum. 71, 1695 (2000). © 2000, American Institute of Physics.

The sensors are completely equivalent to other tuning
fork sensors [38] with one prong firmly attached to the sup-
port which acts essentially as an extremely stiff piezoelectric
cantilever. In other respects there are important differences:
for tuning forks as described quality factors Q of up to
250,000 are found under the UHV conditions occurring in
the evacuated sample space at a temperature of 300 mK.
These values are 1–2 orders of magnitude larger than those
reported for the other type of tuning fork sensors [38]. For
this reason, such high-Q sensors have to be operated as part
of a phase-locked loop. Details can be found in [39].
The idea behind the dynamic mode SFM operation of the

tuning fork is the same as for normal cantilevers. The elas-
tic interaction of the tip with the sample surface will shift
the resonance frequency via the presence of force gradients.
Inelastic tip–sample interactions will alter the Q-value of the
oscillator. The sensitivity of the sensor to force gradients can
be calibrated experimentally with small amplitude calibra-
tion measurements [43]. It is found that the force gradient
is related to the frequency shift via

�f = �
(
�Fz
�z

)
(3)

where �Fz/�z is the gradient of the tip–sample interaction
force and � = 1 Hz/(N/m) is the proportionality constant.
The calibration constant � is independent of the details of
the tip shape and depends only on the mechanical properties
of the tuning fork.
Recently, a new sensor has been developed based on

piezoelectric tuning forks which combines the benefits of
soft cantilevers and piezoelectric detection [44]. The micro-
fabricated cantilever is mounted between the two prongs of
a tuning fork as shown in Figure 6. The tuning fork simulta-
neously drives the cantilever and detects its changing oscilla-
tion properties when a surface is present. Such sensors may
be of future use for scanning probe experiments at very low
temperatures.
Perhaps the most sophisticated sensors employed for

scanning on shallow electronic semiconductor structures are
the scanning single-electron transistors. Single-electron tran-
sistors (SETs) are tunnelling devices with a typical size of

100 µm
S

500 µm
samlab

Figure 6. Microfabricated cantilevers mounted between the prongs
of a commercial tuning fork. Reprinted with permission from [44],
T. Akiyama et al., Appl. Surf. Sci. 210, 18 (2003). © 2003, Elsevier.
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100 nm. The electrical current through SETs is governed
by the Coulomb-blockade effect. The physics behind these
devices has been reviewed in [45]. Electrons tunnel from
a source electrode onto a small metallic island and subse-
quently from the island into the drain electrode. The magni-
tude of the current shows a strong modulation as a function
of the electrostatic potential of the island relative to the
source and drain electrodes. The period of the oscillation is
given by the condition that exactly one elementary charge
is additionally induced on the island. SETs can therefore be
used as very sensitive electrometers for measuring local elec-
tric fields originating from localized charges, or local varia-
tions in the electrochemical potential of an electronic system
acting as the gate for the island [46, 47].
Scanning SETs have been developed at the Bell Labs in

the late 1990s [27, 48–51]. In this approach the SET is fabri-
cated at the end of a glass fiber which has a shallow conical
taper terminating at the tip in a flat nearly circular area of
about 100 nm diameter [27]. Such a sensor is schematically
shown in Figure 7. The preparation of such fibers is the
same as that for scanning near field optical microscopy and
has been described in [52]. The three metallic electrodes
(i.e., source, drain, and island) are fabricated from 10–20 nm
thick aluminum. Source and drain electrodes are evaporated
onto the fiber from opposite directions onto the side of the
fiber. Natural shadowing keeps these electrodes separate.
An in-situ exposure to oxygen creates the aluminum oxide
tunnel barriers of a few nanometer thickness. The island is
evaporated in a last step from a direction along the fiber
axis. Due to the conical taper of the fiber the aluminum film

Si dopants

2DEG

Source
Drain

Island

Tunnel

junction

100 nm

Figure 7. Schematic drawing of a scanning SET sensor. Reprinted with
permission from [27], M. Yoo et al., Science 276, 579 (1997). © 1997,
American Association for the Advancement of Science.

forms only at the end face of the tip. At low temperatures
these aluminum SETs become superconducting. A magnetic
field can be applied to suppress the superconductivity.
In a very simplified model the SET current may be mod-

elled as [27]

ISET = A · sin 2�Qi�x� y�
e

where Qi�x� y� is the total charge induced on the island
and A is the amplitude of the current oscillation at a
given source–drain bias. When the SET sensor is scanned at
constant distance to the surface of a semiconductor nano-
structure in the x- and y-direction, the charge induced on
the island can be expressed as

Qi�x� y� = Q�0�i �x� y�+
∑
n

Cni�x� y��#n − #i�

where the Ci�x� y� are the capacitance coefficients of the
SET island to other metallic electrodes in the system
(including, e.g., the electronic nanostructure to be investi-
gated, if it is connected to external leads) and Q0�x� y� is
the induced charge on the island due to the presence of
fixed charges in the system (e.g., dopants or other charged
impurities). The electrostatic potentials #i are given related
to the applied voltages Vi and the chemical potentials of the
electrodes �i via

−eVi = �i�x� y�− e#i�x� y�
Inserting these relations into the equation for the SET cur-
rent we obtain

ISET=A·sin 2�
[
Q
�0�
i �x�y�+

∑
nCni�x�y��Vni+�ni�x�y�/e�

]
e

(4)

with Vni = Vn − Vi being the voltage between electrode n
and the island and �ni�x� y� = �n�x� y� − �i being the dif-
ference in chemical potentials between electrode n and the
island (sometimes referred to as the work function differ-
ence between the two materials). From this formula it can
be seen that the SET current senses local electric charges
[via Q�0�i �x� y�], the local chemical potential �n�x� y�, and
the local capacitance coefficients Cni�x� y�. It is clear that in
a well defined experiment care must be taken that only one
of these quantities depends significantly on position.
Since this sensor is not sensitive to the tip–sample force

or force gradient, the height (z-) dependence of the capac-
itances Cni or the induced charges Q�0�i can be used for
approaching the sensor to the surface [27].

3. KELVIN PROBE FORCE
MEASUREMENTS OF
TWO-DIMENSIONAL
ELECTRON GASES

In this section a method for the local characterization of
two-dimensional electron gases will be described. While con-
ventional magnetotransport experiments (i.e., the Hall effect
and the measurement of Shubnikov–de Haas oscillations in
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the magnetoresistance) allow the determination of an aver-
age electron density in the system, the method described
here leads to the measurement of a local electron density at
the position of the conducting SFM tip.
The sample was a GaAs/AlGaAs heterostructure with a

shallow two-dimensional electron gas (2DEG) confined at
the heterointerface which is 34 nm below the sample sur-
face. The electrons are supplied by a Si %-doped plane
17 nm remote from the heterointerface. Four ohmic gold–
germanium contacts have been diffused into the samples at
the edges of a 5 × 5 mm2 piece of wafer giving electrical
access to the two-dimensional electron gas.
Experiments were performed at a temperature of 300 mK

with a SFM setup employing a tuning fork sensor. A vari-
able DC voltage was applied at the 2DEG contacts while
the SFM tip was kept grounded. In this way the electro-
static force acting between the metallic tip and the 2DEG
can be controlled. Like in Kelvin-force microscopy [53] this
electrostatic force can be measured with the SFM tip. The
frequency shift of the tuning fork sensor measures the addi-
tional force gradient created by the applied voltage. In
contrast to a metallic sample the 2DEG in the heterostruc-
ture has a small density of states and a small Fermi energy.
Therefore, small voltages applied between the 2DEG and
the tip can change the local electron density significantly,
leading locally to a total depletion of the electron gas in the
extreme case.
Figure 8 shows measured frequency shifts as a function of

the applied tip–sample voltage for various tip–sample sep-
arations. A clear asymmetry can be observed leading to a
weaker (stronger) frequency shift at positive (negative) volt-
ages. For a given voltage, the frequency shift decreases with
increasing tip–sample separation.
Qualitatively, we expect a locally enhanced electron den-

sity under the tip for negative voltages (in this case the tip
is positive relative to the 2DEG) and a reduced density for
positive voltages eventually leading to complete local deple-
tion. Therefore we expect an ideal capacitor model with a
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Figure 8. Frequency shift of the tuning fork resonance as a function of
the voltage applied between the PtIr tip and the buried two-dimensional
electron gas for various tip–sample separations. Reprinted with per-
mission from [9], T. Ihn, “Electronic Quantum Transport in Meso-
scopic Semiconductor Structures,” Springer Tracts in Modern Physics.
Springer-Verlag, Berlin, 2003. © 2003, Springer-Verlag.

voltage independent capacitance to work only for negative
voltages. For positive voltages depletion of the 2DEG leads
to a hole in the capacitor plate which is a change in geom-
etry of the capacitor and must therefore lead to a reduced
capacitance. A deviation from the ideally expected parabolic
shape of the frequency shift versus voltage is the natural
consequence.
Following this qualitative picture we assume a voltage

independent capacitance for negative voltages and fit only
the left branches of the curves with a parabola according to
the equation

�f = �F ′
z =

�

2

(
�2C

�z2

)
&Uts + ��ch/e(2 (5)

where F ′ = �Fz/�z is the gradient of the tip–sample interac-
tion force and �� is the work function difference between
the tip and the sample. The result is shown in Figure 9 for
a tip–sample separation of 15 nm. The information deduced
from these fits is twofold. On one hand, we obtain the
tip–sample voltage at which the parabola has its maximum.
This quantity will be discussed later. On the other hand,
we get the curvature of the parabola which is proportional
to �2C�z�/�z2. A plot of this quantity as a function of tip–
sample separation is shown in Figure 10. It can be seen that
the curve can be well characterized by having a z−2 depen-
dence. According to a comprehensive comparison of differ-
ent models for tip–sample arrangements with different tip
geometries performed by Belaidi and co-workers [54] such
a behavior is consistent with the model of a metallic sphere
above a metallic plane. Given that this slope persists up to
tip–sample separations of about 700 nm we have to con-
clude that the tip diameter is at least of the same order of
magnitude in this experiment.
We now turn to the discussion of the asymmetry of the

Kelvin measurement. The explicit parabolic voltage depen-
dence of the frequency shift can be eliminated from the
curves by normalizing �fmeas by �ffit, (i.e., by plotting the
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Figure 9. Frequency shift as a function of tip–sample voltage for a
tip–sample separation of 15 nm. A parabola was fitted to the left
branch of the measured curve. Reprinted with permission from [9],
T. Ihn, “Electronic Quantum Transport in Mesoscopic Semiconductor
Structures,” Springer Tracts in Modern Physics. Springer-Verlag, Berlin,
2003. © 2003, Springer-Verlag.
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Figure 10. Second derivative of the tip–sample capacitance as a func-
tion of tip–sample separation as determined from the curvature of
the fitted parabolae (cf. Fig. 9). The straight solid line has the slope
of a z−2-dependence. Reprinted with permission from [9], T. Ihn,
“Electronic Quantum Transport in Mesoscopic Semiconductor Struc-
tures,” Springer Tracts in Modern Physics. Springer-Verlag, Berlin,
2003. © 2003, Springer-Verlag.

ratio of the two as a function of voltage). Figure 11 shows
the result of the normalization procedure for the curve taken
at 15 nm tip–sample separation. By virtue of the normal-
ization procedure and in accordance with our qualitative
picture, �2C/�z2 is constant for negative voltages. At a volt-
age of about −2.5 V, depletion starts under the tip. With
increasing voltage the area of the depleted region grows con-
tinuously reducing �2C/�z2. We empirically define the onset
voltage for depletion Udepl in the way indicated in Figure 11.
At this voltage a linear fit made in the turning point of
the decaying �2C/�z2 curve crosses unity. The same analy-
sis has been applied to all curves in Figure 8 for different
tip–sample separations and the result is shown in Figure 12.
From these curves we can extract the dependence of Udepl
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Figure 11. Normalized �2C�V �/�z2. At negative tip–sample voltages
this quantity is unity. The reduction at positive voltages is caused by
total depletion of the 2DEG under the tip. Such curves allow the
definition of a depletion voltage. Reprinted with permission from [9],
T. Ihn, “Electronic Quantum Transport in Mesoscopic Semiconductor
Structures,” Springer Tracts in Modern Physics. Springer-Verlag, Berlin,
2003. © 2003, Springer-Verlag.
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Figure 12. Normalized �2C�z�/�z2 as a function of the tip–sample volt-
age for various tip–sample separations showing the depletion of the
two-dimensional electron gas under the tip. Reprinted with permission
from [9], T. Ihn, “Electronic Quantum Transport in Mesoscopic Semi-
conductor Structures,” Springer Tracts in Modern Physics. Springer-
Verlag, Berlin, 2003. © 2003, Springer-Verlag.

on tip–sample separation (see Fig. 13). The series of points
can be quite well fitted with a linear function. This finding
can be interpreted within a suitable model.
We briefly come back to the second type of informa-

tion that can be obtained from the parabolic fit shown in
Figure 9, namely, the voltage at which the parabola has its
maximum. Conventionally this voltage is interpreted as the
difference in work functions of the two materials involved.
Figure 14 shows this quantity as a function of tip–sample
separation. Although the error bars are rather large, a
slight trend for an increase at smaller tip–sample separation
becomes evident, in contradiction to the notion of a constant
material-dependent work function difference ��ch. The ori-
gin of this behavior will be traced back to the presence of

0 50 100 150 200
–2

0

2

4

6

8

n
e

= 1.7 × 10
+11

cm
–2

(Hall)

n
e

= 1.56 × 10
+11

cm
–2

(SdH)

n
e

= 1.9 × 10
+11

cm
–2

(experiment)

piezo creep

U
d

e
p

l
(V

)

tip-sample separation (nm)

Figure 13. Local electron densities compared to the Hall and
Shubnikov–de Haas densities. Reprinted with permission from [9],
T. Ihn, “Electronic Quantum Transport in Mesoscopic Semiconductor
Structures,” Springer Tracts in Modern Physics. Springer-Verlag, Berlin,
2003. © 2003, Springer-Verlag.
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Figure 14. Contact voltage difference between the PtIr tip and a GaAs
sample as a function of tip–sample separation. Reprinted with per-
mission from [9], T. Ihn, “Electronic Quantum Transport in Meso-
scopic Semiconductor Structures,” Springer Tracts in Modern Physics.
Springer-Verlag, Berlin, 2003. © 2003, Springer-Verlag.

fixed localized charges in the system (surface charges, dop-
ing plane).
A general model for the experimental system starts from

Poisson’s equation

)&*��r�*0)#��r�( = −,ion��r� (6)

with the spatially varying dielectric function *��r�, fixed ionic
charges ,ion��r� accounting, for example, for ionized donors
or surface charges and the electrostatic potential #��r�. The
two-dimensional electron gas is, for simplicity, considered to
be a perfect metal plate and also the tip is regarded as a per-
fect metal of arbitrary shape. The boundary conditions for
the problem are given on the metallic surfaces Si (i.e., the
tip surface and the 2DEG) by

#��r��Si = #i
where the #i is the electrostatic potential of electrode i.
The resulting charge density induced in the two-dimensional
electron gas is given by

.2DEG��r� = .�0�2DEG��r�+ c2DEG−tip��r�#2DEG−tip (7)

where the surface charge .�0�2DEG and the coefficient c2DEG−tip
are given by integral expressions involving Green’s func-
tion of the problem and therefore depend on position �r
on the electrode. Between the electrostatic, the chemical,
and the electrochemical potential there is the general rela-
tion �elch = �ch − e#, such that # = ��elch − �ch� /�−e�.
The applied voltage between two electrodes is the differ-
ence of their electrochemical potentials: Vij = ��elch�i −
�elch�j �/�−e�. Applying these relations to Eq. (7), we obtain

.2DEG��r� = .�0�2DEG��r�+ c2DEG−tip��r��Uts + ��ch/e� (8)

where ��ch is the work function difference between the
tip material and the two-dimensional electron gas and Uts
is the applied voltage. At this point we can nicely discuss

the influence of the tip on the system. If Uts + ��ch/e = 0,
the electron density is simply given by .�0�2DEG��r�. This quan-
tity depends, however, on the presence and the exact posi-
tion of the tip via the boundary conditions of the problem.
This means that even if the difference in the work functions
between the materials is exactly cancelled by the applied
voltage, the presence of the tip can change the local electron
density in the 2DEG via the dependence of .�0�2DEG��r� on tip
position (i.e., via screening).
Application of a suitable voltage Uts at constant tip posi-

tion will change the local electron density proportional to
the differential capacitance function c2DEG−tip��r�. This func-
tion depends on the exact shape of the tip but will for a typi-
cal conical tip be similar to a Lorentzian distribution with an
extremum below the tip apex [3]. A negative voltage on the
tip relative to the (grounded) electron gas will deplete the
electrons and the electrostatic model with a voltage indepen-
dent ctip−2DEG��r� will be applicable until complete depletion
is reached. Beyond this point ctip−2DEG will become voltage
dependent, since the boundary conditions of the problem
change: the 2DEG will behave like a metallic plate with a
hole under the tip whose size depends on Uts .
The measured frequency shift in the experiment is pro-

portional to the force gradient in the z-direction felt by the
scanning tip. Within our model we find for the force gradient

�Fz
�z

= 1
2
C ′′�z�

(
Uts +

��ch
e

+ Q
�0�
0

′′
�z�

C ′′�z�

)2

−
(
Q
�0�
0

′′)2
2C ′′�z�

where C ′′�z� = �2C2DEG−tip/�z2 is the second derivative of
the capacitance coefficient between the tip and the 2DEG
and Q�0�0 is the charge induced on the tip when the 2DEG
is grounded. This induced charge is due to the presence
of the fixed ionic charges in the system. The quantity ��ch
is the difference in the chemical potentials between the
tip material and the electron gas (also referred to as the
work function difference between the two materials) and Uts
is the tip–sample voltage. According to this equation, the
force gradient (and thus the measured frequency shift) is
parabolic in the voltage and the apex of the parabola is at

Ua = −��ch
e

− Q
�0�′′
0 �z�

C ′′�z�
(9)

This result makes clear that the apparent work function dif-
ference given by the apex of the parabola may in fact depend
on the z-position of the tip if fixed charges are present in the
system, in agreement with the results shown in Figure 14.
In analogy to the remarks made about the depletion of

the electron gas, C�z� and also C ′′�z� will become functions
of Uts as soon as the two-dimensional electron gas begins to
deplete under the tip.
In order to illustrate the somewhat abstract considerations

we demonstrate them with a simple parallel plate capaci-
tor model sketched in Figure 15. It is expected to lead to
reasonable results, if the tip radius is large compared to
the tip–sample separation. Two planes of fixed charges are
present in this model: the doping plane with charge den-
sity .d is located at a distance d1 from the two-dimensional
electron gas and a surface charge .s is located directly at
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Figure 15. Plate capacitor model for the tip–sample system. Part of the
capacitor is filled with the AlGaAs/GaAs dielectric which has a dielec-
tric constant of 32 = 12�53 [55]. The other part is the vacuum gap
characterized by 31 = 1.

the dielectric interface of the sample (32) to vacuum (31).
The separation of the tip from the surface is z. In such a
system the charge density in the two-dimensional electron
gas is given by

.2DEG = − 313230
31�d1 + d2�+ 32z︸ ︷︷ ︸

C�z�/A

·�Uts + ��ch/e�

+ 31.dd2 + 32�.d + .s�z
31�d1 + d2�+ 32z︸ ︷︷ ︸
Q
�0�
2DEG�z�/A4=−ens�z�

which has exactly the structure of Eq. (8). We start the
discussion assuming Uts + ��ch/e = 0. For very large
tip–sample separation z, the charge density in the two-
dimensional electron gas is given by −ens = .d + .s . For
very small z it changes to n0s = .dd2/�d1 + d2�. The total
voltage that one has to apply across this capacitor in order
to deplete an electron density ns�z� is given by

Udepl = −��ch
e

+ ens�z�A
C�z�

= −��ch
e

− 31.dd2 − 32en

s z

303132
(10)

The depletion voltage depends linearly on the tip–sample
separation in accordance with the measurement depicted in
Figure 13. From the slope dUdepl/dz = ens /�3031� the local
electron density can be determined to be 1�9×1011 cm−2. As
a comparison we plot curves into Figure 13 which are pre-
dicted by Eq. (10) with densities ns determined from Hall
and Shubnikov–de Haas measurements. Given the simplicity
of the model, the agreement is reasonable, especially if we
take into account that the 2DEG density can be inhomoge-
neous across a macroscopic sample.
If we evaluate the z-dependence of the apparent work

function difference given by Eq. (9) for the plate capacitor
model, we find

Ua = −��ch
e

− .s�d1 + d2�+ .dd1
3130

independent of z. Inserting our sample parameters, 31 = 1,
d1 + d2 = 34 nm, d1 = d2 = 17 nm, .d = 1�6 × 10−3 Cm−2

(estimated) and .s = −1× 10−3 m−2 (estimated) we obtain
a value of −0�76 V for the second term, indicating that the
presence of fixed charges in the sample can have an appre-
ciable influence on the apparent work function difference
measured in the experiment. However, given the uncertain-
ties in the estimated values, one should not take the exact
value too quantitatively, but rather consider it as an estimate
of the order of magnitude of the effect. This z-independent
result has to be compared with the experimental results
shown in Figure 14 which indicate a small z dependence.
Obviously, a more realistic model including the actual tip
shape would cure this problem. In fact, the tip shape does
influence the geometric capacitance and the dependence of
�2C/�z2 on the tip–sample separation. Looking at the order
of magnitude of the apparent work function difference in
the measurement, we can see that the estimated influence
of the fixed charges in the system can be quite significant
and is of the same order as typical work function difference
s between materials.
More involved models for the tip–sample system would

take a more realistic shape of the tip into account, as we
mentioned. Further improvement can be gained by taking
the screening properties of the two-dimensional electron gas
into account self-consistently. This would include density of
states contributions to the capacitance which were not taken
into account in the presented analysis.
A related experiment has been performed with piezo-

electric cantilevers on a two-dimensional electron gas in a
magnetic field [7]. In this experiment, the variation of the
chemical potential of a two-dimensional electron gas was
measured locally as a function of magnetic field B. Oscilla-
tions periodic in 1/B were detected corresponding exactly to
the filling factors determined from transport experiments.

4. SCANNING GATE MEASUREMENTS
ON MESOSCOPIC SYSTEMS

4.1. Existing Experiments

Electronic transport in mesoscopic semiconductor structures
at low temperatures is nonlocal and phase coherent [56]. In
a conventional transport experiment, in which the resistance
or conductance of a sample is typically measured as a func-
tion of gate voltage or magnetic field, the measured conduc-
tance is given by the transmission probabilities between the
leads connecting the system to the measurement circuit [57].
In general, it is not possible to reconstruct the scattering
potential within the mesoscopic system from the knowledge
of the transmission matrix. However, additional information
about the quantum states within the device can be obtained
from measurements which apply a local perturbation to the
system [3, 4, 6, 13–17, 58, 59]. While in [58] the local poten-
tial perturbation was fixed and the two-dimensional electron
gas in a parabolic quantum well could be displaced, in [3, 4,
6, 13–17, 59] the local electrostatic potential induced by the
tip of a scanning force microscope was utilized. In the fol-
lowing, we briefly review the experimental work published
in recent years.
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In the first paper reporting this “scanning gate technique”
Eriksson and co-workers [3] investigated the ballistic elec-
tron flow through a quantum point contact at a temperature
of 4.2 K. They found that the resistance change caused by
the tip-induced potential decays exponentially with distance
from the point contact in agreement with elastic scatter-
ing by the disorder potential in the collector electron gas.
In addition, they measured the angular distribution of the
transmitted electrons showing the collimation of the ballistic
electron beam close to the point contact. Calculations were
presented in this paper indicating that the spatial resolution
of the technique is comparable to the electron gas depth
below the surface. Similar experiments on a quantum point
contact have been reported in [13].
Another measurement on a quantum point contact was

performed by Crook and co-workers [16] at 4.2 K where
the authors were able to map the transmitted lateral modes
with remarkable spatial resolution of about 40 nm although
their electron gas was buried 100 nm below the surface. This
experiment is the analog of the “wave function mapping
” experiment reported in [58]. It exemplifies the ultimate
potential of scanning gate techniques to map the states in
the interior of a mesoscopic system.
Recently, the electron flow past a quantum point contact

was imaged with high spatial resolution achieved at 4.2 K on
a GaAs/AlGaAs heterostructure with an only 57 nm thick
cap layer above the electron gas [17]. It was shown in the
experiment and also modelled theoretically that the classi-
cal contribution of the electron flow branches in the two-
dimensional collector as shown in Figure 16, a result which
had not been anticipated by other experiments. In addition,
quantum interference effects were observed in these highly
sensitive measurements.
Experiments on two constrictions in series for a “mag-

netic steering experiment” were reported in [6, 14]. Classical
cyclotron orbits of ballistic electrons in a magnetic field with
the radius Rc = �kF /�eB� could be mapped out with a spa-
tial resolution of about 200 nm.
Scanning gate microscopy (SGM) has been applied to

the investigation of electron transport in carbon nanotubes
[60–62] at room temperature. The authors were able to
“directly image individual scattering sites in semiconducting

1 µm

Figure 16. Coherent branched flow of electrons past a quantum point
contact. Reprinted with permission from [17], M. Topinka et al., Nature
410, 183 (2001). © 2001, Macmillan Magazines Ltd.

single-wall nanotubes” [61] and metallic single-wall nano-
tubes [62] or an inhomogeneous potential landscape [60],
again in semiconducting single-walled tubes. They showed
that the resistance image of a nanotube shows hot spots in
locations where the electric field drop was found to be high
with electrostatic force microscopy (EFM) [61]. In some
cases these hot spots occurred in positions where the nano-
tube had a kink allowing one to correlate information from
three different sources (topography, EFM, and SGM) to
extract a unified picture of the system.
A very recent publication by Woodside and McEuen

reports low temperature (0.6 K) scanning gate studies of
single-walled carbon nanotubes in which one or more quan-
tum dots form leading to the Coulomb blockade effect in
the conductance [59]. These authors find Coulomb blockade
oscillations as a function of the position of the scanning tip
as shown in Figure 17 allowing them to locate the quantum
dots along a certain nanotube and to estimate their sizes.

4.2. Measurements on a Quantum Wire

The scanning gate approach has also been employed for the
investigation of the transport properties of a semiconduc-
tor quantum wire at cryogenic temperatures [63]. We will
discuss this experiment in more detail in the following.
The sample is based on a GaAs/AlGaAs heterostructure

in which the heterointerface is buried 34 nm below the sur-
face. A Hall-bar geometry, a part of which can be seen
in Figure 18, was patterned using photolithography. At the
temperature T = 1�7 K the bulk electron density measured
in this system is nS = 4�3 × 1011 cm−2, corresponding to a
Fermi wavelength of 38 nm. The mobility at T = 1�7 K is
� = 106 cm2/V s corresponding to a mean free path of l2De =
10�8 �m and a diffusion constant of D = 1�52 m2/s.
The quantum wire has been patterned using the so-called

AFM lithography [64, 112] directly onto the Hall-bar struc-
ture. In Figure 18 the white lines on the Hall bar are the
SFM-written oxide lines which deplete the 2DEG below

500 nm

0.5

0

G (e2/h)

Figure 17. Coulomb oscillations as a function of tip position measured
on a carbon nanotube at T = 6 K. The dashed line indicates the location
of the nanotube. Reprinted with permission from [59], M. Woodside
and P. McEuen, Science 296, 1098 (2002). © 2002, American Associa-
tion for the Advancement of Science.



Scanning Probe Techniques 403

Figure 18. SFM image of the Hall bar with the oxide lines defining
the quantum wire. Reprinted with permission from [63], T. Ihn et al.,
Physica E 12, 691 (2002). © 2002, Elsevier.

them and thereby form a long quantum wire flanked by two
separately contacted regions of the 2DEG which we used
as in-plane gates. The wire length is L = 40 �m and its
lithographic width is W = 400 nm. The lateral depletion
length is typically 15–20 nms such that the number of modes
in the channel can be estimated to be N = 20. This num-
ber can be confirmed by Shubnikov–de Haas measurements
which count the number of modes which become succes-
sively depopulated as the magnetic field is increased.
The sample was mounted in the sample holder of

a low-temperature scanning force microscope [39]. This
microscope utilizes piezoelectric quartz tuning forks with a
metallic tip attached to one prong as the force sensor. Oper-
ation characteristics at low temperatures and sensor calibra-
tion have been described and are reported in [42, 43]. The
microscope was cooled to T = 1�7 K in the He gas flow of a
variable temperature insert. The resistance of the wire was
measured at an ac current of 20 nA in a four-probe con-
figuration. The measurement frequency was 421 Hz and a
lock-in time constant of 10 ms was used in order to obtain
a reasonably large output bandwidth. The tungsten tip of
the SFM was kept grounded while it was oscillating with an
amplitude of about 1 nm normal to the surface at the tuning
fork resonance frequency of about 32 kHz. The basic idea
of the measurement is shown in Figure 19. The tip induces
a local scattering potential in the electron gas. The wire
resistance is changed depending on the position of the tip.
Resistance images of 256 × 256 points were taken at scan
speeds of 500 nm/s.
Figure 20 shows the resistance image of a 5× 5 �m2 area

obtained with a voltage of +200 mV on one of the in-plane
gates. The fact that the wire can be electronically imaged
indicates that when the tip is above the wire the resistance
is enhanced. This resistance contrast is due to the fact that
tungsten and the heterostructure have a work function dif-
ference of the order of 100 mV which causes the tip to
induce a local repulsive electrostatic potential in the 2DEG

I
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2DEG

x
y

Vts
tip

Figure 19. Principle of scanning gate measurements. Reprinted with
permission from [9], T. Ihn, “Electronic Quantum Transport in Meso-
scopic Semiconductor Structures,” Springer Tracts in Modern Physics.
Springer-Verlag, Berlin, 2003. © 2003, Springer-Verlag.

which is scanned along when the tip moves. The stripe of
enhanced resistance is not visible in the topmost quarter of
the image. From the simultaneously measured topography
we know that the wire ends there.
Cross sections through this image as indicated by three

horizontal lines in Figure 20 are shown in Figure 21. As
the tip moves across the wire the resistance goes from its
base value of 3 k� through a pronounced peak of 9�4 k�.
We estimate the number of modes which become locally
depleted, �N , with a simple model which regards the repul-
sive tip potential as the cause of an additional resistance
�R which adds to the background wire resistance R0. In
the simplest case �R can be modelled by a short piece of
wire with transmission T = 1 which is not mode-matched
to the rest of the wire. In this case �R = h/�2e2��1/�N0 −
�N� − 1/N0� with N0 = 20 being the number of modes in
the wire in the absence of the tip. This gives a substantial
depletion of �N = 18 modes if the tip is centered above the
wire.
From the width of the two lower peaks of about 400 nm

which is close to the geometrical width of the wire we esti-
mate that the tip induced potential perturbation cannot be
much wider than that.
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Figure 20. Resistance image of the quantum wire measured at T =
1�7 K. Reprinted with permission from [63], T. Ihn et al., Physica E 12,
691 (2002). © 2002, Elsevier Science.
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Figure 21. Cross sections through the resistance image shown in
Figure 20. Reprinted with permission from [63], T. Ihn et al., Physica E
12, 691 (2002). © 2002, Elsevier Science.

A very striking feature of the image in Figure 20 is the
variation of the resistance along the wire direction. In a per-
fect wire with no potential fluctuations and perfectly smooth
boundaries no such variation would be expected irrespective
of the exact geometrical shape of the tip-induced potential.
From a comparison of the resistance variations with the sur-
face topography we find no correlation between the two that
could explain the former as the result of a varying tip–2DEG
separation. We therefore conclude that the variations of the
resistance along the wire direction reflect the roughness of
the potential landscape in the electron gas.
There are two distinct effects in mesoscopic systems that

could cause the observed resistance fluctuations as the per-
turbation is moved along the wire. The first is the bal-
listic chaotic motion of classical electrons in a spatially
varying potential landscape. In order to develop a better
understanding of how this mechanism would appear in our
measurements we have calculated the classical transmission
through wire structures with a given potential landscape as a
function of the position of an additional external perturba-
tion. The results which will be discussed in the next section
show that the complex electron dynamics does indeed lead
to fluctuations in the resistance image.
The second effect which could produce resistance fluctu-

ations along the wire is the quantum interference of phase
coherent paths which leads to fluctuations in the transmis-
sion as a function of tip position. Theories exist that predict
conductance fluctuations in a disordered sample when the
position of a single impurity is moved [65–68]. Given our
sample parameters and the measurement temperature the
phase coherence length can be estimated to be <= ≈ 8 �m
but the observability of phase coherence effects is limited
by energy averaging through the Fermi-distribution function,
[i.e., the thermal length <T = √

�D/�kT � ≈ 2 �m]. Fluc-
tuations will have the order of magnitude �R = R2�G ≈
R2e2/h�<T /<=��<=/L�

3/2 ≈ 100 �. The characteristic length

scale for these fluctuations is the Fermi wavelength of the
electrons.
Figure 22 shows an image of the wire measured in a dif-

ferent measurement configuration, where a dc current was
applied and the wire resistance was measured at the res-
onance frequency of the oscillating tip effectively resulting
in a local transconductance measurement. This image taken
with increased spatial resolution exhibits amazingly regular
stripelike patterns on a length scale of less than 100 nm.
Given the considerations about phase coherence the tenta-
tive explanation in terms of interference effects seems rea-
sonable. Such quantum interference effects in scanning gate
measurements will be further discussed in the next section.

4.3. Theoretical Considerations

Models for conductance fluctuations have been based on
different approaches. Among them are the Anderson tight-
binding Hamiltonian approach [68, 69], one-dimensional
models incorporating randomly spaced delta scatterers [70,
71], and a scattering matrix approach [72].
In order to obtain some insight into the physical pro-

cesses leading to the observed resistance images different
types of theoretical models can be applied. A model aim-
ing at classical effects in the resistance, for example, can
be based on a calculation of the classical transmission of a
wire within a billiard model following the general approach
introduced by Beenakker and van Houten in [73]. If a fully
quantum mechanical treatment is desired, a model can be
based on the picture of noninteracting electrons in a multi-
moded wire. It can, for example, be similar to the scattering
matrix approach used by Cahay and co-workers [72] for cal-
culating the fluctuations in the resistance of a multimoded
wire with randomly placed delta scatterers. In the following,
we describe the scanning gate measurement based on such
a quantum description.
We consider the Hamiltonian of a two-dimensional

quantum wire with confinement-potential Vc�y� and some
scattering potential U�x� y�. The Schrödinger equation reads[
− �
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Figure 22. Interference effects in the quantum wire. Reprinted with
permission from [63], T. Ihn et al., Physica E 12, 691 (2002). © 2002,
Elsevier Science.
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The tip-induced potential in the scanning gate experiment
has a finite extent in the plane large compared to the Fermi
wavelength. As a simplified example we consider the scat-
tering potential

U�x� y� = %�x − xi� ·
A

b
√
�
e−&�y−yi�/b(

2
(11)

which takes into account the finite extent in the y-direction
but neglects the extent in the x-direction. This allows us to
illustrate some key features of the quantum system with-
out going through the much more elaborate theory for the
potential extended in all two directions. The resistance of
the wire induced by the scatterer can then be calculated
from the conductance formula of Landauer and Büttiker
[74–76]:

G = e2

h
Tr�t̂t̂†�

For specific calculations we have used an infinite square
well potential modelling the wire potential. Within this
framework we first discuss the influence of the width of
the tip-induced potential in the y-direction on cross sections
through a resistance image along constant x (c.f. Fig. 21).
The two extreme limits are intuitively clear: when the tip-
induced potential is much wider than the wire, the wire
will act as the probe for the tip induced potential and the
cross section will have the width and shape of the tip-
induced potential. On the other hand, if the wire width is
large compared to the tip-induced potential, details of the
internal electronic structure of the wire will become visi-
ble. Figure 23 shows the result of a calculation for a wire
with width W = 100 nm in which four modes are occupied,
corresponding to a Fermi energy EF = 14 meV. For b =
100 nm the resistance shows a broad unstructured Gaus-
sian peak when the tip crosses the wire. This peak becomes
narrower at b = 50 nm and develops a flat top at 30 nm
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Figure 23. Calculated resistance change in a homogeneous wire due
to scatterers with different widths b = 100� 50� 30� 20� 10 nm in y-
direction and constant strength A = 4000 meVnm2 as a function of
the y-position of the scatterer. Reprinted with permission from [9],
T. Ihn, “Electronic Quantum Transport in Mesoscopic Semiconductor
Structures,” Springer Tracts in Modern Physics. Springer-Verlag, Berlin,
2003. © 2003, Springer-Verlag.

(i.e., when the width of the tip-induced potential becomes
smaller than the wire width). Reducing b further results in
additional fine structure reflecting the mode structure of the
wire. With four occupied modes the highest mode has four
maxima of the probability amplitude which is reflected in
the resistance cross section. The condition for the observ-
ability of the mode structure in the wire is that the width of
the tip-induced potential has to be smaller than the Fermi
wavelength DF . Comparing these results to the cross sec-
tions through the resistance image shown in Figure 21, we
conclude that the width of the tip-induced potential in the
experiment was of the order of the wire width, but certainly
not much larger.
This model can also be used to illustrate the possibility

of imaging individual modes in a quantum wire or quan-
tum point contact. Corresponding experiments on a quan-
tum point contact have been published recently by Crook
and co-workers. However, in their experiments, the two-
dimensional electron gas with the quantum point contact is
buried by 100 nm below the surface and a model for screen-
ing by mobile carriers in the remote doping plane had to
be invoked in order to understand the experimental resolu-
tion of about 40 nm. Figure 24 shows calculated resistance
changes due to a Gaussian tip potential (b = 10 nm) for a
100 nm wide wire with Fermi energies EF = 2�24� 5� 9 meV
corresponding to the occupation of one, two, and three
modes. It can be seen that the number of local maxima in
the resistance cross sections corresponds to the number of
maxima in the probability density of the highest occupied
mode, confirming the statement that the mode structure
of narrow constrictions can be mapped with scanning gate
techniques.
We continue the discussion of quantum effects in scan-

ning gate measurements by a discussion of the case of many
scatterers in the quantum wire. For simplicity, we use again
%-shaped potentials in the x-direction with Gaussian shape
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Figure 24. Calculated resistance change in a homogeneous wire with
different Fermi energies EF = 2�24� 5� 9 meV and hence different num-
bers of modes (N = 1� 2� 3, respectively). Here the width of the scat-
terer has been taken to be b = 10 nm; its strength is A = 4000 meVnm2.
Reprinted with permission from [9], T. Ihn, “Electronic Quantum Trans-
port in Mesoscopic Semiconductor Structures,” Springer Tracts in Mod-
ern Physics. Springer-Verlag, Berlin, 2003. © 2003, Springer-Verlag.
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in y. In this case the formalism can easily be extended to the
case of an arbitrary number of impurities. Qualitatively we
now expect interference effects between electron waves to
arise due to multiple scattering. Figure 25 shows a grayscale
resistance image calculated for two fixed impurities in addi-
tion to the moving tip. In some sense, all three “perturbing
potentials” form two neighboring cavities with transmission
resonances changing when the sizes or shapes of the cavities
are changed by moving the tip. Indeed, interference patterns
can be seen along the wire axis. In contrast to the expec-
tation for a very wide two-dimensional system, where inter-
ference effects have been predicted to occur on the scale
of the Fermi wavelength DF [65–68], in a wire with a rela-
tively small number of modes more than one frequency con-
tributes to these fluctuations because the individual modes
contribute with different Fermi wavelengths. In addition, it
can be seen that not all interference stripes are exactly nor-
mal to the wire axis. Both findings are also in agreement
with the measurement shown in Figure 22 where different
frequencies of the fluctuations are observed as well and the
stripes’ orientation deviates from being normal to the wire
axis. All this supports the interpretation of the measure-
ments in terms of interference effects. The quantum inter-
ference effects look quite regular (i.e., they come in clearly
discernible stripes), and they occur at a smaller length scale.
The aspect of a finite phase coherence length was not

taken into account in the model. The obvious question is
whether phase coherence is needed over the whole length
of the wire to make the observation of interference effects
possible. In a conventional transport experiment—where the
conductance is measured as a function of magnetic field—
the answer would certainly be “yes” because otherwise, the
connection of many phase coherent sections in series fluc-
tuating independently would average sufficiently. In local
scanning gate experiments this argument is no longer true.
There is always only one fluctuating segment (i.e., the one
in which the tip is scanning), and no averaging takes place.
Phase coherence effects can therefore be observed even in
systems with characteristic lengths L � min�l=� lT �, pro-
vided that temperature is low enough to maintain phase
coherence over length scales larger than the mean free path.
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Figure 25. Calculated resistance change �R in a homogeneous 100 nm
wide wire with four occupied modes (EF = 14 meV). One fixed Gaus-
sian impurity with b = 50 nm and strength A = 500 meVnm2 was posi-
tioned at �x = 0� y = 40 nm�. A second Gaussian impurity had the
parameters b = 30 nm, A = 500 meVnm2, and �x = 500� y = −20�.
The scanned tip-induced potential was modelled with a second Gaus-
sian potential with b = 40 nm and A = 4000 meVnm2. Reprinted with
permission from [9], T. Ihn, “Electronic Quantum Transport in Meso-
scopic Semiconductor Structures,” Springer Tracts in Modern Physics.
Springer-Verlag, Berlin, 2003. © 2003, Springer-Verlag.

This argument is also of relevance for the observations in
[17], where scanning gate measurement were performed in
the vicinity of a quantum point contact. It was observed
that interference fringes do not disappear with increasing
separation from the point contact. The explanation given
in [17] is essentially identical to the argument presented.
It implies that the phase coherence length cannot be read
from a spatial resistance image obtained from scanning gate
measurements. However, interference effects should disap-
pear with increasing temperature. Scanning gate measure-
ments at various temperatures could therefore allow one
to determine the phase coherence length and to discrimi-
nate between fluctuations of the resistance due to classically
chaotic motion and phase coherent effects.
Another aspect neglected in the model is interaction

effects. In principle it is conceivable that due to potential
inhomogeneities, electrons localize in the wire and form—in
the extreme case—quantum dots exhibiting the Coulomb-
blockade effect, similar to the situation in carbon nanotubes
in the experiments of [59]. However, from the overall con-
ductance of our wires which is smaller than e2/h and the
excellent sample quality we can conclude that interaction
effects will play a negligible role in our experiments.

5. SCANNING PROBE EXPERIMENTS
IN THE QUANTUM HALL REGIME

5.1. Edge Channels

The importance of the sample edge for the quantum Hall
effect was pointed out soon after its discovery [77] on the
basis of a model of noninteracting electrons [78]. Later on
interactions were considered by using self-consistent descrip-
tions of the sample edge [79–81]. Figure 26 shows the gen-
eral notion of the self-consistent potential and the electron
density at the sample edge in equilibrium. In the bulk of the
electron gas (left in the figure) the Landau levels have an

compressible
(diamagnetic
I prop. to dn/dx)

incompressible
(paramagnetic
I prop. to dV/dx)

electron
density

EF

Landau
levels

Figure 26. Self-consistent edge channel structure. Reprinted with per-
mission from [82], T. Ihn et al., Microelectron. Eng. 63, 81 (2002).
© 2002, Elsevier Science.
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energetic spacing of ��c, where �c = eB/m is the cyclotron
frequency, B is the magnetic field normal to the plane of the
electron gas, and m is the effective mass of the electrons.
The electron density in the bulk is constant. Near the edge
the Landau levels have to follow the increasing electrostatic
confinement potential and the electron density has to go to
zero. Due to the density of states in a magnetic field with
peaks in energy at the positions of the ideal Landau levels,
the density of states at the Fermi energy oscillates strongly as
a function of position leading to oscillating screening prop-
erties of the electron gas at the edge. Whenever a Landau
level crosses the Fermi energy, screening is good and the
potential flattens out. At the same time the electron density
shows a strong gradient. These regions are called compress-
ible strips because they have a finite density of states at
the Fermi energy. The regions between compressible strips
are called incompressible, since the density of states at the
Fermi energy vanishes there. In these strips the potential
has a strong gradient while the density is flat. Screening in
the incompressible strips is poor. Geller and Vignale have
calculated the equilibrium currents in the compressible and
incompressible strips self-consistently [81]. They found that
in the compressible regions the current is proportional to
the density gradient and the current flow leads to a diamag-
netic magnetic moment. In the incompressible regions the
equilibrium current is proportional to the potential gradi-
ent and produces a paramagnetic effect. The subtle inter-
play between these two spatially separated types of current
leads naturally to the oscillatory magnetization of a two-
dimensional electron gas as a function of magnetic field [83].
Since the theoretical prediction of the existence of self-

consistent edge channels and compressible and incompress-
ible strips in the quantum Hall regime there has been a
series of experimental attempts to measure local properties
at sample edges in high magnetic fields. Electron–phonon
interaction was used in first experiments [84]. Optical tech-
niques with a spatial resolution of about 1 �m in the best
case also supported the notion of edge channels [85–87].
Later experiments tried to detect the edge currents induc-
tively, but evidence for bulk currents was found [88, 89].
Recently, edge strips were imaged using a metallic sin-
gle electron transistor fabricated near the edge of a two-
dimensional electron gas [90].

5.2. Scanning Probe Experiments

It is obvious to employ scanning probe techniques with
their unprecedented potential of spatial resolution for such
investigations and several experiments have been reported
during the past few years using a scanning single-electron
transistor [49], scanned potential microscopy [91], Kelvin
probe techniques [12], and subsurface charge accumulation
measurements [92–94]. In the following we give a brief
overview of these experiments.

5.2.1. Scanning SET Measurements
The scanning single-electron transistor sensors described
before have been employed for an investigation of
GaAs/AlGaAs heterostructures with a two-dimensional elec-
tron gas 100 nm below the surface in [49]. The SET sensor

was kept at a distance of 100–200 nm above the sample sur-
face. Spatial resolution is estimated to be a few hundred
nanometers.
The scanning SET was operated as part of a feedback

loop keeping the SET current [Eq. (4)] and thereby the
induced charge on the SET island constant at the operat-
ing point by controlling the voltage between the sensor and
the 2DEG. This voltage is the measured output signal. Low-
frequency (below 100 Hz) lock-in techniques were used in
order to extract the small signals from transport through the
2DEG or the capacitance between the SET and the back-
gate from the huge unwanted signals of biased surface gates
and fluctuating surface dopant charges.
In the sample a back gate 5.4 �m below the 2DEG was

used for tuning the electron density which was in the range
of 1011 cm−2 at liquid He temperatures. Mobilities of about
4× 106 were determined.
In so-called transparency measurements, the local com-

pressibility of the two-dimensional electron gas (i.e., the
local density of states at the Fermi level) was measured.
This was accomplished by modulating the voltage between
the back gate and the SET. The electron gas between these
two “metallic” electrodes is kept at constant potential with
respect to the sensor and therefore screens the ac field more
or less, depending on the (local) filling factor. Compress-
ible strips are found which screen the signal from the back
gate well, while incompressible strips do not screen. The
inhomogeneous local electron density can be deduced from
such measurements by plotting contours of constant filling
factors. In some places closed incompressible contours lead
to isolated regions in the 2DEG which cannot be charged.
Steplike features of the local chemical potential difference
between 2DEG and SET could be measured with the sensor
at a fixed position while an incompressible strip was made
to pass the region below the tip by changing the back gate.
Such steps reflect the steplike local self-consistent poten-
tial expected in the regions of the strips (see Fig. 26). It
was also attempted to measure the Hall-voltage distribution
between opposite edges of the sample. Around filling factor
E = 2 a change from a linear to a flat voltage distribution
was found. However, the full Hall voltage drop could not
be measured due to screening effects by the top gate elec-
trodes defining the edges. It remains to be discussed how far
the presence of the metallic SET influences the distribution
of potentials and currents, compressible and incompressible
strips (e.g., by screening or by an insufficiently compensated
work-function difference between 2DEG and SET).

5.2.2. Scanned Potential Microscopy
In another experiment, the quantum Hall effect has been
locally investigated using a gold coated piezoresistive can-
tilever coupling capacitively to the two-dimensional elec-
tron system [91]. The 2DEG was again realized in a
GaAs/AlGaAs heterostructure, 77 nm below the surface.
Measurements were performed at temperatures between 0.7
and 1 K. An ac voltage was applied to the source contact of
the Hall bar sample while the drain contact was grounded.
This leads to a local electrostatic potential Vac�x� y� in the
two-dimensional electron gas. The measured quantity in this
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experiment is the force acting on the cantilever. It is domi-
nated by the electrostatic force contribution given by

F = 1
2
C ′�x� y��Vtip − V2DEG + ��ch�x� y�/e�2

+Q�0�tip

′
�x� y��Vtip − V2DEG + ��ch�x� y�/e� (12)

in a classical capacitive model. Here, C ′�x� y� =
�C�x� y� z�/�z is the z-derivative of the position dependent
capacitance between tip and 2DEG, Q�0�tip

′
is the z-derivative

of the charge induced on the tip at zero bias due to fixed
charges in the system (e.g., surface charges and ionized
dopants), ��ch�x� y� is the local work function difference
between tip and sample, Vtip is the voltage on the tip, and
V2DEG = −�elch�x� y�/e is the local voltage in the 2DEG
under the tip. In equilibrium the latter quantity is position
independent. The idea of the measurement is to apply an ac
transport current through the Hall bar sample at frequency
� which induces a position dependent V ac� tr

2DEG�x� y� reflecting
the Hall voltage profile. The resulting ac force is

F tr
ac = −[C ′�x� y��Vtip + ��ch�x� y�/e�

+Q�0�tip

′
�x� y�

]
V ac� tr
2DEG�x� y�

used for driving the cantilever at its resonance frequency
at 120 kHz. The measured oscillation amplitude is propor-
tional to the driving force (enhanced by the Q-factor of
the oscillating cantilever on resonance) and therefore to
the local electrochemical potential in the two-dimensional
electron gas. At a fixed magnetic field the other quantities
(capacitance and induced charge) may also contribute to the
position dependence of the measured force, especially in
the quantum Hall regime, where localization of electronic
charge in the bulk of the Hall bar plays a crucial role and
the time constants for establishing an equilibrium electro-
chemical potential in the bulk can be very long. A suitable
reference measurement, in which the ac voltage is applied
to all contacts of the Hall bar, implying that no transport
current flows and no Hall voltage builds up, can be used for
eliminating the undesired prefactor. In this case, the mea-
sured ac force, F eq

ac , will be given by the expression for F tr
ac

with the same prefactor, but a position dependent equilib-
rium voltage V ac� eq

2DEG. Normalizing F tr
ac by F

eq
AC gives

F tr
ac

F
eq
ac

= V tr
2DEG�x� y�

V
eq
2DEG�x� y�

The normalized Hall voltage profile measured in this
experiment at a given position along the Hall bar is found
to be periodic in the inverse magnetic field 1/B, in agree-
ment with a general consideration of the effect of B on the
voltage V ac

2DEG�x� yFB�. The normalized Hall voltage profile
at different filling factors E around E = 6 shows a transition
between a linear behaviour above and below the plateau in
the Hall resistance and a profile with a flat region in the bulk
with all the voltage dropping near the edges of the sample.
This implies that sample edges and bulk do not equilibrate
at these fields implying that the sample edges are effectively
decoupled from the bulk. High dc transport currents with
creating Hall voltages above the Landau level spacing ��c

lead to equilibration of edge channels. No compressible or
incompressible strips were observed in this measurement,
but the width of the edge state regions is found to increase
with the number of edge channels with a width of about
300 nm per channel. In the flat region of the Hall resistance
plateau the normalized Hall voltage profile was found to
develop significant gradients within the bulk of the sample.
Related experiments for the measurement of Hall voltage

profiles were performed by another group using a different
technique [7, 12, 18, 95]. In contrast to the previous method
not the force [Eq. (12)] is measured in this experiment, but
the force gradient

F ′ = 1
2
C ′′�x� y��Vtip − V2DEG + ��ch�x� y�/e�2

+Q�0�tip

′′
�x� y��Vtip − V2DEG + ��ch�x� y�/e�

This is accomplished by driving the iridium coated piezore-
sistive cantilever externally on resonance and measuring the
resonance frequency shift caused by the electrostatic force
gradient with a feedback loop. Apart from this difference,
the technique corresponds to the one presented already: a
few Hz ac transport current is applied to the source con-
tact of the 2DEG with the drain contact grounded. This
induces a local low frequency variation of the electrochemi-
cal potential which in turn leads to a position dependent low
frequency modulation of the frequency shift which can be
detected using lock-in techniques. The position dependent
prefactor of V ac� tr

2DEG is again eliminated by normalizing to the
result of a reference measurements in which the ac voltage is
applied to all the contacts of the electron gas. An advantage
of not driving the cantilever with the tip–sample voltage lies
in the fact that the very low modulation frequency of 3.4 Hz
(compared to 100 kHz) can be used which minimizes RC
effects in the charging of regions in the 2DEG with localized
states.
Three different types of Hall potential profiles are

observed in these experiments depending on the value of
the filling factor E (see Fig. 27): linear Hall potential drops
are observed up to E = 1�76 when E = 2 is approached from
lower filling factors. At filling factors around E = 2 the Hall
potential drops rather arbitrarily in the bulk of the Hall bar.
At filling factor E = 2�14 the potential becomes flat in the
bulk and all the potential drop occurs near the edges of the
sample. Proceeding to lower filling factors the same scenario
repeats around filling factor E = 4. The behavior is consis-
tent with the experimental results discussed before and it
is related to the notion of compressible and incompressible
regions in [18]. It is shown that the equilibrium center posi-
tion of the innermost incompressible strip does indeed move
with E according to a theoretical prediction [96].
With this technique the Hall potential distribution was

also investigated near potential probe contacts [95]. An
incompressible strip is found at filling factors slightly above
integer values which is not only present along the mesa
edges, but also along the metal contact. It is concluded that
the bulk is strongly decoupled from the edge and the ohmic
contacts at these filling factors.
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Figure 27. Normalized Hall potential profiles measured at different
magnetic fields around filling factor E = 2. Reprinted with permission
from [18], E. Ahlswede et al., Physica B 298, 562 (2001). © 2001, Elsevier
Science.

5.2.3. Subsurface Charge
Accumulation Imaging

The third set of experiments to be discussed here uses the
so-called subsurface charge accumulation imaging in the
quantum Hall regime at a temperature of 300 mK [10, 92–
94, 97, 98]. This technique measures the local accumulation
of charge in a two-dimensional electron gas in response to
an ac voltage (100 kHz) applied between the conducting tip
scanned at constant height above the surface and the 2DEG.
The dc perturbation of the tip on the 2DEG is minimized
by compensating the work function difference between the
tip and the sample with a dc tip voltage of 0.4 V. The tip
is connected to a sensitive charge detector which relies on
a field-effect transistor mounted at cryogenic temperatures
[28]. Signals in-phase and out-of-phase with the ac excita-
tion are detected with lock-in techniques. Since most of the
electric field lines between 2DEG and tip terminate far away
from the tip apex there is a large background signal adding
to the local signal of interest. Detailed fine structure on a
length scale of about 100 nm can be resolved on the resulting
images acquired in the quantum Hall regime, if the back-
ground signal is subtracted employing a bridge circuit [28].
Some of the observed structure in the experimental images
can be explained using the idea of compressible and incom-
pressible strips. The suppression of the local charging signal
can arise due to two distinct reasons: either the local com-
pressibility of the electron gas below the tip apex is low (low
density of states at the electrochemical potential) or the con-
ductivity of the 2DEG surrounding the tip position is too

low to allow charging under the tip within half a period of
the excitation (RC effect).
Possible models needed for an interpretation of the data

are discussed in [98]. The simplest model entirely neglects
RC effects and describes the measured capacitive signal as
arising from a series connection of a plate capacitor with a
geometric capacitance Cg and a quantum capacitance con-
tribution Cq = e2��B� which is proportional to the local
magnetic field dependent density of states ��x� yFB�. The
most involved model treats the electron gas on a discrete lat-
tice with given local conductances and capacitances between
neighboring sites. This conductance and capacitance pattern
has to be optimized until the simulation fits the measured
image.
The charge sensor is sensitive enough to detect individ-

ual charges entering the region under the tip. At suitable
filling factors and tip–sample voltage a quantum dot can be
formed under the tip which contains only a small number
of electrons separated from the surrounding electron gas by
a circular incompressible strip. Single electron charging of
this dot has been observed [93] and the varying number of
electrons in this dot as it is dragged along with the tip has
been used for mapping the local potential in the Hall liquid
(see Fig. 28).

5.2.4. Local Inter-edge-channel Tunnelling
In this section we discuss another type of local edge state
imaging in the quantum Hall regime which is also based
on low-temperature scanning probe techniques [82, 99]. In
this approach the tunnelling current is measured between
edge channels that are separately contacted. The tunnelling
current is locally modified using a potential perturbation
induced by the conducting tip of a scanning force microscope.
The samples are based on a GaAs/AlGaAs heterostruc-

ture with the two-dimensional electron gas residing 34 nm
below the sample surface. Figure 29 shows a photograph of
the structure which was prepared using photolithographic

Figure 28. A 2�5×2�5 �m subsurface charge accumulation image taken
at a filling factor E ≤ 1. Reprinted with permission from [93], G. Finkel-
stein et al., Science 289, 90 (2000). © 2000, American Association for
the Advancement of Science.
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Figure 29. (a) Photograph of the circular mesa structure with the inter-
nal contacts C1 and C2. A small circular hole is etched into the center
of the structure. (b) Schematic blow-up of the central part of the sam-
ple. For appropriate choice of VG and B the indicated filling factors
can be realized leading to the distribution of edge channels as indicated
by the black lines. Reprinted with permission from [99], T. Ihn et al.,
Physica E 13, 671 (2002). © 2002, Elsevier Science.

techniques. The structure is essentially a circular mesa with
a diameter of about 500 �m with a central hole of 20 �m
in diameter. The sample is connected to the measurement
setup via the internal ohmic contacts C1 and C2. A star-
shaped gate electrode splits the two-dimensional electron
gas into four ungated sectors.
The sample is mounted in a home-built low-temperature

atomic force microscope utilizing a piezoelectric quartz tun-
ing fork force sensor. The basic principle of the microscope
and the characteristics of the tuning fork sensors have been
described and can be found in [39, 42, 43]. Experiments were
performed in the variable temperature insert of a standard
4He cryostat at a temperature of 1.9 K. A voltage of 10 �V
was applied between C1 and C2 and the two-terminal con-
ductance was measured with a current–voltage converter.
Figure 29b shows a schematic magnification of the cen-

tral part of the structure for illustrating the basic concept of
our experiment. Using the appropriate combination of gate
voltage, UG, and magnetic field, B, we are able to set up a
situation in which the bulk of the ungated electron gas has
a Landau-level filling factor E = 4 (i.e., two spin-degenerate
edge channels exist), while the gated regions have a fill-
ing factor of E = 2 supporting only one spin-degenerate
edge channel. The latter will be able to circulate around
the central hole, of the structure as shown in the figure.
The other edge channel is not allowed under the gate. It
will therefore come from C1 (or C2) along the edge of the
gate, run in parallel with the E = 2 edge channel along
the edge of the central hole, and then return to contact
C1 (or C2) along the other edge of the gate. Since under
these conditions the bulk regions of the gated as well as
of the ungated 2DEG are insulating, the current from C1
to C2 involves tunnelling processes between the two edge
channels. Spatially, tunnelling has to occur in regions where
both edge channels run in parallel (i.e., in the vicinity of
the edge of the central hole). Conceptually, this tunnelling
transport is somewhat related to recent experiments on tun-
nelling through the edge states around an antidot [100].
However, the quantization of edge states around the central
hole (the “antidot”) plays no role in our structure. The cen-
tral idea of the present experiment is that the tunnelling cur-
rent between the two edge channels can be locally enhanced
(or suppressed) by applying a local potential perturbation
capacitively induced by the conducting tip.

In order to find the appropriate settings for VG and B we
characterized the structure by measuring the two-terminal
conductance between contacts C1 and C2 as a function of
these two parameters with the tip withdrawn from the sur-
face of the structure. The result is shown as a grayscale
image in Figure 30.
It can be seen that at VG < −0�08 V the regions under the

gate are completely pinched off and the conductance van-
ishes. At VG > −0�05 V the grayscale plot is dominated by
the Landau fan given by the 2DEG under the gate. The con-
ductance oscillates as a function of B due to the Shubnikov–
de Haas effect. The contribution of the ungated 2DEG can
barely be seen in this range of VG. However, in a very small
range of gate voltage around VG ≈ −0�07 V vertical cuts
through the plot reveal 1/B-periodic oscillations which are
independent of VG but can hardly be seen on the grayscale
plot (i.e., we observe the Shubnikov–de Haas oscillations of
the ungated regions). They lead to the bright horizontal lines
in the figure where the filling factors for the ungated regions
are indicated. It can be seen from the figure that at B ≈ 5 T
and VG ≈ 0�02 V we achieve the desired E = 2 under the
gate, while in the ungated regions we have E = 4.
While keeping the sample under these conditions the tip

is now scanned across the sample surface near the edge of
the inner hole. The tip was kept at a constant voltage Vt =
0 V, but due to the work function difference between the tip
material PtIr and the sample there exists an effective elec-
trostatic potential drop between tip and 2DEG which locally
depletes the electron gas. Figure 31a shows a 5 �m× 5 �m
topographical image of the edge of the central hole of the
sample. In Figure 31b the conductance image can be seen
measured simultaneously with the topography. The conduc-
tance of the sample is enhanced along a stripe of about
700 nm width which follows the curvature of the edge of the
2DEG. The image proves in a direct way that we can indeed
enhance the tunnelling coupling between the two parallel
edge channels by applying a local potential perturbation.
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Figure 30. Conductance measured as a function of magnetic field and
gate voltage. The bright horizontal lines indicate the filling factors in
the ungated regions of the 2DEG. The gray Landau fan indicates filling
factors in the gated regions of the 2DEG. Reprinted with permission
from [99], T. Ihn et al., Physica E 13, 671 (2002). © 2002, Elsevier
Science.
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Figure 31. (a) Topographic image of the mesa edge defining the central
hole etched into the 2DEG. (b) Conductance as a function of the tip
position. The tip induced local potential leads to an enhanced tunnelling
coupling of the two parallel edge channels and thereby to an increase
in the conductance. Reprinted with permission from [99], T. Ihn et al.,
Physica E 13, 671 (2002). © 2002, Elsevier Science.

It is well established that the conductance or resistance
of a sample in the quantum Hall regime is highly nonlocal
[101, 102] and the phase-coherence length of electrons in
edge channels can be macroscopically large. Therefore it is
not a priori clear that the local perturbation induced by the
presence of the tip will change the tunnelling coupling of the
edge channels locally. Yet we argue that the self-consistent
nature of the edge channel formation may well lead to a
local enhancement of the tunnelling coupling. According
to the adiabatic edge channel description [74] edge chan-
nels will follow equipotential lines along the sample edge.
The local perturbing potential will affect the spatial run
of the equipotential lines locally (i.e., on the scale of the
screening length) and therefore we expect the edge chan-
nels to follow this perturbation on a local scale. This sce-
nario is schematically depicted in Figure 32. Edge states
form along the mesa edge as well as around the tip-induced
anti-dot-like potential. When the tip is sufficiently remote
from the edge (Fig. 32a), there is no mutual interaction
between the two types of edges. When the tip is close
enough to the mesa edge, the edge channel structure will
change locally as illustrated in Figure 32b. The tunnelling
coupling between the edge channels depends on the expo-
nential overlap of the wave functions and therefore on the
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Figure 32. (a) Tip far away from the edge. Two edge states encircle the
tip-induced potential hill. States at the sample edge are not affected.
(b) Tip close to the edge of the sample. The tip induced potential locally
changes the run of the edge currents and thereby modifies the tun-
nelling coupling between them. Reprinted with permission from [82],
T. Ihn et al., Microelectron. Eng. 63, 81 (2002). © 2002, Elsevier Science.
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Figure 33. Image of the edge-channel coupling at enhanced spatial res-
olution. Reprinted with permission from [99], T. Ihn et al., Physica E
13, 671 (2002). © 2002, Elsevier Science.

width of the incompressible stripe separating them. A spa-
tial rearrangement of the self-consistent stripes will change
the inter edge channel coupling. We suggest that the local
change of the tunnelling coupling creates the observed con-
ductance contrast in Figure 31.
The local nature of the conductance contrast makes

the presented imaging method a promising tool for the
local investigation of edge channel coupling and inter-edge-
channel scattering (see [103] for a review and also [104]).
As a matter of fact it can already be observed in Figure 31b
that the bright stripe is not homogeneous but exhibits some
internal structure. In order to illustrate this further we show
in Figure 33 the conductance image obtained in the course
of the same cooldown of the sample but with the tip in bet-
ter condition. Unfortunately the tip shape can change during
a cooldown (e.g., due to contaminations picked up from the
sample surface). In some fortunate cases, however, the spa-
tial resolution of the images is improved. In Figure 33 it
is clearly visible that the extent to which the edge channel
coupling can be enhanced depends strongly on the position
of the tip even within the stripe of enhanced conductance.
The image shows fringes leading away from the center of
the stripe reminding one of the fascinating fine structure
observed with other methods in the bulk of 2DEGs in the
quantum Hall regime [10]. More investigation will help to
further establish the presented imaging technique and to
deepen our understanding of its interpretation.

GLOSSARY
AFM lithography Lithography technique using the tip of
a scanning force microscope for patterning the surface of
a sample. For example, with a conducting tip, local anodic
oxidation of GaAs or Ti can be achieved when a suitable
voltage is applied between the tip and the sample.
Cyclotron frequency Characteristic frequency for the
motion of an electron in a magnetic field. If the magnetic
field is applied normal to the plane of the electron motion,
classical electrons move on circles. If the electron needs a
time T for a single roundtrip, the cyclotron frequency is
2�/T .
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Landau levels Quantum mechanical energy levels for an
electron in a magnetic field. In a two-dimensional system,
Landau levels are equidistant in energy, like the states of
a harmonic oscillator. However, each Landau level has a
large degeneracy, i.e. it can accommodate a large number of
electrons.
Mesoscopic system Electronic system in which several rel-
evant length scales, like sample size, the phase coherence
length and the mean free path are of the same order of
magnitude. If the mean free path is small compared to the
other two lengths, the system is called diffusive, otherwise
ballistic.
Phase coherence length Characteristic distance over which
quantum mechanical particles, e.g., electrons, show interfer-
ence of their probability amplitudes. The phase coherence
length is limited by dephasing processes, such as inelastic
scattering.
Quantum Hall effect Arises in a two dimensional electron
gas at low temperatures (typically below 4.2 K), when a
strong magnetic field (of the order of 10 T) is applied nor-
mal to the plane of the electron motion. The Hall resistance
is no longer rising linearly with the magnetic field strength,
but exhibits plateaus at integer fractions of the fundamen-
tal resistance quantum h/e2. The origin of the effect is the
Landau quantization of electronic states (see Landau levels)
and the localization of electrons due to potential inhomo-
geneties and interactions.
Quantum point contact Narrow constriction for electron
flow with a conductance close to the conductance quantum
e2/h. The electron motion normal to the constriction is quan-
tized into modes. Each mode traversing the point contact
contributes one conductance quantum to the total point con-
tact conductance. Therefore, the total conductance is quan-
tized, i.e. it is no longer rising linearly with the width of the
constriction, but exhibits plateaus at integer multiples of the
conductance quantum.
Shubnikov-de Haas effect Oscillatory resistance of an
electron gas in a magnetic field. The effect can be observed
in metals (it was discovered in Bismuth), but is very pro-
nounced in semiconductors at low temperatures. The effect
is due to the Landau quantization of energy levels in a mag-
netic field (see Landau levels). It allows the determination of
the electron density, for example, in two-dimensional elec-
tron gases.
Two-dimensional electron gas System in which electrons
are free to move in two spatial directions, but quantized in
the third. Two dimensional electron gases form, for exam-
ple, at the interface between the semiconductors GaAs and
AlGaAs, or the interface between Si and SiO2 in a field
effect transistor (MOS-FET).
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1. INTRODUCTION
Carbon nanotubes are perhaps one of the most exciting
members of the family of carbon nanostructures initiated by
the discovery of fullerene almost two decades ago [1]. Their
very promising properties [2, 3] brought single wall car-
bon nanotubes (SWCNTs), and multiwall carbon nanotubes
(MWCNTs) to the focus of attention of researchers in vari-
ous fields ranging from nanoelectronics to composite materi-
als. In addition to the straight carbon nanotubes discovered
by Iijima in 1991 [4], other more complex but tubular-
type structures built of layers of sp2 hybridized carbon, like
Y-junctions, helical coils, and multiple coils, have been pre-
dicted theoretically [5–8] and observed experimentally by

transmission electron microscopy (TEM) and scanning tun-
neling microscopy (STM) [9–13].

A SWCNT consists of one atomic layer thick sheet with
a graphitelike structure (graphene sheets) seamlessly rolled
into a cylinder (Fig. 1), while MWCNTs are built of a set
of graphene cylinders with increasing diameter, concentri-
cally placed in each other. The diameter and helicity of a
defect-free SWCNT are uniquely characterized by the vector
C = na1 + ma2 ≡ �n�m� that connects crystallographically
equivalent sites on a two-dimensional graphene sheet, where
a1 and a2 are the graphene lattice vectors, and n and m
are integers (Fig. 2). The interlayer spacing of MWCNTs is
consistent with that of turbostratic graphite, 0.34 nm [14].
Typical diameter values for SWCNTs are around 1 nm, while
MWCNTs have diameters in the range of a few tens of
nanometers. Their structure confers the nanotubes with spe-
cial properties, very closely determined by the way in which
the C–C bonds in the graphene sheet are oriented with
respect to the nanotube axis, and by the diameter of the
tube [2, 3] (Fig. 2). Depending on the way in which the
graphene sheet is wrapped into a cylinder, SWCNTs may
be metallic or semiconducting [2]. One-third of all possi-
ble SWCNTs exhibit metallic behavior [i.e., their electronic
density of state (DOS) at the Fermi energy is different
from zero], while two-thirds show semiconducting behavior,
with zero DOS around the Fermi energy. MWCNTs are
constituted from a random alternation of semiconducting
and metallic layers [15]. Due to the strong interdependence
between atomic structure and electronic properties, atomic
resolution topographic STM images and scanning tunneling
spectroscopy (STS) are extremely useful in investigating and
understanding the physical properties of carbon nanotubes.
STM is the only tool able to give information about both
the atomic arrangement and the electronic structure of the
very same nanotube.
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Figure 1. Schematic structure of the three main types of carbon
nanotubes.

2. SCANNING TUNNELING
MICROSCOPY THEORY

In principle, the concept of the STM is simple (Fig. 3): an
atomically sharp, metallic tip is brought within a distance s,
of the order of a few tenths of a nanometer, to a con-
ducting surface. Due to their quantum mechanical behavior,
electrons may tunnel with equal probability from the tip to
the surface and vice versa. If an external bias V is applied
between the tip and the surface a preferential tunneling
direction is imposed which will yield an average current, It .
The tip–sample distance s is regulated using a piezoactuator
and a feedback loop. The tunneling current measured at a
given moment is taken as input signal for the feedback loop.

A comprehensive overview of the theoretical models used
to describe the tunneling through a one-dimensional poten-
tial barrier—the simplest case of tunneling—is given by
Wiesendanger [16]. Two major conclusions arise from the
various models:

(1) The transmission T of electrons through a one-
dimensional potential barrier depends exponentially
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Figure 2. Relation between the rolling of the graphene sheet into a
(11, 7) SWCNT (A) and the atomic resolution STM image of a (11, 7)
nanotube (B). Reprinted with permission from [45], J. W. G. Wildöer
et al., Nature 391, 59 (1998). © 1998, Macmillan Magazines Ltd.
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Figure 3. Schematic principle of operation of the STM (not to scale).

on the width s of the barrier:

T ∝ e−2�s (1)

(2) The decay rate �, characterizing the decrease of the
probability of the electron to cross over the barrier, is

� = 2��2m�V0 − E��1/2

h
(2)

where V0 is the average height of the barrier, and E is the
energy of the tunneling electron. Independently of the exact
shape of the barrier, the strong exponential dependence of T
with the barrier width s and the square root of the effective
barrier height, �V0 −E�1/2, is typical of tunneling. The expo-
nential dependence makes the tunneling channel be very
narrow, thus making possible the atomic resolution.

The tunnel current flowing between the tip and the sam-
ple at a bias voltage V will be

I�V � ∝
∫ eV

0
�s�E��t�E − eV �T �E� dE (3)

where �s is the sample electronic DOS, �t is the DOS of the
tip, and T is the transmission coefficient of the barrier. From
formula (3) one may observe that the STM offers the oppor-
tunity to acquire not only topographic information about the
sample but also information regarding the DOS of the sam-
ple. If the tip DOS is flat and the transmission coefficient T
may be taken as constant, then Eq. (3) reduces to

I�V � ∝
∫ eV

0
�s�E� dE (4)

Then the quantity dI/dV , named differential conductance,
will be proportional to �s�V �, the sample electronic DOS.
However, T may be regarded as constant only in the limit of
small voltage variations; it gives deviation from this simple
dependence at large bias values.

The real case of an STM measurement is different from
the simple case of tunneling through a one-dimensional
potential barrier. First of all, in the case of a sharp tip, one
has a three-dimensional potential barrier instead of a one-
dimensional one. The real potential barriers may strongly
differ from the rectangular shape assumed in deducing the
formulas (1) and (2). The most frequently used model for
the interpretation of STM experiments is the model given by
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Tersoff and Hamann [17]. In this theory the tip is treated as
a single s orbital with a constant DOS and the tunnel current
is proportional to the sample DOS computed at the location
of the tip and at the Fermi energy at vanishingly small bias.
A more comprehensive and detailed treatment of tunneling
is given in the book on STM edited by Wiesendanger and
Güntherodt [18].

In practical STM instruments, the positioning and scan-
ning of the STM tip is achieved by piezoelectric actuators.
The width of the STM gap is controlled by a feedback loop
which keeps the value of the tunneling current at a setpoint
value selected by the operator. An STM can operate in sev-
eral regimes; the two most important ones are as follows:

• Topographic (constant current) imaging: the feedback
loop is on, the image is generated from the values of
the voltage applied to the piezoactuator to maintain a
constant value of the tunneling current. Provided the
electronic structure at the sample surface is homoge-
neous, the topographic profile of the surface will be
generated.

• Current–voltage spectroscopy, frequently called scan-
ning tunneling spectroscopy. The scanning and the
feedback loop are switched off, the value of the tunnel-
ing gap is fixed, the bias voltage is ramped from −U
to +U , and the corresponding current variations are
recorded. The function dI/dV gives information about
the local DOS of the sample.

To understand the results of the STM imaging of carbon
nanotubes it is useful to keep in mind a few particularities
of the tunneling system specific to this case:

• For being imaged in an STM, a nanoscopic object like
a carbon nanotube has to be placed on an atomically
flat, conducting surface, the support. Highly oriented
pyrolitic graphite (HOPG) or Au (111) terraces are the
most frequently used substrates [19].

• Opposite from the case of tunneling into a bulk sample,
when a carbon nanotube is imaged, the electrons have
to cross two tunnel gaps: one between the STM tip and
the nanotube, the other between the nanotube and its
support [20, 21].

• The electronic structure of the carbon nanotube and
its support may be different. As it follows from for-
mula (3), the different values of �s�support��V � and
�s�nanotube��V � will yield different values of tunneling
current, thus having influence on the height values
measured from topographic images [22].

• When the STM tip comes very close to the nanotube, or
when switching from pure tunneling to a point contact
imaging regime occurs [23], the nanotube may suffer
elastic deformation under the STM tip.

• When imaging a nanometer sized object, important
convolution effects arise between the object shape and
the tip shape. This phenomenon yields the apparent
lateral broadening of the imaged tube [24]. The diam-
eter D is related to the apparent height h of the tube
by the approximate relation D = �8Rh�1/2, where R
is the curvature radius of the tip [23]. The height of
the topographic profile h is close to the diameter of the
tube, and h is often used as a measure of d. But the

apparent height depends on the adsorption distance of
the nanotube above the substrate and on the difference
between the tunneling distances above the tube and
over the substrate arising from their different electronic
properties. All these distances are not known with pre-
cision. Using the apparent height h of the nanotube
seems to underestimate the actual diameter by as much
as 0.2–0.5 nm [25], perhaps due to the radial compres-
sion of the nanotube exerted by the tip, or/and due to
the second tunneling gap between tube and support the
current must go through as already discussed. A fitting
procedure of the tunneling current has been proposed
[26] for the better determination of the diameter from
the measured height.

• Distortion effects may arise from a “floppy” tip. Such a
tip may be produced when the rigid STM tip picks up
a carbon nanotube from the sample [27]. In this case
the attached nanotube will act as the tip generating the
image. Such a tip may cause in the topographic STM
image reduced apparent height and dips on the sides
of the imaged nanotube.

3. SCANNING TUNNELING
MICROSCOPY AND SCANNING
TUNNELING SPECTROSCOPY OF
MULTIWALL CARBON NANOTUBES

Multiwall carbon nanotubes are a variety of nanotubes dis-
covered by Iijima in 1991 [4]. STM was the ideal tool to
characterize the topography and the electronic properties
of these nano-objects. Topographic and voltage dependent
STM imaging of arc grown MWCNTs in a bundle was first
reported by Zhang and Lieber [28]. The three-dimensional
structure of the bundles was investigated, and it was found
that the large bundles consist of closely packed nanotubes
with diameters on the order of 10 nm. A switchover from
stable imaging when using bias voltages larger than 200 mV
to unstable tunneling below this value was found. The obser-
vation was interpreted as experimental evidence for the exis-
tence of a conduction gap of the nanotube bundle around
the Fermi energy. The first STS measurement on individual
carbon nanotubes was reported by Olk and Heremans [29].
Their measurements were carried out in air on MWCNTs
grown by the electric arc method transferred onto an Au
substrate by ultrasonication in ethanol. Both semiconduc-
tor and metallic carbon nanotubes were found. The com-
parison of measured energy gap and experimental diameter
values with gap values predicted by theory [30, 31] showed
an increasing deviation with decreasing tube diameter. The
deviations may originate from the unavoidable error intro-
duced in the measured diameter by tip/sample convolution
effects, the more complex structure of the tunneling region
than in the well known case of a flat, homogeneous sam-
ple [20, 22], and effects arising from the multiple walls of
the MWCNTs. On the other hand, it is not known yet to
what extent the inner layers of a MWCNT may play a role
during tunneling through the nanotube. Theoretical calcula-
tions show that the inner layers of a MWCNT may rotate in
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the larger diameter outer layer [32]. However, the first STM
experiment proving that atomic resolution is possible on a
carbon nanotube reported by Ge and Sattler [33] was car-
ried out on MWCNTs. The MWCNTs were produced in-situ
by the condensation of evaporated carbon on a HOPG sub-
strate. A similar atomic resolution image is reported as in
the case of HOPG. The triangular lattice seen on the sur-
face of HOPG is caused by the nonequivalence of the car-
bon atoms (in the Bernal graphite stacking) produced by
interlayer interaction [34, 35]. Thus a similar atomic resolu-
tion pattern in the case of a MWCNT like that of HOPG is
an indication of interlayer interaction. Additionally Ge and
Sattler [33] found a periodicity of 16 nm along the tube axis
superimposed on the atomic lattice. This was interpreted
as arising from the misorientation of the outer two layers
of the MWCNT, analogously with the generation of Moiré
patterns known in geometric optics. The STM observation
of Moiré patterns on HOPG [36] is well known experi-
mentally; however, no clear theoretical description has been
given yet.

Although discovered first, both the experimental and
theoretical understanding of MWCNTs is behind that of
SWCNTs. Atomic resolution images acquired on MWCNTs
grown by chemical vapor deposition [22] were interpreted in
a way similar to the work by Ge and Sattler [33]. Hassanien
and co-workers [37] interpreted their atomic resolution
images taken on MWCNTs like in the case of SWCNTs
(i.e., like for a single shell system). In a more recent
work Hassanien and co-workers compared atomic resolution
images of SWCNTs, MWCNTs, and HOPG, and they con-
cluded that the atomic resolution images on MWCNTs and
HOPG are similar. Moreover, the difference between 	 and

 sites (
 sites do not have a neighbor in the layer below)
was evidenced by STS, too [38].

Topology related changes in the local density of states
near the ends of closed MWCNTs were investigated using
spatially resolved scanning tunneling spectroscopy and tight
binding calculations. Sharp resonant valence band states
were found at the tube ends, dominating the valence band
edge and filling the bandgap. Calculations show that the
strength and position of these states with respect to the
Fermi level depend sensitively on the relative positions of
pentagons and their degree of confinement at the tube ends
[39, 40]. In accordance with theoretical predictions [41], STS
measurements on MWCNTs grown directly on the HOPG
support for STM measurements showed that for MWCNTs
of diameter exceeding 30 nm no differences can be evi-
denced between the nanotube and the HOPG [42].

STS was successfully used to investigate the effect of
mechanical strain on the electronic structure of MWCNTs
on a support. The spectroscopic data show that while small
deformations do not have a marked effect on the local elec-
tronic structure, high strain, like that due to abrupt substrate
morphology change, showed a drastic perturbation in the
local electronic structure of the tube [43]. This experimental
finding is an agreement with theoretical work on the effects
of defects produced by strain in the STM image of SWCNTs
and alterations in their transport properties [44].

4. SCANNING TUNNELING
MICROSCOPY AND SCANNING
TUNNELING SPECTROSCOPY OF
SINGLE-WALL CARBON NANOTUBES

The first atomic resolution topographic STM images and
STS results on SWCNTs were reported simultaneously by
two groups [45, 46] on SWCNTs grown by laser ablation,
imaged in a low temperature STM on Au substrate. The
atomic resolution images allow the determination of the chi-
ral angle � between the tube axis and the centers of the
closest row of hexagons appearing in the STM image as dark
spots (Fig. 2).

The tube diameter and chirality allow the structural iden-
tification of the nanotube [2]. The STS results are in good
agreement with the calculated densities of states of SWCNTs
[2, 30, 47, 48]. Both metallic and semiconductor carbon nan-
otubes were found. The typical gap values found for semi-
conductor nanotubes with diameters in the 1.2 to 1.9 nm
range were of the order of 0.5 eV, while the metallic carbon
nanotubes with diameters in the range of 1.1 to 2.0 nm had
subband separations of the order of 1.7 eV [45]. Both groups
found that for semiconducting SWCNTs the measured gap
values were proportional to 1/dt , where dt is the diameter
of the nanotube. Some differences found in the proportion-
ality factors may arise from the differences in taking into
account the systematic errors in the determination of the
tube diameter due to convolution effects. In first approxima-
tion, the distances between van Hove singularities across the
gap �E11 of a semiconducting SWCNT are found to respect
the rule �E33 = 4 × �E11 and �E22 = 2 × �E11, while for
metallic nanotubes, the rule is �E33 = 3×�E11 and �E22 =
2 × �E11 [49, 50], where �E11 is the subband separation.
This relation may be very useful in experimentally identify-
ing metallic and semiconducting SWCNTs from often noisy
STS data.

In the interpretation of the spectroscopic data it has to
be taken into account that due to work function differences,
the Au substrate may produce the doping of the nanotube
by charge transfer [45]. The center of the gap that separates
the first two van Hove singularities may be offset toward the
valence band by as much as 0.2–0.3 eV. Apparently, there is
no systematic difference between metallic and semiconduct-
ing tubes [45].

Sharp van Hove singularities found by STS in the DOS of
SWCNTs imaged in atomic resolution allowed comparison
of these data to tight-binding calculations for specific tube
indices (n�m) [51]. The increasing deviation (rounded tri-
angular contours in Fig. 4a) from isotropic dispersion of the
�-bands of graphene around the K point of the first Bril-
louin zone (circular contours) with increasing distance from
K is taken into account. The trigonal anisotropy causes the
increase in the splitting of the second and third van Hove
singularities as compared with the first one [52]. A remark-
ably good agreement was obtained between experiment and
�-only calculations. Pronounced peaks in the DOS were also
found at the end of an atomically resolved metallic SWCNT.
Comparison of these data with calculations suggests that the
topological arrangement of pentagons is responsible for the
localized features in the experiment [51].
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Figure 4. Comparison of measured dI/dV with calculated DOS for a
metallic nanotube. (a) Energy dispersion of the � band of a graphene
sheet near K. The solid lines correspond to the (13, 7) 1D bands
obtained by zone folding. Symbols are located at the positions where
van Hove singularities occur in these 1D bands. The inset depicts a
three-dimensional view of the graphene �/�∗ bands. (b) Comparison
of the DOS obtained from experiment (upper curve) and a �-only
tight-binding calculation for the (13, 7) SWCNT (second curve from
top). The broken vertical lines indicate the positions of VHS in the
tunneling spectra after consideration of thermal broadening convolu-
tion. The symbols correspond to the VHS shown in (a). The calculated
DOS for a (12, 6) tube and an independent calculation for a (13, 7)
tube [48] are included for comparison. Reprinted with permission from
[51], Ph. Kim et al., Phys. Rev. Lett. 82, 1225 (1999). © 1999, American
Physical Society.

Atomic resolution images of SWCNTs have been also
obtained on the top of a rope [53–55]. The achieved res-
olution made it possible to compare the chiralities of the
tubes that belong to the same rope. In some cases it was
reported that the nanotubes have different chiralities and
some of them may be twisted. In other cases, nearly uni-
form diameter and chirality were observed. Spectroscopic
data taken on bundles show that the I–V curve may vary a
lot along the same nanotube, and the spectra may exhibit a
pronounced asymmetry [56]. The variation of the noise level
of constant current topographic images taken at the same
values of positive and negative bias confirm the asymmetric
character of the spectra.

The STM tip is not only able to image the nanotube; it
can be used as a “tool” to modify the nanotube. SWCNTs
were cut to desired size by applying a voltage pulse of the
order of 4 V. No polarity dependence was found [57]. After
shortening to a length of 30 nm, the STS spectrum of the
nanotube piece taken at 4 K showed nonequidistant, steplike
features absent before the cutting. The observed effect was
interpreted as arising from discrete electron stationary waves
observed as periodic oscillations in the differential conduc-
tance as a function of the position along the tube axis, with
a period that differed from that of the atomic lattice. This
technique made it possible to map the square modulus of
the electron wave functions that could be observed for sev-
eral electron states at adjacent discrete energies. The mea-
sured wavelengths were found to be in good agreement with
the calculated Fermi wavelength for armchair nanotubes
[58]. Similar studies were also devoted to chiral metallic and
semiconducting nanotubes shortened to a few nanometers
[59, 60]. In contrast to the metallic nanotubes, no significant
length dependence is observed in finite-sized semiconduct-
ing nanotubes down to 5 nm. The STS data obtained from
the center of the shortened tubes showed a striking resem-
blance to the spectra observed before cutting [60].

The STM tip may be used not only to cut the nanotube
but as a sliding contact along a nanotube extracted from a
nanotube mat [61], too. Abrupt switching from a graphiti-
clike response to one that is highly nonlinear and asymmet-
ric, including near-perfect rectification, was observed. The
observation was interpreted in terms of existence of local-
ized on-tube nanodevices formed by defects.

STS was used to investigate the effects of the ambient
atmosphere on SWCNT samples. It was found that some
semiconducting samples exhibit metallic behavior on expo-
sure to oxygen, while in the case of other samples the effect
of O2 is restricted to the modification of the apparent den-
sity of states at the valence band edge [62]. The investigation
of the electrical response of semiconductor SWCNTs to gas
molecules showed that while NH3 produces a sharp decrease
in conductance, NO2 has an opposite effect [63].

Statistical evaluation of nanotube diameters in a SWCNT
mat (buckypaper) from the measured gap values and the
comparison of these values with statistics obtained form
TEM images demonstrated that the evaluation of diameters
from gap values has to be done with caution because the gap
is not always sharply defined in the STS spectrum [64]. When
examined in a large enough bias interval, the positions of the
peaks in DOS corresponding to the van Hove singularities
form a fingerprint of the wrapping indices n and m of the
nanotube, which can be used to better estimate the diameter
[52]. Effects arising from interaction with the substrate [65]
and possible charge transfer [45, 66] have to be taken care-
fully into account. These effects may shift the Fermi level,
as mentioned, but do not affect too much the local DOS on
the topmost part of the nanotube, which is the part that is
scanned by the STM tip [65].

Curvature effects in carbon nanotubes studied analyti-
cally as a function of chirality show that the � orbitals are
found to be significantly rehybridized in all tubes, so that
they are never normal to the tubes’ surface. This results
in a curvature induced gap in the electronic band struc-
ture of the metallic tubes. The tilting of the � orbitals
should be observable by atomic resolution scanning tun-
neling microscopy measurements [67]. Indeed, recent STS
measurements confirm the existence of the predicted gaps
in the case of metallic zigzag nanotubes and the presence
of pseudo-gaps produced by tube–tube interaction in bun-
dles [60, 68].

5. COMPUTER MODELING
OF SCANNING TUNNELING
MICROSCOPY IMAGES

As already emphasized in the previous paragraphs the
interpretation of experimental data obtained in a com-
plex tunneling system consisting of a supported nano-
object sandwiched between two tunneling gaps is far from
being straightforward. Therefore computer modeling of the
expected STM images is of great help in the correct evalua-
tion of the experimental data. Modeling the atomic resolu-
tion images has been carried out by Meunier and Lambin.
Their method is based on a tight-binding �-electron Hamil-
tonian for the case of a pointlike tip in combination with
a self-supported nanotube [69]. In the calculated images
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(see Fig. 5), the depressions (dark features) correspond to
the centers of the hexagons of the honeycomb structure.
Over these locations the STM tip gets closer to the nanotube
to keep the current constant [69]. The light features are pro-
duced by the C–C bonds. The calculations confirm the dif-
ferent image symmetries observed experimentally (Fig. 5). In
the case of armchair tubes, the honeycomb structure is easily
observable; all the bonds look similar [58]. For zigzag tubes
a strong anisotropy of the bonds is found. The ones parallel
with the tube axis appear much more stronger [25]. For chi-
ral tubes, stripes spiraling around the nanotube are observed
[19]. These reverse orientation on bias reversal [70, 71] in
the case of semiconducting tubes, as indeed observed exper-
imentally in some occasions [72]. Calculated atomic resolu-
tion images of semiconductor SWCNTs show that the angle
between the stripes spiraling around the nanotube and the
tube axis changes gradually with the changing of the chi-
ral angle (Fig. 6). The two distinct classes of semiconductor
tubes n−m =M�3�+ 1 and n−m =M�3�− 1 exhibit com-
plementary behavior. The image acquired with a negative tip
in the first case is similar to the image acquired with positive
tip bias for the second group of tubes. The complementarity
of the two families of tubes is produced by the change in
the occupied/unoccupied character of the highest occupied
molecular orbital (HOMO) and lowest unoccupied molecu-
lar orbital (LUMO) when changing from n−m = M�3�+ 1
to n−m = M�3�− 1, due to the phase change imposed by
the periodic boundary condition along the circumferential
direction [71]. These calculated STM images of SWCNTs
may prove to be extremely useful for the quick identification
of nanotubes while acquiring experimental data.

The method based on the tight-binding �-electron Hamil-
tonian is suitable for calculating the expected STM images
of 5–7 defects and other defects on carbon nanotubes, too
[69]. An overview of the method and of the main results
was given recently [73]. In a recent work, Meunier and

Figure 5. Constant current (topographic) STM images calculated using
a tight-binding Hamiltonian and a pointlike tip for: an armchair
(10, 10), a chiral (13, 7), and a zigzag (18, 0) nanotube. Reprinted
with permission from [70], Ph. Lambin et al., Carbon 40, 1635 (2002).
© 2002, Elsevier.

4

2

0

–2

–4

4

2

0

–2

–4

4

2

0

–2

–4

4

2

0

–2

–4

4

2

0

–2

–4

4

2

0

–2

–4

–6 –2 2 6

–6 –2 2 6

–6 –2 2 6 –6 –2 2 6

–6 –2 2 6

–6 –2 2 6

(13,6) V = – 0.4 V (13,6) V = – 0.4 V

(14,4) V = – 0.4 V (14,4) V = – 0.4 V

(16,3) V = – 0.4 V (16,3) V = – 0.4 V

Figure 6. Tight-binding computed atomic resolution STM images of
semiconductor nanotubes from the family n−m=M�3�+1, with diam-
eters close to each other: d�16�3� = 138 nm; d�14�4� = 128 nm; d�13�6� =
137 nm, and increasing chirality: ��16�3� = 844�; ��14�4� = 1221�; ��13�6� =
18�, at positive and negative bias values.

co-workers used this method to calculate the atomic reso-
lution STM images of a tapered carbon nanotube tip [74].
They found that the STM images of tapers are dominated
by a protruding pentagon inherent in the taper structure,
which unfortunately does not allow for an easy identification
of the atomic structure of the underlying nanotubes, because
the electronic structure of the taper is markedly affected
by the 5–7 defects.

A wave-packet dynamical method for the simulation of
the geometric and charge spreading effects during tunnel-
ing in supported carbon nanostructures was developed and
applied successfully for getting insight in the particulari-
ties of tunneling in two-dimensional (2D) representations
[20] and more recently in full 3D tunneling through carbon
nanotubes [75]. In this method the current density flowing
through the STM tip–nanotube–support system is calculated
based on the scattering of the wave packets incident on the
barrier potential. The geometric effects are well described
by electrodes and nanotube treated in the jellium-potential
approximation (see Fig. 7). The STM topographic profile
through a carbon nanotube was calculated which shows
that as long as the electronic structure of the supported
object and that of the support may be regarded as simi-
lar, the major image distortions arise from pure geometric
tip-shape convolution [20] already discussed. With increas-
ing differences in the electronic structure of the nanotube
and that of the support larger distortions are expected.
The incidence angle and energy dependent transmission of
wave packets through single and bundled carbon nanotubes
were calculated, effects arising from point-contact imaging
and tip shape were analyzed, and STS curves were mod-
eled [23]. The calculations show that for tip negative bias
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A B

Figure 7. (A) Geometric model of STM tip, nanotube, and support sur-
face. All dimensions are in nm. (B) Snapshot (at t = 35 fs) of the
constant probability density surface of a wave packet tunneling through
the tunnel junction shown in (A). Reprinted with permission from
[35], G. I. Mark et al., in “Frontiers of Multifunctional Nanosystems”
(E. Buzaneva and P. Scharff, Eds.), p. 43. Kluwer Academic, Dordrecht,
2002. © 2002, Kluwer Academic.

the angular dependence of the transmission is determined
by the tip shape. The particular tip shape introduces an
asymmetry on the negative side of the STS spectrum. For
tip positive bias the angular dependence of the transmis-
sion depends strongly on the nature of the nanosystem in
the STM gap. While the transmission of the STM tunnel
junction without nanotubes can be well represented by a
one-dimensional model, all other geometries cause a large
normal-transverse momentum mixing of the wave packet.
Recently an overview and comparison of the tight-binding
and wave packet dynamical methods has been given [76].

The usefulness of the wave-packet dynamical method is
completely revealed when using it in full 3D simulation
[35, 75]. The computer simulation clearly shows that dur-
ing tunneling the charge spreads along the nanotube. Thus,
while the tunnel junction between the STM tip and the
nanotube is a zero-dimensional junction, the tunnel junc-
tion between the nanotube and the support will be a lin-
ear, one-dimensional junction (Fig. 7). The consequences of
the spreading will affect the tunneling situations when the
nanotube is only partly supported or is placed over a non-
homogeneous substrate [75].

6. STRUCTURAL DEFECTS
As already reveled by early theoretic papers, structural
defects, like 5–7 pairs, vacancies, isolated pentagons, and
heptagons may have dramatic effects on the structure and
electronic properties of carbon nanotubes [77–82]. Irre-
spective of its nature, a defect in a SWCNT gives rise to
backscattering of the electron wave function. Interference of
the incoming and backscattered waves leads to a standing
wave pattern, which can extend far away from the defect due
to the one-dimensionality of the nanotube. The correspond-
ing oscillations of the DOS have been observed experimen-
tally in armchair nanotubes where the Fermi wavelength of
0.73 nm is within the resolution easily achieved in spatially
resolved STS experiments [83, 84].

The identification of defects and their detailed investiga-
tion by STM could lead to a better understanding of the way
in which the defects are formed and how they can be used
for the engineering of carbon nanotube devices. As already
mentioned in the previous paragraphs, the theoretical mod-
els indicate that the defects should have a clear signature

in the atomic resolution STM images and in spectroscopy.
In a very thorough theoretic study of defects including
Stone–Wales defects, which may arise due to tensile stress
in SWCNTs, Orlikowski et al. focus on the expected STM
images of pentagons, heptagons, and various combinations
of 5–7 pairs, too [44]. An approach based on a tight-binding
�-electron Hamiltonian for the evaluation of the tunneling
current, as proposed by Meunier and Lambin [69], is used.
The most prominent features observed in the STM images
are a set of bright rings whose positions correlate with the
location of the pentagons within the defect. These features
are useful, as they enable the ready identification of many
of the defects. By contrast, most of the defects have only a
relatively modest effect on the transport properties of the
nanotubes [44].

Based on the tight-binding approach, Krasheninnikov and
co-workers calculated STM images for vacancies occurring
on carbon nanotubes [85] and for defects expected after ion
bombardment [86]. Vacancies of SWCNTs produce hillock-
like features of about 0.1 nm in height and 1 nm in width in
the STM images of the nanotubes, which are observable in
low bias imaging (V = 01–0.4 V). Electronic superstructures
similar to those in graphite near point defects produced by
ion bombardment [87, 88] are evident in the simulated STM
images.

Experimental investigation of small diameter kinked
MWCNTs [83, 89] confirmed that both in topographic
images and in STS measurements, the defects which must
be present in the kink region give a detectable signa-
ture. In atomic resolution images of SWCNTs the signa-
ture of localized defects has been observed on straight
SWCNTs [19]. Later, a detailed study by Ouyang and
co-workers [90] focusing on atomic structure and electronic
properties of intramolecular junctions in SWCNTs showed
that about 10% of the SWCNTs grown by laser ablation
incorporate defects which could be imaged reproducibly
in an ultrahigh vacuum (UHV), low temperature STM.
Metal–semiconductor junctions are found to exhibit an elec-
tronically sharp interface without localized junction states,
whereas a more diffuse interface and low-energy states
are found in metal–metal junctions. Tight-binding calcula-
tions for junction models based on observed atomic struc-
tures show good agreement with spectroscopy and provide
insight into the topological defects forming the intramolec-
ular junctions [90].

Two particular cases of “defects” have to be mentioned
at the end of this section: (a) the defect concentrations and
their STS signature occurring at tube ends, which has been
discussed in previous sections [39, 51], and (b) the regular
arrangement of defects, which yield novel architectures. This
will be discussed subsequently.

7. COMPLEX TUBULAR STRUCTURES
As already pointed out in the Introduction, shortly after the
discovery of straight carbon nanotubes, theoretical model
calculations showed that with the incorporation of non-
hexagonal rings in the hexagonal network, more complex
structures can be built from tubular elements. The sim-
plest one is a bent nanotube, a “knee” [7], produced by
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incorporating a pentagon and a heptagon in the hexago-
nal network on opposite sides of a nanotube. Later the
atomic structure and the expected electronic structure of
more complex intramolecular junctions were explored by
theoretical calculations [82, 91–94]. The possible applica-
tion of these junctions in all-carbon nanoelectronic devices
is foreseen. Calculations of the charge on the defect rings
reveals an excess of electrons on the pentagon (+040 elec-
tron) and a deficiency on the heptagon (−025 electron)
for several joints. This is attributed to the tendency of
cyclic �-electron systems to achieve a stable configuration
[93]. Quasioscillations of the local DOS with a triple period
around the Fermi level were found in the metallic part
of the (20,0)/(12,12) metal–semiconductor hybrid [93], very
much as in the (10,0)/(6,6) junction [95] reported earlier.
The LDOS and transmission coefficient calculations using
a tight-binding algorithm suggest that the SWCNT bends
can behave as M–S, M–M, or S–S heterojunctions (M =
metallic, S = semiconductor) [94]. Electrical transport mea-
surements carried out across the kinked and straight por-
tions of a nanotube showed that while the straight part
shows ohmic behavior, a strong rectifying effect is found
across the knee [96]. Recent STM measurements on multi-
wall carbon nanotube knees produced by the arc discharge
method indicate that increased electron density correspond-
ing to the pentagon may be observed in topographic images
even in the absence of atomic resolution [97], while at the
location of the heptagon no such features are found.

Tori and coiled carbon nanotubes constructed by joining
several knees head to tail were proposed as possible struc-
tures [7, 8, 98]. Scanning tunneling microscopy observation
of coiled carbon nanotubes, following the relatively early
TEM observation of the coiled carbon nanotubes [9], was
first reported by Biró and co-workers [11, 22]. Taking into
account that, as already discussed, nanotube junctions may
behave like rectifiers, the electrons tunneling from the STM
tip on the topmost part of a coil built from a succession
of such rectifiers will have a small probability of reaching
the substrate if the distance between the junctions is large
enough. This may cause the STM tip to come into mechan-
ical and electrical contact (point contact imaging) with the
coil built of M–S junctions, while no such contact is expected
for the M–M type coils [11]. Recent STS measurements on
a coil (grown by the decomposition of fullerene directly on
the STM substrate) which did not show any “camel-back”
type feature, arising from point contact imaging, confirm the
metallic DOS of the coil [99]. A regularly coiled SWCNT is
showed in three-dimensional presentation in Figure 8.

With the increase of the number of the defects incor-
porated in a relatively short region of a tubular structure,
branched tubular architectures can be built; the branch-
ing can be symmetrical [5, 6] or asymmetrical [100]. Such
branched structures have been found by STM in car-
bon nanotube samples grown by fullerene decomposition
(Fig. 9a) and by arc discharge, too (Fig. 9b). The Y-junctions
grown by the first method are usually symmetrical [12],
while the ones grown using the arc method were found
to be less symmetrical, or asymmetrical [101]. In the arc
grown tubes, the signatures of point defects, or knees, are
observed in STM images preceding the branching point. It
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Figure 8. Topographic STM image of a regularly coiled metallic
SWCNT in three-dimensional presentation.

is speculated that these defects arise from growth instabili-
ties, which usually are eliminated after the branching [101].
The branching occurs when a specific defect combination is
achieved. Recent STS measurements and tunneling conduc-
tance maps confirm the existence of both M–M and M–S
type joints within such Y-junctions [102]. These Y-junctions
could constitute the basic building blocks of large, all-carbon
nanocircuitry which needs only a few connection points with
the macroscopic world, making it possible in this way to fully
exploit the possibilities of carbon nanostructures to achieve
new levels of integration. In some occasions one branch of
the Y-junction can be a coil [103]. Nanotube networks with
complex branching patterns where found after Cr filling. It
was observed in the topographic STM images that strong
apparent height variations along the tube axis are sensitively
dependent on the imaging bias. These results suggest that
Cr filling of carbon nanotubes results in strong electronic
interactions between tube and filling materials [27].

Recently a new structural model, similar to the Haeck-
elite structure [104], was proposed for the coiled carbon
nanotubes [105]. In contrast to earlier models of coiled
tubes this approach allows nonhexagonal to hexagonal ring
ratios to be over, or close to, unity. Using this model it
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Figure 9. Constant current STM images of two Y branched carbon
SWCNTs. (a) Grown by fullerene decomposition [12] and (b) grown by
the electric arc method [101].
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was possible to construct double helix type structures which
were recently observed experimentally by STM [105] and
TEM [106]. Figure 10a shows an experimental STM image
of a double helix, while in Figure 10b and c two views of a
model of double coil type structure generated as described
by Biró and co-workers [105] are shown. The STM images
in Figure 10d and e were computed for negative and posi-
tive tip polarity, using the tight-binding approach of Meunier
and Lambin [69]. One can notice that in contrast to straight
SWCNTs shown in Figure 5, due to the large number of
nonhexagonal rings like in the case of tapers [74], no atomic
resolution is possible. The tunneling current maxima show
a very weak polarity dependence. The maxima are associ-
ated with the two hexagonal rings (highlighted) on the sides
of the bonds where the two adjacent pentagons are joined.
These rows of hexagons spiral along the tube axis in a double
helix. Such structures of larger diameter, for which the cal-
culation is not possible using the available computing facil-
ities, are expected to be seen in the STM like the object in
Figure 10a.

A new family of tubular carbon nanostructures was cre-
ated by filling the inner hollow of SWCNTs with C60 balls
[107]. These types of carbon nanostructures were named
“peapods.” STM images of peapods have been published
recently [108]. Nothing special could be observed from the
topography and the STS spectrum when electrons tunnel
from the occupied states of the peapods to the tip. For a
reverse bias of 1.5 V, by contrast, there is a large current
when tunneling into the unoccupied states of the peapod;
the topography shows maxima regularly spaced along the
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Figure 10. Experimental and calculated STM image of double coil type
structures (the experimental image shows an object of much larger
diameter than the calculated image). (a) Constant current topographic
STM image in 3D presentation of a double coil; (b) structural model
of a double coil structure in side view; (c) top view with the rings over
which the bright maxima of tunneling current are found highlighted;
(d) calculated top view STM image at a tip bias of −03 V; (e) calcu-
lated top view STM image at a tip bias of 1.2 V.

nanotube, which correspond to the fullerene interdistance.
This effect was attributed to a large coupling of the LUMO
t1u state of the C60 with the electronic conduction bands of
the nanotube.

8. FUNCTIONALIZED NANOTUBES
The demand to functionalize carbon nanotubes (i.e., to
attach to their outer wall covalently bonded groups of atoms,
which can act as chemical anchoring points) was originally
raised in the field of carbon nanotube reinforced compos-
ites, because the chemically inert, perfect nanotubes move
in the matrix like the sword in the scabbard [109]. Due to
its atomic resolution on individual objects, STM is a partic-
ularly well suited method for the investigation of the way in
which the functional groups are attached to the nanotube.
On the other hand, the presence of the functional groups
often results in the nanotubes not coming close enough to
the support on which they are placed; therefore the van der
Waals attraction cannot fix them. This makes the STM imag-
ing of functionalized nanotubes a very challenging task.

The first STM results on functionalized carbon nanotubes
were reported by Kelly and co-workers [110]. Fluorination
was carried out in a fluorine–helium atmosphere at vari-
ous temperatures which yielded different degrees of func-
tionalization up to 2C:1F. The fluorinated SWCNTs were
imaged under ambient atmosphere using Pt/Rh tips. Fluo-
rination caused the appearance of band shaped function-
alized regions transversal to the tube axis, in which the
SWCNT appears to have a larger diameter as compared to
the nonfluorinated regions. Sharp delimitation of the bor-
der from fluorinated to nonfluorinated regions was found.
No atomic resolution was possible over the functionalized
regions, while atomic details were revealed between these
regions. The fluorinated SWCNTs were used as precursors
for attaching other chemical moieties, like butyl [110]. In
contrast to the fluorinated nanotubes the butylated ones
exhibit islandlike arrangement of the functional groups;
strong electronic modulation effects are found in the vicinity
of the butylated spots. Density-functional theory based cal-
culations showed that depending on the fluorination pattern
and tube chirality the fluorinated regions of the SWCNTs
may have gaps varying from 2.7 to 0 eV [111]. The dif-
ferences in the gap may well cause the appearance of the
transversal bandlike features in the STM images of fluori-
nated tubes.

Recently MWCNTs functionalized by ball milling in NH3
and H2S atmosphere were investigated by STM and vari-
ous other techniques [112]. Constant current STM images
revealed that the functionalization by –NH2 groups takes
place in islands, around which the normal atomic resolu-
tion images characteristic for MWCNTs may be acquired.
The STS spectra taken over the functional islands as com-
pared to spectra typical for nonfunctionalized parts show
and increase of the DOS above the Fermi level [112].

9. CONCLUSIONS
As the overview of the achievements of the first 10 years of
STM investigation of carbon nanotubes shows, in this partic-
ular case the studied object and the method applied to study
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it match in a unique way. Scanning tunneling microscopy
and spectroscopy proved to be the most suitable methods
for truly revealing the very characteristic electronic proper-
ties of carbon nanotubes arising from their one-dimensional
character and nanometric size. A remarkable agreement
between the theoretically computed results and experiments
was achieved. It may be foreseen that in the attempts to
achieve carbon nanotube based nanoelectronics for practi-
cal applications, STM and STS—probably in combination
with atomic force microscopy—will play the role of “quality
control tool” and will be a basic element in process moni-
toring. No doubt that a lot of effort will be needed to find
ways in which these tools can be made widely applicable in
industrial environments, where the low temperature, UHV
scanning tunneling microscopes could be operated only with
huge difficulties and high cost.

Many basic level questions concerning the STM inves-
tigation of multiwall carbon nanotubes are still open. The
advance of this field is expected as suitable techniques
emerge for the selective production of few wall carbon
nanotubes [113].

The variety of novel carbon nanostructures like coils and
multiple coils will pose a new challenge for both theoreti-
cians and experimentalists. In several laboratories the selec-
tive synthesis of coiled nanocarbons was achieved already
[114, 115]. It is expected that in the near future the coiled
forms of carbon nanotube will be available on a regular
basis, not only by accident.

A new class of carbon nanomaterials emerges with the dis-
covery of the peapods. The first experimental results already
indicate that the STM will be an extremely useful tool in get-
ting deeper insight in the properties of these new materials.

Last, but not least, a very wide field of research opens
up with the functionalization of carbon nanotubes. The first
results already demonstrate STM and STS are the ideal tools
to understand the way in which the chemical moieties are
coupled to the nanotubes. A close collaboration between
physicists, chemists, and materials scientists will be needed
in this field.

Summarizing, one may say that the work done thus far is
just the beginning of a quickly broadening path.

GLOSSARY
Branched tubular architectures Carbon nanotube junc-
tions of Y, T, etc. shapes.
Carbon nanotube Allotrope of carbon discovered in 1991
by Iijima, constituted from a single atomic layer thick
graphitic plate—called a graphene sheet—wrapped into a
seamless tube.
Chiral angle The angle which characterizes the orienta-
tion of carbon–carbon bonds with respect to the orientation
of the tube axis.
Coiled carbon nanotubes Regularly coiled carbon nano-
tubes looking like “telephone cables” of nanometer size.
Convolution A particular case of STM imaging when the
radius of curvature of the tip is in the range of the radius of
curvature of the object to be imaged. The acquired image

will be equally influenced by the tip and the sample geome-
try. Deconvolution is not possible in a straightforward way,
only by using dedicated software.
DOS Electronic density of states.
Energy gap The width of the region in which the density
of states is zero (semiconductor tube) around the Fermi
energy. For a metallic tube the region of finite density of
states around the Fermi level is called “plateau region.”
Functionalized carbon nanotubes Carbon nanotubes which
have attached to their outer walls various chemical groups
(functionalities).
Haeckelite structure Graphiticlike sheets or tubes contain-
ing a large fraction of regularly arranged nonhexagonal
rings.
Helical coils Regularly coiled carbon nanotubes looking
like “telephone cables” of nanometer size.
Interlayer spacing of MWCNTs The distance between two
consecutive graphene layers.
Metallic carbon nanotube A nanotube which has a finite
density of states at the Fermi level.
Multiple coils Carbon nanotubes built from several grown-
together coils of identical pitch.
Multiwall carbon nanotube (MWCNT) Carbon nanotube
consisting of several concentric SWCNTs with increasing
diameter. The interlayer separation is similar to that in tur-
bostratic graphite.
Peapods Carbon nanotubes filled with fullerenes.
Point contact imaging A particular case of STM imaging
when due to the nonideality of the potentials and due to
the small value of the tunneling gap, the potential barrier
between the STM tip and sample is “punctured,” so that the
conduction mechanism switches from tunneling to ballistic
conduction.
Semiconductor carbon nanotube A nanotube which has
around the Fermi energy a so-called gap in which the density
of states is zero.
Single-wall carbon nanotube (SWCNT) Carbon nanotube
constituted from one graphitic cylinder.
STM tunnel junction A narrow channel between the STM
tip and sample in which 90% of the tunneling current is
flowing.
Stone–Wales defects Defect consisting of fused pentagonal
and heptagonal rings.
STS Scanning tunneling spectroscopy, current–voltage
spectroscopy acquired scanning the bias and measuring the
corresponding tunneling current values, while the feedback
loop and the scanning of the STM tip in the plane of the
sample are switched off.
Topographic (constant current) imaging STM image acq-
uired in a way that the tunneling current is maintained con-
stant using a feedback loop and a piezoactuator.
Tunnel gap The geometric separation between the STM
tip and the sample.
Van Hove singularities Singularities occurring in the den-
sity of states of carbon nanotubes.
Y-junctions Carbon nanotubes which have grown together
in a Y-like fashion; structurally one the simplest models
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implies the incorporation of six heptagons in the junction
region.

ACKNOWLEDGMENTS
This work has been partly funded by the Inter-University
Attraction Pole (grant IUAP P5/1) on “Quantum-size effects
in nanostructured materials” of the Belgian Office for Sci-
entific, Technical, and Cultural affairs and partly by the EU5
Center of Excellence ICAI-CT-2000-70029, and by OTKA
grants T 30435 and T 043685 in Hungary. L.P.B. gratefully
acknowledges the Belgian Fonds National de la Recherche
Scientifique and the Hungarian Academy of Sciences for
financial support.

REFERENCES
1. H. W. Kroto, J. R. Heath, S. C. O’Brien, R. F. Curl, and R. E.

Smalley, Nature 318, 162 (1985).
2. M. S. Dresselhaus, G. Dresselhaus, and P. C. Eklund, “Science of

Fullerenes and Carbon Nanotubes.” Academic Press, San Diego,
1996.

3. “Carbon Filaments and Nanotubes: Common Origins, Different
Applications?” (L. P. Biró, C. A. Bernardo, G. G. Tibbetts, and
Ph. Lambin, Eds.). Kluwer Academic, Dordrecht, 2001.

4. S. Iijima, Nature 354, 56 (1991).
5. G. E. Scuseria, Chem. Phys. Lett. 195, 534 (1992).
6. L. A. Chernozatonskii, Phys. Lett. A 172, 173 (1992).
7. B. I. Dunlap, Phys. Rev. B 46, 1933 (1992).
8. S. Ihara, S. Itoh, and J. Kitakami, Phys. Rev. B 48, 5643 (1993).
9. S. Amelinckx, X. B. Zhang, D. Bernaerts, X. F. Zhang, V. Ivanov,

and J. B. Nagy, Science 265, 635 (1994).
10. J. Li, C. Papadopoulos, and J. M. Xu, Nature 402, 253 (1999).
11. L. P. Biró, S. D. Lazarescu, P. A. Thiry, A. Fonseca, J. B. Nagy,

A. A. Lucas, and Ph. Lambin, Europhys. Lett. 50, 494 (2000).
12. L. P. Biró, R. Ehlich, Z. Osváth, A. Koós, Z. E. Horváth, J. Gyulai,

and J. B. Nagy, Mater Sci. Eng. C 19, 3 (2002).
13. L. P. Biró, G. I. Márk, A. A. Koós, J. B. Nagy, and Ph. Lambin,

Phys. Rev. B 66, 165405 (2002).
14. D. Reznik, C. H. Olk, D. A. Neumann, and J. R. D. Copley, Phys.

Rev. B 52, 116 (1995).
15. Ph. G. Collins, M. S. Arnold, and Ph. Avouris, Science 292, 706

(2001).
16. R. Wiesendanger, “Scanning Probe Microscopy and Spec-

troscopy.” Cambridge Univ. Press, Cambridge, UK, 1994.
17. J. Tersoff and D. R. Hamann, Phys. Rev. B 31, 805 (1985).
18. “Scanning Tunneling Microscopy III” (R. Wiesendanger and H.-J.

Güntherodt, Eds.). Springer-Verlag, Berlin, 1993.
19. W. Clauss, Appl. Phys. A 69, 275 (1999).
20. G. I. Márk, L. P. Biró, and J. Gyulai, Phys. Rev. B 58, 12645 (1998).
21. Animated computer simulation showing the tunneling through a

supported nano-object are available at http://www.mfa.kfki.hu/int/
nano/.

22. L. P. Biró, J. Gyulai, Ph. Lambin, J. B. Nagy, S. Lazarescu, G. I.
Márk, A. Fonseca, P. R. Surján, Zs. Szekeres, P. A. Thiry, and
A. A. Lucas, Carbon 36, 689 (1998).

23. G. I. Márk, L. P. Biró, J. Gyulai, P. A. Thiry, A. A. Lucas, and
Ph. Lambin, Phys. Rev. B 62, 2797 (2000).

24. L. P. Biró, S. Lazarescu, Ph. Lambin, P. A. Thiry, A. Fonseca, J. B.
Nagy, and A. A. Lucas, Phys. Rev. B 57, 12490 (1977).

25. L. C. Venema, V. Meunier, Ph. Lambin, and C. Dekker, Phys. Rev.
B 61, 2991 (2000).

26. Ph. Kim , T. W. Odom, J. Huang, and Ch. M. Lieber, Carbon 38,
1741 (2000).

27. F.-X. Zha, D. L. Carroll, R. Czerw, A. Loiseau, H. Pascard,
W. Clauss, and S. Roth, Phys. Rev. B 63, 165432 (2001).

28. Z. Zhang and Ch. M. Lieber, Appl. Phys. Lett. 62, 2792 (1993).
29. Ch. H. Olk and J. P. Heremans, J. Mater. Res. 9, 259 (1994).
30. J. W. Mintmire, B. I. Dunlap, and C. T. White, Phys. Rev. Lett. 68,

631 (1992).
31. R. Saito, M. Fujita, G. Dreselhaus, and M. S. Dresselhaus, Appl.

Phys. Lett. 60, 2204 (1992).
32. Y. K. Kwon and D. Tománek, Phys. Rev. B 58, R16001 (1998).
33. M. Ge and K. Sattler, Science 260, 515 (1993).
34. D. Tománek and S. G. Louie, Phys. Rev. B 37, 8327 (1988).
35. G. I. Márk, L. P. Biró, and Ph. Lambin, in “Frontiers of Multi-

functional Nanosystems” (E. Buzaneva and P. Scharff, Eds.), p. 43.
Kluwer Academic, Dordrecht, 2002.

36. J. Jxhie, K. Sattler, M. Ge, and N. Verkateswaran, Phys. Rev. B 47,
15835 (1993).

37. A. Hassanien, M. Tokumoto, S. Ohshima, Y. Kuriki, F. Ikazaki,
K. Uchida, and M. Yumura, Appl. Phys. Lett. 75, 2755 (1999).

38. A. Hassanien, A. Mrzel, M. Tokumoto, and D. Tománek, Appl.
Phys. Lett. 79, 4210 (2001).

39. D. L. Carroll, P. Redlich, P. M. Ajayan, J. C. Charlier, X. Blase,
A. De Vita, and R. Car, Phys. Rev. Lett. 78, 2811 (1997).

40. T. Tamura and M. Tsukada, Phys. Rev. B 52, 6015 (1995).
41. M. S. Dresselhaus, in “Carbon Filaments and Nanotubes: Com-

mon Origins, Different Applications?” (L. P. Biró, C. A. Bernardo,
G. G. Tibbetts, and Ph. Lambin, Eds.), p. 11. Kluwer Academic,
Dordrecht, 2001.

42. L. P. Biró and G. I. Márk, in “Carbon Filaments and Nanotubes:
Common Origins, Different Applications?” (L. P. Biró, C. A.
Bernardo, G. G. Tibbetts, and Ph. Lambin, Eds.), p. 219. Kluwer
Academic, Dordrecht, 2001.

43. D. Tekleab, D. L. Carroll, G. G. Samsonidze, and B. I. Yakobson,
Phys. Rev. B 64, 035419 (2001).

44. D. Orlikowski, M. B. Nardelli, J. Bernholc, and Ch. Roland, Phys.
Rev. B 61, 14194 (2000).

45. J. W. G. Wildöer, L. C. Venema, A. G. Rinzler, R. E. Smalley, and
C. Dekker, Nature 391, 59 (1998).

46. T. W. Odom, J.-L. Huang, Ph. Kim, and Ch. M. Lieber, Nature
391, 62 (1998).

47. N. Hamada, S. Sawada, and A. Oshiyama, Phys. Rev. Lett. 68, 1579
(1992).

48. J.-C. Charlier and Ph. Lambin, Phys. Rev. B 57, R15037 (1998).
49. C. T. White and J. W. Mintmire, Nature 394, 29 (1998).
50. J.-C. Charlier and Ph. Lambin, Phys. Rev B 57, R15037 (1998).
51. Ph. Kim, T. W. Odom, J.-L. Huang, and Ch. M. Lieber, Phys. Rev.

Lett. 82, 1225 (1999).
52. R. Saito, G. Dresselhaus, and M. S. Dresselhaus, Phys. Rev. B 61,

2981 (2000).
53. E. D. Obraztsova, V. Yu. Yurov, V. M. Shevluga, R. E. Baranovsky,

V. A. Nalimova, V. L. Kuznetsov, and V. I. Zaikovski, Nanostruct.
Mater. 11, 295 (1999).

54. W. Clauss, D. J. Bergeron, and A. T. Johnson, Phys. Rev. B 85,
R4266 (1998).

55. A. Hassanien, M. Tokumoto, Y. Kumazawa, H. Kataura,
Y. Maniwa, S. Suzuki, and Y. Achiba, Appl. Phys. Lett. 73, 3839
(1998).

56. L. P. Biró, P. A. Thiry, Ph. Lambin, C. Journet, P. Bernier, and
A. A. Lucas, Appl. Phys. Lett. 73, 3680 (1998).

57. L. C. Venema, J. W. G. Wildöer, H. L. J. Temminck Tuinstra,
C. Dekker, A. G. Rinzler, and R. E. Smalley, Appl. Phys. Lett. 71,
2629 (1977).

58. L. C. Venema, J. W. G. Wildöer, J. W. Janssen, S. J. Tans, H. L. J.
Temminck Tuinstra, L. P. Kouwenhoven, and C. Dekker, Science
283, 52 (1999).

59. T. W. Odom, J. L. Huang, Ph. Kim, and C. M. Lieber, J. Phys.
Chem. B 104, 2794 (2000).



426 Scanning Tunneling Microscopy of CNTs

60. T. W. Odom, J. L. Huang, and C. M. Lieber, J. Phys. Condens.
Mater. 14, R145 (2002).

61. Ph. G. Collins, A. Zettl, H. Bando, A. Thess, and R. E. Smalley,
Science 278, 100 (1997).

62. Ph. G. Collins, K. Bradley, M. Ishigami, and A. Zettl, Science 287,
1801 (2000).

63. J. Kong, N. R. Franklin, Ch. Zhou, M. G. Chapline, S. Peng,
K. Cho, and H. Dai, Science 287, 622 (2000).

64. I. Wirth, S. Eisebitt, G. Kann, and W. Eberhardt, Phys. Rev B 61,
5719 (2000).

65. A. Rubio, Appl. Phys. A 68, 275 (1999).
66. Y. Xue and S. Datta, Phys. Rev. Lett. 83, 4844 (1999).
67. A. Kleiner and S. Eggert, Phys. Rev. B 64, 113402 (2001).
68. M. Ouyang, J.-L. Huang, C. L. Cheung, and Ch. M. Lieber, Science

297, 702 (2001).
69. V. Meunier and Ph. Lambin, Phys. Rev. Lett. 81, 5588 (1999).
70. Ph. Lambin, A. Loiseau, C. Culot, and L. P. Biró, Carbon 40, 1635

(2002).
71. C. L. Kane and E. J. Mele, Phys. Rev. B 59, R12759 (1999).
72. W. Clauss, D. J. Bergeron, M. Freitag, C. L. Kane, E. J. Mele, and

A. T. Johnson, Europhys. Lett. 47, 601 (1999).
73. Ph. Lambin, and V. Meunier, in “Carbon Filaments and

Nanotubes: Common Origins, Different Applications?” (L. P. Biró,
C. A. Bernardo, G. G. Tibbetts, and Ph. Lambin, Eds.), p. 233.
Kluwer Academic, Dordrecht, 2001.

74. V. Meunier, M. B. Nardelli, C. Roland, and J. Bernholc, Phys. Rev
B 64, 195419 (2001).

75. G. I. Márk, A. Koós, Z. Osváth, L. P. Biró, J. Gyulai, A. M. Benito,
W. K. Maser, P. A. Thiry, and Ph. Lambin, Diam. Rel. Mat. 11, 961
(2001).

76. G. I. Márk, L. P. Biró, and Ph. Lambin, in “Frotniers of Multifunc-
tional Nanosystems” (E. Buzaneva and P. Scharff, Eds.), p. 243.
Kluwer Academic, Dordrecht, 2002.

77. A. L. Macky and H. Terrones, Nature 352, 762 (1991).
78. B. I. Dunlap, Phys. Rev. B 46, 1933 (1992).
79. S. Ihara, S. Itoh, and J. Kitakami, Phys. Rev. B 48, 5643 (1993).
80. G. E. Scuseria, Chem. Phys. Lett. 195, 534 (1992).
81. L. A. Chernazatonskii, Phys. Lett. A 172, 173 (1992).
82. J.-C. Charlier, T. W. Ebbesen, and Ph. Lambin, Phys. Rev. B 53,

11108 (1996).
83. L. C. Venema, J. W. Jansen, M. R. Buitelar, J. W. G. Wildöer,

S. G. Lemay, L. P. Kouwenhoven, and C. Dekker, Phys. Rev. B 62,
5238 (2000).

84. M. Ouyang, J.-L. Huang, and C. M. Lieber, Phys. Rev. Lett. 88,
066804 (2002).

85. A. V. Krasheninnikov, Solid State Commun. 118, 361 (2001).
86. A. V. Krasheninnikov, K. Nordlund, M. Sirviö, E. Salonen, and

J. Keinonen, Phys. Rev. B 63, 245405 (2001).
87. L. P. Biró, J. Gyulai, and K. Havancsák, Phys. Rev. B 52, 2047

(1995).
88. J. R. Hahn and H. Kang, Phys. Rev. B 60, 6007 (1999).
89. D. Tekleab, R. Czerw, D. L. Carroll, and P. M. Ajayan, Appl. Phys.

Lett. 76, 3594 (2000).
90. M. Ouyang, J.-L. Huang, C. L. Cheung, and Ch. M. Lieber, Science

291, 97 (2001).

91. R. Saito, G. Dresselhaus, and M. S. Dresselhaus, Phys. Rev. B 53,
2044 (1996).

92. L. Chico, V. H. Crespi, L. X. Benedict, St. G. Louie, and M. L.
Cohen, Phys. Rev. Lett. 76, 971 (1996).

93. V. Meunier, L. Henrard, and Ph. Lambin, Phys. Rev. B 57, 2586
(1998).

94. J. Han, M. P. Anantram, R. L. Jaffe, J. Kong, and H. Dai, Phys.
Rev. B 57, 14983 (1998).

95. Ph. Lambin, A. Fonseca, J. P. Vigneron, J. B. Nagy, and A. A.
Lucas, Chem. Phys. Lett. 245, 85 (1995).

96. Zh. Yao, H. W. Ch. Postma, L. Balents, and C. Dekker, Nature
402, 273 (1999).

97. Z. Osváth, A. A. Koós, Z. E. Horváth, J. Gyulai, A. M. Benito,
M. T. Martínez, W. Maser, and L. P. Biró, Mater. Sci. Eng. C 23,
561 (2003).

98. S. Ihara and S. Itoh, Phys. Rev. B 48, 8323 (1993).
99. A. A. Koós. R. Ehlich, Z. E. Horváth, Z. Osváth, J. Gyulai, J. B.

Nagy, and L. P. Biró, Mater. Sci. Eng. C 23, 275 (2003).
100. A. N. Andriotis, M. Menon, D. Srivastava, and L. Chernozatonskii,

Appl. Phys. Lett. 79, 266 (2001).
101. Z. Osváth, A. A. Koós, Z. E. Horváth, J. Gyulai, A. M. Benito,

M. T. Martínez, W. K. Maser, and L. P. Biró, Chem. Phys. Lett.
365, 338 (2002).

102. Z. Klusek, S. Datta, P. Byszewski, P. Kowalczyk, and W. Kozlowski,
Surf. Sci. 507–510, 577 (2002).

103. L. P. Biró, R. Ehlich, Z. Osváth, A. Koós, Z. E. Horváth, J. Gyulai,
and J. B. Nagy, Diam. Rel. Mat. 11, 1081 (2002).

104. H. Terrones, M. Terrones, E. Hernandez, N. Grobert, J.-C. Char-
lier, and P. M. Ajayan, Phys. Rev. Lett. 84, 1716 (2000).

105. L. P. Biró, G. I. Márk A. A. Kooós, J. B. Nagy, and Ph. Lambin,
Phys. Rev. B 66, 165405 (2002).

106. M. Zhang, Y. Nakayama, and L. Pan, J. Appl. Phys. 39, L1442
(2000).

107. B. W. Smith, M. Monthioux, and D. E. Luzzi, Chem. Phys. Lett.
315, 31 (1999).

108. D. J. Hornbaker, S.-J. Kahng, S. Misra, B. W. Smith, A. T. John-
son, E. J. Mele, D. E. Luzzi, and A. Yazdani, Science 295, 828
(2002).

109. L. S. Schadler, S. C. Giannaris, and P. M. Ajayan, Appl. Phys. Lett.
73, 3842 (1998).

110. K. F. Kelly, I. W. Chiang, E. T. Mickelson, R. H. Hauge, J. L.
Margrave, X. Wang, G. E. Scuseria, C. Radloff, and N. J. Halas,
Chem. Phys. Lett. 313, 445 (1999).

111. K. N. Kudin, H. F. Bettinger, and G. E. Scuseria, Phys. Rev. B 63,
045413 (2001).

112. Z. Kónya, I. Vesselenyi, K. Niesz, A. Demortier, A. Fonseca,
J. Delhalle, Z. Mekhalif, J. B. Nagy, A. A. Koós, Z. Osváth,
A. Kocsonya, L. P. Biró, and I. Kiricsi, Chem. Phys. Lett. 360, 429
(2002).

113. A. Peigney, P. Copuay, E. Flahaut, E. De Grave, R. E.
Wandenberghe, and Ch. Laurent, J. Phys. Chem. 105, 9699 (2001).

114. M. Zhang, Y. Nakayama, and L. Pan, Jpn. J. Appl. Phys. 39, L1242
(2000).

115. C.-J. Su, D. W. Hwang, S.-H. Lin, B.-Y. Jin, and L.-P. Hwang, Phys.
Chem.Commun. 5, 34 (2002).



www.aspbs.com/enn

Encyclopedia of
Nanoscience and
Nanotechnology

Self-Assembled Monolayers
on Semiconductor Surfaces

D. Zerulla
Heinrich-Heine-Universitaet Duesseldorf, Duesseldorf, Germany

CONTENTS

1. Introduction
2. Organic Self-Assemblies
3. Thiol Monolayers on III–V

Semiconductor Surfaces
4. Nanostructuring of SAMs
5. Miscellaneous Self-Assembling Systems
6. Conclusion

Glossary
References

1. INTRODUCTION
Self-assembly is a very general principle in nature, as seen
in the formation of for example, membranes from lipid
molecules, or probably the most important paradigm, the
living cell. Self-assembled monolayers (SAMs) are ordered
molecular assemblies that are formed spontaneously by the
adsorption of a surfactant. SAMs have recently attracted
much attention because of the interesting opportunities for
tailoring of solid surfaces. These monolayers exhibit unique
chemical and structural properties. The formation of a SAM
is initiated by bonding of a specific group of the organic
molecule to the surface, followed by a rearrangement of
the adsorbate layer with increasing coverage of the sur-
face. This process is driven by intramolecular interactions
between the adsorbed organics. Although self-assembly has
attracted considerable attention over the last years, the sub-
ject has fairly old roots.
Pockels prepared monolayers at the air–water interface in

the 19th century [1–4], followed by Rayleigh [5], Hardy [6],
Deveaux [7], and others. Later, monolayers of amphiphilic
molecules on the water surface were named after Langmuir
[8, 9]. The first one to study the deposition of long-chain car-
boxylic acids on solid substrates was Blodgett [10, 11], who
can be seen as the ancestor of our modern self-assembling

systems, even if, around that time, amphiphilic monolayers
were already used to control the wetting behavior of metal
condenser plates in steam engines. Systematic research on
self-assembling monolayers was performed later by Zisman
[12] and Dewar [13]. For further information regarding the
history of organic monolayers, we refer to [14, 15].
In the 1980s, the field of wetting and surface modification

underwent a revival, and the great potential of thin organic
films was recognized, which led to a very large number of
publications in the following years [16–20].
Highly ordered organic films are very promising initial or

intermediate states in order to achieve well-characterized
tailoring of surfaces. Well-defined chemical modification and
control of surfaces and interfaces are also essential for
a variety of applications of semiconducting materials, as
in photocatalysis, optoelectronic, and photovoltaic devices
[21–23]. Recently, alkanethiolate films were also investigated
on semiconductors because of their application potential
for such purposes. But to date, still much less is known
about alkanethiolate films on surfaces of compound semi-
conductors compared to the extensively studied surfaces
of gold, silver, and copper. Passivation of GaAs surfaces
using adsorbed thiols has been reported by Lunt et al. [24].
A study on alkanethiols on a chemically prepared InP(100)
surface has been published by Gu et al. [25]. We will present
very detailed results on the character, structure, passivating
properties, and patterning of alkanethiols on III–V semicon-
ductor surfaces in this chapter.
In contrast to the numerous publications in the field

“self-assembling systems on coinage metals,” the number
of papers dealing with self-assembling on semiconductors
is by far lower. In this chapter, the very detailed results
on metals are sometimes used, to be compared with the
results on semiconductors. This comparison allows us to
judge if a self-assembling feature is a more general feature
or a specific one for semiconductors. However, the main
focus of this chapter is self-assembling and nanostructur-
ing on semiconductors. Furthermore, this review is written
from a surface-science perspective, with the focus on the
fundamental principles governing the growth and structures
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428 Self-Assembled Monolayers on Semiconductor Surfaces

of self-assembling monolayers. While this naturally puts the
emphasis on chemically simple compounds (e.g., thiols), we
also outline the rich opportunities in the areas of lateral pat-
terning, chemical functionalization, chelating compounds,
and some technological applications. For the used surface-
science techniques, we refer to well-known textbooks.
The chapter is organized as follows. In Section 2, the

basic facts about the systems, the sample preparation tech-
niques, and self-assembly are discussed. Section 3 deals with
thiols on different III–V semiconductors, the most discussed
and, in our opinion, the most fruitful combination. This
includes speed of assembly, passivating properties, and a
very detailed discussion of the structure of these systems.
Section 4 is dedicated to the structuring of self-assembling
systems. We present different approaches to structuring, but
also discuss in detail the mechanisms behind the different
technologies. Section 5 briefly describes systems which have
not been discussed in the previous sections in order to give
an as complete as possible review on the topic. Section 6
closes this chapter with a general discussion, and we con-
clude with an outlook and some open issues.

2. ORGANIC SELF-ASSEMBLIES
The most often used organic species in self-assembly is
the n–alkanethiol molecule. Alkanethiols CH3–(CH2�n−1–
SH (alkyl chain length n) are well known to form SAMs
on metals like gold, silver, or copper [16, 26–31]. The self-
assembly of the alkanethiols results in a unique arrangement
regarding a rather well-defined polar angle of the chains
with respect to the surface normal of the metallic substrates.
The head group contains a sulphur atom which binds to
the substrates by splitting off the hydrogen atom [32–34].
The backbone of the molecule is an alkyl chain which is,
in its most simple form, terminated by a methyl end group.
Since the bonds in the alkyl chain are only � (single) bonds,
they permit rotation around the bond axis, and therefore
the chain has a high degree of freedom apart from the
symmetric all-trans conformation. Instead of the terminat-
ing methyl group, other groups can be used as a substitute
(e.g., –OH, –COOH). Depending on the chemical character
of the groups, the assembled monolayer has a hydrophobic
or more hydrophilic behavior.
Instead of the saturated alkyl chain, double bonds or even

aromatics can be introduced. The head group may also con-
sist of any molecule which binds to the substrate of inter-
est. There have been numerous reports on the properties of
such monolayers on metal surfaces, including their structure,
chemical properties, and applications for the structuring of
surfaces. In contrast to metal surfaces, very few investiga-
tions so far have considered the adsorption of alkanethiols
on semiconductor surfaces. This lack of knowledge is also
in contrast to the large body of investigations which deal
with the modification of semiconductor surfaces using inor-
ganic sulphur compounds [33–37]. Reports have been given
on the influence of alkanethiols on Schottky barrier heights
on metal–semiconductor contacts and on the passivating
properties of adsorbed thiols on semiconductor surfaces
[35, 37].

Besides thiols in n–alkanethiols, often-used head groups
are sulphonic and phosphorus acids. Another popular exam-
ple is organosilicon monolayers (e.g., alkyltrichlorosilane) on
hydroxylated surfaces, which are well ordered, but typically
do not exhibit the degree of long-range order observed for
thiols on coinage metals and III–V semiconductor surfaces
[38–41]. A compilation of the most often used SAMs and
their structure is shown in Table 1. For more details, we
refer to Section 5.

2.1. Substrates

With the advent of the transistor in 1947 (Bardeen and
Shockley, Bell Laboratories), semiconductors became more
and more important in technological development. Nowa-
days, practically no modern technological device runs with-
out semiconductors. While silicon (Si) is the basic material
for most electronic devices (e.g., processors) [42–49], III–V
semiconductors are the materials of choice for optoelec-
tronic devices. Recently, the development of, for example,
organic light emitters (OLEDs) and other organic devices
demonstrates the necessity of combining and structuring
organic–semiconductor systems.
Semiconductor compounds consisting of elements of the

third (B, Al, Ga, In, Tl) and fifth row (N, P, As, Sb, Bi)
of the periodic system, that is, the so-called III–V semicon-
ductors GaAs, InP, or AlxGa1−xAs, are frequently used in

Table 1. Structure of some frequently used SAMs.
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modern optoelectronic devices, such as light-emitting diodes
(LEDs), semiconductor lasers, optoelectronic modulators,
or light detectors. The reason for using these materials in
optics rather than the most widely employed Si is the differ-
ence in band structure: many III–V semiconductors have a
direct bandgap, resulting in very efficient optical absorption
or emission. Silicon is an indirect bandgap semiconductor
which, in its crystalline form, has only a few optical applica-
tions. The specific optical properties of III–V semiconduc-
tors are given by their band-structure characteristics. The
wavelength of luminescence (e.g., the color of the LED) is
determined by the width of the forbidden gap between the
valence and conduction bands. The efficiency of such devices
is strongly related to the effective mass or density of states
for the carriers in each band.
Because of the above-mentioned optoelectronic proper-

ties, the most prominent compound semiconductors are gal-
lium arsenide (GaAs), gallium phosphide (GaP), gallium
nitride (GaN), indium arsenide (InAs), and indium phos-
phide (InP) [50a, 50b]. Heterostructures of alternating thin
layers of the above compounds are made in order to tune
their optoelectronic properties [50b].
Most semiconductor surfaces used for research are made

from high-quality single crystals which are produced by
Czochralski or Bridgman techniques. In the case of III–V
semiconductors, two surface orientations are of utmost
importance. First is the (110) surface, which is the natural
cleavage plane. Cleaving a III–V semiconductor along this
plane results in surfaces with the highest grade of perfection.
For more details, for example, surface relaxation, we refer to
[50, 51]. Second is the (001) surface, which is the technolog-
ically used plane for etching processes in the electrooptical
industry [35–37].
The crystals are typically doped (naturally or artificially)

with carrier concentrations of 10−15–10−18/cm3 in order to
make them useful for technical applications. The influence
of the carrier concentration on the binding of organic self-
assembling monolayers is weak, and thus will be ignored in
this review.

2.2. Sample Preparation and Self-Assembly

2.2.1. Sample Preparation and
Self-Assembly from Solutions

The alkanethiols (most typically hexadecanethiol or dode-
canethiol 95–99.5%) were dissolved in isooctane, ethanol
(absolute), or hexadecane. The typical concentrations were
in the range of 10−3–10−5 M. More polar species (e.g., mer-
captobenzothiazole, MBT; see Section 4) were dissolved in
an aqueous solution with 5% ethanol. After immersion times
of 24–36 h, the samples were rinsed with fresh solvent, dried
under a nitrogen stream, and inserted into, for example, the
spectrometer immediately. As substrates, either prenotched
bars of Czochralski-grown and crystallographically oriented
single crystals were used or, for the purpose of compari-
son, gold films were prepared using a Knudsen cell in UHV
(base pressure: 2× 10−10 mbar), evaporating gold (Goodfel-
low, 99�999 +%) onto a freshly cleaved slice of muscovite
mica. The mechanism behind the self-assembly process on

gold was first published by Poirer and Pylant [52]. The cor-
responding mechanism from dilute solutions on semicon-
ductors will be investigated in Section 3.1, and for vapor
deposition in the following paragraph.

2.2.2. Sample Preparation and
Self-Assembly in UHV

The alkanethiol (e.g., dodecanethiol Aldrich, 98%) was let
into the preparation chamber by means of a sapphire-sealed
leak valve (Vacuum Generators VG, U.K.), which is inert
to sulphur-containing species. In order to minimize the con-
tent of dissolved oxygen in the alkanethiol, the liquid was
degassed by several repeated pumping, purging (with N2,
99.999%, Messer Griesheim, Germany), and freezing cycles,
before passing the leak valve. The valve and its surround-
ing should be slightly heated (35–45 �C) to prevent conden-
sation and physisorption of the alkanethiol molecules on
the inner sealing surfaces of the leak valve [53]. Besides
spectroscopic techniques, a scanning tunneling microscope
(STM) was used to investigate the adsorbed systems in
UHV. Because of the active properties of the freshly cleaved
InP(110) surface, all experiments (at least with submono-
layer coverage) had to take place in UHV. Therefore, the
STM head, which was constructed on a CF-100 flange, had
to be mounted inside a UHV chamber. The base pressure
in the recipient was 2 ∗ 10−10 mbar using a combination of
a turbo molecular and a rotary pump. For the sake of low
vibration, this combination could be shut down. In this case,
we used a liquid-nitrogen-cooled Titan sublimation pump
and an ion getter pump instead. These were able to main-
tain good vacuum conditions without generating vibrations.
When the TSP was cooled with liquid nitrogen, the pres-
sure went down to 5 ∗ 10−11mbar. The tungsten tips were
self-made with the help of a two-step procedure (see [22,
54–58]). Because of additional control of the current direc-
tion of the last applied sine wave, the tips are also free
from covering oxide layers. Following this procedure, the
tips were rinsed with tridest H2O, and were directly inserted
into the vacuum chamber. A self-constructed system allowed
not only changing the samples, but also changing up to seven
tips at one time, without breaking the vacuum. The support-
ing X-ray photoelectron diffraction (XPD) and X-ray photo-
electron spectroscopy (XPS) measurements were made with
an Escalab 220 iXL (Vacuum Generators VG, U.K.) spec-
trometer, equipped with a monochromatized Al K� source
and a computer-controlled microstage.
The comparative SXPS spectra were recorded at the

BESSY synchrotron storage ring in Berlin at the undulator
beamline TGM-5, using a VG Baby-Aries spectrometer.
As an example for consecutive adsorption of thiols in

UHV, the coverage and order of dodecanethiolate molecules
on InP(110) surfaces was investigated by Zerulla et al. [53]
and on gold by Widrig et al. [59] and Poirer et al. [60]. In
the following paragraph, the coverage and structure of the
adsorbed molecules are controlled by spectroscopic means
and STM investigations depending on the dodecanethiol
dose. Starting from the clean, cleaved semiconductor sur-
face, the STM images show the different states of order in
the self-assembling films with molecular/atomic resolution.



430 Self-Assembled Monolayers on Semiconductor Surfaces

Additionally, STS was applied, in order to distinguish cov-
ered and uncovered regions with high lateral resolution. Fur-
ther proof is given by (S)XPS and XPD spectra, obtained
from measurements at the synchrotron storage ring BESSY
and high-resolution laboratory sources, at all consecutive
stages of adsorption. The first straightforward step in the
investigation of vacuum-deposited alkanethiols on III–V
semiconductors was to monitor the clean, freshly cleaved
(UHV conditions) semiconductor surface itself via STM.
Depending on the polarity of the tip with respect to the sub-
strate surface, the STM image shows either the positions of
the indium or the phosphorus atoms [61–63]. The surface
was recorded with a positive tip, therefore showing the filled
“dangling bonds” of the phosphorus atoms. The distances of
the atoms were analyzed in the [001] and [1–10] directions
of the surface. These measured distances of 590 and 420 pm
are close to the ideal distances of 587 and 415 pm, respec-
tively, which can be taken from [35–37, 64]. The difference
between ideal and measured distances are well in the limit
of the temperature-dependent reproducibility of the STM
piezocrystals, which were calibrated before with the help of a
highly ordered pyrolytic graphite (HOPG) surface. It should
be mentioned that surface-relaxation effects have an influ-
ence on the height offset of the topmost phosphorus atoms
with respect to the indium atoms (I–P), but no effect on the
P–P distances within the first layer [35–37, 65].
Further STM investigations on a larger scale show only

minor distortions of the surface in the form of small steps
(typical height 1–6 atoms). Typically, the surfaces are free
from defects for lateral dimensions as large as 1 mm2. For
the typical lateral scale of atomic-resolved STM graphs, this,
in fact, allows for the investigation of adsorbates on regions
without any substrate defects.
STS measurements of various positions on such freshly

cleaved InP(110) surfaces lead to a composite I/U spectrum.
The shown spectrum is a result of 256 independent recorded
spectra, which have been added to suppress random noise.
The main characteristic feature of these spectra is the very
good visible bandgap, which is about 1.3 eV at room tem-
perature in the case of InP [53]. In our experiments, the
line shape of the spectra was independent of the exact lat-
eral position of the STM tip; therefore, it still represents a
more macroscopic feature of the semiconductor, and not an
atomic behavior—even if the lateral resolution in the normal
image mode achieved atomic resolution. Surface-sensitive
(S)XPS studies of these cleaved surfaces, which are proof of
their cleanness, are presented in [53, 64–67].
After the characterization of the clean InP(110) surface,

a systematic, consecutive, dose-dependent treatment with
dodecanethiol molecules was applied to the semiconduc-
tor surface. First, a dose of 1 Langmuir dodecanethiol was
applied. The result of this treatment was the complete loss
of resolution in the STM graphs. The reason for this behav-
ior is probably that dodecanethiol molecules are bounded
via the sulphur atoms to the indium atoms [66, 67]. The
alkyl chains, on the other hand, only adhere loosely to the
surface. Because of the sparse density of the molecules at 1
Langmuir (sticking coefficient <1), sufficient space remains
between the molecules. When the STM tip scans across such
a molecule, the alkyl chain is moved by the tip. Therefore,
a clear STM image could not be obtained.

Nevertheless, the adsorbed molecules can be traced with
the help of XP spectroscopy. The spectra show the expected
C1s/S2p intensity ratio of 12:1 (corrected with the respective
sensitivity factors and the spectrometer transmission func-
tion) for dodecanethiol, while the total signal strength (e.g.,
C1s) of the adsorbed molecules is far below the well-known
intensity expected for a typical monolayer (see [32]).
The measured relative and absolute intensities are proof

for nonoverlapping molecules with a sparse density at the
surface.
This behavior changes if a larger dose of dodecanethiol is

applied. It is possible at 100 Langmuir to get a good resolved
graph again. The situation is displayed in Figure 1. It shows
a dense monolayer of “lying” dodecanethiol molecules. Note
that the chains are not randomly distributed, but mostly
pointing into a crystallographic main axis (to prevent distur-
bances by the scanning tip, and therefore misinterpretations,
the main axis of the InP crystal was not chosen parallel
to the image boundaries, but turned 15� counterclockwise).

Figure 1. STM picture at 100 Langmuir dodecanethiol (UT = 2�4 V;
IT = 500 pA). (a) STM-picture at 100 Langmuir dodecanethiol
(enlarged). The all-trans conformation of a single molecule has been
graphically emphasized. (b) STM picture at 100 Langmuir dode-
canethiol (enlarged). The picture shows a region where some chains
are misaligned. Reprinted with permission from [53], D. Zerulla and
T. Chassé, Langmuir 18, 5392 (2002). © 2002, American Chemical
Society.
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Figure 1a (enlarged part of Fig. 1) shows the structure of
the alkyl chains (all-trans conformation), which can also
be resolved in some regions. While most of the chains
are pointing into the [001] direction of the substrate, upon
closer inspection, it can be seen that some chains point par-
tially into other directions (see Fig. 1b). This can easily be
explained by the following fact: because of the � bond-
ings between the carbon atoms in the alkyl chains, turning
of molecular parts around these bonding axes is permitted.
While the all-trans conformation is the energetically low-
est form, other conformations will occur at room temper-
ature, whose total energies are only slightly higher. Once
lying on the surface at high densities, these conformations
are also stabilized by the neighboring molecules within the
dense package. To confirm the above thesis, it is necessary
to investigate all possible geometrical variations which might
occur on the surface. Assuming that the orientation of all
of the In–S bondings between the substrate and the thiol
molecules point into the [001] direction of the substrate due
to the InP(110) surface (we will discuss this later), the num-
ber of alternate conformations projected onto the surface is
limited, at least if the permitted values of the C–C angles are
low in number, because of the state of adsorption at the sur-
face. This means that, besides the pure all-trans conforma-
tion which is shown in Figure 1a, it should be possible to find
a limited number of molecules in slightly differing conforma-
tions (e.g., only one turn around one bonding axis, leading to
a change in one angle in the carbon backbone in contrast to
an all-trans conformation), and therefore a differing orienta-
tion of their main axis after the deviating bond. This case is
shown in Figure 1b. Further geometric analysis of the STM
graphs reveals that the measured bonding angles between
the carbon atoms in all-trans conformation molecules are
larger then 110� (about 130–140�). First, this is a result of the
slightly changed conformation of the molecules, while being
physisorbed at the surface. The necessary structure to reach
a minimum of total energy for a physisorbed alkyl chain
(carbon in sp3 hybridization) does not have a perfect planar
carbon backbone parallel to the semiconductor surface. Sec-
ond, the STM imaging mode projects this three-dimensional
molecule into the two-dimensional space, resulting in images
of molecules which seem to deviate from the octahedrally
bonded situation.
A further proof that the STM graph displays “lying”

molecules is given by angular-resolved XPS measurements.
Here, the ratio between the C1s and the S2p peak intensity
does not change while varying the take-off angle. Besides,
the pure C1s and S2p peak intensities at normal take-off
angle do not allow for models other than “lying” molecules,
especially if models of a higher thickness than a ”lying”
monolayer can be excluded due to the substrate (e.g., P2p
or In4d) to adsorbate intensity ratio, for example, C1s (see
adsorption step 3 in Figs. 4 and 5).
If the sulphur atoms were covered significantly by the

alkyl chains, the (corrected) intensity ratio (C1s/S2p) would
have to be higher than the measured ratio (12.2), which still
displays approximately the stoichiometric ratio.
Increasing the dodecanethiol dose to 1000 Langmuir leads

to the conditions shown in Figure 2. Inspection of this STM
image reveals two different kinds of regions: the higher
ones (brighter gray scales), which we interpret to consist

Figure 2. STM picture at 1000 Langmuir dodecanethiol (UT = 3�8 V;
IT = 250 pA). Reprinted with permission from [53], D. Zerulla and
T. Chassé, Langmuir 18, 5392 (2002). © 2002, American Chemical
Society.

of “standing” molecules, and the lower ones (darker gray
scales), which are still formed by “lying” molecules, as can
be seen at lower doses. Note that the STM graph still shows
molecular resolution simultaneously in both kinds of regions
at room temperature.
To ensure that both the “standing” and the “lying” regions

do indeed consist of alkyl chains, both regions have been
investigated via STS. The spectra are shown in comparison
with an SXPS spectrum (excited at 55 eV with synchrotron
radiation), recorded from surface-bonded alkyl chains, pre-
pared from dilute solutions of dodecanethiol (Fig. 3) [32, 66,
68]. Despite the differences in excitation, the energetic posi-
tions of the peaks are identical. Both regions can therefore
be assumed to be covered with dodecanethiols. The follow-
ing arguments can be found to support the interpretation.

• From the STS–SXPS comparison, one can conclude
that the whole surface is covered by dodecanethiol.

• The average height offset of the bright and dark regions
of approximately 1.0–1.4 nm (taken from STM mea-
surements) fits into the model of lying minus stand-
ing regions—taking the length of one dodecanethiol
molecule (1.84 nm) and the expected angle from the
surface normal of 34� into account [66, 67].

Figure 3. Locally resolved ST spectra of a DDT-covered region in com-
parison to an SXPS spectrum of a similar sample. Reprinted with per-
mission from [53], D. Zerulla and T. Chassé, Langmuir 18, 5392 (2002).
© 2002, American Chemical Society.
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• In the following, we will present additional informa-
tion, derived from detailed XPS studies of the substrate
(In3d, P2p) and the adsorbate (C1s, S2p), respectively.

In order to obtain additional reliable information on the
surface coverage, we performed highly resolved XPS mea-
surements for all peaks of interest at all stages of adsorption.
As an example, we provide the detailed XP spectra for step
3 (1 kLangmuir dose) in Figure 4. The intensity informa-
tion was extracted from these spectra by calculating the true
peak area from an elaborate fitting procedure which uses an
iterative background subtraction combined with convoluted
Voigt profiles in a multipeak algorithm. The corresponding
residuals are also given in each graph. The extracted inten-
sities for all stages of adsorption are given in Figure 5. Note
that the data are normalized individually. That is, for exam-
ple, the ratio between carbon and sulphur is always greater
than 12. In Figure 5, the highest point (at step 4) of this
ratio is normalized to 1 in order to display all graphs in the
same diagram. This allows a detailed comparison between
the individual intensities. A measure of the reliability of this
method is given by the substrate intensities (In3d, P2p). In
principle, both intensities should be identical in pairs at all
points. In comparison to the magnitude of changes of the
adsorbate intensities, this is true. Now, we focus on the car-
bon/sulphur ratio. In first-order approximation, the inten-
sity of both elements should rise while more molecules are
being adsorbed on the surface. The difference between both
intensities in the course of adsorption is due the fact that

Figure 4. XPS spectra of DT on InP(110) at 1 kLangmuir. (a) In3d.
(b) P2p. (c) C1s. (d) S2p. Reprinted with permission from [53],
D. Zerulla and T. Chassé, Langmuir 18, 5392 (2002). © 2002, American
Chemical Society.

Figure 5. Comparison of the XPS intensities of adsorbate and sub-
strate peaks and the carbon-to-sulphur ratio, derived from background-
corrected peak areas at the different adsorption steps. Note that all
measurements have been normalized individually. Reprinted with per-
mission from [53], D. Zerulla and T. Chassé, Langmuir 18, 5392 (2002).
© 2002, American Chemical Society.

the carbon–alkyl chains are covering the binding sulphur
atoms in a standing film, and therefore weaken the XPS
intensity of the sulphur signal. This means that the higher
the C/S ratio, the more “standing” is the ordered mono-
layer. Returning to the adsorption step at 1 kLangmuir this
means that this film already shows a high degree of standing
molecules, but compared to the last step (doses >10 kLang-
muir), one finds that the degree of order is not at its max-
imum. This is exactly how we interpreted the STM graph
before. The film is partially well ordered (standing), but has
also some regions which have a lower density of adsorbed
molecules (lying).
Well-ordered self-assembling monolayers, which can be

compared to systems prepared from dilute solutions, are
also found. The required minimum dose for a quasifault-
less monolayer is between 5000 and 10,000 Langmuir dode-
canethiol. An example for such a system is shown in
Figure 6. The SAM is prepared at 10,000 Langmuir dode-
canethiol on a freshly UHV-cleaved InP(110) surface. The
array of “standing” molecules appears faultless, although, on
closer inspection, a small deviation in brightness (=height)
is detectable. This effect might arise from some residual
stress in the SAM, which itself comes from the exceptional
three-dimensional tight packing of the alkanethiol molecules

Figure 6. STM picture at 10 kLangmuir dodecanethiol (UT = 3�8 V;
IT = 250 pA). Reprinted with permission from [53], D. Zerulla and
T. Chassé, Langmuir 18, 5392 (2002). © 2002, American Chemical
Society.
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in the well-ordered “van der Waals stabilized” layer (see
Section 3.3 and [66, 67]).
Note that neither the gray scale nor the z-axis scale of

Figure 6 is equivalent to that of Figure 2, but is adjusted
for more sensitivity in height display. Figure 7 shows an
enlarged section of the former STM graph. Even on this
scale, the monolayer appears well ordered. A small distor-
tion of the graph can be found by comparing the resolution
in the X and Y directions. This distortion could be caused
by two points. First, the shape of the STM tip could be
slightly asymmetric. Second, the tilted structure of the self-
assembled monolayer in combination with the impact of the
tip into the layer (Fig. 8) could cause such an effect. Because
of some further tests with this tip and the knowledge of the
inner structure of the monolayer [66, 67], we tend to inter-
pret the distortion to be due to the “tilted” structure of the
adsorbate, and not caused by imperfections in the shape of
the tip.
The STM analysis of the adsorbate system is completed by

a determination of the molecular spacing. For this purpose,
not only was an exemplary determination on a “good fitting
location” in real space made, but so was a complete two-
dimensional fast Fourier transformation (FFT) [53]. The
transformation allows us to judge the distances of all inves-
tigated molecules simultaneously, and to detect superlattices
and repeating distortions in one image. Repeating struc-
tures in time (and therefore, due to the scanning, in space)
are displayed as bright “spots” (accumulation points). The
most prominent spots belong to the rectangular recipro-
cal surface unit cell of the underlying InP lattice, and are
highlighted via white lines for better visibility. As far we
can judge from numerous STM graphs, the adsorbed mono-
layer appears faultless and well ordered. But how can we
be sure that the system under investigation is a unique,
distortion-free monolayer system on larger scales? From
STM measurements alone, it is practically impossible to
obtain positive proof of the single-domain structure. If the
area under investigation (STM) is successively made larger,
there will be a certain point where the necessary molecular
resolution will be lost. This is especially true if superlattices,
and therefore domain boundaries, are missing, which has to
be expected for single-domain structures. Proving the single-
domain structure investigations on a macroscopic scale is

Figure 7. STM picture at 10 kLangmuir dodecanethiol (enlarged).
Reprinted with permission from [53], D. Zerulla and T. Chassé, Lang-
muir 18, 5392 (2002). © 2002, American Chemical Society.

Figure 8. Model of the dodecanethiol–InP(110) system while measured
by STM. Reprinted with permission from [53], D. Zerulla and T. Chassé,
Langmuir 18, 5392 (2002). © 2002, American Chemical Society.

necessary. For this, we refer to Section 3.3, where two dif-
ferent spectroscopic approaches have been chosen which
are able to analyze structural aspects on macroscopic scales
[66, 67].
Summarizing the recent results for UHV deposition, four

main phases of adsorption on InP(110) were found. First, at
doses < 10 Langmuir, the surface is only sparsely covered,
still permitting the alkyl chains to move “sideways” on the
surface; therefore, no stable STM image was presented. Sec-
ond, approximately at 10 Langmuir, a dense layer consisting
of lying molecules is formed. The contact between the alkyl
chains is stabilizing enough to give good resolution, even at
room temperature. Third, at doses of 1 kLangmuir, parts of
the monolayer start to stand up. This is done neither sta-
tistically nor individually, but in well-defined domains, while
other regions are still flat on the surface. A comparison
between the height of the standing and the lying molecules
in the same graph permits us to deduce this difference pre-
cisely. From that, we can learn how deep the tip penetrates
the organic layer.
From other papers concerned with the behavior of tip–

surface interactions on organic films, it is well known that
the tip might intrude into the organic layer while scanning
[22, 56, 69]. This behavior is also to be expected for the
STM parameters used here in connection with the insulating
properties of the adsorbate system under investigation (See
Section 2). Further proof is given by the height information
of the different regions in Figure 2. The average height dif-
ference of the “standing” and the “lying” regimes is about
0.8 nm. Note that the given z axis in the graph denotes the
maximum distance between the highest and lowest point;
therefore, the average distance between neighboring regions
is significantly lower. If the tip did not intrude into the layer,
this distance would be about 1.5 nm (the height of a 34�

tilted dodecanethiol monolayer) minus the height of a lying
molecule, which should be near 0.2 nm. The result of 1.3 nm
is significantly higher than the measured value of 0.8 nm;
therefore, the tip intrudes about 0.5 nm into the layer, as is
depicted in Figure 8.
In the last stage (dose >10 kLangmuir), a macroscopic

“single-domain” monolayer covers the semicondoctor, which
is virtually free from defects. All molecules have the well-
defined tilt angle in the [001] direction of the InP (110)
surface (see Section 3.3). The chain–chain distances, and
therefore the tilt angle, reflect the lattice properties of the
underlying semiconductor, which were additionally proved
by an FFT analysis of the STM image and locally resolved
tunneling spectra.
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3. THIOL MONOLAYERS ON III–V
SEMICONDUCTOR SURFACES

Thiols on III–V semiconductors are by far the most promis-
ing combination, as we will show in the following paragraphs
of this section. Their ease of preparation is similar to thiols
on gold (with some exceptions; see Section 2), and they form
dense and therefore passivating (see Section 3.2) and highly
ordered (see Section 3.3) monolayers which can be struc-
tured with the methods introduced in Section 3. But first,
we will discuss the self-assembly and its speed, depending on
the method of sample preparation, in the next paragraph.

3.1. Speed of Self-Assembly

While the adsorption under vacuum conditions is primar-
ily a function of the differential pressure of the molecule
species [53, 70], the adsorption from dilute solutions is eas-
ily traceable in the time domain [71]. Confining our systems
to alkanethiols with lengths between 6 and 20 carbon atoms,
the adsorption and self-assembling speeds are very similar.
The methods to probe the degree of order or state of assem-
bly can include in-line techniques which can be used with-
out interrupting the self-assembling. This has been done by
Grunze and Wöll, using second-harmonic generation (SHG)
and sum-frequency generation (SFG) on the adsorption of
thiols on gold [72].
The other class of experiments, that is, all surface-science

techniques working under UHV conditions, needs an inter-
ruption of the assembling process. For gold and silver as
substrates, this is not critical because they do not react with
the atmospheric oxygen, but for semiconductors, this is not
easily done. One method is to prepare as many samples as
planned measurements, and to use each sample only one
time. Despite the great efforts which are connected with this
method, we chose to use it because it opened up the full
choice of surface-science techniques [53, 64]. In the follow-
ing, we present a time-dependent XPS analyzed study on
the speed of self-assembly. Our concrete system is 1 mmol
concentrated HDT in isooctane on InP (110).
The XPS intensities are presented in Figure 9. In the

beginning, all signals, except the substrate-related signals,
increase quickly until the alkyl chains start to cover the bind-
ing sulphur atoms of the thiol groups. This is the point

Figure 9. The self-assembling process is monitored via time-dependent
XPS spectroscopy of the important substrate and adsorbate elements.
Adsorbate: HDT in isooctane [64].

where the ordering starts. After 24–36 h, the system does not
change anymore. In order to be on the safe side, we chose
assembly times >36 h for our experiments on well-ordered
SAMs.

3.2. Passivating Properties

III–V semiconductors are not immune to oxygen. A freshly
cleaved (110) surface, and of course other surfaces as well,
would oxidize within fractions of a microsecond if not pro-
tected against atmosphere. Furthermore, if chemical etching
is needed in the production of, for example, nanostructured
devices (see Section 4), the monolayer should be able to
resist the etching on the time scale of minutes. In the fol-
lowing, we will discuss the passivating properties of self-
assembling monolayers on the example of alkanethiols on
InP(110). First, we briefly note the preparation procedure
which is necessary to make a monolayer free of defects
(for more details regarding the preparation, we refer to
Section 2). If the self-assembling takes place in a dilute solu-
tion, it is necessary to purge the solution first with nitrogen
(or Ar) for about 20 min. Otherwise, the residual oxygen
in the organic solvent immediately reacts with the substrate
surface [32, 64]. But, if the prenotched crystal bars are
cleaved in a degassed solvent, which contains �mol · mmol
concentrated thiols, oxygen is absent, even in an extremely
surface-sensitive SXPS measurement [32, 64]. In order to
test the passivating properties of samples with fully assem-
bled monolayers, we exposed the samples to atmosphere and
humidity on time scales of hours, days, and even months.
While no changes of the samples were spectroscopically

detectable within days, as judged from the SXPS sensitiv-
ity scale, on the time scale of a month, slight changes were
detectable [64]. But even this slight change proved that at
least 90% of the samples were not affected. These results
show that readily assembled monolayers can be handled
without further precautions in technological processes.
Then, we exposed similar samples to electrochemistry [64,

73]. At the start, a potential which was suitable for etching of
the semiconductor was applied and changed to cyclic, while
in parallel the current voltage (CV) ratio and the capacity
were recorded. The results showed that the monolayer pro-
tects the semiconductor surface effectively [64, 73]. After
some minutes, the monolayer showed the first degradation,
but from the current density, it was clear that this is only a
minor effect, starting at the edges and at imperfections (e.g.,
cleavage steps) of the substrate (for more details, refer to
[64, 73]).
Summarizing the results, alkanethiol monolayers (for

length >6) protect III–V semiconductor (110) surfaces well
enough to be used as masks, especially if nanostructured
(see Section 4).

3.3. Structure via Spectroscopy

In this section,wewill analyze the complete three-dimensional
structure of the adsorbate–substrate system from a mul-
titude of spectroscopic approaches. First, we describe
investigations of the X-ray absorption near-edge struc-
ture (XANES) of adsorbed hexadecanethiol monolayers on
InP (110).
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We will demonstrate that the self-assembly on III–V
semiconductor surfaces results in a unique arrangement of
the alkyl chains with a rather well-defined polar angle of
the chains with respect to the surface normal. However,
on the metal single-crystal surfaces investigated so far, the
molecular orientation in the azimuthal direction is not uni-
form. This is because the surface symmetry permits the for-
mation of several domains of differing azimuthal molecular
orientation. Here, we report on self-assembled monolayers,
which possess a very high degree of molecular order in both
the polar and azimuthal orientation of the organic molecules
with respect to the substrate. This unique feature has been
observed during investigations of III–V (110) surfaces, which
were performed in order to explore the self-assembling
properties of compound semiconductor surfaces. These con-
clusions have been derived from the X-ray absorption near-
edge structure XANES measurements taken at the carbon
K edge (CK XANES), which have been carried out to deter-
mine the main structural features of the alkyl chains on
InP (110). First, core-level photoemission XPS studies were
performed in order to characterize the adsorbed organic
layers of interest, which were prepared by adsorption from
millimolar solutions of thiols in isooctane for durations of
24–36 h, according to Section 4.4. InP (110) faces were
prepared by cleavage of prenotched bars in solution (see
Section 4.4). As we will discuss in more detail in Section 4,
essentially only one sulfur species is present on the freshly
prepared SAMs in XPS and SXPS experiments. Also, tak-
ing into account the complete absence of oxygen-related
features, even after contact with the atmosphere, we con-
clude that alkanethiols form stable and contamination-free
monolayers on InP (110). Examples of other investigations
on similar semiconductor surfaces can be found in [24, 25].
The XANES measurements in a partial electron yield mode
on SAMs of adsorbed alkanethiols on InP 110 were carried
out at the beamlines HE-TGM2 and PM5 of the BESSY I
storage ring in Berlin. Figure 10 displays angular-resolved
CK XANES of a monolayer, prepared by adsorption of hex-
adecanethiol (HDT). The absorption spectra were recorded
at several incidence directions of the soft X-ray photons
with respect to the surface normal polar angle (−60 to 80�).

Figure 10. Series of normalized XANES absorption spectra of an
adsorbed HDT monolayer on InP (110) with different polar angles. The
retard potential of the partial yield detector was set to 150 V. Reprinted
with permission from [66], D. Zerulla and T. Chassé, Chem Phys. Lett.
311, 8 (1999). © 1999, Elsevier Science.

Here, the polarization vector of the linearly polarized syn-
chrotron radiation was fixed in the azimuthal orientation to
allow only variation parallel to the (110) plane. The spectra
exhibit two main absorption peaks. The peak at the higher
photon energy is attributed to �∗ C–C related resonance.
The strong feature at the lower photon energies near the
edge is mainly due to the �∗ C–H orbital [66, 67]. How-
ever, the well-resolved splitting that occurs at certain angles
suggests a more complicated origin of this feature, which
will not be discussed here. Notice the very good matching of
the background for all of the spectra at both the lowest and
highest photon energies. This is evidence for the reliability
of the spectra following the flux-normalization procedure.
The spectra show significant angular-dependent changes. In
particular, the intensities of these features do not proceed in
parallel, but they show pronounced maxima at quite differ-
ent incidence angles, exhibiting nearly an inverse behavior.
However, we will start focusing on the angular dependence
of �∗ C–C related absorption, which contains information
on the spatial orientation of the carbon backbone of the
adsorbed molecules. Therefore, a peak shape analysis has
been performed after subtracting an arctan-like step func-
tion which emulates the CK edge. In our special case, the
exact position and width of this edge are not critical to the
fit. The data in Figure 11 display the evolution of the absorp-
tion of the �∗ C–C resonance of the CK XANES of HDT
(Fig. 10) in dependence on the photon incidence direction
as characterized by the polar and azimuth angles. The data
have been derived from �∗ C–C intensities obtained from
the fits, following flux normalization of the recorded absorp-
tion spectra.
The solid line represents a fit curve to the experimen-

tal absorption values which will be explained later. The
graph shown in Figure 11 reveals a clear minimum, as well
as a maximum separated by about 90�. From the angular

Figure 11. Plot of the absorption strength of the C–C(� ∗) resonances
of HDT monolayers on InP and GaP in dependence on the polar angle.
Normalization was performed as described in the text, and the maxima
were set to 1. Error bars given for 0 and 80�. Reprinted with permission
from [67], T. Chassé et al., Surf. Rev. Lett. 6, 1179 (1999). © 1999, World
Scientific Publishing.
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position of these extrema, the tilt angle can be determined
to be about 34� from normal. Furthermore, we suggest from
the nearly vanishing absorption in the minimum and high
absorption in the maximum that a high degree of order
has to be present in the layer. Note that the degree of
linear polarization of the synchrotron beam itself is near
85%, and therefore not permitting, for example, the com-
plete vanishing of the adsorption in the minimum, even if
the order in the layer is perfect. In order to shed light on the
azimuthal orientation of the chains, additional intensity data
were obtained from a set of measurements taken at normal
incidence (polar angle 0�), but varying azimuth angles of the
sample 0–360� by rotating the sample with respect to its sur-
face normal. The normalized intensities shown in Figure 12
in this manner also represent different orientations of the
polarization vector with respect to the crystallographic direc-
tions in the surface plane. The graph clearly shows two
striking absorption maxima at azimuth angles close to about
0 and 180�, and low absorption for polarization vector orien-
tations far off these preferred angular directions. This very
pronounced preference for strong X-ray absorption at polar-
ization vector orientations about parallel to the (110) plane
of InP (110) is rather exceptional. Although the graph of the
experimental data is not exactly symmetric, this result pro-
vides strong evidence for a preferred tilt of the alkyl chains
from normal toward the [001] direction. Because of the high
anisotropy of this plot and the number of tested samples,
we may essentially rule out averaging effects due to the pos-
sible existence of several domains possessing different tilt
directions. This is important for the quantitative evaluation
of the tilt angle because the data will only reveal the cor-
rect tilt angle if the azimuth polarization vector is chosen to
correspond to a maximum in Figure 12, as has been done
by recording the data displayed in Figure 11. In fact, the
solid line in Figure 11 results from a fit to the experimental
data following a cos2 function in dependence on the angle,
as suggested by the matrix elements. This fit function has
been slightly modified by a low-order polynomial in order to

Figure 12. Plot of the changing absorption strength of the �∗ C–C reso-
nance by varying the azimuthal angle while maintaining the polar angle
at 0�. Reprinted with permission from [66], D. Zerulla and T. Chassé,
Chem Phys. Lett. 311, 8 (1999). © 1999, Elsevier Science.

take into account an intensity decrease at highest incidence
angles due to limited sample size. From the positions of the
maximum and minimum in Figure 11, we can thus directly
derive the tilt angle of the alkyl chains to be 34�+/−3�.
The error has been estimated by taking into account both
the sensitivity to intensity changes near normal incidence
(Fig. 11), as determined from the slope of the fit curve, and
the difference of the strength of the two opposite absorption
maxima in Figure 12. Note, however, that the uncertainty in
the azimuth angle of about 10� is much larger, unfortunately.
Thus, we cannot rule out slight deviations from an exact

alignment within the (110) plane on this scale. Neverthe-
less, the experimental data presented above have clearly
demonstrated the well-defined orientation of the adsorbed
monolayer, resulting in an exceptionally high order of the
adsorbed monolayer. To the best of our knowledge, a sim-
ilarly pronounced preference of molecular orientation and
high molecular order of alkanethiols has not been observed
before on any other surface so far, including metal surfaces.
This strikingly high perfection of orientation of the

adsorbed alkanethiol layers has to be discussed in terms
of both adsorbate–substrate bonding and surface structure
of the substrate. First, a preferential bonding of sulphur
atoms to the surface indium atoms has been observed in
several photoemission studies of inorganic sulphur species
on InP (110) and InP (001) surfaces [35–37]. In particular,
the formation of In–SH and P–H surface bonds has been
reported in the case of the dissociative adsorption of H2S on
InP(110) [33, 34]. Second, we have performed synchrotron
light-excited SXPS studies with alkanethiols on InP (110).
These very surface-sensitive measurements also support the
thesis of S–In bonding [73].
The rectangular surface unit cell of this zinc-blende type

of substrate is characterized by In–In/P–P spacings along
the [001] and [1–10] surface directions of 587 and 415
pm, respectively. The surface indium and phosphorus atom
In–P bond lengths, 254 pm, are linked to form In–P zigzag
chains within the InP (110) surface plane, which extend
along the [1–10] direction. Thus, following structural argu-
ments regarding the space requirements of the alkyl chains
and their well-known tendency to form dense structures,
a tilt of the alkyl chains toward [001] is indeed much
more likely than toward [1–10]. These simple arguments
fit very well with our observations regarding the tilt direc-
tion, which are schematically summarized in Figure 13. Fur-
ther, a dependence of the tilt angle on the lateral dis-
tance of the sulphur–substrate bonding sites on the sur-
face, and thus on the substrate lattice constant, has to be
expected. In fact, we have observed such a trend by inves-
tigating thiol adsorption on different semiconductor sur-
faces, and the results are presented in [67]. Besides this
purely geometrical consideration, we have to be aware of
the structural inequivalence of the two opposite [001] sur-
face directions due to the asymmetry of the In–P all-trans
chains, which exhibit an indium and a phosphorus side.
This structural asymmetry is also known to be responsi-
ble for the opposite spatial orientations of the empty and
filled dangling bond orbitals of the surface indium and phos-
phorus atoms, respectively. Hence, it is reasonable to sug-
gest that the experimentally observed preference of just one
orientation of the alkyl chain has to be attributed to the
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Figure 13. (a) Schematic structural model for the tilt orientation of the
alkyl chains of HDT on InP(110) and GaP(110) (side views). Note that
details of the local adsorption geometry are not reflected by this draw-
ing. The surface indium and gallium atoms are included in order to
emphasize the bonding to the sulphur atoms. The surface phosphorus
atoms are not shown. (b) Schematic model of a hydrocarbon chain in an
ideal all-trans conformation in combination with the hydrogen van der
Waals radii. Space requirements due to the van der Waals interactions
are provided by numbers. The reduction of these van der Waals dimen-
sions by approaching an optimum registry is also indicated. Reprinted
with permission from [67], T. Chassé et al., Surf. Rev. Lett. 6, 1179
(1999). © 1999, World Scientific Publishing.

orientation of these dangling bonds, most probably to the
empty indium dangling bonds. Thus, structure as well as
bonding constraints evidently force the adsorbed monolayer
to adopt a uniquely well-defined structure, which allows us
to propose the existence of single domains of the mono-
layer on InP (110), only limited by high-cleavage steps or
other large defects of the cleaved substrate surface. Sum-
marizing our results, we have observed the formation of a
passivating, self-assembling organic monolayer on InP (110)
by the adsorption of alkanethiols from the liquid phase. A
tilt angle with respect to the sample normal of 34� and
an azimuthal orientation parallel to the (110) plane of the
InP lattice have been derived from the quantitative analy-
sis of the XANES. The exceptionally well-defined orienta-
tion and high order within the adsorbed monolayer, as may
be deduced from the strength and anisotropy of the X-ray

absorption features, make this interface a candidate for a
single-domain monolayer-adsorption system.
We will now extend the XANES measurements and dis-

cuss them in more detail. The structure of alkanethiol
monolayers on III–V(110) surfaces was studied by analyz-
ing the X-ray absorption near-edge structure (XANES) of
the carbon K edge. Pronounced absorption maxima were
observed for special orientations of the polarization vector
of the radiation as revealed from angular-dependent mea-
surements, suggesting a rather well-defined molecular axis
of the alkyl chains. From quantitative evaluations of these
angular dependences, the chains were found to be tilted
from the normal toward the [001] direction of the (110) sur-
faces by 34 and 15� in the case of HDT adsorption on InP
and GaP, respectively. The similarities as well as the differ-
ences in tilt angles between the substrates are discussed in
terms of constraints imposed by the surface structure and
lattice constants, as well as the space requirements of the
van der Waals spheres of the adsorbed thiols. A unique fea-
ture observed on these monolayers is the nearly complete
alignment of the alkyl chains with respect to the azimuthal
orientation. We suggest that this adsorbate system repre-
sents the case of a single-domain orientation within the
organic monolayer.
The spectra were recorded in a partial electron yield

mode at a pressure of 5–8 ∗ 10−10 mbar. The retard poten-
tial of the partial yield detector was typically set to 50 V. All
spectra were normalized with respect to the incident pho-
ton flux and the independently recorded background curve,
which represents influences due to carbon contaminations
on the optical elements of the beamline. The intensity cali-
bration was performed by normalizing to the intensity differ-
ence between the spectrum background below the edge and
at the highest energies, well above the resonances of inter-
est. The orientation of the polarization vector of the soft
X-rays was varied systematically by changing the incidence
angle of the radiation with respect to the crystallographic
orientations of the substrates in order to take advantage of
the polarization dependence of the dipole matrix elements,
which govern the absorption process.
Recent photoemission studies of the adsorption of alka-

nethiols (chain lengths n = 10–18) on InP(110) have demon-
strated that alkanethiols form stable and contamination-free
monolayers on this semiconductor surface [32]. This conclu-
sion has been drawn from the complete absence of oxygen-
related features in the spectra, even after contact with
atmosphere, and the existence of essentially only one dis-
tinct sulphur species in freshly prepared thiol layers, which
has been attributed to In–S bonds at the interface [32–37,
53, 66, 67]. Note that, from the chemical point of view,
based on the experience outlined above as well as from the
steric limitations due to the large space requirements of the
alkyl chains, which will be discussed below, P–S bonds have
been excluded via SXPS measurements, and will not be con-
sidered here [64]. In order to derive information on the
intramolecular bonding, and most importantly on the struc-
ture of the adsorbed monolayer, we have investigated the
X-ray absorption near-edge structure of the carbon K edge
from alkanethiol SAMs on the cleavage faces of the III–V
semiconductors InP and GaP.
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Absorption spectra were recorded from SAMs of hex-
anethiol (HT) up to hexadecanethiol. Most complete
datasets were gathered for the longer alkanethiols, which
are well known to establish highly ordered SAM domains
on metallic substrates like Au(111). In this paragraph, we
will focus on the interpretation of these spectra, which were
measured on the cleavage faces of InP and GaP. Figure 10
displays a set of CK XANES of a monolayer prepared by
adsorption of HDT on InP(110). The absorption spectra in
the figure were recorded at several incidence directions of
the soft X-ray photons with respect to the surface normal,
while keeping the azimuthal orientation of the polarization
vector strictly parallel to the [001] surface direction. The
spectra exhibit three absorption peaks. The broad peak at
the highest photon energy, close to 295 eV, is attributed
to the �∗ resonance, which is due to absorption by elec-
tron excitation from the C1s core level into the antibond-
ing orbitals of the C–C bonds (hereafter called C–C(�∗)
resonance). The sharp peak at the photon energy of about
289 eV, close to the CK edge, mainly corresponds to the
C–H(�∗) resonance [68]. The third peak feature, which
may be observed at about 2 eV higher energy compared
to the latter, is much smaller in intensity. This peak fea-
ture appears much stronger in the absorption spectra for the
shorter thiols, suggesting an origin due to the C–S bonds
at the end of the alkyl chains. We emphasize the very good
matching of the background for all of the spectra at both
the lowest and highest photon energies, which is evidence
for the reliability of the flux normalization procedure. Both
C–C(�∗) and C–H(�∗) resonances show significant angular-
dependent changes, which are reflected by the evident peak
shape changes between the spectra. In particular, the inten-
sity of the C–C(�∗) resonance decreases when going from
positive toward negative polar angles with respect to the
surface normal. Note that there is no symmetry of the inten-
sities with respect to the surface normal. Similar spectra of
HDT monolayers on GaP(110) are shown in Figure 14. The
overall shape of the spectra and the evolution of the inten-
sities exhibit the same general trends as described above for
HDT on InP(110). A noteworthy exception to this evident
similarity is the smaller energy difference between C–C and
C–H related resonances in the case of HDT on GaP. This
energy difference is reduced by 0.7 eV (+/−0�3 eV) com-
pared to HDT on an InP substrate. However, this differ-
ence calls for further statistical analysis of the whole body
of experimental spectra and accompanying theoretical con-
siderations, which will not be provided here. The C–C(�∗)
resonances contain the information on the spatial orienta-
tion of the carbon backbones of the adsorbed alkanethiols,
which are of particular interest for the structure of the SAM.
According to the dipole matrix elements for X-ray absorp-
tion, the intensity of the CK absorption resonance will be
highest if the p contribution to the spatial orientation of
the particular molecular orbital is parallel to the polariza-
tion of the X-ray light [74, 75]. The significant dependence
of the resonance intensities on the polar angle of the photon
incidence, and thus also the orientation of the polarization
vector, as exhibited by the CK resonances in Figures 10, 11,
and 14, indicates a preferential orientation of the carbon
bonds of the organic adsorbates on both InP and GaP(110).
Quantitative evaluation of the polar and azimuthal angles

Figure 14. Normalized XANES absorption spectra of an adsorbed
HDT monolayer adsorbed on GaP(110) at different polar angles. The
retard potential of the partial yield detector was set to 50 V. Polariza-
tion vector and azimuth orientation parallel to [001]. Reprinted with
permission from [67], T. Chassé et al., Surf. Rev. Lett. 6, 1179 (1999).
© 1999, World Scientific Publishing.

to be associated with this preferential orientation cannot be
derived from the data in Figure 11 alone without detailed
knowledge of the corresponding azimuth dependences.
We have recently shown, for HDT monolayers on

InP(110), that a very pronounced anisotropy of the C–C(�∗)
resonance can be observed by rotating the azimuthal orien-
tation of the polarization vector around the surface normal
at normal photon incidence [66, 67]. In brief, the observed
azimuthal dependence of the C–C(�*) intensity was strongly
peaked along the two opposite [001] surface directions. The
intensity nearly vanished far off these surface directions,
in particular along [1–10]. Hence, a predominant orienta-
tion of the alkyl chains of HDT toward [001] was predicted
[53, 66, 67]. In this manner, the anisotropies exhibited in
Figures 10, 11, and 14, which were obtained for the par-
ticular azimuth with the highest C–C(�∗) intensity, directly
reflect a highly preferred orientation of the C–C bonds with
respect to the surface normal, that is, a tilt angle of the
alkanethiol chain. A peak shape analysis of the CK spec-
tra has been performed in order to obtain quantitative data.
An arctan-like step function was used to emulate the CK
edge. In the special case of the C–C (�∗) resonance and
determination of its intensity, the exact position and width
of this edge are not critical to the fit because this high-
energy peak is already situated well above the threshold.
The data in Figure 11 display the evolution of the absorp-
tion of the C–C (�∗) resonance of the CK XANES of HDT
(Figs. 10, 14) as a function of the photon incidence direction
in terms of the polar and azimuth angles. The experimental
data represent the intensities derived from the analysis of
the spectral shapes, following appropriate flux normalization
of the recorded absorption spectra. Closed and open circles
denote data obtained from InP(110) and GaP(110), respec-
tively. The solid lines represent fit curves to the experimen-
tal absorption values for SAMs on these two surfaces. The
applied model functions for the fits represent the angular
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dependence by the term [cos2 �90� − �� + ���], essentially,
including a single tilt angle � > 0 of the alkyl chains and the
variable photon incidence angle �. The sign of the incidence
angle � was arbitrarily chosen to obtain the maximum and
minimum for � > 0 and � < 0, respectively.
The choice of this type of fit function is directly related

to the polarization dependence of the absorption matrix ele-
ments and Fermi’s golden rule [74]. We were able to neglect
any effects due to azimuth orientation in the cos2 function
because the experimental data to be analyzed were taken
for the favored high-symmetry azimuth orientation, char-
acterized by the polarization vector within the tilt plane,
which is determined by the surface normal and the preferred
[001] direction. The fit function has been slightly modified
by a low-order polynomial in the case of the InP data in
order to take into account an intensity decrease at high-
est incidence angles due to limited sample size. We further
emphasize that no angular averaging was included in the
fit functions (for example, regarding a range of tilt angles
� or several distinct values for ��, as might originate from
differently oriented domains or from the absence of a pref-
erential orientation. Nevertheless, the fit model matches the
experimental data very well over the whole range of inves-
tigated incidence angles. We may conclude that a strongly
preferred orientation of the alkyl chains exists with respect
to the polar angle as well. The pronounced intensity maxima
occurring only at certain azimuth and polar angles fix the
observed preferential orientation in spherical coordinates by
two independent angles, demonstrating the existence of a
rather well-defined molecular axis of the hydrocarbon chain
of the adsorbed thiol, which extends toward this direction.
The data from InP show a clear minimum, as well as a max-
imum separated by about 90� (Fig. 11). From the angular
positions of these extrema, the tilt angle � of this molecu-
lar axis of the HDT chain on InP(110) can be determined
to be about 34��+/−3�� from the surface normal toward
[001]. In a completely analogous manner, we may determine
a tilt angle of 15��+/−3�� from the normal for HDT on
GaP(110). We cannot draw any conclusion on preferred tilts
toward the two opposite [001] directions, [001] or [00–1],
from the XANES data alone. Although indistinguishable by
LEED patterns, these two directions are not equivalent on
III–V(110) surfaces because of the existence of the asym-
metric In(Ga)P zigzag chains in the surface plane, which
extend along [1–10]. This structural asymmetry is also known
to be responsible for the opposite spatial orientations of
the empty and filled dangling bond orbitals of the surface
indium and phosphorus atoms, respectively. Hence, it is rea-
sonable to suggest that the experimentally observed pref-
erence of just one orientation of the alkyl chain has to be
attributed to the orientation of these dangling bonds, most
probably to the empty indium dangling bonds. In fact, by
combining analysis of the asymmetric features in the XPD
patterns of InP with the XANES data, we have been able
to identify the absolute tilt orientation as pointing from the
indium side (sulphur-bonding site near indium due to In–S
bonds) toward the phosphorus side of the same zigzag chain,
as will be discussed in detail elsewhere [53, 64].
An independent check of the orientation of the hydro-

carbon chain may be performed by analysis of the intensity
evolution of the C–H (�∗) resonances in the CK XANES.

Figure 15 shows a comparison of the angular dependences
of C–C (�∗) and C–H (�∗) resonances of HDT on InP(110),
derived from the same set of spectra. The C–H (�∗) reso-
nance intensities were obtained by fitting Gaussians to the
sharp low-energy peak only, after subtracting the arctan-like
threshold function, characterized by a position at 289.5 eV
and a full width at half maximum of 0.5 eV, and by excluding
the contributions from the second, small resonance. Because
of this fitting procedure, the C–H (�∗) intensity is much
more prone to error than the C–C (�∗) resonance. Evi-
dently, these intensities evolve roughly inversely. This result
may also be confirmed for GaP by a glance at the spectra
displayed in Figures 10 and 14 for InP and GaP, respectively.
An inverse behavior is in accordance with the above-

mentioned proposal of a rather well-defined molecular axis.
The individual bond angles C–C–H will be close to the
tetrahedral angle due to the ideally adopted sp3 hybridiza-
tion of the carbon valence electrons. But in the case of
an alkyl chain that extends along an axis, that is, in an
ideal all-trans conformation, the C–H bond directions are
expected to be 90� off the average C–C orientation, cor-
responding to the molecular axis. The slight deviation of
the minimum/maximum positions of the two curves from
a 90� difference may be related to some distortions of
the chains. However, we have mentioned the much larger
sources of errors for the C–H (�∗) related resonance, and
thus we cannot make any quantitative statements on the
significance of this suggestion. Another argument for the
presence of a high degree of molecular order in the HDT
monolayer may be derived from the high anisotropy of
the minimum/maximum intensity ratios of C–C (�∗) angu-
lar dependencies. The absorption curves in Figure 11 were
normalized by setting the maxima of the fit curves to 1.0
arbitrarily. Note that the degree of linear polarization of
the synchrotron beam itself is near 85%. Therefore, com-
plete vanishing of the absorption may not be expected, even
if the order in the layer was perfect. Thus, we can also
suggest, from the rather low values of absorption intensity
in the minima of Figure 11, that a high degree of order
regarding the orientation of the alkyl chain axis should be
expected in the organic HDT layers on both investigated

Figure 15. Comparison of the polar angle dependences of the inten-
sities of C–C(� ∗) and C–H(� ∗) resonances for HDT on InP(110).
Reprinted with permission from [67], T. Chassé et al., Surf. Rev. Lett. 6,
1179 (1999). © 1999, World Scientific Publishing.
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substrates. Furthermore, we have performed simulations of
the angular dependence in relation to simple models of the
intramolecular structure, which are shown in Figure 16. The
degree of polarization of the X-rays was assumed to be
100%, and the angular dependence was modeled by a bare
cos2 function of the angle between the possible C–C bond
orientations and the polarization vector of the radiation.
An ideal all-trans conformation was adopted as a simpli-
fied model of a hydrocarbon. The highest absorption and
the maximum anisotropy are obtained, as expressed by the
minimum/maximum ratio (min = max = 0), for a hypothet-
ical linear carbon atom chain. A tetrahedral C–C–C angle
of 109.5� of a carbon zigzag chain within the plane of the
variation of the polarization vector reduces and increases
the absorption in the maximum and minimum, respec-
tively, resulting in a dramatically reduced anisotropy (min =
max = 0�5). The anisotropy would completely vanish (min =
max = 1) in the other hypothetical case of a C–C–C angle of
90�, as shown in Figure 16. However, a minimum/maximum
intensity ratio of 0.5 and larger would be in strong contrast
to the much lower experimental values (min = max < 0�2)
which may be taken from Figure 11. Another idealized hypo-
thetical model considers a rotation of the C–C zigzags by 90�

with respect to the plane determined by the polarization vec-
tor and molecular axis. The total intensity of the maximum is
reduced within this model, but interestingly, the anisotropy
remains high (min /max = 0). While this behavior would fit
the observed high anisotropy in the polar angle dependence,
it would be in contrast to the azimuthal anisotropy. There-
fore, we may rule out the extreme cases of high-symmetry
orientations of all-trans conformations with respect to [001]
or [1–10]. In contrast, twisted alkyl chains or, to a certain
extent, even some random orientations of individual C–C
bonds of the chains fit the experimental observations much
better. This result does not at all contradict the generally
observed extremely well-defined orientation of the molec-
ular axis. So far, the experimental data and the analysis
presented above have clearly demonstrated the well-defined
orientation of the adsorbed alkanethiol monolayers (HDT),
resulting in an exceptionally high order of the adsorbed

Figure 16. Simulation of the influence of intramolecular arrangement
of the carbon atoms and the relative orientation of the C–C plane with
respect to the polarization vector during an angular scan for hypotheti-
cal orientations of ideal all-trans conformation. Reprinted with permis-
sion from [67], T. Chassé, et al., Surf. Rev. Lett. 6, 1179 (1999). © 1999,
World Scientific Publishing.

monolayers. To our knowledge, a similarly pronounced pref-
erence of molecular orientation and high molecular order
of alkanethiols has not been observed before on any other
surface, including metal surfaces. This strikingly high per-
fection of orientation of the adsorbed alkanethiol layers
has to be discussed in terms of both adsorbate–substrate
bonding and surface structure of the substrate. Preferen-
tial bonding of sulphur atoms to the surface indium atoms
has been observed in several photoemission studies of sul-
phur species on InP(110) and InP(001) surfaces [35–37], and
surface-sensitive core and valence level photoemission mea-
surement of several alkanethiols on III–V(110) also support
the thesis of S–In(Ga) bonding [33–37]. Thus, structural con-
straints by the substrates will be imposed by the different
In–In (Ga–Ga) distances in the surface, which provide the
links to the adsorbed thiols. The III–V(110) surfaces of zinc-
blende structure possess a rectangular surface unit mesh.
The unit mesh dimensions correspond to 587 and 544 pm
along the [001], and to 415 and 385 pm along the [1–10]
surface directions of InP(110) and GaP(110), respectively.
This reflects the 7.9% larger lattice constant of InP. The
unit mesh dimensions also correspond to the In–In (Ga–
Ga) distances in the surface plane. Following straightfor-
ward structural arguments regarding the space requirements
of the alkyl chains and their well-known tendency to form
dense structures, a tilt of the alkyl chains toward [001] is
indeed much more likely than toward [1–10]. These simple
arguments fit our observations regarding the tilt direction
very well, and are summarized in Figure 13(a) schemati-
cally. Further, a dependence of the tilt angle on the lateral
distance of the sulphur–substrate bonding sites on the sur-
face, and thus on the substrate lattice constant, has to be
expected. This effect is clearly reproduced in our experi-
ments by the smaller tilt angle of 15� on GaP compared to
34� on InP. From these data, we may estimate a vertical dis-
tance between the average molecular axes of 487 pm (InP)
and 525 pm (GaP), in reasonable agreement with qualitative
expectations.
So far, this discussion has ignored the actual numbers

for the space requirements of the alkyl chains, which essen-
tially originate from the lateral dimensions of the covalently
bound alkyl chains and the van der Waals radii of the hydro-
gen atoms (120 pm) of the organic molecule. The hydrogen
atoms are mainly responsible for the intermolecular inter-
actions between the hydrocarbon chains. The relevant data
may be obtained from the schematic structures shown in
Figure 13(b). It is evident that a problem exists regarding the
space requirements of the chains parallel to [1–10], which
is most serious for GaP because of the smaller lattice con-
stant. However, by tilting or/and twisting the alkyl chains
with respect to the molecular axis, an optimum registry of
the van der Waals spheres of hydrogen atoms from neighbor-
ing chains may be obtained, which may significantly reduce
the minimum van der Waals chain–chain distance from 418
down to 370 pm in the optimum case. Hence, by twisting
the chains and adopting the optimum registry of hydrogen
atoms between neighboring chains, the structural constraints
imposed by the substrates may be essentially fulfilled. We
suggest that the actually adopted tilt angles (34 versus 15�),
as well as the resulting minor differences in average chain
distances (487 versus 525 pm), may be affected by the need
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to reach an optimum registry in this direction too. We con-
clude that structural constraints will not prevent any Ga (In)
surface atom from forming covalent bonds to the sulphur
heads. This is an important result in terms of passivation
of the surface indium (gallium) atoms. Otherwise, missing
alkanethiols would permit easy oxidation of the unpassivated
In (Ga) in air. Note that passivation of the P-surface sites has
to proceed along another route. We further speculate that
the need for optimum registry may additionally contribute
to the excellent order of the chains in the layers. Summa-
rizing our results, we have demonstrated the formation of a
passivating, self-assembling organic monolayers on InP(110)
and GaP(110) by adsorption of alkanethiols from the liquid
phase. An exceptionally well-defined orientation and high
order within the adsorbed monolayers on these semicon-
ductor surfaces has been found by employing the angular
dependences of CK XANES resonances. Tilt angles toward
the [001] directions of the (110) surfaces with respect to the
sample normal of 34 and 15� for InP and GaP, respectively,
were obtained from quantitative analysis of the XANES.
The considerable difference in lattice constants permitted
us to draw some conclusions concerning the substrate influ-
ence in the case of these semiconductors. The bonding to
the surface and surface structure, as well as intermolecular
interactions, impose constraints, which evidently force the
adsorbed monolayers to adopt a uniquely well-defined struc-
ture. The constraints result in single domains of the mono-
layers on the investigated III–V (110) surfaces, only limited
by high-cleavage steps or other large defects of the cleaved
substrate surface.
The sensitivity of XANES to determine the spatial ori-

entation of the bonding axis (especially the C–C and C–H
bonds at the CK edge) has been used to construct a
model of the complete alkanethiol monolayer with respect to
the underlying InP(110) lattice. The angular-dependent (in
azimuth and vectorial angle) datasets have been measured,
while averaging an area (spot size) of several mm2, hence
representing a truly macroscopic feature. Although the inte-
gration of spectral features over large regions has been
made, the data reveal sharp angular-dependent changes. In
particular, these changes are not symmetric with respect
to different surface directions, which has to be expected
for an oriented, single-domain system. More precisely, the
following conclusions have been drawn from the XANES
measurements.

• The angle between the surface normal and the tilted
alkyl chains is 34� on InP(110) and 15� on GaP(110)
[66, 67].

• The projection of this angle onto the surface lies along
the [001] axis of the substrate, which has been con-
firmed by varying the azimuth angle parallel to the sur-
face from 0 to 360� in 24 steps [66].

• Within the (001) plane, the chains are only tilted to
one side of the surface normal, which is confirmed by
varying the vectorial angle from −70 to +70� from the
normal in more than 30 steps [53, 67].

From SXPS measurements which have been tuned for maxi-
mum surface sensitivity, it additionally has been proved that
the chemical binding of SAM and the substrate takes place

between the thiol sulphur and the indium, while the hydro-
gen atoms which are deprotonated in the binding process
are connected to the phosphorus atoms [65]. The set of XPS
intensities also supports the thesis of a well-ordered system.
The C/S ratio is at its maximum, while the corresponding
substrate intensities are at their minimum. To demonstrate
the cleanness of the self-assembled system, we have pre-
sented an XPS-survey spectrum [32, 66, 67]. Only peaks
which are related to the substrate (In, P) or the adsorbate
(C, S) are present. No oxygen or other contaminants are
detectable, which is proof of a good surface preparation.
We are now ready to sketch a complete model of the

adsorbate–substrate system. However, to eliminate all possi-
ble objections to our conclusions, we will further prove the
exceptional order of the SAMs by using X-ray photoelectron
diffraction on exactly the same UHV-adsorbed alkanethiol
film (either prepared in a solution or by vacuum deposition).
For that, we made two sets of angular-dependent measure-
ments at room temperature on spot sizes of several mm2.
The first one, with angular variations within the (001) plane,
shows no significant deviations in intensity. But the second
set (consisting of two independent series), which is made
in the (1–10) plane, shows a clear peak at 34�, but not at
−34� from normal (see Fig. 17). This peak comes from the
so called “channeling” of the photoelectrons along the alkyl
chains, and therefore describes the orientation of the chains.
Note two important additional pieces of information, which
can be derived from these measurements. First, the graph is
not symmetric with respect to the surface normal (only one

Figure 17. XPD experiment at the energy of the C1s peak: (a) along
the (1–10) plane, (b) along the (001) plane of the InP lattice. Reprinted
with permission from [53], D. Zerulla and T. Chassé, Langmuir 18, 5392
(2002). © 2002, American Chemical Society.
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peak), and second, the peak is absent in the perpendicular
plane. This again allows only one conclusion: the adsorbed
monolayer is a single-domain system. Furthermore, from
our analysis, one may conclude that fully assembled mono-
layers, prepared from solutions, and UHV-adsorbed mono-
layers at high doses (>10 kLangmuir) do form the same
kind of structure on InP(110) surfaces. In order to com-
plete the model of the spatial geometry of the adsorbate–
substrate system, we are in need of the exact orientation of
the substrate lattice with respect to the adsorbate. Having
the exact orientation in space of the alkyl chains, the only
missing parameter is the orientation of the substrate. From
the previously shown XPD measurements on preoriented
InP single crystals, it is clear that the alkyl chains lie in the
(1–10) plane. The symmetry properties of the semiconduc-
tor lattice further allow the determination of “tilt direction”
with respect to the sequence and spacing of the nonaxial-
symmetric substrate lattice in the denoted plane. Hence, a
second set of XPD measurements has been made along the
(1–10) plane. In order to investigate the orientation of the
substrate and not the adsorbate, the P2p peak instead of
the C1s peak was chosen. The result of this experiment is
depicted in Figure 18. Because of the unequivocal result,
an interpretation using simple first-order scattering is suffi-
cient. The matching of the first-order scattering model and
the XPD peaks is illustrated in Figure 19. Taking all ascer-
tained data from the measurements, we can now complete
the structure of the single-domain adsorbate–substrate sys-
tem. The resulting model, which is additionally confirmed
by computer simulations, is shown in Figure 20.
The STM/STS results lead to further insights into the

behavior of self-assembling monolayers on III–V(110) sur-
faces. From the preceding spectroscopic investigations [32,
66, 67], which were carried out with alkanethiols adsorbed
from solutions, it was clear that the organic films build up a
very highly ordered and dense layer on large scales. The data
derived from these spectroscopic measurements include the
molecular tilt angle of 34� [InP (110)] and 15� [GaP (110)]
from the surface normal into the [001] direction of the sub-
strate. An explanation for this behavior can be given solely
by geometrical considerations. The rectangular surface unit
cell of this zinc-blende type of substrate is characterized
by In–In (P–P) spacing along the [001] and [1–10] surface
directions of 587 and 415 pm, respectively. The surface

Figure 18. XPD experiment at the energy of the P2p peak along the
(1–10) plane of the InP lattice. Reprinted with permission from [53],
D. Zerulla and T. Chassé, Langmuir 18, 5392 (2002). © 2002, American
Chemical Society.

Figure 19. Illustration of the first-order scattering within the (1–10)
plane. Reprinted with permission from [53], D. Zerulla and T. Chassé,
Langmuir 18, 5392 (2002). © 2002, American Chemical Society.

indium and phosphorus atoms (In–P bond length 254 pm)
are linked to form In–P zigzag chains within the InP(110)
surface plane, which extend along the [1–10] direction. Thus,
following structural arguments regarding the space require-
ments of the alkyl chains and their well-known tendency to
form dense structures, a tilt of the alkyl chains toward [001]
is indeed much more likely than toward [1–10]. These simple
arguments agree very well with our above-mentioned obser-
vations regarding the tilt direction.
Furthermore, a dependence of the tilt angle on the lat-

eral distance of the sulphur–substrate bonding sites on the
surface, and thus on the substrate lattice constant, had to
be expected. In fact, we observed such a trend by investi-
gating thiol adsorption on different semiconductor surfaces
[53, 67].
Besides this purely geometrical consideration, we have to

be aware of the structural inequivalence of the two opposite
[001] surface directions due to the asymmetry of the In–P

Figure 20. Model of the adsorbate–substrate system. Reprinted with
permission from [53], D. Zerulla and T. Chassé, Langmuir 18, 5392
(2002). © 2002, American Chemical Society.
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zigzag chains, which exhibit an indium and a phosphorus
side. This structural asymmetry is also known to be respon-
sible for the opposite spatial orientations of the empty and
filled dangling bond orbitals of the surface indium and phos-
phorus atoms, respectively. Hence, it is reasonable to suggest
that the experimentally observed preference of just one ori-
entation of the alkyl chain has to be attributed to the orien-
tation of these dangling bonds, that is, to the empty indium
dangling bonds, which was proved by SXPS measurements
[53, 67]. Thus, structure as well as bonding constraints evi-
dently force the adsorbed monolayers to adopt a uniquely
well-defined structure, which allows us to propose the exis-
tence of single domains of the monolayers on InP(110), only
limited by high-cleavage steps or other large defects of the
cleaved substrate surface.
Summarizing all data, we have proved macroscopically,

from pure spectroscopic investigations [32, 66, 67], as well
as microscopically from STM/STS measurements, the spa-
tial structure of the complete adsorbate–substrate system.
We have shown on self-assembling systems prepared from
dilute solutions, as well as on systems prepared in UHV, that
the whole layer under investigation is highly ordered and
oriented into a specific direction, and therefore is a single-
domain system on InP (110) and GaP (110).
Additionally, from the comparison of different prepara-

tion techniques (UHV deposition versus dilute solutions),
it was possible to shed more light on the role of solvent
molecules in the mechanism of self-assembly and the nec-
essary doses. From the measurements with low doses, it is
obvious that the preorientation of the alkyl chains, point-
ing toward the crystallographic [001] axis of the substrate,
is induced by the empty (In) dangling bonds on the surface,
while the tilt angle itself is a result of the dense package
and the three-dimensional space requirements of the alkyl
chains at higher doses.
The different stages of adsorption also give an expla-

nation of the comparable high doses needed to obtain a
densely packed layer despite the high reactivity, and there-
fore high sticking coefficient, of the surface. The reason for
the requirement of higher doses is that the lying molecules
on the semiconductor surface hinder the contact between
new incoming molecules and the substrate surface itself.
This is also the main reason for the differences in adsorp-
tion kinetics in comparison to adsorptions from solutions.
There, the alkanethiols are expected to be kept afloat by
the surrounding solvent molecules, and that is why they do
not block the surface at low coverages. The corresponding
results on gold surfaces are quite similar, but do not lead to
single-domain systems; see, for example, [76].

4. NANOSTRUCTURING OF SAMs
In principle, self-assembling monolayers are stable against
etching, act as lithographic resists, and can be combined
with functional groups, to mention only a few examples.
Because of the potential technical applications of such
organized assemblies in a variety of fields, for example,
chemical/optical sensors, these systems have been studied
with increased attention for a number of years, and dif-
ferent techniques to structure the monolayers have been
developed.

In this section, we will discuss different techniques that
enable us to write structures with or into a self-assembled
monolayer. Furthermore, we want to shed light on the mech-
anisms behind the different techniques in terms of changes
in the molecular structure. Coarsely, the methods could be
divided into techniques which remove parts of the mono-
layer (Sections 4.1, 4.2) or techniques which add molecules
to the surface (Sections 4.3, 4.4).

4.1. X-Ray and E-Beam Lithography

Here we will discuss two methods whose origins are quite
different. We do this because the final mechanism of the
removal of molecules at the surface is the same in both tech-
niques.
First, we discuss the influence of long-term X-ray irra-

diation on the structure and chemical state of a ready-
assembled alkanethiol monolayer on InP (110) and Au
(111). For this, we have performed an XPS study in order to
investigate these effects. For the general preparation of the
monolayer systems, we refer to Section 2. However, because
we feel that it is an important point for the interpretation
of the experiments, we have checked the surface quality on
the gold films and on InP(110) using an ultrahigh-vacuum
scanning tunneling microscope. According to these investi-
gations, the gold surfaces are composed of large flat terraces,
exhibiting typical dimensions of 200 nm × 200 nm. The ter-
races are separated by steps with a height of a few atomic
distances. The largest part of the surface belongs to the ter-
races, which are almost free of defects. On the contrary, only
a few single-cleavage steps, typically separated by distances
of several micrometers, were found on InP(110), which thus
exhibits very large, atomically flat terraces [64].
Thiol monolayers (1–decanethiol (DT), Aldrich, 96%;

dodecanethiol (DDT), Fluka, 97%; hexadecanethiol, Fluka,
95%; octadecanethiol (ODT), Fluka, 97%) were prepared in
a �M solution in isooctane (Merck, SupraSolv, for organic
trace analysis). Before the solvent was used, it was purged
with nitrogen for about 30 min to remove the dissolved
oxygen. The indium phosphide crystals were cleaved in the
above-described solutions. After immersion times of approx-
imately 36 h, the samples were removed, rinsed with fresh
solvent, dried under a gentle stream of nitrogen, and inserted
into the spectrometer immediately.
The spectra were fitted by a least squares procedure with

a model peak shape (Gaussian–Lorentzian convoluted func-
tions) after background subtraction from experimental data
using a Shirley-type function (using the software Unifit 2.1
by Hesse et al. [77]).
The samples were characterized by the core-level spec-

tra of the substrates (Au4f , In3d, P2p) and of the organic
films (C1s, S2p). However, for the purpose of this chapter,
we mostly focus on the sulphur core levels of the organic
adsorbates. First, we will present the data obtained for the
adsorbed alkanethiol monolayers on gold. Figure 21 shows a
set of S2p spectra recorded from a DT layer on gold. From
bottom to top, the spectra represent increasing accumulated
irradiation time by X-rays up to a total of 8.5 h. The bot-
tom spectrum in this figure, which corresponds to the short-
est irradiation time, is dominated by a single, well-resolved



444 Self-Assembled Monolayers on Semiconductor Surfaces

Figure 21. XPS S2p spectra of DT on gold for different X-ray exposure
times. The formation of a new chemical species and the loss of sulphur
can be seen directly from the spectra as a function of time. Reprinted
with permission from [32], D. Zerulla and T. Chassé, Langmuir 15, 5285
(1999). © 1999, American Chemical Society.

S2p doublet structure. There is no signal from oxidized sul-
phur species observable, which would occur on the highest
binding energies (BEs) on the left-hand side in Figure 21.
But with an increasing interaction time of the X-rays with
the adsorbed organic layer, the typical 2p3/2/2p1/2 doublet
branching ratio for XPS core-level spectra becomes increas-
ingly distorted from this value, and an additional peak struc-
ture grows on the high-binding-energy side of the main peak
structure. These changes of the spectral shape are evidence
for the appearance of another sulphur species. This conclu-
sion is supported by the peak-shape analysis of the spectra.
Figure 22 shows two representative experimental spectra,
together with the results of a peak-shape analysis using two
doublet peaks for the fits of each sulphur spectrum. The
corresponding fit components, the background lines, and
the fit residuals have also been included in the figure. The

Figure 22. Peak-shape analysis of S2p doublets (representing the sul-
phide and the radiation-induced species) from DT on gold, including
the residuals for exposure times of 0.5 and 9.4 h. Reprinted with per-
mission from [32], D. Zerulla and T. Chassé, Langmuir 15, 5285 (1999).
© 1999, American Chemical Society.

fit-sum curves match the experimental data well, and the fit
residuals appear to be randomly distributed, in this manner
demonstrating the successful description of both experimen-
tal datasets by these two doublets. The initially dominat-
ing S2p component (Fig. 22, bottom spectrum) at a binding
energy (S2p3/2 with respect to the Fermi level) of 161.92 eV
evidently represents the sulphur head group of the thiolate,
which bonds to the gold substrate (hereafter called sulphide
component). The second sulphur component at the higher
binding energy of 163.36 eV has reached the same relative
intensity as the initial one in the top spectrum of Figure 22.
It may be related to radiation-induced changes of the chem-
ical bonding of the respective sulphur atoms. We have tested
this hypothesis by switching off the X-ray tube for periods
up to 12 h. After having resumed the irradiation, we could
get about the same intensities from the sample surfaces as
before the stop of the irradiation. This test has demonstrated
that the chemical transformations that are indicated by the
peak-shape changes are, in fact, X-ray induced (including
X-ray excited secondary processes), and not solely due to
storage of the layers in the UHV environment.
Hence, we will call this second sulphur doublet component

radiation induced. The evolution of the chemical changes in
the thiolate layer while continuously irradiated with X-rays
is displayed in a quantitative manner by the sulphur compo-
nent intensity ratios (radiation induced/sulphide) shown in
Figure 23a on a longer exposure time scale. This ratio rises

Figure 23. (a) Comparison of the irradiation time dependencies of the
relative content of radiation-induced sulphur/sulphide of HDT and
DT on gold. Note that extrapolating the data to t = 0 suggests a
monolayer free of sulphur components other than sulphide from the
adsorbed thiol. (b) Comparison of the sulphur/carbon intensity ratios
of DT determined on gold. All absolute values have been normalized
with respect to the Au4f peak. Reprinted with permission from [32],
D. Zerulla and T. Chassé, Langmuir 15, 5285 (1999). © 1999, American
Chemical Society.
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fast during the initial stages of irradiation. Of course, the
individual spectra and their intensities represent an aver-
age over the necessary recording time of about 30 min for
a single high-quality spectrum, and thus the intensity ratio
cannot be given for zero irradiation. However, tracing back
the evolution of the data toward lower X-ray exposure gives
a component intensity identical to or at least very close to
zero for irradiation time t > 0. This suggests the absence
of the second sulphur species at the initial stage of the
XPS investigation. After having reached a maximum level
at about 8–10 h of irradiation time by monochromatized
X-rays, the intensity ratio exhibits a weak trend to decrease
very slowly, in particular at the largest duration of X-ray
exposures (24 h). It is important to note that the evolution
of the sulphur component intensity ratio proceeds very sim-
ilarly in the case of HDT and DT adsorption layers on gold
(see Fig. 23a). This leads to the conclusion that these mod-
erate differences in chain length are of less importance in
the case of these radiation-induced chemical changes. But
note that the intensity ratios measured for the HDT film
exceed those for the DT film by about 5% typically. Nor-
malized intensities of both the total C1s and S2p signals, as
well as of the sulphide and the radiation-induced S2p com-
ponents, are provided in Figure 24. A significant intensity
loss of both the total sulphur and the carbon signal of the
thiolate film with increasing X-ray exposure can be clearly
observed. The decrease of the sulphur signal intensity pro-
ceeds fast during the initial stages of the X-ray exposure,
but slows down considerably at later stages. The sulphur
intensity decreases much slower beyond irradiation times of
about 8–10 h, when it has reached about 60% of its ini-
tial value. These pronounced intensity changes cannot be
explained by a rearrangement of the organic molecules of
the adsorbate layer, but suggest a loss of adsorbate from
the surface. Interestingly, the C1s intensity decreases at
about the same rate (Fig. 24) during the whole investiga-
tion. There is only a slight increase of the sulphur/carbon
ratio (Fig. 23b) by about 10–15% at intermediate irradia-
tion times, which indicates more complex changes in the

Figure 24. Normalized intensities of the carbon and the sulphur species
from DT on gold. The intensities have been calculated from the average
peak area of the fitted spectra. Normalizations have been made with
respect to the Au4f peak of the substrate. This leads to a small over-
estimation of the loss because the substrate is not covered by the same
effective layer thickness at longer exposure times. Reprinted with per-
mission from [32], D. Zerulla and T. Chassé, Langmuir 15, 5285 (1999).
© 1999, American Chemical Society.

layer. This observation may indicate that parts of the alkyl
chains have been removed from the adsorbed molecules by
radiation-induced bond breaking and desorption or that part
of the adsorbed organic molecules are more flat lying on the
surface than in the well-ordered SAM. Both effects would
increase the sulphur/carbon intensity ratio due to reduced
sulphur signal attenuation by carbon. Another minor effect
to be recently reported is a slight broadening of the C1s
spectra toward lower BE after prolonged irradiation that
has been attributed to chain damage due to double-bond
formation possibly accompanying C–H bond breaking [78,
79]. Nevertheless, the major effect regarding the structural
layer damage is the intensity decrease of both thiolate sig-
nals (C1s, S2p), which has to be attributed to a large extent
to correlated losses of both sulphur and carbon from the
surface. Note that all solid curves in Figure 24 have been
drawn to guide the eyes only. In fact, the lines have been
obtained by fitting the data with exponential functions. The
best results have been found by using two exponential func-
tions with characteristic time constants of about 2–3 h and
about 100 h, respectively. We emphasize that similar time
constants characterize the intensity loss of the total signals
(S2p, C1s), as well as changes of the two individual sul-
phur component signals (radiation induced, sulphide). This
observation strongly supports the assumption that chemi-
cal damage and structural damage are somehow correlated
on gold substrates. The behavior of different adsorbed thiol
molecules has been investigated in the range of alkyl chain
lengths from n= 10 to n= 18 carbon atoms (only even num-
bers). All investigated layers exhibited the above-described
effects. Small deviations in the data (e.g., shown in Fig. 23a)
are visible, but not strong enough to be interpreted as signif-
icant influences from the deviating chain–chain interactions
due to differences in the alkyl chain lengths. We have been
able to visualize the structural damage of the adsorbate lay-
ers due to the extended X-ray exposure during our studies
in SEM pictures, as shown in Figure 25a for the case of an
ODT layer on gold.
The scanning electron microscopy (SEM) picture of the

photoninduced damage of the thiol film was recorded using
a VG LEG 1000 electron gun with a primary electron energy
of 4 keV and the lowest possible current.
The elliptically shaped dark area represents the spot from

the monochromatized X-ray source on the sample. The con-
trast in the picture is due to different electron reflectivities
and secondary electron yields of the irradiated and nonirra-
diated parts of the thiolate film. The irradiated area can be
clearly distinguished from the environment, but within this
area, we notice gradual differences in contrast, which may
be attributed to an inhomogeneous illumination by X-rays,
and thus also inhomogeneous photon density. This renders
the application of exact quantitative models for the charac-
terization of the damage evolution difficult.
It should be mentioned that radiation-induced damage

proceeds much faster by using nonmonochromatized X-ray
sources. This result is quite reasonable, even if the X-ray
power is chosen to give equivalent count rates for the pho-
toelectron lines because of the additional photons from
the bremsstrahlung and the X-ray satellites, and the much
higher background of inelastically scattered and secondary
electrons. Radiation-induced damage was also observed
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Figure 25. (top) SEM picture of an octadecanethiol monolayer on gold.
The dark spot is due to the change of the SE yield by induced dam-
age by the monochromatized X-ray source (1486.6 eV) to the adsor-
bate. The size of the spot is approximately 1000 �m× 250�m (primary
electron energy was 4 keV). (bottom) SEM picture of a dodecanethiol
monolayer on InP(110). The pattern “PCI” has been written by electron
beam lithography, using a freely programmable electron gun at 10 keV.
This picture demonstrates the ease of structuring an alkanethiol layer
with electron beams. Reprinted with permission from [32], D. Zerulla
and T. Chassé, Langmuir 15, 5285 (1999). © 1999, American Chemical
Society.

after applying lower energy synchrotron radiation in the
range of h� = 50–320 eV, as was used for X-ray absorp-
tion near-edge structure and soft X-ray photoelectron spec-
troscopy studies. Moreover, damage of SAMs was also found
using electrons in the range of 10–14 eV, supplied by a
flood gun, and we have further tested that electron beams
<500 eV can damage the layer in the same way. These
results ensure that low-energy and secondary electrons con-
tribute to the layer damage. We have applied 4–10 keV elec-
tron beams of an Auger electron gun for laterally structuring
the SAMs.
For example, the pattern “PCI” has been generated in

a dodecanethiol monolayer (Fig. 25b). In fact, electron-
induced damage has been reported before [80–82], and it
has also been used for patterning purposes. To shed more
light on the possible importance of substrate–layer interac-
tion regarding the radiation-induced effects, we have also
investigated adsorbed thiol monolayers on InP (110). This
surface was chosen for comparison to the metallic gold sur-
face because of the quite different surface structure and
bonding of this covalent semiconductor with zinc-blende

lattice, and finally because of the available experience in
the interpretation of sulphur core-level spectra from sev-
eral adsorption studies of inorganic sulphur species on InP
[35–37, 66]. We have studied the composition and struc-
ture of such thiolate layers using XPS and XANES. Very
pronounced angular dependencies were observed in the
�∗(C–C) and �∗ (C–H)-related structures in the near-edge
region of the X-ray absorption spectra on alkanethiolate
layers on InP(110) by varying both the polar and azimuth
orientation of the sample with respect to the polarization
direction of the synchrotron radiation. The data analysis has
clearly shown that self-assembly also takes place on this sur-
face, and it results in an excellently ordered organic mono-
layer. In contrast to gold substrates, where domains with dif-
ferent azimuth orientations of the alkyl chains exist on the
surface, only the tilt orientation of chains parallel to the dan-
gling bond directions of the surface atoms were observed on
the cleavage face of indium phosphide. However, for both
the XANES data and their detailed discussion, we refer to
Section 3.
The adsorbed molecules form a dense monolayer on

InP(110), as can be concluded likewise from the observed
passivation of the semiconductor surface from oxidation by
contact to air. This passivating effect is demonstrated by
the complete absence of oxygen-related signals in the XPS
core-level spectra (Fig. 26). A survey spectrum only shows
photoelectron peaks of both the semiconductor substrate
and the organic adsorbate on the background of inelasti-
cally scattered and secondary electrons [32]. For the pur-
pose of this chapter, we will focus on the S2p spectra and
the corresponding intensities as discussed for the gold sub-
strates above. S2p spectra recorded from an HDT layer
on InP(110) are provided in Figure 26. Cursory inspection
by eye gives only evidence for a single doublet due to the
sulphide component, which is present in all of the indi-
vidual S2p spectra. But careful peak-shape analysis allows
identification of a second sulphur component of low inten-
sity at a higher binding energy. This small component also
grows with increasing X-ray exposure, similar to the case
of thiolate layers on gold. There have been several studies

Figure 26. XPS S2p spectra of HDT on InP (110) recorded at different
X-ray exposure times. Note the differences compared to alkanethiols
on gold. Reprinted with permission from [32], D. Zerulla and T. Chassé,
Langmuir 15, 5285 (1999). © 1999, American Chemical Society.
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of inorganic sulphur species on both InP(001) and InP(110)
surfaces [33–35, 37]. In–S bonds have been observed to dom-
inate mostly, with sulphur components between 161 and
162 eV with respect to the Fermi level, depending on the
detailed adsorption geometry and Fermi-level pinning. Poly-
sulfidic sulphur was observed with binding energies near
163 eV. Dissociative adsorption has been verified in the case
of H2S on InP (110), with P–H and In–SH surface bonds
[33, 34]. The evolutions of both the changes in chemistry
and composition of the adsorbed monolayer due to the radi-
ation are displayed in a quantitative manner by normalized
intensities and intensity ratios, as shown in Figure 27. Look-
ing at the normalized intensities first, we may observe that
both sulphur and carbon intensities decrease with increas-
ing X-ray exposure. But this decrease is limited to less than
15% during the period of investigation (12 h). However, the
evolution of sulphur and carbon intensities again proceeds
about parallel. Furthermore, a small shift toward lower bind-
ing energies and a broadening of the C1s peak related to the
alkyl chain, as was already mentioned for gold substrates,
has also been detected on InP (110) in the very last stage
of the irradiation process. Thus, there is again sufficient
evidence for structural damage of the adsorbed films on
indium phosphide. However, the loss of sulphur-containing
molecules is strongly reduced under equivalent excitation
conditions compared to the gold substrates discussed above.
Second, the sulphur component intensity ratio (radiation

induced/sulphide) also increases with continuing irradiation
with X-rays, but it increases much slower than that on the
gold surface. At the final stages of the present investigations,
this ratio does still increase, and there is no evidence for
a reversal of this trend yet. In the case of the dataset pre-
sented in Figure 27, we have included periods of excitation
by nonmonochromatized X-rays to enhance the radiation-
induced effects. We have further extended our comparison
of alkanethiol layers on gold films and on indium phosphide
to the effects of electron beam patterning. It is very inter-
esting to note that patterned structures were consistently
smaller on InP substrates by 30–80% than on gold films
under identical excitation conditions in the case of applied
electron probes of a few 100 nm lateral size and 4–10 keV

Figure 27. Summary of the carbon and sulphur intensities of HDT on
InP (110). All absolute intensities have been normalized with respect
to the In3d peak of the substrate. The diagonal hatched areas mark the
points of time when the nonmonochromatized X-ray source has been
used. Reprinted with permission from [32], D. Zerulla and T. Chassé,
Langmuir 15, 5285 (1999). © 1999, American Chemical Society.

primary energy as used here. We explain this observation by
a larger number of secondaries in the case of gold, and their
larger lateral spread due to the higher electron backscat-
tering in gold. We have been able to confirm these effects
of higher backscattering of electrons in gold and the higher
number of low-energy electrons at the surface compared to
indium phosphide quantitatively in our Monte Carlo simu-
lations, which were performed to support separate studies
of patterning by electron beams. The Monte Carlo simula-
tions of the electron trajectories were carried out in con-
sideration of relativistic partial-wave calculations of elastic
cross sections by solving the Pauli–Dirac equation, combined
with Bethe’s continuous slowing-down approximation and
the Rao–Sahib–Wittrey approach at low energies.
The higher number of low-energy electrons and the more

pronounced backscattering accumulate and generate a high
number of low-energy electrons in the surface region, which
may introduce damage to the organic films. Thus, both the
experimental observation of the substrate-dependent width
of patterns in the organic films and the quantitative simula-
tion of electron distribution in the samples provide further
supporting evidence for the major importance of secondary
electron damage of organic films. It is thus reasonable to
suggest that the indirect damage by electrons seems to be
very effective compared to direct damage by the X-rays, and
thus is likely to dominate the damage, even in the SAMs
investigated here. Moreover, care has to be taken in the
application of structural probes that use ionizing radiation
because of the possibility of damaging the layers by secon-
daries.
Summarizing this part, we may notice that evidence for

both chemical and structural damage of the thiolate layers
by extended exposure to X-rays was also observed on InP
(110). The striking differences in the quantitative extent of
these effects compared to gold substrates provide evidence
for the importance of the different substrate–layer interac-
tions and the different substrate properties.
The third part of the data will deal with the analysis of the

chemical bonding using core-level spectroscopies. Besides
the above-discussed thiolate monolayers on gold and indium
phosphide, we have also investigated deposited films of
pure dithiol (1,8–octanedithiol) and pure dialkyl or thioether
(dioctadecyl–3,3′–thiodipropionate) and HDT as references.
Similar discussions regarding the nature of the adsorbed

alkanethiols have been published by Jung et al. on gold [72],
and by the author on gold and III–V semiconductors [32]. In
the following, we will outline the experiments, main results,
and their discussion.
To prepare reference samples for the chemical analysis, the

undiluted disulfide DS (poly-octanedithiol, � � � –C8–S–S–C8–
S–S–C8–� � � , Aldrich, 97+%; the disulfidic nature was addi-
tionally confirmed by Raman spectroscopy) and dialkyl DA
(dioctadecyl 3,3′–thiodipropionate, S[CH2CH2CO2(CH2�17
CH3]2, Aldrich, 99%), as well as HDT were directly applied
to a gold surface, and frozen down to liquid nitrogen tem-
perature (LNT) under a protective gas atmosphere to mini-
mize water adsorption. The samples were then inserted into
the spectrometer immediately, while they were kept at LNT
to prevent degassing of the molecules in UHV. This pro-
cedure leads to films which we will call later “thick films.”
Their thickness is much larger than 100 nm, which is proved
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optically and additionally by the fact that the substrate is no
longer detectable by XPS measurements. The so-called “thin
films” were prepared as follows. The frozen “thick films”
were warmed in UHV until they reached room tempera-
ture. Thus, most of the film is degassed, and the substrate
is detectable by XPS. In the case of long chain reference
chemicals, the samples were removed from the UHV envi-
ronment, and then additionally rinsed with isooctane. After
that, the samples were inserted into the spectrometer again.
Because of the substrate/adsorbate signal ratio, we estimate
the “thin films” to have a thickness approximately up to
5–6 nm. Note that all molecules above the first ML are not
supposed to be ordered, but are randomly distributed.
The reference chemicals have been chosen with regard to

two aspects: first, because of their sulphur–carbon groups
(R–S–S–R or R–S–R, respectively), and second, because of
the existence of long alkyl chains which have been used to
calibrate the spectra. The X-ray photoelectron spectra were
recorded with a VG ESCALAB 220i-XL instrument irradi-
ating the samples with monochromatized Al K� radiation
(22 mA, 10 kV). Spectra were recorded in normal emission,
and with an angular averaging mode using an additional
magnetic XL lens, if not stated otherwise.
The energy resolution was 0.45 eV (FWHM Ag3d). Bind-

ing energies (BE) have been referred to the Fermi energy.
The energy scale of the spectrometer was calibrated by
adjusting to EB (Au4f7/2� 84.00 eV. The spot of the X-ray
photons from the monochromatized X-ray source has a size
of 1000 �m × 250 �m on the sample, with an approximate
elliptic shape. Bremsstrahlung of a nonmonochromatized
MgK� source (30 mA, 15 kV) has been used exceptionally
to excite the Auger S KL2� 3L2� 3 and S2p spectra, which were
used for the chemical state plot. All binding energies in the
chemical state plot have been referred to the C1s energy of
the alkyl chains, set to 284.60 eV. This allows correct relative
adjustment of binding energies from species in highly insu-
lating thick films which exhibit a charging shift of the energy
positions.
The deposition of dithiol on gold, in the way described

above, leads to the formation of thick films. These are
expected to contain sulphur–sulphur bonds such as those in
disulphides (DS) mostly, for example, a –C–S–S–C– group,
which results in networks of polysulphides. Otherwise, the
remarkable stability of these films in an ambient environ-
ment can hardly be explained. This assumption has been
supported by the detection of specific vibrational modes in
Raman spectra, which reveal typical fingerprints of disul-
phidic species. On the other hand, the dialkyl (DA) films
contain –C–S–C– units. In addition to the thick films with,
thicknesses in the range of several micrometers, thinner
films with thicknesses in the range of only a few nanometers
also were prepared by extensive treatment with solvents or
partial desorption in UHV. The thickness of the latter films
can be crudely estimated from the C1s to Au4f intensity
ratios, which were observed roughly in the range of 0.3–3
in these cases. Charging effects were especially observed in
the cases of the thick films because of the insulating nature
of the adsorbed molecules. The charging-induced shifts in
the very thick layers lead to a degeneration of the reso-
lution due to the nonuniformities of the charging. Neither
the use of a flood gun nor the change of the X-ray source

and the lens modi could completely remove the inhomoge-
neous charging. However, this does not severely reduce the
grade of information obtained. For the comparison of sul-
phur binding energies from different species and film thick-
nesses, the energy scales have been calibrated to set the C1s
signal of the alkyl carbon of all samples to EB= 284.60 eV
to correct any kind of charging-induced shifts. A comparison
of sulphur core-level spectra of HDT monolayers on gold
and InP (110) and a thick film containing disulphide bonds
(DS) is shown in Figure 28. The vertical line indicates the
approximate position of the disulphidic S2p3/2 components.
The faint peak structure at the very high binding energy in
the DS spectrum represents some oxidized sulphur. Quick
inspection of the spectra by eye reveals that the binding
energies of the radiation-induced signals from the mono-
layer fall quite close to the disulphide signal from the DS.
This observation seems to support the hypothesis that the
sulphur signal from the monolayers at the higher binding
energy may represent disulphidic species, as has been sug-
gested before [78, 79].
Furthermore, we have combined XPS spectra with X-ray-

excited Auger electron spectroscopy (XAES) in order to
derive Auger parameters, and to apply two-dimensional
chemical state plots for chemical analysis of the sulphur
bonding. In the “initial state–final state framework,” the
XPS core-level binding energies and the XAES Auger
(kinetic) energies (AE) can be described essentially by the
potential energy contribution on the site of the emitting
atom due to the electron density distribution in the chem-
ical environment and a relaxation or final state contribu-
tion, which characterizes the core-hole screening effects due
to the transfer of screening charge or polarization of the
environment following the core-hole generation. The Auger
parameter �′ according to Wagner corresponds to the sum
of the BE and the AE [35–37]. The chemical shift ��′ of
the Auger parameter reflects the changes of the relaxation
or core-hole screening due to changes of the chemical bond-
ing situation. Thus, the basic idea of application of Auger
parameters and chemical state plots of binding and Auger
energies is to use the additional information due to different

Figure 28. Comparison between the XPS spectra of HDT on InP
(110) and gold and a thick layer of a reference disulphide (see text).
Reprinted with permission from [32], D. Zerulla and T. Chassé, Lang-
muir 15, 5285 (1999). © 1999, American Chemical Society.
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sensitivities to core-hole screening effects. In some cases,
this may permit us to distinguish even between species,
which have nearly identical binding energies. Figure 29
shows a chemical state plot, which presents the results from
repeated measurements of three different adsorbate systems
(HDT, DS, DA) and three different layer thicknesses (mono-
layer, thin film, thick film). The vertical axis represents the
kinetic energy of the S KL2�3L2�3�

1D) Auger peak. Binding
energies are shown along the horizontal axis. The diagonal
lines with slope = − 1�0 represent identical values of the
Auger parameter �′, and thus the same relaxation or core-
hole screening energy. There is a striking separation into two
different groups of data sets in Figure 29. In the upper right
corner, that is at the lowest BE and highest KE and thus the
highest Auger parameter values, we observe the data points
obtained from the sulphide signal of the HDT monolayer
and a signal from the thin HDT films that we attribute to
those HDT molecules of the thin film at the interface to
gold. All other data points from DA, DS, and including the
HDT thick film data, as well as the remaining data points
from HDT thin films, may be found in the lower left cor-
ner of the chemical state plot. The significantly smaller KE
and Auger parameter values of the latter data points suggest
a much less effective core-hole screening compared to the
sulphide in the HDT monolayer. The lowest KE and Auger
parameter values were measured for the thick films of DS,
DA, and HDT. This is reasonable in terms of the insulat-
ing nature of these films and the much reduced ability to
screen the core hole compared, for example, to a metallic
environment. Slightly higher Auger parameters are observed
for thin films of DS, DA, and HDT. All datasets correspond-
ing to DA films are shifted toward lower BE with respect to
comparable film signals of other sulphur species. A shift to
lower BE for dialkyl samples by 0.4 eV compared to similar
disulphidic samples has already been reported in the early
data compilations by Siegbahn [83] and Nefedov [84]. The

Figure 29. Chemical state plot including binding and Auger energies
of three different adsorbates with different layer thicknesses in order
to identify the radiation-induced species (see text). Reprinted with per-
mission from [32], D. Zerulla and T. Chassé, Langmuir 15, 5285 (1999).
© 1999, American Chemical Society.

relative shifts of about 0.5 eV to disulphides in our investi-
gations are sufficiently large to distinguish DA species from
the others. The thin-film HDT results are very similar to
the thin-film DS data. We emphasize that the data, which
represent the radiation-induced sulphur component of the
irradiated SAMs, are very close to the thin DS film data.
This observation is another fingerprint pointing to the disul-
phidic nature of the radiation-induced species in the mono-
layers. But most importantly, we may conclude from the
huge difference in Auger parameters between sulphide and
radiation-induced species that the sulphur atoms responsible
for the latter signal are not bonded to the gold surface atoms
anymore. Otherwise, the metallic substrate should provide
a significant contribution to the core-hole screening energy,
which is evidently not the case.
In the following, we will discuss the experimental data.

The adsorbed monolayers of alkanethiols on metals such as
gold are known to exhibit long-term stability. However, it
has been shown that extended irradiation by X-rays modi-
fies alkanethiol monolayers on gold films in two ways. First,
the chemical bonding of the sulphur atoms at the inter-
face to gold is changed by partial breaking of the sulphur–
substrate bonds. Second, the layer is structurally damaged,
and loses adsorbate molecules. These results are in good
agreement with very recent data by Jäger et al. [79] and
Wirde et al. [78], and the appearance of radiation-induced
damages of alkanethiolate SAMs on gold films now seems
well established.
Besides, we will now focus on the comparison of gold

film and InP substrates for the SAMs in order to derive
conclusions on the effects contributing to the damage. The
experimental observations at hand include the X-ray or
radiation-induced changes of the spectra as indicated by
the appearance of new spectral components, core-level line
broadening and line shifts, total intensity changes, and inten-
sity ratio modifications. These effects have been observed
on both investigated substrates, as has been demonstrated
in detail in the previous sections. However, there are signif-
icant differences regarding the quantitative extent in these
effects, and in particular, differences in their evolution with
X-ray irradiation time. Most striking is the comparably rapid
chemical transformation of the sulphur and the significant
loss of material from the SAMs on the gold films in the ini-
tial stages of the irradiation (time constant about 2–3 h).
This rapid change in the initial stage is not observed on
InP. Differences in substrate surface structure and related
interface and organic film quality, substrate–layer bonding
strength, and substrate-related excitations may contribute
to this strikingly different behavior, and call for discussion.
Bonding energies of 13.9 and 14 kcal/mol were derived for
Au–methanethiol [30] and In–S [85], respectively, suggest-
ing rather similar strengths of sulfur–substrate bonds for the
substrates considered here. Note that In–S bonds are, in
fact, preferentially formed after the adsorption of sulphur
species on indium phosphide [35–37]. In a recent time-of-
flight secondary ion mass spectrometry (TOF–SIMS) study
of electron-stimulated damage of Langmuir–Blodgett (LB)
monolayers and self-assembling monolayers, Rading et al.
[86] have concluded that the strength of substrate–film
bonding is of less importance for the desorption cross sec-
tions by ionizing radiation. Because of these results, we may
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reasonably conclude that the quantitative differences of the
two substrates considered here should not mainly be related
to substrate–film bonding.
The number of surface defects is much larger on evapo-

rated gold films than on the cleavage face of indium phos-
phide. This was confirmed by STM, as has been mentioned
above. Further, due to the existence of several domain types
with different azimuthal orientations of the alkyl chains on
gold, we may also expect more domains, and thus more
adsorbed molecules at domain boundaries, to be present on
this substrate. As was mentioned in the brief review of the
XANES results, due to the unique azimuthal orientation
of the thiolates on InP (110), considerably fewer domains
should exist on this surface. But we cannot estimate the rela-
tive extent of these effects based on our results. Evidence for
reduced order in SAMs on deposited gold films compared
to gold single-crystal surfaces has recently been provided in
electron energy loss spectroscopy (EELS) studies by Duwez
et al. [87]. It has been shown that the stability of SAMs of
adsorbed thiols is due to both the sulphur–substrate bonding
and the van der Waals interchain interactions to a similar
extent for chain lengths of about 10–20 C [28, 29]. Adsorbed
molecules near defect sites experience much reduced stabi-
lizing intermolecular interactions compared to those within
well-ordered domains on a well-ordered substrate. From
defective adsorbate sites, a desorption of rather complete
adsorbate molecules after substrate bond breaking seems
likely, which may explain that the losses of carbon and sul-
phur from the surface proceed in a rather correlated fash-
ion. Predominant desorption from defective sites on the gold
films may also contribute significantly to the observation
of the different time scales that characterize the intensity
evolution of the core levels, and thus the loss of organic
material from the SAMs on gold in the initial stage (see
Fig. 24). The significantly lower rates of material loss, which
seem to govern the later stages of the radiation damage
on gold films, and evidently the whole range of the irradi-
ation of the SAMs on InP, may then be related to mate-
rial loss from well-ordered areas. Radiation-induced cross
linking of chains is another effect which may stabilize the
organic layers against radiation-induced desorption. How-
ever, both the observed much faster and larger conversion
of sulphur into the radiation-induced sulphur species on
gold and the significantly larger increase of the S/C ratio
as observed in the initial stage on gold films cannot be suf-
ficiently explained by defect-site-related damage only. The
increase of the S/C ratio has indicated partial destruction of
the alkyl chains by bond scission, followed by desorption of
separated hydrocarbons. Generally, bond breaking is due to
vibronic or electronic excitations. In the present case, it is
likely to be mostly due to rather localized electronic exci-
tations. In particular, bond breaking in the alkyl chain is
an intramolecular process, which is not expected to depend
significantly on the substrate. Nevertheless, given the same
types of adsorbed alkanethioles and the same photon flux,
the larger increase of S/C on gold films indicates an influ-
ence of the substrate. We have demonstrated evidence for
the importance of the low-energy electrons for the damage
of the organic films. Völkel et al. [88] and our group now
suggest that the observed difference in the development of
S/C ratios may be due to a different number of secondaries

originating from the X-ray excitation of the substrate, which
may cause severe damage to the organic film. A higher num-
ber of secondaries from gold would also be in line with the
observed faster chemical transformation of sulphur in the
adsorbed alkanethiol layers on gold films, and is expected
to contribute to the larger loss of organic material on this
type of substrate too. Another important issue is that of the
chemical nature and the adsorption geometry of the sulphur
atoms of the adsorbed thiols. Our impact on that question
remains limited because the XPS method may provide infor-
mation on the chemical bonding, but it is only indirectly
sensitive to structural sites via binding energy shifts. Nev-
ertheless, by focusing on the radiation-induced changes, we
have been able to present clear evidence for the disulphidic
nature of the radiation-induced sulphur component, as pre-
viously suggested by Wirde et al. and Nuzzo et al. [78, 89].
This similarity of the radiation-induced peak to disulphidic
or polysulphidic species may also be concluded by compar-
ison to related adsorption studies of thiols and MBT on
gold [31], and of several inorganic sulfur molecules on InP
too [35–37]. Besides, from the analysis of the Auger data
presented here, which included Auger parameters and the
chemical state plot (Fig. 29), we have predicted that the
radiation-induced sulphur is not strongly bonded to the gold
substrate. From our experiments, the interpretation of the
radiation-induced sulphur species as a dialkyl seems very
unlikely. This problem is, however, linked to the ongoing dis-
cussion regarding the chemical nature of the sulphur species
at the undamaged interface to gold. In Figure 30, we have
sketched a few possible adsorption models, which empha-
size the type of adsorbed species, but neglect any details of
the local bonding geometries of sulphur on a gold surface.
In contrast to the more generally assumed thiolate (RS–
Au bonding, Fig. 30a) nature of the adsorbed thiols, there
have been papers proposing the disulphidic nature of the
adsorbed thiol layers (R–S–S–R bonding to Au via a disul-
phide group, Fig. 30b,c). These conclusions were derived
from analysis of grazing incidence X-ray diffraction (GIXD
[90]), X-ray standing wave (XSW [91]), and EELS [87] data

Figure 30. Schematic drawing of different possible bonding configura-
tions of the thiol sulphur head groups: (a) thiolate bonding to the
Au surface, (b) disulphide [stabilized above the Au surface by van der
Waals forces (not shown)], (c) disulphide with additional dative bond-
ings to the Au surface, (d) disulphide with one single dative bonding to
the substrate (note the height offset between the two sulphur atoms).
Reprinted with permission from [32], D. Zerulla and T. Chassé, Lang-
muir 15, 5285 (1999). © 1999, American Chemical Society.
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obtained on Au (111) single crystals. Fenter et al. suggested
that two inequivalent, but spatially close sulphur adsorption
sites exist on Au (111), which led them to the conclusion of
disulphides being bound on the gold. It has been proposed
that different adsorption sites on transition metal surfaces
with different coordination numbers will reflect insignificant
BE shifts in core-level photoelectron spectra of the sulphur
[92]; similarly, a suggestion has been made that inequiv-
alent sites of the disulphide–sulphur atoms on Au (111)
should also manifest in such chemical shifts [90]. However,
within the limits of our experimental resolution, we cannot
find evidence for another sulphur species different from the
initial sulphur species (called sulphide), except the radiation-
induced one on our gold films after thiol-solution prepara-
tion. Note that disulphides have been detected together with
thiolate sulphur in photoemission studies of adsorbed alka-
nethiols on transition metal surfaces, but these observations
were mostly limited to low temperatures and low dosages
of alkanethiols from the gas phase [93]. To our knowledge,
no photoemission study has reported adsorbed disulphides
to appear at the binding energies corresponding to our sul-
phide species. Thus, there is no direct evidence from pho-
toemission which would support disulphide models, and a
characterization of the sulphide at the undamaged surface as
a thiolate as shown in Figure 30a is most reasonable. Con-
sequently, the disulphide component appears as a result of
the radiation-induced effects in the organic film only. Such a
prediction for disulphides contradicts neither the long-term
stability of the disulphide species observed in our study nor
the well-known much higher adsorption probability of disul-
phides compared to thiols because the strong intermolecular
interactions between the neighboring hydrocarbon chains,
possibly accompanied by some bending of chains necessary
to allow linking of the sulphur atoms in the covalent bond-
ing, may stabilize the disulphide in the film while suppressing
retransformation to thiolates. Upon the continuing influence
of radiation, even the S–S bonds may be destroyed, and from
the radicals, thiolates can be formed again. In this manner,
we may explain the fact that the disulphide contribution to
the total sulphur signal does not grow further beyond a max-
imum value (close to 50% in our investigations), and it only
changes to a very minor amount at higher irradiation times.
On the other hand, Fenter et al. have ruled out a sig-

nificant influence of radiation damage on their GIXD and
XSW results, which favor disulphides on the gold surface.
They estimated a much smaller damage cross section (about
1/100) for the higher energy X-ray photons used in their
study compared to photoemission studies using Al K X-rays,
based on the energy dependence of the photoionization
cross sections of core levels. We have demonstrated evidence
for the importance of electrons generated in the substrate,
and thus the X-ray energy dependence of the total quan-
tum yields from the substrates rather than a single core-
level photoionization cross section, for example, C1s of the
film, should much better represent the variation of the dam-
age with energy. According to the photon-energy-dependent
electron yields for gold determined by Henke et al. [94],
the yield at 8–10 keV (GIXD) is only a factor 2–3 smaller
than at 1.5 keV (XPS), while at about 3 keV (XSW), it is
even larger by a factor 2 than at the energy of the Al K
X-rays. We cannot reasonably judge the second argument

raised by Fenter regarding the photon flux because the infor-
mation on photon flux, and in particular on the irradiated
area, is incomplete, and the experimental geometries to be
compared are quite different. Nevertheless, we feel that the
quantitative estimations by Fenter need some reevaluation.
Significant damage of alkanethiol SAMs byX-rays (10 keV)

under vacuum conditions was observed on a time scale of
14 days by GIXD [90], which is actually not too far off the
time scale of 4 days determined for the long-term damage of
the SAMs of gold (and similarly on InP) in our XPS inves-
tigations, keeping in mind the differences in damage cross
sections (see above) and the different sensitivity to structural
damage of the methods. This discussion has demonstrated
that, presently, the effects of radiation damage on the sul-
fur at the interface may not yet be ruled out completely.
Further, Jäger et al. [79] also have posed additional ques-
tions regarding the possible effects of adsorption-induced
gold surface atom redistribution at the interface to the pre-
dicted presence of disulphides. Such thiol-induced recon-
structions have, in fact, been reported for Cu (111) [95]. On
the contrary, our XPS data may not completely rule out all
kind of disulphides on gold. A possible adsorbate of this
type has been sketched in Figure 30c. Sulphur is known to
form a large variety of bonding configurations with metals,
for example, in complexes, including disulphide groups and
dative bonds [96]. Upon the damaging influence of radia-
tion, such an adsorbed species as assumed in Figure 30c
might transform into disulphides with a complete break-
ing of bonds to the gold substrate as in Figure 30b or a
partial breaking of the sulphur–gold bonding with one sul-
phur atom remaining closely bound to the gold surface, as
assumed in Figure 30d. In the latter case, photoemission
spectra would represent the two sulphur components at the
energies corresponding to disulphides and to the initial sul-
phide component, as is, in fact, observed after a few hours
of irradiation. This latter bonding situation (Fig. 30d) would
also fit the stability of the damaged organic layer and the
almost similar intensities of the radiation-induced and sul-
phide component observed after some hours. Again, there is
no direct evidence for such an adsorption from photoemis-
sion, and these explanations remain speculative and have to
be proven. To allow an appropriate comparison of the exist-
ing experimental results and the corresponding adsorption
models, both substrates (single crystals versus films) and the
preparation methods (vacuum deposition versus deposition
from solution) have to be chosen consistently, which has not
yet been done. There is evidently a need for methods which
offer stronger links between the purely structural and the
chemical bonding information than is provided by applica-
tion of GIXD/XSW or XPS/XAES alone. Investigations on
gold complex compounds have demonstrated that XANES
might be very promising in this context [97].
Summarizing, we have investigated the damage of alka-

nethiol SAMs on deposited gold films and InP(110)
by X-rays using XPS, XAES, and SEM. Both chemical
and structural damage of the adsorbed alkanthioles were
observed on either of these substrates. But much stronger
and faster development of the damage in the organic mono-
layers was observed on gold films compared to InP. This has
been interpreted in terms of a higher defect density and
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larger effects of X-ray-generated electrons from the sub-
strate on the organic layers in the case of gold. The impor-
tance of low-energy electrons for the damage and patterning
of the layers has been emphasized. A radiation-induced new
sulphur component has been clearly attributed to have a
disulphide character using both binding and Auger energies.
During the discussion, we have found more arguments sup-
porting a thiolate-type SAM compared to disulphide models
on gold.
In the preceding, we have focused on the molecular mech-

anisms of ionizing radiation. In order to use X-rays or
electrons for structuring, it is not necessary to understand
the underlying reactions. Electrons can be used directly to
remove small parts of self-assembled monolayers, as shown
before in the pattern “PCI.” The drawback of this method
is the very time-consuming sequential writing of the pattern
which makes this method very highly prized and not suit-
able for mass production. Using X-rays instead requires a
partial opaque mask. This mask needs to be transparent to
X-rays, where parts of the SAM need to be removed and
vice versa. The production of such a mask needs an addi-
tional type of lithography, for example, electron beams. The
second drawback of both methods is that the irradiated parts
are not completely free from covering molecules. This can
be seen from our detailed spectroscopic investigation at the
beginning of this paragraph. These remaining molecules can
be removed by heating the sample in UHV [69] or electro-
chemical methods ([98] and Section 3.2).
Further related methods use UV light [99–102], near-UV

light [103], visible light [104], and ion beams [105] for the
photolithography of alkanethiol monolayers.

4.2. Scanning Probes

In the preceding section, we already demonstrated two dif-
ferent techniques for lateral structuring a molecule-covered
surface. One of the most obvious ideas to write small struc-
tures into a self-assembled monolayer is to use scanning
probe techniques like STM, AFM, or SECM.
An STM allows us to write structures by applying voltage

pulses to the conducting tip while scanning. If the voltage is
chosen high enough, small parts of the self-assembled mono-
layer are removed [22, 56–61, 88]. The voltage needs to sur-
pass a certain threshold, which is typically in the range of
5–10 V, depending on the substrate–adsorbate combination.
In order to demonstrate these technique, we have applied a
voltage of 20 V at high currents (10 nA), and therefore near
distances, while scanning a dodecanethiol layer on InP(110).
The result is depicted in Figure 31. A 15 nm wide straight
groove is shown, which is confined by sharp edges. The
advantage of the technique is its very high resolution; its
disadvantage is the low speed of writing, which is orders of
magnitude slower than even e-beam lithography. An AFM
can be used to literally scratch grooves into a monolayer
[61]. Its advantage is that it allows structuring and scanning
of topography of even thick nonconducting organic coatings
due to the characteristics of its measurement principle. It
should be mentioned that, instead of scratching the struc-
tures into the films, it could be used parallel to the STM
technique if the AFM tip is coated with a metal and is cor-
respondingly connected to a voltage source.

Figure 31. STM-nanostructured dodecanethiol monolayer on InP
(110). U = 20 V; I = 10 nA.

The last microprobe technique which will be mentioned
here is the SECM. Contrary to the STM technique, an ultra-
microelectrode, a typically on its end flat-polished very thin
Au or Pt wire which is coated by a nonconducting glass cap-
illary, poses as a probe. The electrochemical technique is
sensitive to redox reactions, and can also be used to deposit
organics [98].

4.3. Microcontact Printing
and Related Techniques

Microcontact printing (�PC) and related techniques use an
old idea which has its roots in the late middle ages. Around
the year 1444, Gutenberg invented the idea of using stamps
for the purpose of typography. More than 500 years later,
Kumar and Whitesides rediscovered this technique (with
some changes) in order to transfer microstructured patterns
of monolayers on surfaces [106].
The principle of microcontact printing is surprisingly easy.

With the help of an elastic stamp of PDMS which is wetted
by a self-assembling species, the pattern is transferred to
the surface by contact. The technique allows different self-
assembling species to be transferred by simply consecutively
repeating the procedure with different stamps. Kumar and
Whitesides where the first to invent this technique, using the
system alkanethiolates on gold [106].
The greatest advantage of this method is its high speed,

transferring one whole structure in one single fast stamping.
The time which is needed to obtain a highly ordered SAM

from a 10 mM concentrated dodecanethiol in ethanol solu-
tion was investigated by Biebuyck et al., and was found to
be as short as 0.3 s on Au (111) [21]. The typical time for
a 2 mM concentrated HDT solution is between 10–20 s
[107–109].
This ability makes the technique especially interesting for

industrial applications. Microcontact printing is not the only
method of “stamping” the pattern onto a substrate surface.
In the following, we will list some further techniques with
brief explanations in order to shed some light on the zoo of
different techniques.



Self-Assembled Monolayers on Semiconductor Surfaces 453

• Replica molding (REM): This technique deviates from
conventional techniques by using a flexible (PDMS)
mold. Its elasticity and small surface tension allow for
easy removal of the mold after the process is completed
The mold itself is produced by high resolving scanning
electron lithography [110, 111].

• Microtransfer molding (�TM): The structured surface
of a PDMS mold is coated with an appropriate poly-
mer. Afterwards, the excess, which is everything above
the mold surface, is removed. The advantage of this
method is that nonplane surfaces can be coated,
and the consecutive construction of complex three-
dimensional structures is possible [112].

• Micromolding in capillaries (MIMIC): Here, the mold
comes into contact with the surface first. The polymer
(low viscosity) is distributed through the empty chan-
nels of the mold via capillary forces [113]. This tech-
nique is also very useful for nonplane surfaces, but it
cannot produce isolated structures.

• Solvent-assisted micromolding (SAMIM): The last
technique briefly described here is SAMIM, which can
be seen as a combination of REM and imprinting.
A PDMS mold is wetted with a dissolved polymer.
After the mold is pressed onto the surface, the solvent
dries out, the mold is removed, and the remaining poly-
mer forms the desired structure [114].

This was only a very brief excursion on the topic of stamp-
ing. The author has ignored several variations of stamping
techniques, as well as other techniques like laser ablation or
inkjet printing because the discussion on the topic of lithog-
raphy is a review of its own. Instead, we refer to the review
on soft lithography of Xia and Whitesides [115] and citations
therein.

4.4. Consecutive Chemical Reactions

In this last section on structuring, we will investigate the
possibilities of creating mixed thiol films, consisting of two
structurally and chemically very different thiol species. We
will use the aliphatic hexadecanethiol and the aromatic
2–mercaptobenzothiazol (MBT). The competing interaction
of both species after successive adsorption on gold is inves-
tigated using XPS.
The ability to produce mixed thiol films on surfaces, con-

sisting of molecules with different electronic and chemical
properties and combined with structuring in the nanome-
ter scale, however, may lead to additional possibilities of
application. Therefore, it is of interest to investigate the
behavior of layers of aromatic thiols in comparison to layers
formed by alkanethiols. MBT, known to form hydrophobic
complexes with many metals, and therefore used as a corro-
sion inhibitor or a collector for mineral flotation [116, 117],
was chosen for the studies presented here. Beside its aro-
matic character, MBT contains a nitrogen atom, which acts
as an additional ligator atom in a chelate-type bonding at
the surface, and can be used as tracer atom for identification
of the adsorbed species. In connection to the experiments
described above, the interaction between alkanethiols and
hydrocarbon contamination, produced by sample transfer in
air, was investigated. Because of the similarity of the behav-
ior, it seems to be meaningful to discuss them in this context.

The preparation of the samples was described in detail
in Section 2. The hexadecanethiol layer (Fluka, 95%) was
prepared in a 10−3 M solution in isooctane (Merck, Supra-
Solv, for organic trace analysis). The adsorption of MBT was
carried out in a 10−4 M aqueous solution. After an immer-
sion time of 30 min, the samples were rinsed with fresh sol-
vent, dried under a nitrogen stream, and inserted into the
spectrometer immediately. The X-ray photoelectron spectra
were recorded with a VG ESCALAB 220i XL instrument
irradiating the samples with monochromatized AlKa radia-
tion (220 W, 22 mA, 10 kV). Spectra were recorded in nor-
mal emission and with angular averaging mode (XL lens), if
not stated otherwise. The energy resolution was 0.45 eV. The
spectra were fitted by a least squares procedure with a model
of the peak shape (Gaussian–Lorentzian convoluted func-
tions) after background subtraction from experimental data
using a Shirley-type function. Binding energies are referred
to Au4f (84.0 eV).
If a freshly produced gold film is treated with 10−4 M

MBT solution, an S2p spectrum is recorded, as shown in
Figure 32a. Two clearly separated components are found,
representing the two differently bound sulphur atoms of the
MBT molecule (Fig. 32a). The adsorption of MBT leads
to deprotonation of most molecules, confirmed by the main
component in the N1s spectrum with the binding energy
of 399.0 eV, in comparison to the component of the not
deprotonated molecules at 400.6 eV (Fig. 33a). Therefore,
the low-energy component in the S2p spectrum (162.3 eV)
can be attributed to the exocyclic sulphur of deprotonated
and chemisorbed MBT. The second doublet at 163.9 eV
is caused by the endocyclic sulphur. A partial oxidation
of MBT to products containing sulphur–sulphur bonds like
2,2′–dithiobis(benzothiazole) is responsible for the devia-
tion of the expected intensity ratio of 1:1 [31, 117, 118].
Both types of sulphur atoms in BBTD have nearly the same

Figure 32. S2p spectra after succsessive treatment of an Au surface
with: (a) MBT solution, (b) isooctane, (c) hexadecanethiol solution,
and (d) MBT solution. Reprinted with permission from [31], D. Zerulla
et al., Surf. Sci. 402–404, 604 (1998). © 1998, Elsevier Science.
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Figure 33. N1s spectra after successive treatment of an Au surface with:
(a) MBT solution, (b) isooctane, (c) hexadecanethiol solution, and (d)
MBT solution. Reprinted with permission from [31], D. Zerulla et al.,
Surf. Sci. 402–404, 604 (1998). © 1998, Elsevier Science.

ground state potential as the endocyclic sulphur in MBT,
and cannot be distinguished by their binding energies [118].
After treatment of the MBT-covered sample in pure isooc-
tane for 30 min, no significant changes in the S2p and N1s
spectra were observed (Figs. 32b and 33b), thus excluding
any effects caused by this solvent. Only the C1s spectrum
(Fig. 34b) shows a decrease of the intensity of the sig-
nal assigned to aliphatic C–H bonds against the component
caused by the aromatic rest, indicating a displacement of
hydrocarbon contamination by isooctane. Next, the samples

Figure 34. C1s spectra after successive treatment of an Au surface with:
(a) MBT solution, (b) isooctane, (c) hexadecanethiol solution, and (d)
MBT solution. Reprinted with permission from [31], D. Zerulla et al.,
Surf. Sci. 402–404, 604 (1998). © 1998, Elsevier Science.

have been treated in an isooctane/hexadecanethiol solution
(see Section 3). The changes in the spectra are remark-
able. Figure 33c shows the complete absence of nitrogen on
the sample surface. This can only be explained by suppos-
ing that MBT has been totally removed by the alkanethiol.
This conclusion is supported by the S2p and C1s spectra
in Figures 32c and 34c, respectively. These have changed
to the typical signals expected for a monolayer of hexade-
canethiol on gold. The C1s peak shows only one compo-
nent, belonging to the alkane chain. The S2p reveals the
typical two doublets for an alkanethiol. The first component
at 162.1 eV belongs to the sulphide, which is responsible
for the sulphur–gold bonding. The second and less intensive
component (163.8 eV) is from disulphide groups. The gener-
ation of disulphide in alkanethiol monolayers may arise from
air oxidation, but also from the effect of X-rays or electron
irradiation. Extended investigations concerning these effects
with different energies and intensities on alkanethiol mono-
layers have been carried out and will be published next. The
data in Figures 32d, 33d, and 34d were obtained by exposing
the already established alkanethiol film to an aqueous solu-
tion of MBT. In contrast to the reversed procedure described
above, the surface remains completely covered with hex-
adecanethiol. Obviously, the adsorbed alkanethiol molecules
are resistant against an MBT-containing solution because
of the stabilizing effect of the hydrocarbon chain interac-
tion that predominates with respect to the chelating effect
of the MBT structure. Consistent with this phenomenon,
the MBT adsorbate is completely removed from the gold
surface by the hexadecanethiol-containing solution. A sim-
ilar process to the replacement of the MBT layer by the
hexadecanethiol has also been found for the hydrocarbon
contamination mentioned at the beginning of this text. In
[31], the removal of contamination from a gold surface after
the sample has been dipped into a hexadecanethiol solution
is demonstrated. The first spectrum shows carbon contam-
ination (C–H and C–O bonds), which was due to expos-
ing the sample to the atmosphere for several days. After a
treatment in hexadecanethiol solution for 30 min, additional
features of the alkane–carbon appear. The unchanged inten-
sity of the contamination signal gives rise to the assumption
that the removal of the carbon does not start until other
adsorption sites have been occupied by the thiols. A fur-
ther treatment for 90 min (total 2 h) removes the con-
tamination and enhances the alkane signal. The last stage
shows that an extended treatment (total 16 h) only slightly
raises the intensity of the C1s signal, indicating a saturation
of thiol adsorption with increasing density of the ordered
layer. Summarizing, we have confirmed previous results on
the ability of thiols to remove organic molecules from gold.
In particular, by comparing the bonding of hexadecanethiol
and MBT, we have been able to demonstrate that the spe-
cific binding of the thiol layers permits stronger bonding to
gold, even in relation to other sulphur-containing molecules.
This stabilization of a hexadecanethiol layer on a gold sur-
face is believed to be strongly supported by hydrocarbon
chain interaction, which is the well-known reason for the
self-assembly. This enables the preparation of mixed films.
Starting with a partially covering alkanethiol layer, pro-

duced, for example, by stamping the alkanethiol to the
surface (see Section 4.3) [21], by different kinds of writing
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procedures or with the help of AFM/STM structuring (see
Sections 4.1, 4.2) [22, 23], the free parts of the substrate can
be covered subsequently with MBT by simply dipping the
sample into an MBT solution, leaving the alkanethiol layer
structurally undisturbed.
We found that hexadecanethiol displaces the MBT from

gold surfaces, similar to the removal of carbon contamina-
tion by the alkanethiol. In contrast, MBT cannot replace the
adsorbed alkanethiol layer. Therefore, the creation of mixed
films has to start with a partial coverage of hexadecanethiol,
followed by the MBT, which now can assemble to the uncov-
ered surface without disturbing the alkanethiol.

5. MISCELLANEOUS
SELF-ASSEMBLING SYSTEMS

While most of this chapter was focused on alkanethiols as
self-assembling species, we will briefly describe further types
of molecules which will also self-assemble on semiconductor
surfaces.
First, there is the class of functionalized thiols which also

consist of a sulphur head group and an alkyl chain, but the
terminating group differs from the usual –CH3 group. As
long as the terminating group is small in size and does not
bind to the semiconductor, we expect the same result as
shown in this review. If the terminating group does bind to
the substrate, we not only get reversed bounded molecules,
but also loops where the head and the terminating group
are bounded to the substrate [64]. Instead of exchanging the
terminating group, one can change the head group which
is responsible for the substrate–molecule binding. Instead
of the thiol (–SH) group, sulphonic and phosphorus groups
have been used. The choice of the head group should be
made with respect to the substrate used. Thiols bind very
well on coinage metals (Au, Ag, Cu) and III–V semicon-
ductors, while sulphonic and phosphorus groups bind to oxi-
dized metal surfaces, for example, Al (see Table 1). In the
case of the technologically very important Si [42–49], the
best choice is to use alkyltricholorosilanes, which give high-
quality self-assembled monolayers on this substrate [38–41].
One of the many goals in using SAMs for technological

applications is to construct assays for biological and medical
sensors. This can be done in two ways. The first is to use
well-known self-assembling species as building blocks in the
construction of these assays. They may be used as spacers,
to specifically bind biomolecules or as a structure-defining
substrate themselves [119]. Second, some of the biological
species can be used as self-assembling monolayers them-
selves. One example is the amino acid cysteine, which is
able to bind on III–V semiconductor surfaces as well as on
coinage metals by its sulphur side group [64]. However, this
kind of molecule does not deliver highly ordered monolay-
ers due to two facts. Its chain length is not large enough to
have enough van der Waals interactions between neighbor-
ing molecules; therefore, one of the most important forces in
self-assembly is too weak. Furthermore, it not only can bind
with the sulphur, but also with the carboxyl group to most
substrates. The result is a nearly unordered monolayer with
only weak passivating properties compared to alkanethiols
[64].

Table 2. References of semiconductor–SAM combinations in
literature.

Substrate Adsorbate(s) Author(s) Ref.

Si(100) Alkyltrichlorosilane Nuzzo, [38–41, 123]
(docosyltrichlorosilane, Chidsey,
octyltrichlorosilane) Grunze

GaAs Alkanethiols Allara [121–122]
InP(100) Allkanethiols Gu [25]

Waldeck
InP(110) Alkanethiols, Zerulla [53, 64, 66

mercaptobenzothiazole 67, 75]
GaP(110) Alkanethiols Zerulla [67]

Chassé
CdS (1010) Mercaptobenzothiazole Mayer [75, 124]

Szargan
PbS, FeS2 Thiols Schaufuß, [118]

Szargan

In general, all species that fulfill the following simple rules
are likely to form highly ordered self-assembling monolayers:

• a chain length >6 (best: 12–24) [120]
• only one group which binds to the substrate
• the space requirements of the molecules are smaller
than the lattice constants of the substrates (more
precisely, the distance between binding sites on the
substrate).

Of course, these rules ignore complicated molecule–
molecule and molecule–substrate interactions, but will suffice
in most cases. A compilation of references of semiconductor–
SAM combinations in the literature is shown in Table 2.
Note that the number of investigations of SAMs on semi-
conductors is by far lower than on coinage metals. A more
detailed treatment, including structure and electronic prop-
erties, can be found in Section 4.

6. CONCLUSION
The self-assembly of thiols and related molecules on semi-
conductors leads to highly ordered systems. Independent of
the preparation technique (solution/evaporation), it results
in stable, passivating monolayers. For the example of alka-
nethiols on InP(110), proof is given that the self-assembly
leads to single-domain systems with exceptional order. Fur-
thermore, different techniques have been presented which
may be used to write structures into the self-assembled
monolayers on nanometer scales.
Additionally, even the possibility of constructing monolay-

ers from different self-assembling species was demonstrated.
Comparing the results on semiconductor (110) surfaces with
those on Au (111), we can conclude that the ease of prepara-
tion, passivating properties, and structure are similar. More-
over, it can be stated that the perfection of the adsorbed
monolayers is even higher on the semiconductor (110) sur-
faces than on gold, at least regarding InP (110).
As a future prospect, we suggest using the combination

of thiols and a III–V (110) surface in order to construct
nanodevices with specifically tailored properties.
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GLOSSARY
Chemical vapor deposition (CVD) Technique used to
deposit coatings, where chemicals are first vaporized, and
then applied using an inert carrier gas such as nitrogen.
Langmuir–Blodgett Name of a nanofabrication technique
used to create ultrathin films (monolayers and isolated
molecular layers), the end result of which is called a
“Langmuir–Blodgett film.”
Nanoimprinting Sometimes called soft lithography. A
technique that is very simple in concept, and totally analo-
gous to traditional mold- or form-based printing technology,
but that uses molds (masters) with nanoscale features. As
with the printing press, the potential for mass production is
clear. There are two forms of nanoimprinting: one that uses
pressure to make indentations in the form of the mold on
a surface, and the other, more akin to the printing press,
that relies on the application of “ink” applied to the mold
to stamp a pattern on a surface. Other techniques such as
etching may then follow.
Nanolithography Writing on the nanoscale. From the
Greek words nanos—dwarf, lithos—rock, and grapho—to
write, this word literally means “small writing on rocks.”
OLED or organic LED Not made of semiconductors. It
is made from carbon-based molecules. That is the key
science factor that leads to potentially eliminating LED’s
biggest drawback—size. The carbon-based molecules are
much smaller.
Self-assembly In chemical solutions, self-assembly (also
called Brownian assembly) results from the random motion
of molecules and the affinity of their binding sites for one
another. Also refers to the joining of complementary sur-
faces in nanomolecular interaction.
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1. INTRODUCTION
Human history has been famously subdivided into distinct
ages of materials. Indeed, the progress of scientific sophis-
tication has been tightly linked to the nature of the materi-
als that were predominant in the different eras. The Stone
Age, for example, represented the earliest of human inge-
nuity, when our primitive ancestors created and improved
simple tools out of natural rocks. Subsequent Bronze and
Iron Ages revealed increased technological savvy as tools
and equipments were made from extracted and processed
materials. In the “Plastic Age,” mankind perfected the sci-
ence of organic synthesis; and recently, the “Silicon Age” has
yielded unprecedented progress in extremely complex elec-
trical devices. In the future, each of these materials will most
likely occupy its own niche such that no new material will
completely render the previous ones obsolete. However, it
can be argued that further progress in particular fields such
as regenerative medicine [1], engineering [2, 3], and recently
nanotechnology [4] will benefit tremendously from the dis-
covery and development of novel, designed, and integrated
materials.

Throughout these ages, scientists have searched for
lighter, stronger, more energy-efficient, and in recent times,
smaller materials. Materials found in nature in these
respects have continued to awe us with their versatility
and superiority. The spider silk microfiber, for example,
is tougher than steel or Kevlar [5] per unit weight. The
male moth antenna can detect a single pheromone molecule

secreted by a female over great distances [6], putting current
biosensing technology to shame. Breakthroughs in molecu-
lar biology and biophysics are starting to give us a glimpse
of the molecular basis for these behaviors, and we are start-
ing to learn the basic rules for the organization of biologi-
cal macromolecules such as proteins, deoxyribonucleic acids
(DNA), and ribonucleic acids (RNA) that confer such phe-
nomenal attributes.

Biologists and material scientists are not only interested
in the scientific underlying of these natural materials but
also in their mimicry and utilization for different applica-
tions [7]. Even though spider silk or a moth antenna is cur-
rently too difficult to mimic, we have come to realize that
biological materials, in general, may have superior qualities
over man-made ones for certain applications. Furthermore,
any research into biomaterials has benefited from decades of
improvements in the chemical synthesis methods of biopoly-
mers, not to mention a wealth of data generated from basic
research. Designed peptide molecules, for example, can be
synthesized rapidly and analyzed using standard techniques
for studying protein structure such as circular dichroism,
electron microscopy (EM), and nuclear magnetic resonance
(NMR).

A subset of biological materials is the subject of this entry,
and all of the members of this set share the same enabling
property: they are formed through the self-assembly of par-
ticular motifs of biological polymers. Spontaneous associ-
ations of diverse molecules into a distinct supramolecular
assembly is ubiquitous in biology: for example, the eubac-
terial ribosome consists of more than 50 proteins and three
ribosomal ribonucleic acid molecules that self-organize into
a molecular machinery which can perform complex reac-
tions that synthesize proteins [8]. Such nanoscale organi-
zations occur without human instructions or interference,
resulting in the formation of structures with little energy
expenditure [9].

We will first present the case of self-assembling peptides
and describe how researchers have used these systems to
create different materials for applications such as mineral-
ization, formation of nanowires, anti-microbial agents, and
growth of tissues. We will then focus on DNA molecules
that have been utilized as templates for metallization and
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engineered to form crystalline structures. Last, we will sum-
marize the use of larger biological entities: bacterial viruses
that allow inorganic metal ions to self-assemble on their
surfaces. While practically all of these materials are still in
their infancy, the promise of biologically inspired materi-
als has galvanized some researchers to study and improve
them vigorously. It is our hope that this entry will show
the vast promise that biologically inspired materials have
on the advancement of many nano-engineering and medical
disciplines.

2. PEPTIDE SYSTEMS

2.1. Introduction to Peptides

Peptides and proteins are biopolymers that are the
workhorses of the cell. Their functions are as various as their
structures, most playing the roles of enzymes that acceler-
ate reaction rates, membrane proteins that act as channels
and molecular transporters, while others act as the struc-
tural components which enable a cell to hold its shape and
to move about. Each is a polymer that is made up of a lin-
ear combination of amino acids (Figures 1A and 1B) and
can vary in length between a few to tens of amino acids
(also called “residues” in the vernacular of biology) in the
case of signaling peptides to ten thousand long in a mem-
brane protein of a human cell [10]. This structural versatility
of proteins is afforded by the vastness of the amino acid
alphabet.

There are 20 naturally occurring amino acids to choose
from so that for a 10-amino-acid-long peptide, nature has
the option of making 2010 (approximately 10 trillion) dif-
ferent species. The peptides and proteins that are found in
nature, however, have been selected through billions of years
of evolution so that what is left is a miniscule subset of all
the possible sequences. These are the proteins whose amino
acid sequences give distinct three-dimensional structures or
folds so that they can perform tasks in an extremely specific
and efficient manner. Indeed, the structure of a protein is
the chief reason for its function, and it has been the holy
grail of structural biology to predict the three-dimensional
structure of a protein from its amino acid sequence.

In essence, biomaterial and nanoscale scientists want to
do just the reverse: knowing a desired structure, can he or
she design a sequence that can self-assemble to form it?
Even though our knowledge of how linear protein molecules
fold into higher order structures is still rather rudimentary,
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Figure 1. (A) Chemical structure of an amino acid. The side chain,
labeled “R” here, can be any one of the 20 naturally occurring amino
acids or their derivatives; (B) a four residue (amino acid) peptide. Each
peptide is covalently linked to the adjacent one through a peptide amide
bond.

the basic principles that we have learned so far have enabled
researchers in biological materials to design peptide systems
which have already shown considerable promise for a broad
range of applications.

2.2. Peptides That Self-Assemble
Into Fibers for Biomineralization

Hartgerink et al. reported the rational design [11] and appli-
cation of a peptide-amphiphilic molecule in a biomineraliza-
tion process that is akin to the collagen fibers in bone tissue
[12]. This lowest structural level in bone is already rather
complex, since it involves the integration of an organic
protein component with an inorganic, hydroxyapatite (HA)
crystal component. Furthermore, the crystals grow in a par-
ticular orientation within the collagen fibrils, with their unit
cell c axis parallel to the long axis of the fibrils [13]. Cer-
tainly, any biomaterial that has the potential to replace bone
tissue at this level must have similar properties.

Hartgerink et al. synthesized a peptide molecule with
a 16-carbon alkyl tail (Figure 2A). The hydrophobicity of
the tail and the conical shape of the polymer would drive
the self-assembly into cylindrical micelles [14] (Figure 2B).
The peptide itself contained amino acids that were deemed
to be crucial for particular functions: a string of cysteine
residues following the alkyl chain would form intermolecu-
lar disulfide bridges, which would confer structural integrity
for the self-assembled nanofibers; a linker group made up of
glycine residues provided structural flexibility; a phosphoser-
ine residue promoted the nucleation of HA crystals; and an
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Figure 2. (A) Peptide amphiphile synthesized by Hartgerink et al. for
use in biomineralization of hydroxyapatite crystals [11, 12]; (B) the self-
assembly of this peptide amphiphile molecule into a cylindrical micelle.
The peptide is diagrammed as a van der Waals space-filling model.
Reprinted with permission from [12], J. D. Hartgerink et al., Science
294, 1684 (2001). (©) 2001, American Association for the Advancement
of Science.
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RGD sequence motif, which capped the peptide, promoted
cell adhesion.

They discovered the assembly of cylindrical micelles under
acidic conditions and disassembly in alkaline ones. Cross-
linking of the cysteine residues through air oxidation fur-
ther stabilized the assembled nanostructures. The ability to
assemble or disassemble supramolecular assemblies selec-
tively under controlled conditions is beneficial when mak-
ing new materials since it allows for reversibility of any
undesired structures. Further experiments also revealed that
the nanofibers have the potential to nucleate HA crystals
in the correct orientation. This promising result highlighted
the possibility of using biomolecules or their derivatives in
making novel materials for medicine and tissue repair and
regeneration.

2.3. Peptides That Form Tubes and Vesicles

2.3.1. Short Amphiphilic Peptides
Ideally, the biopolymer constituents used for self-assembly
into materials should be rather inexpensive to synthesize in
large quantities, easy to handle, and chemically uncompli-
cated so analysis and modeling can be performed with a
reasonable amount of effort. Our laboratory has designed
a simple peptide system having those properties [15, 16].
We made short peptides of around six to seven amino acids
that had the properties of surfactant molecules in that each
monomer contained a polar and a nonpolar region. For
example, a peptide called A6D had six hydrophobic alanine
amino acids followed by one polar, negatively charged aspar-
tic acid (Figure 3A). In essence, the molecule looked like
a biological phospholipid in that it had a polar head group
and a nonpolar tail.
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Figure 3. (A) Short surfactant-like peptide A6D, consisting of six
hydrophobic alanine amino acids followed by one negatively charged
aspartic acid. (B) The nanotubes formed when this peptide was resus-
pended in water at pH 7. (C) Picture of V6D peptide solution showing
the presence of tubular structures. (D) V6D solution showing vesicles
budding out.

Dynamic light-scattering experiments on such small pep-
tides in aqueous solution revealed the presence of a uni-
form assembly that was substantially larger than the size
of individual monomers. The homogeneity and size of the
supramolecular assembly were sequence-sensitive: peptides
of the same length behaved differently when they had differ-
ent polar head or hydrophobic tail sequences. Such phenom-
ena have been described theoretically and experimentally in
other amphiphilic systems. The shape and size of the assem-
blies are ultimately dependent on the size and geometry of
their constituents [14].

In order to visualize the structures in solution, we utilized
the transmission electron microscope (TEM). We used the
quick-freeze/deep-etch method for sample preparation [17]
to preserve the structures that formed in solution for elec-
tron microscopy. Each peptide solution was flash-frozen in
liquid propane to prevent the formation of ice crystals. One
hundred nanometers of vitreous ice were then sublimed, and
the sample was coated with a 1-nm-thick platinum layer and
a 20-nm-thick carbon coating and visualized using the TEM.

We observed discrete nanotubes and vesicles in the sam-
ples that gave homogeneous size distribution in the dynamic
light scattering experiment (Figures 3B and 3C). Those sam-
ples that were polydispersed tended to give irregular mem-
branous layers. The nanotubes that formed had an average
diameter of around 30 nanometers as examined by TEM,
consistent with results obtained from the dynamic light scat-
tering. We also observed vesicles budding out of or fus-
ing into a nanotube, suggesting the existence of a dynamic
behavior between the different structures in the surfactant
peptide system (Figure 3D).

These nanotubes have the potential to act as templates
for metallization and formation of nanowires. Furthermore,
the nanovesicles may be useful as an encapsulating sys-
tem for drug delivery. Chemical modification of the pep-
tide monomer may expand the function of these structures:
for example, a specific cell-surface ligand can be directly
incorporated into a vesicle for targeted delivery of insoluble
drugs to particular cells. Current research focuses on these
applications, along with more detailed structural studies and
modeling of the nanostructures.

2.3.2. Cyclical Peptides with Alternating
D- and L-Amino Acids

A prime example of how researchers have applied structural
information of biomolecules into designing and character-
izing a novel nanobiomaterial is the recent development
of nanotube arrays made from cyclic peptides. The con-
cept was first proposed by Hassal in 1972 [18] but has
only recently been realized. Through several elegant exper-
iments, Ghadiri et al. have shown that cyclic hexa- and
octa-peptides with alternating D- and L-enantiomers of
amino acids can regularly stack in an anti-parallel fash-
ion to form very regular nanotube arrays, similar to hol-
low disks that form long cylinders [19] (Figures 4A and
4B). More importantly, the nanotubes were formed by self-
assembly of the peptide disks under particular conditions,
which depended on the sequences of the peptides. For
example, the initial experiment involved the octa-peptide
cyclo[-(D-Ala-Glu-D-Ala-Gln)2-], a ring that contained the
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Figure 4. (A) Top-view of a cyclo[-(D-Ala-Glu-D-Ala-Gln)2-] monomer,
a cyclic peptide with alternating D- and L-amino acids [19]. (B) The
structure of the nanotube formed by the antiparallel stacking of the
cyclic peptide disks [30]. The dotted lines depict hydrogen bonding
between the amide nitrogen of one disk to the amide oxygen of an adja-
cent disk. Reprinted with permission from [30], M. Engels et al., J. Am.
Chem. Soc. 117, 9151 (1995). © 1995, American Chemical Society.

hydrophobic D-amino acid alanine (Ala), interspaced with
either a negatively charged glutamic acid (Glu) or the polar
glutamine (Gln) (Figure 4A). At neutral or alkaline pH,
the glutamic acids were effectively deprotonated, and self-
assembly was inhibited by electrostatic repulsion of these
side chains. At lower pH values, however, the glutamic acids
became protonated, the negative charges disappeared, and
self-assembly occurred. Such selectivity in initiating assem-
bly adds an important level of control for handling these
nanostructures.

This cyclic peptide system has several other important
properties: first, the diameter of the pore of the nano-
tube has the potential to be easily adjustable by chang-
ing the diameter of the peptide disk, although eight amino
acid-residue peptides may be energetically preferred [20].
Second, due to the geometrical constraints imposed by the
alternating amino acid enantiomers, the variable side chains
of the amino acids project away from the side of the nano-
tubes. This is important for added functionality of the system
and also for incorporation of the nanotubes into a lipid layer
or a hydrophobic self-assembled monolayer (SAM).

One aspect that Ghadiri et al. investigated was the ability
of these nanotubes to allow ions [21], small molecules such
as glucose [22] and glutamate [23], and metal complexes of
various sizes [24] to traverse passively. With an expected

pore size of 7.5 angstroms for the eight-residue peptide,
ions, small organic molecules, and small metal complexes
such as K3[Fe(CN)6] and [Ru(NH3�6]Cl3 should diffuse
through, while the passage of the larger K4[Mo(CN)8]
should be hindered. For these studies, they incorporated
the peptide nanotubes inside a nonpolar lipid environment
[25], either in a unilamellar vesicle system or an organosul-
fur monolayer on gold substrates. The system allowed for
a more rapid diffusion of ions than some natural systems
such as gramicidin A and amphotericin B. Cyclic voltam-
mogram experiments also revealed the size selectivity of the
nanotubes. These results showed that the nanobiomaterial
can serve in many applications as synthetic ion channels or
as sensors for chemicals of a particular size [26, 27].

By systematically changing the sequence of the residues
of the octa-peptide, Fernandez-Lopez et al. have also iden-
tified peptides that show antibacterial activity [28]. The pep-
tide nanotube presumably increased the permeability and
disrupted the integrity of the bacterial cell membrane. The
sequence of the peptide affected the efficiency at which it
killed a particular strain of bacteria, most likely because of
specific interactions between the peptide side-chains with
unique components that exist on the bacterial cell surface.
This property is beneficial since inert or useful bacteria
inside the body will be spared while pathogenic ones can
be specifically targeted. Moreover, the peptides exerted no
detrimental effects on mammalian cells, increasing their
prospects to serve as antibacterial drugs.

Clark et al., in Ghadiri’s laboratory, expanded the system
to include nonnatural, �3-amino acids [29]. Through molec-
ular modeling, the researchers proposed that these cyclic
monomers should hydrogen-bond in a parallel manner to
form stacked rings similar to the D, L-amino acid system.
Furthermore, nanotubes made from cyclical �3-amino acids
are expected to have a dipole moment along their lengths,
which may facilitate transport of charged species.

The distinct physical parameters of the nanotubes enabled
theorists and computer scientists to perform molecular
dynamic studies and ab initio calculations of their electronic
and molecular structures [30–32]. All calculations have ben-
efited tremendously not only from previous measurements
of bond angles and bond lengths of peptide molecules but
also from the development of molecular dynamic software
for biomacromolecules such as CHARMM [33]. Designing
biologically inspired materials is facilitated by these rapid
developments in molecular biology and biophysics.

2.3.3. Bolaamphiphilic Peptides
Bolaamphiphiles are amphiphilic molecules that have two
hydrophilic ends joined by a hydrophobic segment. Matsui
et al. investigated a peptide bolaamphiphile molecule that
assembled into a nanotube at acidic pH [34]. The polymer, a
bolaamphiphile that contained two glycine residues at each
end and a heptane moiety at the center (Figure 5A), self-
assembled into a helical ribbon at alkaline pH (Figure 5B),
presumably due to the lengthening of hydrogen bonds
between the carboxylic acid groups [35].

The nanotube formed was then modified in various ways.
Reduction of the nanotube in nickel and copper baths yielded
metal-amide complexes that may be used as nanowires in
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Figure 5. (A) Glycylglycine bolaamphiphile containing two glycine
residues at both ends and a hydrophobic heptane group joining them
[35]. (B) Tubule formed by the bolaamphiphilic molecule at pH 4. The
average diameter of the tube is 500 nm. Reprinted with permission from
[35], H. Matsui and B. Gologan, J. Phys. Chem. B 104, 3383 (2000).
© 2000, American Chemical Society. (C) A scanning electron micro-
graph (SEM) of a protein tubule immobilized onto biotin-SAM/Au sur-
faces [39]. Reproduced with permission from [39], H. Matsui et al.,
Nano. Lett. 1, 461 (2001). © 2001, American Chemical Society.

electrical circuits [36]. Interestingly, no metal-amide com-
plex formed when the self-assembled structure was in the
helical form, where all amide groups were hydrogen-bonded
to one another. This suggested that amide hydrogen bonds
are required for the formation of the complex, and that met-
allization will be unique to the nanotube state of this peptide
system.
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Figure 6. Self-assembling peptide to form scaffold hydrogel. (A) The sequence of the first member of the self-assembling peptides, EAK16,
AEAEAKAKAEAEAKAK, serendipitously discovered in a yeast left-handed Z-DNA binding protein [74]. (B) The SEM structure revealed that
the peptide self-assemble to form individual interwoven nanofibers with 50–200 nm pores. The diameter of the fiber is about 10–20 nm. Under high
resolution by AFM, the filaments are revealed to be a twisted helix with regular helical repeats at early stage of self-assembly. They form scaffold
hydrogel with extremely high water content (99.5–99.9%). It is likely that the nanofibers may organize water molecules.

Nanotube immobilization on surfaces had also been
achieved under two different conditions. The first condition
was via hydrogen bonding to a SAM on gold surfaces [37].
The nanotube was then metallized using the aforementioned
technique. The second immobilization was through specific
avidin-biotin interactions [38, 39]. The nanotube was initially
coated with the protein avidin, and the complex was immobi-
lized on biotinylated SAMs. A scanning electron micrograph
showed that the peptide nanotube was immobilized between
two gold contacts (Figure 5C).

The experiments mentioned above are preliminary steps
toward the use of biological nanotubes as construction scaf-
folds for nano-electronics. However, many issues remain to
be resolved, such as sample heterogeneity and the effective
conductivity of the metal-nanotube complex.

2.4. Peptides That Form 3D
Scaffold Hydrogels

One of the self-assembling peptide types, also called “molec-
ular Lego,” form very stable beta-sheet structures in aque-
ous solution because they contain two distinct surfaces—one
hydrophilic, the other hydrophobic. Like LEGO� bricks that
have pegs and holes and can be assembled into particular
structures at centimeter and meter scale according to a pro-
gram, these peptides can do so at the nanoscale level without
external instructions. The unique structural feature of these
peptides is that they form complementary ionic bonds with
regular repeats on the hydrophilic surface (Figure 6A). The
complementary ionic sides have been classified into several
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moduli, that is, modulus I, II, III, IV, etc., and mixed mod-
uli. This classification is based on the hydrophilic surface of
the molecules that have alternating positively (+) and neg-
atively (−) charged amino acid residues, alternating by 1, 2,
3, 4, and so on. For example, molecules of modulus I have
− + − + − + −+, modulus II, − − + + − − ++, modulus
IV, − − − − + + ++. These well-defined sequences allow
them to undergo ordered self-assembly, resembling situation
found in well-studied polymer systems.

Upon the addition of monovalent cations or the introduc-
tion of the peptide solutions into physiological media, these
peptides spontaneously assemble to form macroscopic struc-
tures which can be fabricated into various geometric shapes
[40, 41]. Scanning electron microscopy (SEM) and atomic
force microscopy (AFM) reveal that the matrices are made
of interwoven nanofibers having 10–20 nm in diameter and
pores about 50–200 nm in diameter [40–45] (Figure 6B).

Atomic force microscopy and TEM experiments, as
well as molecular simulation of the FKFEFKFE peptides,
showed that billions of individual peptides self-assemble into
nanofibers. Molecular simulation using CHARMM suggests
that these individual peptides coalesce together to form a
left-handed double helix with hydrophobic phenyalanines on
the inside away from water, and lysines and glutamates on
the outside to interact with water.

The self-assembly process is a function of time, progress-
ing from mostly short, left-handed helical segments in the
first few minutes to long nanofibers after a few hours [45].
This structure represents an example of this class of self-
assembling beta-sheet peptides that spontaneously undergo
association under water and physiological conditions. If
the charged residues are substituted, that is, the positively
charged lysines are replaced by positively charged arginines
and the negatively charged glutamates are replaced by neg-
atively charged aspartates, there are essentially no dras-
tic effects on the self-assembly process. However, if the
positively charged residues, Lys and Arg, are replaced by
negatively charged residues, Asp and Glu, the peptide can
no longer undergo self-assembly to form macroscopic mate-
rials, although they can still form beta-sheet structures in
the presence of salt. If the alanines are changed to more
hydrophobic residues, such as Leu, Ile, Phe, or Tyr, the
molecules have a greater tendency to self-assemble and form
peptide matrices with enhanced strength [43–45].

Several peptide materials have been tested for their ability
to support cell proliferation and differentiation. A number
of mammalian cells have also been tested and all have been
found to be able to form stable attachments to the pep-
tide scaffolds [40]. These results suggested that the peptide
scaffolds cannot only support various types of cell attach-
ments, but can also allow the attached cells to proliferate
and differentiate. For example, once rat PC12 cells on pep-
tide matrices were exposed to neural growth factor (NGF),
they underwent differentiation and exhibited extensive neu-
rite outgrowth. In addition, when primary mouse neuron
cells were allowed to attach the peptide materials, the neu-
ron cells projected lengthy axons that followed the specific
contours of the self-assembled peptide surface and made
active and functional connections [41]. Furthermore, when
chondrocytes were encapsulated in the scaffolds, the cell
exhibited fully functional cartilage properties. These cells

not only underwent limited proliferation, but also produced
large amounts of type II and XI collagens and glycosamino-
glycan, which are typical cartilage cell products [46]. This
peptide scaffold is now being developed as a general three-
dimensional culture system not only for a broad range of
tissue cell cultures but also for tissue repair in regenerative
medicine.

2.5. Peptides That Coat Surfaces

One class of peptides has been designed to self-assemble
into a monolayer on surfaces and allow cells to adhere
to them [47]. These peptides have three general regions
along their lengths: a ligand for specific cell recognition and
attachment, a linker for physical separation from the sur-
face, and an anchor for covalent attachment to the surface
(Figure 7A). The ligand may be of the RGD sequence motif
that has been known to promote cell adhesion; the linker
is usually a string of hydrophobic amino acids such as ala-
nine or valine; and the anchor can be a cysteine residue
for gold surfaces. Zhang et al. have used this technology
in conjunction with SAMs prepared through micro-contact
printing to place cells into complex patterns (Figures 7B
and 7C). This approach may facilitate research into cell-cell
communication.

3. NUCLEIC ACID SYSTEMS

3.1. Introduction to Nucleic Acids

Unlike proteins, nucleic acids predominantly play more inert
roles in the cell. Deoxyribonucleic acid, for example, is the
biopolymer that contains genetic information in its sequence
and is processed and replicated by protein machineries.
Even though some natural RNAs do perform enzymatic
reactions and act as structural scaffolds, they are most
renowned as the passive carriers of genetic information that
is to be translated into proteins. The simplicity of the roles
of DNA and RNA, relative to proteins, is reflected in the
limited number of the letters in their alphabet—four as
opposed to 20 in the case of proteins. The four letters, called
nucleotides, are adenine, thymine or uracil, guanine, and
cytosine. Adenine is geometrically compatible with thymine,
and guanine with cytosine, such that in solution, one will try
to hydrogen bond to the other (Figure 8). This is called com-
plementarity. The most ubiquitous fold that a nucleic acid
can form is the complementary right-handed double helix,
where two strands of DNA with sequences that complement
each other spontaneously form an intertwining double heli-
cal structure. For example, a poly-guanine will form a double
helix with a poly-cytosine. Unlike most protein folds, this
structural body is utterly predictable, as one only needs to
know the sequences of the two strands to predict whether a
duplex will form. This ease in knowing the conformation of
nucleic acids in solution has led to many ingenious experi-
ments that manipulate DNA to perform unnatural functions,
the most recent of which are reviewed below.
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14 peptide and EG6SH to generate a surface for cell immobilization; (C) human epidermal carcinoma cells grown on an imprinted surface. Reprinted
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3.2. Template for Nanowire

The DNA molecule has been suggested as a template for
making nanoscale wires for the emergent field of nano-
electronics. This is due to the regularity of the width of the
DNA double helix and its robust mechanical properties. Sev-
eral groups have succeeded in coating DNA molecules with
metallic particles and have shown data on the conductive
properties of these biotemplated materials.

Braun et al. noncovalently bound a stretch (16 �m)
of bacteriophage �-DNA between two gold electrodes by
allowing it to hybridize with short DNA fragments that had
been covalently attached to those surfaces [48]. A solution
of silver ions was flowed through the self-assembled com-
plex, allowing for the positively charged silver ions to bind to
the negatively charged DNA backbone. Reduction of the sil-
ver DNA complex resulted in enlarged silver metal particles
effectively coating the DNA molecule, which was confirmed
using AFM.

Electrical measurements indicated that the wires were
nonconducting at low voltage bias, with resistances greater
than the experimentally measurable 1013 �. Furthermore,
the shape of the I-V curve obtained was dependent on

the voltage scan direction. Increasing the silver deposition
reduced the severity of some of these issues, implying that
modification of certain conditions may yield low-resistance
metal wires which have ohmic behavior over a reasonable
range of voltages.

Richter et al. employed a similar strategy to produce
DNA-templated nanowires that showed relatively low resis-
tances under low-voltage bias [49] (Figures 9A and 9B).
They reduced palladium on �-DNA and immobilized the
nanowire on gold electrodes. Electron-beam-induced carbon
lines were then formed between the electrodes and the ends
of the nanowire, lowering the contact resistances. The resis-
tances obtained were lower than 1 k�, with the specific con-
ductivity approximately one order of magnitude lower than
bulk palladium.

The resistances of these palladium nanowires were sub-
sequently studied at low temperatures [50]. The study was
performed to determine whether the biology of the mate-
rial affected its behavior as a normal metal system. The-
ory and experiments on disordered metals showed a trend
of increasing resistance with decreasing temperature at suf-
ficiently low temperatures due to weak localization and/or
enhanced electron-electron interactions. It was discovered
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Figure 8. Chemical structure of the bases in DNA and their comple-
mentary partners. Adenine (A) form two hydrogen bonds with thymine
(T), and guanine (G) form three hydrogen bonds with cytosine (C). Not
pictured is the phosphate backbone of the DNA molecule that connects
and arranges these bases in a spiral, ladder-like configuration.
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Figure 9. (A) Scanning electron micrograph of a palladium-coated
�-DNA [49]. The templated wire was laid on two gold electrodes over
a SiO2 substrate. (B) I-V curve of the wire in figure A. The inset shows
the ohmic behavior of the wire down to 1 �V. Reprinted with permis-
sion from [49], J. Richter et al., Appl. Phys. Lett. 78, 536 (2001). © 2001,
American Institute of Physics.

that the palladium metals reduced on a DNA template
showed the expected quantum mechanical behavior, with
their resistances increasing at low temperatures. This behav-
ior is similar to that of thin palladium films and shows that
wires templated with DNA molecules behave normally.

By using first-principle molecular dynamics (FPMD),
Mertig et al. discovered conditions in which fine and regu-
lar platinum clusters formed on DNA molecules [51]. They
hypothesized that the rate of metal formation upon reduc-
tion of the DNA-metal ion complex depends on the number
of metal nucleation events. Furthermore, this rate-limiting
nucleation was controlled by Pt(II)-DNA formation during
an activation step when platinum ions bound electrostati-
cally to DNA molecules. Lengthening the activation step
resulted in higher occupancy of platinum molecules in the
DNA prior to reduction, and ultimately yielded a faster rate
of growth and finer metal clusters on the template.

Another metal that has been investigated for surface
templating of DNA is gold. Harnack et al. investigated
the binding and reduction of tris(hydroxymethyl)phosphine-
derivitized gold particles on calf-thymus DNA [52]. The
rapidly formed nanowires show electrical conductivities
about 1/1000th that of gold, which the authors attributed to
the graininess of the material.

Patolsky et al. modified N -hydroxysuccinimide-gold nano-
particles with a nucleic-acid intercalating agent, amino
psoralen [53]. Addition of this complex with poly-
adenine/poly-thymine DNA double-strand resulted in the
interacalation of gold nanoparticles to the DNA. Subsequent
UV-irradiation covalently cross-linked the two species. Inter-
estingly, deposition of the nanowires onto a mica surface
resulted in their structural alignment. Even though electrical
studies of these complexes were not performed, the authors
showed how they utilized chemical knowledge of a biological
system to engineer a desired nanostructure.

3.3. Self-Assembly Into Geometrical Objects

Designing higher-ordered structures such as a polyhedron
and other geometrical objects from defined biological build-
ing blocks requires the perfect understanding of the behav-
ior of those building blocks. Nucleic acid, in this sense, is
the perfect candidate since, as mentioned previously, design-
ing and predicting the complementarity of two nucleic acid
strands is trivial. Seeman’s group has intelligently designed
a quadrilateral [54], a cube [55], a truncated octahedron
[56], and Borromean rings [57] made of DNA by using
a solid support system [58] (Figures 10A, 10B, and 10C,
respectively). Not only did they use the knowledge they have
of nucleic acids, but they also employed commonly used
nucleic acid modification enzymes to build and analyze the
supramolecular objects they designed.

3.4. Formation of DNA Crystal Tiles

Winfree et al. designed a set of Wang tiles made of double-
crossover DNA complexes that self-assembled in solution to
form macroscopic crystals [59] (Figures 11A, 11B, and 11C).
The anti-parallel, double-crossover motif provides structural
rigidity and predictability and was inspired by the four-way
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A B C 

Figure 10. Geometrical objects built with DNA [75]. Pictured are
schematics of (A) a cube [55]; (B) a truncated octahedron [56]; (C) a
Borromean ring [57]. Reprinted with permission from [75], N. C. See-
man, Trends in Biotechnology 17, 437 (1999). © 1999, Elsevier Science.

Holliday junction structure found during meiosis, a biolog-
ical process that produces the specific chromosome count
in eggs and sperm. These mesoscopic tile structures grew
to be as large as 2 × 8 �m in size, with thickness that of
a single tile of DNA. Each tile has the approximate size
of 2 × 4 × 13 nm and can be associated with one another
through “sticky-end” ligation (hybridization and subsequent
covalent linkage of complementary sequences between the
DNA tiles).

Atomic force microscope images and Fourier analysis
showed the presence of two-dimensional sheets with numer-
ous column widths of 13 nm (Figure 11D), consistent with
the width of a single DNA tile. Decorating one set of tiles
in the two-tile system with two DNA hairpin sequences
revealed this columnar structure further in the AFM, since
the two hairpins protruded out and provided contrast-
ing height with the rest of the sheet (Figure 11E). The

A D 

E 

B 

C 

36 nt, 12.6 nm

DAO-E

DAO

Figure 11. (A) A 2D DNA lattice made up of two Wang tiles, labeled
A and B [59]. One side of the A DNA tile had sequences that matched
one side of the B tile; (B) a molecular model of a tile. Each colored
piece corresponds to one DNA strand; (C) the lattice topology of the
assembled tiles. Black arrows indicate dyad symmetry axes; (D) AFM
images of two-unit lattice as above. Scale bar corresponds to 300 nm;
(E) lattice that incorporated a tile with a protruding DNA hairpin.
Reprinted with permission from [59], E. Winfree et al., Nature 394, 539
(1998). © 1998, Macmillan Magazines Ltd.

authors also decorated the sheet with nanogold-streptavidin
by incorporating a biotin moiety to the 5’ end of one set of
the double-crossover DNA tile.

3.5. DNA Molecular Machine

Nanometer-sized molecular “machines” based on DNA,
which can cycle through different states, have also been
designed. Yurke et al. designed a system, which consisted
of three DNA molecules that hybridized to form a com-
plex that could accept an incoming “fuel strand” made of
another DNA molecule [60] (Figure 12A). The fluorescent
quenching between two dyes on one strand (strand A in the
figure) was monitored and served as an indication of the
state of the system. Briefly, in an open state the two fluo-
rescent dyes were separated such that quenching was less-
ened. Upon addition of a fuel strand (strand F), the system
became “closed” and the two dyes were located in prox-
imity with one another, causing quenching. Addition of a
“removal strand,” �F , which was complementary to the fuel
strand, reset the system back to the open state and gener-
ated a double-stranded DNA waste product. The cycle could
then be repeated (Figure 12B).

Another system built by Yan et al. consisted of four-
stranded DNA molecules that formed two parallel double
helices, joined together by the crossing over of the strands
[61]. This complex could adopt two stable conformations—a
paranemic crossover and its topoisomer. Each was related
to one another by a 180� rotation of one strand end
(Figure 13A). In their scheme, Yan et al. broke apart two of
the strands to make three strands (Figure 13B), the middle
one called the “set” strand, and played a role in the switch
between the two conformations. Addition of a “fuel” strand,
which is perfectly complementary to the “set” strand, left
the complex in an intermediate state. To switch the DNA
machine into the other state, a different set of set strands
was added which would stabilize the other conformer. Since
each of these steps involved only noncovalent, hydrogen

A B

Figure 12. (A) Three strands of DNA that assembled to form the open
state of a molecular tweezer [60]. TET and TAMRA are two fluores-
cent dyes that were attached to the ends of strand A and act as a
signal of the state of the system. (B) A schematic showing the oper-
ation of the DNA-fueled molecular machine. Addition of fuel strand
F closed the system and placed the two fluorescent dyes in promixity
to one another, causing fluorescent quenching. The system was reset
by adding the release strand, �F , which hybridized to the fuel strand.
Reprinted with permission from [60], B. Yurke et al., Nature 406, 605
(2000). © 2000, Macmillan Magazines Ltd.
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A B

Figure 13. (A) Schematic diagram of the two topological states of a
DNA machine designed by Yan et al. [61]. The black arrows indi-
cate a central dyad axis that separates the two helical domains. The
arrowheads at the end of the strands indicate the 3’-end of the DNA
molecules. (B) Operation of the device. A green set strand in the PX
molecule could be removed with the addition of a biotinylated com-
plementary fuel strand, resulting in an unstructured intermediate. The
intermediate can be converted into the JX2 or back to the PX molecule
by adding the appropriate set strand. Reprinted with permission from
[61], H. Yan et al., Nature 415, 62 (2002). © 2002, Macmillan Magazines
Ltd.

bonding between the DNA single strands, the cycle could be
repeated indefinitely.

4. LIPID SYSTEM
Lipids have long been known to undergo self-assembly
to form a variety of structures and colloidal materi-
als. The traditional lipid surfactants that form nano- and
micro-structural materials have penetrated into a diversity
of applications, from lubricate, detergents, surface-coating
to encapsulation for deliveries. The size of individual phos-
pholipid molecules is approximately 2.5 nm in length, but
they can self-assemble into millimeter-size lipid tubules with
defined helical twists, many million times larger.

Schnur et al. have not only developed an elegant theory
to explain the self-assembly of the lipid tubular structures
[62], but have also developed a number of applications
[63, 64]. They found that the chirality of the monomers plays
a key role in the tubular structural formation. Furthermore,
they can finely tune the structures at the molecular level
both through synthesis of derivatives and using various sol-
vents, especially mixing different types and concentration of
alcohols [65]. They coated the metal nanocrystals onto the
well-formed, left-handed microhelical tubules. These crys-
tals metal-aligned along the helical ridge on the tubules [66]
(Figures 14A and 14B). They also used the metal-coated
lipid tubules to coat surfaces so that the properties of the
coated surfaces can be completely altered. Their pioneer-
ing and innovative research activities have inspired more
and more scientists and engineers to conduct multidisci-
plinary research, namely, to use biological scaffold to con-
struct nanodevices [63].

A

B

Figure 14. (A) Alignment of nanoparticles along helical ridges inside
the 1 �m lipid tubules [66]. (A) magnification at 5000 ×; (B) part of
the tubule at 50,000 × magnification. Reprinted with permission from
[66], Y. M. Lvov et al., Langmuir 16, 5932 (2000). © 2000, American
Chemical Society.

5. BIOLOGICAL SELECTION
OF PEPTIDES

5.1. Phage Display for Generating Peptides
with Novel Properties

5.1.1. Peptides that Specifically Bind
to Inorganic Surfaces

For particular applications that have no known analog in
biology, molecular design may not be an efficient route
to pursue. Even though one can potentially test many dif-
ferent biomolecular species to perform a particular func-
tion, the sheer number of samples that must be screened
makes such an endeavor prohibitive in cost. This has led
Belcher’s research group to modify an established method
called phage display to generate new peptides that can selec-
tively bind to semiconductors.

Whaley et al. started with a random library of 12 amino
acid peptides that were fused to the coat protein of M13
bacteriophage (bacterial virus), resulting in one phage dis-
playing one particular sequence of peptide [67]. The DNA
that encoded for the peptide was fused with the DNA of the
coat protein; sequence determination of the peptide could
then be carried out by standard nucleotide sequencing of
this stretch of DNA. They proceeded to allow some 109

phages bind to different crystalline semiconductor surfaces
such as GaAs (100), GaAs (111), InP (100), and Si (100).
Any phage that did not bind to the surfaces was washed
away, and those that did were eluted, amplified, and rere-
acted under more stringent binding conditions. The process
was repeated five times, yielding an exponential enrichment
of those phages that displayed peptides which enabled them
to bind to these inorganic surfaces.
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For binding to GaAs (100), peptides with a higher number
of uncharged polar and Lewis-base side-chains became more
predominant with successive rounds of selection. This could
be attributed to the interaction of these functional groups
to the Lewis-acid sites of the GaAs surface. Furthermore,
phages that bound to one particular surface showed poor
binding to other surfaces, indicating that the binding was
sequence-specific (Figure 15B).

5.1.2. Peptides that Bind to ZnS/Ordering
of Quantum Dots

Using a similar selection strategy, Lee et al. identified a
bacteriophage that had the propensity to bind to ZnS crys-
tal surfaces (Figure 15A) [68]. These phages were then
mixed with ZnS quantum dots, forming a liquid crystalline
suspension of the complex. Differential interference con-
trast imaging and AFM studies of this suspension revealed
the ordering of the bacteriophages, most likely due to the
geometrical constraints of the phage body, not the attached
quantum dot.

Transparent films from a suspension of viral-quantum dot
assembly were made and their properties analyzed. It was
discovered that the system self-assembled into a smectic-
like lamellar layer, with the ZnS quantum dots localized
in the region where lamellar layers met (Figures 15C and
15D). Understanding how this self-assembly occurs when the
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Figure 15. (A) The process employed to select phage presenting a pep-
tide that can selectively bind to ZnS surface [68]. Reprinted with per-
mission from [68], S. W. Lee et al., Science 296, 892 (2002). © 2002,
American Association for the Advancement of Science. (B) Fluores-
cently labeled phage that specifically bids to GaAs. The surface con-
sisted of 1 �m GaAs lines and 4 �m SiO2 spaces [67]. Reprinted with
permission from [67], S. R. Whaley et al., Nature 405, 665 (2000).
© 2000, Macmillan Magazines Ltd. (C) Schematic drawing of the
assembly of phage-bound ZnS quantum dots into a film. Reprinted
with permission from [68], S. W. Lee et al., Science 296, 892 (2002).
© 2002, American Association for the Advancement of Science. (D)
AFM image of the free surface of the phage-ZnS film. Reprinted with
permission from [68], S. W. Lee et al., Science 296, 892 (2002). © 2002,
American Association for the Advancement of Science.

suspension is dried into a film will enable researchers to
design various three-dimensional arrangements of inorganic
crystals. This will push forward the areas of nano-electronic,
optical, and magnetic sciences and engineering.

5.2. Artificial Peptide and Protein Libraries

Artificial peptide and protein libraries have been con-
structed for selection of novel proteins and peptide motifs
that nature never made [69–73]. Many investigators com-
pletely designed the peptide and protein libraries de novo,
without pre-existing protein basis. The idea of constructing
protein libraries is for several reasons:

1. to further explore the enormous diversity of protein
species,

2. to select for a particular interesting species for a
defined purpose,

3. to study protein-folding and interactions,
4. to expand knowledge of biochemistry and life forms,
5. to go beyond biology into materials sciences, molecular

engineering, nanotechnology, and uncharted frontiers.

Although nature has selected and evolved many diverse
proteins for all sorts of functions that support life, it has
not ventured into the functions outside of life. The protein
universe is enormous, in comparison with what we know
today. There are, undoubtedly, a great number of more pro-
teins that can exist beyond what has been founded in living
systems.

Numerous new proteins and peptides with desired and
novel properties have been selected for a particular appli-
cation. This strategy permits us to purposely select and
rapidly evolve nonnatural materials, nano-scaffolds, and
nano-construction motifs for a growing demand in nano-
technology. The numbers of these biologically based scaf-
folds are limitless and they will likely play an increasingly
important role for design molecular machines, nanodevices,
and countless other novel, unanticipated new tools and
applications.

6. SUMMARY
In this article, we summarized how different research groups
have utilized the self-assembling properties of some biolog-
ical molecules to form nano-materials for different applica-
tions. We categorized the systems into three broad areas,
following with the identity of the biopolymer and method-
ology of the research—designed peptide systems, designed
nucleic acid systems, and phage display (in vivo evolution).
Each system carries distinct advantages over the others.
Nucleic acids, for example, exhibit predictability in sim-
ple molecular associations. While this increases the ease
of designing particular types of structures (such as sheets),
it may prohibit the formation of others (such as three-
dimensional gels or large nanotubes). Peptides form dif-
ferent nanostructures, but their self-assembling behavior is
more complex, has larger degrees of freedom, and is not so
well understood. Nevertheless, the different research groups
have made headway in assembling different biopolymers
into nano- and meso-scale structures and are starting to opti-
mize and make modifications to them.
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It is likely that these designed molecular construction
motifs and nanoscale materials will become an integral part
of future technology for both anticipated applications and
even more importantly, unanticipated discoveries.

GLOSSARY
Bacteriophage A virus that infects bacteria.
Dynamic light scattering A scattering technique to deter-
mine the hydrodynamic radius and diffusion constant of par-
ticles in solution.
Hydrogel A gelatinous substance composed predominantly
of water molecules.
Nanobiomaterial Material made from the self-organization
of designed biological polymers or their derivatives.
Peptide Short polymers made from amino acids. Peptides
are usually shorter than naturally occurring proteins.
Quick-freeze/deep-etch method A method to prepare sam-
ples for electron microscopy. Aqueous samples are flash
frozen in liquid propane and coated with platinum and car-
bon. The flash freezing preserves structures in the solution.
Surfactant A compound that reduces the surface ten-
sion of water. Usually contains hydrophilic and hydrophobic
groups.
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1. INTRODUCTION
This article introduces nanofibrillar structures created by
self-assembling. The term “self-assembled nanofibers” refers
to strands with various shapes such as helices, ribbons, and
tubes. Biological organisms are constructed by molecular
building blocks and these molecules are assembled sponta-
neously through various intermolecular interactions [1–6].
Life itself is hierarchically composed of self-assembling
molecular building blocks.

There are many kinds of assembled nanofibers in nature.
DNA is a double-stranded molecule [7–11]. Each spiral-
ing strand, comprised of a sugar-phosphate backbone and
attached bases, is connected to a complementary strand
by noncovalent hydrogen bondings between paired bases.
Actin forms twisted, rope-like filaments known as F-actins,
which are made up of identical building blocks called G-
actin subunits [12–14]. Tobacco mosaic virus, for example,
forms 300 nm in length× 18 nm in diameter rod-like assem-
blies composed of 2130 identical protein-armored cylindri-
cal RNAs [15–19]. Each protein subunit contains 158 amino
acids.

On the other hand, many artificially self-assembled
nanofibers have also been reported in the last two decades
[20–32]. Various aggregation morphologies such as helices,
tubes, fibers, and ribbon-like and rod-like morpholo-
gies have been identified by optical, electron, and probe
microscopic observations. Most of their root compounds
were serendipitously discovered to form self-assembled
nanofibers [33]. The morphologies and properties of these
molecular assemblies have attracted the interest of many
researchers in a wide range of research fields.

The self-assembled nanofibers themselves can be obtained
by simple preparation methods—for instance, by dispersing
compounds into media by heat or sonication and then allow-
ing them to stand at a given temperature for a few minutes
to several days. These self-assembled nanofibers are inter-
esting due to their numerous potential applications and for
understanding biological systems.

Now it is possible to select from a large number of
molecular models because many synthetic compounds have
been found to form self-assembling nanofibers as well as
biomolecules. In this article, the authors would like to intro-
duce self-assembled nanofibrillar aggregates, and specific
attention will be paid to aqueous bilayer membrane systems
and organogel systems. These self-assemblies show not only
unique morphologies but also high molecular orientation
toward special functions, for which molecular chirality is
an especially important factor. Mirror images of morpholo-
gies are formed from enantiomer, and racemates will often
destroy developed aggregates [34, 35]. This suggests that
chirality is not unrelated with the evolution of life. Well-
designed, self-assembled nanofibers can support nanoscopic
technologies and their applications.

2. NANOFIBERS FROM
COVALENT SYSTEMS

Carbon nanotubes were first discovered in 1991 by S. Iijima
et al. as a by-product, while they were examining the gener-
ation mechanism of fullerene [36, 37]. These carbon nano-
tubes form a graphite structure made of a net-like carbon
surface in the shape of a cylinder, and both single-wall car-
bon nanotubes (SWNT) (Fig. 1a) [38, 39], consisting of a
single graphitic carbon sheet, and multi-wall carbon nan-
otubes (MWNT) (Fig. 1b) [37] with a multi-wall structure
have been confirmed. The diameter of the single-wall nano-
tubes is 3 nm and its central cavity is 1–2 nm. On the other
hand, the diameter of multi-wall nanotubes ranges from 5–
50 nm and the outer diameter of the central cavity can
be from 3–10 nm. Characteristically, their lengths exceed
10 �m and both types have a high aspect ratio in every
direction. Until now, they were considered expensive solid
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Figure 1. (a) Single-wall and (b) multiwall carbon nanotubes [36–38],
and (c) single-wall organic nanotube [21] and (d) organic micro-
tube from synthetic lipids [43]. Reprinted with permission from [36],
S. Iijima, Nature 354, 56 (1991). © 1991, from [21], K. Yamada et al.,
Chem. Lett. 1713 (1984). © 1984, The Chemical Society of Japan;
and from [43], N. Nakashima et al., J. Am. Chem. Soc. 107, 509
(1985). © 1985, American Chemical Society.

carbon compounds as their yield was low. Presently, how-
ever, these materials can be created relatively cheap using
new industrial methods [40, 41] including discharge, laser
evaporation, and catalyst chemical vapor deposition meth-
ods, and their application in various fields is being actively
explored.

On the other hand, the history of organonanotubes pro-
duced from organic matter is much older. In 1984, one of
the present authors confirmed that one polypeptide lipid
formed aggregates in the shape of a tube with an inner diam-
eter of 4–10 nm and a length of 50–200 nm by self-assembly
in an aqueous solution (Fig. 1c) [21]. Since the width of
the wall was approximately 5 nm, it is presumed to have
been formed as a single-wall bilayer. Nanotubes from longer
single-wall bilayers have also been reported in subsequent
research [24, 31, 32]. Nakashima et al. discussed microtubes
(Fig. 1d) based on bilayer structures [42, 43].

In 2001, Science chose carbon nanotubes as one of the
top 10 research domains, and growing interest in nanotubes
from the field of molecular device physics indicates their
application potential in the electronics industry of the future.
Especially, SWNTs of approximately 1 nm in diameter have
been shown theoretically [44–49] and experimentally [50–53]
to become both metal-like and semiconductor-like, and the
production and operation of transistors using carbon nan-
otubes has been reported [54].

Research has already begun on the electronic charac-
teristics of hybrid structures created by inserting differ-
ent molecules into the space in the center of a nanotube.
Iijima and Smith et al. have reported one-dimensional crys-
tallization of C60 molecules by Van der Waals interaction
formed by introducing fullerene into nanospace through
the deficit part of SWNT and annealing it [55–57]. Fur-
ther tests have been performed by inserting Ga encapsulated
fullerene (Ga@C82) into the SWNT instead of C60, and
these results also showed the formation of structures crystal-
lized in one dimension by regular intervals like C60 (Fig. 2a)
[57]. On the other hand, similar encapsulation behavior can
be attained by organic nanotube systems. Shimizu has excel-
lent photographs of vesicle-encapsulated nanotubes (Fig. 2b)
[58].

Figure 2. TEM images of (a) carbon nanotube encapsulated
Ga@C82 [57] and (b) organic nanotubes encapsulated vesicles [58].
Reprinted with permission from [57], S. Iijima, Physica B 323, 1
(2002). © 2002, Elsevier Science; and from [58], T. Shimizu, Macromol.
Rapid Commun. 23, 311 (2002). © 2002, Wiley-VCH.

In contrast to organonanotubes, carbon nanotubes have
an essential characteristic property of high electroconductiv-
ity, as well as a stable chemistry structure and a morphology
that can be kept stable as well. For these reasons, these
nanomaterials are certain to be very important in future
nanotechnology [54, 59–62]. However, conversely, only
limited chemical modification can be performed and addi-
tion or conversion of functions is not easy. Self-assembling
organotubes, on the other hand, are admittedly unstable
both physically and chemically, but the molecules that form
them can be exchanged by taking advantage of their aggre-
gate feature, allowing them to take on many different kinds
of functions. Moreover, morphologically, they do not neces-
sarily generate tubes alone—various nanofibrillar aggregate
morphologies are possible, among which the tube-like aggre-
gate is simply comparatively one of the most stable. This
section will end with a brief description of the names of var-
ious morphologies that have been produced by self-assembly
until now (Fig. 3).

Figure 3. Classification of nanofibrillar aggregates. (a) rope-like fibril,
(b–c) multistrand fibril, (d) twisted ribbon-like fibril, (e) helical ribbon-
like fibril, and (f) tubular fibril.
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3. NANOFIBERS FROM
NONCOVALENT SYSTEMS

3.1. Characterization

Self-assembled nanofibers are generally prepared by dispers-
ing into aqueous or nonaqueous (organic solvents) media
with heating and sonication procedures, and then allow to
stand the solution at designated temperature for few min-
utes to several days. Some cases are accompanied by macro-
scopic transformations through formation of well-developed
aggregates. A typical example is a viscosity increase and,
thus, the judgment of gelation of organic solvents are con-
ventionally carried out by an inversion fluid method [63].

Microscopic techniques are useful for observation of
aggregation morphologies—optical microscopes and scan-
ning and transmission electron microscopes (SEM and
TEM). Typical examples will be shown in Figures 1, 2, 5, 8,
and 13. Scanning probe microscopes such as atomic force
microscope (AFM) have also been used to obtain detailed
information on the self-assembled morphologies. Figure 4
shows typical AFM images of the lithosatahine protofib-
riles [64]. A large number of photographs and images of
self-assembled aggregates show various fiber-like morpholo-
gies such as rods, tubes, helices, ribbons, tapes, and twisted
multiple strands. The freeze-fracture and freeze-drying tech-
niques can be combined with these microscopic observa-
tions. Small-angle X-ray scattering (SAXS) and small-angle
neutron scattering (SANS) are important techniques to
obtain the information of practical quantities such as diam-
eter, thickness, and length of aggregates. Figure 5 shows
an example of the powder X-ray diffraction (XRD) spectra
of zerogels prepared by freeze-drying of fibrillar aggregate-
containing organogels. The authors discussed the molecu-
lar packing mode [65]. Thermodynamic properties are, in
most cases, performed by differential scanning calorimeter
(DSC) [66–73]. Most self-assembled aggregates show phase-
transition phenomena such as gel (crystal)-to-liquid crys-
tal and gel (crystal)-to-sol, and thus physicochemical prop-
erties of the aggregates drastically change at their transi-
tion temperatures. Spectroscopic observations provide infor-
mation on molecular orientations, packing states, and lat-
eral diffusion behavior. UV-visible [32, 69, 73–76], Fourier
transform infrared (FT-IR), circular dichroism (CD) [21,

Figure 4. Morphological characterization of lithostathine protofibrils by
tapping mode AFM in air (a), and in solution (b).

Figure 5. Powder XRD spectra of xerogels prepared from neat gels
with the azobenzene-containing cholesterol derivatives [65]. Reprinted
with permission from [65], J. H. Jung and S. Shinkai, Journal of Inclu-
sion Phenomena and Macrocyclic Chemistry 41, 53 (2001). © 2001,
Kluwer Academic Publishers.

22, 32, 73, 76–78], fluorescence [79, 80], and nuclear mag-
netic resonance (NMR) [81] spectrometers have been widely
used for investigation and analysis on the molecular ori-
entation. Typical investigations are found in chromophore-
containing lipid systems. Shimomura et al. discussed on H-
or J-aggregations with �max-shift of a UV-visible spectra [82].
Ihara et al. discussed chiral-stacking behavior among the
sorbyl groups of lipids with both UV-visible and CD spec-
tra [32]. They also discussed the photo-induced polymeriza-
tion process by following the spectral changes. Hachisako
et al. discussed the critical aggregation concentration with
visible spectral change induced by the isomerization of the
spiropiran-containing lipid [83]. Schnur et al. discussed the
relationship between the molecular chirality of lipids and
the helicity of aggregation morphology with CD spectra [84].
These suprastructural aggregates often provide specific bind-
ing behavior for guest molecules such as dyes. These phe-
nomena can also be detected by UV-visible and CD spectra
[76, 85–87]. Fluorescence spectra are helpful for knowing
the microenvironment around lipids. Sagawa et al. reported
excimer formation when a pyrenyl group-containing lipid
forms highly ordered aggregates in organic solvents [80].
These typical spectral data are shown in Figures 6 and 12.

3.2. Nanofibers in Aqueous Systems

Bio-membranes are spontaneously organized from many
kinds of molecules such as phospholipids, proteins and
polysaccharides. Some phospholipids (N-1 ∼ N-4) listed in
Figure 7, which are representative of amphiphiles, form
bilayer membrane structures spontaneously in water and
their hydrophobicity is a major driving force in the aggrega-
tion and maintenance of the bilayer structures. These lipids
usually form small globules and vesicles in water. A typical
example is the vesicular structures observed when soybean-
derived phosphatidyl choline is dispersed in water, which
was reported in 1965 [88].

In 1977, Kunitake et al. reported in a landmark study
that didodecyldimetylammonium bromide, as a totally syn-
thetic lipid, could form bilayer structures in water [33].
Since this turning point, a large number of double-chain
alkyl amphiphiles have been synthesized and characterized
by many researchers. These findings led to the next step
of lipid chemistry. Nobody doubts that the number of alkyl
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Figure 6. Typical spectral data for self-assembled nanofibers: (a) UV-
visible spectra of the azobenzene-containing single alkyl-chain lipid
in aqueous solution systems [82]; (b) CD spectra of the sorbyl
group containing double chain-alkyl lipid in aqueous solution sys-
tems [32]; (c) CD spectra of 1,2-bis(tricosa-10,12-diynoyl)-sn-glycero-
3-phosphocholines in aqueous solution systems [84]; (d) fluorescence
spectra of the pyrene-containing double alkyl-chain lipid in organic sol-
vent systems [80]. Reprinted with permission from [82], M. Shimomura
et al., Ber. Bunsenges. Phys. Chem. 87, 1134 (1983). © 1983, Wiley VCH;
from [32], H. Ihara et al., Langmuir 8, 1548 (1992). © 1992, Ameri-
can Chemical Society; from [84], J. M. Schnur et al., Science 264, 945
(1994). © 1994, American Association for the Advancement of Science;
and from [80]. T. Sagawa et al., Langmuir 18, 7223 (2002). © 2002,
American Chemical Society.

chains in a hydrophobic part is not directly related whether
or not a lipid can form bilayer structures but its molecular
shape and intermolecular interaction are rather important.

It has been recognized that bilayer membrane structures
can be formed from single chains [20, 89], triple chains
[90], and others [29]. Also a hydrophilic part is not within
the specified structure. It has been reported forming bilayer
membrane structures from amphiphiles with anionic and
nonionic groups, as well as twitter ionic and cationic groups.

Through these investigations, in 1984, one of the authors
found that special synthetic lipids (B-1a) with hydrophilic
oligopeptide head groups can form helical or tubular struc-
tures in water (Figs. 8a and 8e) [21]. This finding is signifi-
cant in light of the fact that the thickness of the aggregates
corresponds to that of single-walled bilayer structures and
that the tubular and helical forms are closely related. At the
same time this report on similar tubes through lipid aggre-
gation was published, Nakashima et al. reported that helical
ribbon-like aggregates could be produced from L-glutamate-
derived lipids but that these were much larger—in microsize
rather than nanosize [42, 43]. Further investigation made it
clear that the helical form was rather an intermediate to the
tubular form and that the formation of fibrillar structures
with helices and tubules is deeply related to their chiral
properties [22, 24, 31].

Since 1984, many researchers have designed and synthe-
sized chiral lipids that produce nanofibrillar structures in
water. They can be roughly classified into two categories:
(1) micellar-based aggregates, and (2) bilayer sheet-based
aggregates. Figure 7 includes the chemical structures of syn-
thetic lipids that can form nanofibrillar aggregates in water.

3.2.1. Micellar-Based Fibrillar Aggregates
It may be difficult to define a micellar system, but one
well-known case of micellar-based aggregates from N -alkyl
aldonamides (B-6) and a series of diastereomeric and enan-
tiomeric N -octylaldonamides has been studied by Fuhrhop
et al. since 1987 [91]. Their TEM microscopic observations
indicated that the solubilities and aggregation morphologies
of aldonamides depended directly on the stereochemistry
of their polyol head groups (Fig. 8g). All antichain head
groups, like D-Man for instance, of N -octylaldonamides-
induced formation of sheet-like aggregates based on bilayer
structures, and highly irregular chain (i.e., twisted chain)
conformations, like D-Alt and D-Ido for instance, induced
high water solubility with no consequent aggregation. On the
contrary, cylindrical micellar aggregates were obtained from
N -octylaldonamide with L-Glu, D-Glu, and D-Tal head
groups. It was estimated that a moderate molecular bending
at the head group induced high curvature in the aggregates.
They proposed a model of fibrillar (cylindrical) micelles
and then this arrangement was supported by 1H-NMR
spectroscopic measurements [92]. Furthermore, it was con-
firmed by detailed TEM observations and image-processing
that micellar fibrils often produced multihelices by twist-
ing themselves. N -Octyl and N -dodecyl-D-gluconamides
formed self-organized quadruple helices with magic angles
whose pitch is equal to 2�× molecular bilayer diameter.
Figure 8h shows its TEM image and a contour line diagram
obtained by image analysis [93]. Here, each micellar fib-
ril preserved its independence without fusion. A computer
model of quadruple micellar fibrils is also shown in Figure 9.

In 1992, Imae et al. [94] reported that N -acyl amino
acids formed fibrillar, distorted fibrillar, or twisted ribbon-
like aggregates (Fig. 8i), and their aggregation morpholo-
gies were dependant upon the types of amino acids and
pH of aqueous solutions. Transmission electron microscopic
observations showed that N -dodecyl-L-aspartic acid and N -
dodecyl-L-alanine formed distorted fibers (pH = 3�6–5.5,
temperature < 12 �C) and cylindrical structures without dis-
tortion (pH < 6�0, ambient temperature), respectively. Since
N -dodecyl-L-glutamic acid formed globular aggregates, it
was estimated that the bulkiness of the head group may have
influenced the aggregation morphologies. Similar micellar
formation was observed in poly(amino acid)s with terminal
dialkyl groups. Their aggregation morphology is influenced
by the pH-dependant secondary structures of poly(amino
acid)s as head groups (B-1, 2, 3). [22, 30, 31] The com-
plex B-9 is known as bolaamphiphiles, which form spher-
ical micelles or vesicles in aqueous solutions as well as
amphiphiles. B-9 is an asymmetric bolaamphiphile with one
amino acid head group and one ammonium chloride head
group. The diameter of their fibers is 2.5 nm, which corre-
sponds exactly to that of micellar monolayers. (Fig. 8j) [58].
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Figure 7. Chemical structures of aqueous bilayer membrane-forming chiral lipids (Ref.: B-1a [21, 24], B-1b [22, 24], B-1c [31], B-2 [24], B-3 [30],
B-4 [76], B-5 [170], B-6 [91, 92], B-7 [94], B-8 [58], B-9 [94], B-10 [95, 96], B-11 [74], B-12 [29], B-13 [26], B-14 [28], B-15 [25], B-16 [103], B-17
[103], B-18 [32]).



478 Self-Assembled Nanofibers

Figure 8. Various nanofibrillar aggregates from aqueous lipid mem-
brane systems. (a) B-1a [21], (b) B-3, (c) B-3 [30], (d) B-1b [22], (e)
B-1a [21], (f) B-3 [30], (g) D-talonamide derivative [27], (h) N -octyl-D-
gluconamide [93], (i) N -dodecanoyl-�-alanine [94], (j) bolaamphiphile
[58], (k) B-10 [95], (m) B-10 [96], (n) B-12 [29], (p) B-13 [26], (r) B-14
[28], (s) B-15 [25], (t) B-16 [103], (u) B-18 [32]). Reprinted with per-
mission from [21], K. Yamada et al., Chem. Lett. 1713 (1984). © 1984,
The Chemical Society of Japan; from [30], H. Ihara et al., J. Chem.
Soc. Jpn. 1047 (1990). © 1990, The Chemical Society of Japan; from
[27], J.-H. Fuhrhop et al., J. Am. Chem. Soc. 110, 2861 (1988). © 1988,
American Chemical Society; from [93], J. Koning et al., J. Am. Chem.
Soc. 115, 693 (1993). © 1993, American Chemical Society; from [94],
T. Imae et al., J. Am. Chem. Soc. 114, 3414 (1992). © 1992, American
Chemical Society; from [58], T. Shimizu, Macromol. Rapid Commun.
23, 311 (2002). © 2002, Wiley-VCH; from [95], R. Oda et al., Nature
399, 566 (1999). © 1999, Macmillan Magazines Ltd; from [96], R. Oda
et al., Angew. Chem. Int. Ed. 37, 2689 (1998). © 1998, Wiley-VCH; from
[29], N. Kimizuka et al., Chem. Lett. 29, (1990). © 1990, The Chemical
Society of Japan; from [26], I. Cho and J. G. Park, Chem. Lett. 977
(1987). © 1987, The Chemical Society of Japan; from [28], H. Yanagawa
et al., J. Am. Chem. Soc. 111, 4567 (1989). © 1989, American Chemical
Society; from [25], J. H. Georger et al., J. Am. Chem. Soc. 109, 6169
(1987). © 1987, American Chemical Society; from [103], T. Kunitake
et al., Macromolecules 22, 3544 (1989). © 1989, American Chemical
Society; and from [32], H. Ihara et al., Langmuir 8, 1548 (1992). © 1992,
American Chemical Society.

Figure 9. A computer model of quadruple micellar fibrils [93].
Reprinted with permission from [93], J. Koning et al., J. Am. Chem.
Soc. 115, 693 (1993). © 1993, American Chemical Society.

3.2.2. Bilayer Sheet-Based Fibrillar
Aggregates

So far, a large number of bilayer-forming lipids have been
reported, including some that can form helical and twisted
ribbon-like aggregates. Their assemblies are based on dis-
torted sheet-like bilayer membranes with large curvature
and are morphologically divided into helical and tubular
structures with cylindrical curvature and twisted ribbons with
Gaussian, saddle-like curvature.

The first observation was reported in 1984. Didodecyl
L-glutamide derivatives with oligo(L-glutamic acid) head
groups (B-1a) formed helical or tubular aggregates [21].
Transmission electron microscopic observations showed that
the B-1a formed helical aggregates (Fig. 8a) immedi-
ately after dispersion and then grew to tubular aggregates
(Fig. 8e). It was confirmed that the tubular aggregates were
5–6 nm thick, which corresponds to the thickness of single-
layered bilayer membranes (two molecular lengths) of lipid
B-1a, and their diameters were 20–25 nm. On the other
hand, when the head group is composed of the correspond-
ing DL-glutamic acid, only large sheets without curvature
were produced [24].

In addition, when oligo(L-aspartic acid) was used instead
of oligo(L-glutamic acid) as the head group of B-1b, fibril-
lar and twisted ribbon-like aggregates were formed (Fig. 8d)
[22]. Through these studies, we were also able to reveal the
process of morphogenesis of these suprastructural aggre-
gates by TEM observation and light scattering measurement:

1. B-1b formed globular aggregates with the largest cur-
vature at the initial step;

2. these globules grew to fibrillar aggregates;
3. double or multiple strands were produced and then

fused themselves to make ribbon-like aggregates.

These findings indicate that even a very small difference
between L-glutamic and L-aspartic acid in the head group
strongly influences the morphology of the aggregates. This



Self-Assembled Nanofibers 479

means that aggregation morphology is also very sensitive to
temperature and pH factors because these can drastically
change the secondary structures of the head groups.

Oda et al. described the difference between helical (and
tubular) and ribbon-like aggregates formed from charged
gemini surfactants B-10 with chiral counterions (Figs. 8k
and 8m) [95, 96]. In these studies, helical aggregates were
formed from long-chain (C18) surfactants, whereas twisted
ribbon-like aggregates were formed from short-chain (C14
or C16) surfactants. The degree of twist and the pitch of the
ribbons could be controlled by the introduction of opposite-
handed chiral counterions in various proportions.

In 1985, Helfrich and Harbich [97] attempted to define
a theoretical approach for the morphologies of helical and
twisted aggregates. An explanation of these phenomena, Oda
et al. demonstrated their own theoretical approach using the
extended Helfrich model [98–100]. Other researchers have
endeavored to solve a riddle of being between geometri-
cal morphologies and chemical structures [101, 102]. So far,
no consensus has been established, because supramolecular
assembly-forming compounds include many different chem-
ical structures. Several questions still remain; for instance,
the nature of the edge of the bilayers has not been clari-
fied. Future work in both experimental and theoretical stud-
ies will develop technologies for order-made self-assembling
nanofibers.

Two common features necessary for the chemical struc-
ture of molecules that form supramolecular assemblies
are a chiral carbon atom and moieties feasible for inter-
molecular interactions. Artificial chiral lipids that can form
supramolecular assemblies such as helical, tubular, and
ribbon-like aggregates based on bilayer membrane struc-
tures are listed in Figure 7. This includes single chain (B-11)
[74], quadriplex chain (B-12) [29], and cholesterol group (B-
13) [26] as hydrophobic part, and nucleotide group (B-14)
[28] as a hydrophilic part. Moreover, polymerizable moieties
such as diacetyrene group (B-15) [25], acrylate group (B-16,
17) [103], methacrylate (B-13) [26], and sorbate group (B-
18)-containing lipids [32] have been also reported. Figure 8
includes their typical TEM images.

3.2.3. Non-Lipid Based-Nanofibers
The preceding section discussed special nanofiber struc-
tures formed by hydrophobic aggregation and by inter-
molecular interaction with polar groups. Here, is described
the formation of nanofibrillar structures through multiple
hydrogen bonding and, consequently, molecular orientation
(Figure 10).

On the other hand, the construction and structural analy-
ses of aggregates caused by �-structures are also performed
from the viewpoint of protein chemistry [104–108]. For
example, prion proteins from patients with Alzheimer’s dis-
ease or Bovine Spongiform Encephalopathy (BSE) form a
different fiber-like aggregate [109–111] than prion proteins
from a healthy body, and these proteins include �-structure
[112–114].

Although Scrocchi et al. did not aim to produce
nanofibers, they chose an arrangement of 6 out of the 37
residues in the human islet amyloid polypeptide (hIAPP)
amino acids sequence (P-1), and specified the sequence that

Figure 10. Chemical structures of peptides and other polymers that can
form nanofibrillar aggregates (Ref.: P-1 [109], P-2 [115], P-3 [111], P-4
[192], P-5 [191], P-6 [187], P-7 [198]).

makes hIAPP �-formed [109]. Consequently, it was found
that the hexapeptides of hIAPP (residues 20–25) promote
�-transition of IAPP most strongly, and were seen to pro-
duce nanofibers (Fig. 11a). This was especially interesting as
it showed that an amino acid sequence of only six residues
could serve as a trigger for proteinic �-form induction to

Figure 11. TEM images of (a) P-1 fibrils after incubation with SNN-
FGA [109], (b) P-2 fibrils obtained from an aqueous solution with
200 eq [115]. NaCl and (c) P-3 aggregates formed from a chloroform
solution [111]. Reprinted with permission from [109], L. A. Scrocchi
et al., J. Mol. Biol. 318, 697 (2002), © 2002, Academic Press; from
[115], T. Sakurai et al., Chem. Lett. (in press). ©—, The Chemical Soci-
ety of Japan; and from [111], R. Jayakumar et al., Langmuir 16, 1489
(2000). © 2000, American Chemical Society.
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form a nanofiber. However, nanofibers of �-structure ori-
gin have extremely low solubility and do not dissolve easily.
Therefore, they are not suitable for use as nanostructure
materials.

To overcome this hurdle, construction of water-soluble
nanofibers from �-structures is now being studied [115].
We have noticed that when sequential oligopeptides with
alternating hydrophilic and hydrophobic residues form
�-structures, they may also be able to form amphiphilic
structures. As an example, a Lys-Leu alternating sequen-
tial oligopeptide (P-2) was synthesized, and it was con-
firmed that helical tape-like aggregates were formed in the
solution. Transmission electron microscopic images showed
that the width of the thinnest portion was approximately
12 nm (Fig. 11b). Moreover, when fluorescence spectra of
pyrenyl chromophores at the terminal end of the main chain
were investigated, we found excimer formation that demon-
strates orientation between the pyrenyl chromophores at the
time of nanofiber formation. On the other hand, neither
nanofiber formation nor excimer generation was observed in
random copolypeptide.

Similar formation of aggregates from �-structures of
oligopeptides (P-3) was reported by Jayakumar et al., who
observed that L-Ileu pentapeptides form aggregates in
toluene and DMF (Fig. 11c) [111]. In this case, how-
ever, they were insoluble and it was not specified whether
nanofiber structure was formed.

3.2.4. Chiral Properties of Suprastructural
Bilayer Membranes

Most nanofibrillar assemblies based on micells and bilayer
membranes possess chiral centers in their structures. Of
course, the chirality of molecules plays an important role in
the production of distorted supramolecular assemblies. We
have observed that oligo(L-glutamic acid)-containing lipids
(B-1a) produce nanofibrillar aggregates including helices
and tubules but that corresponding DL-derivatives produce
only large sheet aggregates [24]. Similar observations have
been made for other lipids (B-6 and 10): enantiomeric com-
pounds form right-handed and left-handed helical aggre-
gates, and equimolar mixtures (= racemates) often induce
drastic morphological change [27, 95]. It is considered that
the molecules in the distorted aggregates pack with slight
angle with their neighbors, and this feature of molecular
orientation produces some unique properties. B-3 [30], in
which dialkyl chains and pyridinium moieties are connected
by L-glutamide through three amide groups, formed helical
and tubular aggregates. Here, DSC measurement showed
two endothermic peaks (with top temperatures of 33 �C
(T1) and 45 �C (T2), respectively) in the heating process
[30]. These aggregates showed extremely strong exciton cou-
pling at wavelengths near the absorption of amide groups
and pyridinium groups. The optical activity of amide groups
changed from negative to positive around T1 and optical
activities of both groups disappeared above T2 (Fig. 12a).
Neither formation of tubular aggregates nor enhanced CD
spectra were obtained from the corresponding ester-type
compound at which dialkyl chains were introduced through
ester bonds. These results indicate that the three amide
bonds around the chiral carbon play an important role in

Figure 12. Specific optical activities in (a) B-3 [30] and (b) B-18 aggre-
gates in aqueous solutions [32], and (c) G-11 organogels [163]. (a) The
optical activity changes reversibly depending on temperature. (b) The
CD pattern indicates that the sorbyl groups as polymerizable moiety
are in chirally stacking states among them at a temperature below Tc.
(c) Polymerization of methylmethacrylate as a bulk solution promotes
stabilization of the highly oriented structure of G-11 aggregates [163].
Reprinted with permission from [30], H. Ihara et al., J. Chem. Soc. Jpn.
1047 (1990). © 1990, The Chemical Society of Japan; and from [32],
H. Ihara et al., Langmuir 8, 1548 (1992). © 1992, American Chemical
Society.

the formation of supramolecular assemblies. The reversal of
chirality is probably due to change of the molecular orienta-
tion, for instance, from S-chiral to R-chiral. Similar induced
CD spectra based on chirally ordered structure have been
observed in bilayer aggeregates formed by chromophoric
group-containing lipids (B-11 and B-18).

Mirror-image of CD spectrum was obtained in bilayer
membrane aggregates from D- and L-form lipids, respec-
tively [84]. Specter et al. [116] reported on the CD
spectra and TEM observations of diacetylenic phospho-
lipid in various conditions. The CD spectra of R- and
S-enantiomers showed similar patterns but opposite signs
and the CD signal of racemic mixture showed approxi-
mately nothing. Moreover, TEM observations showed that
the R- and S-enantiomers formed tubular aggregates with
the same dimensions, and their racemates also formed
tubular aggregates without dimensional changes. Since the
tubular aggregates of pure enantiomers were grown from
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left- and right-handed helical aggregates, respectively, it was
anticipated that racemic mixture almost phase-separated.

It is well known that achiral dye molecules bound to chi-
ral poly(�-amino acid) show CD spectra (induced circular
dichroism (ICD)) around their absorption bands [117–119].
Similar phenomena have been observed on chiral bilayer
assemblies. When an achiral dye molecule, such as methyl
orange, was added to B-4 aggregates in an aqueous solu-
tion, it combined with the cationic membranes to give three
dispersion species, belonging to S-chirally oriented dimmers
on the surface, monomers on the surface, and monomers
incorporated into the bilayers, respectively [76]. Many chiral
lipids possess similar functions through formation of highly
oriented structures [85–87].

3.2.5. Stabilization of Fibrillar Assemblies
Compared with nano assemblies from lipids, carbon nan-
otubes are useful in light of their physical and chemical sta-
bility, but this stability causes limitations on modification.
The assembling systems, however, provide unlimited oppor-
tunities for modification. For example, the mixing of L- and
D-isomers of B-1a causes their racemates to show abso-
lutely different morphologies from their original forms. B-1b
(n = 4) can form only fragmented fibrillar aggregates spon-
taneously, but this morphology can be transformed to well-
developed twisted ribbon-like aggregates by mixing with a
triple chain-alkylated, lipid-forming tubular aggregates [32].
However, these morphological transformations mean to be
so weak for their industrial use. Therefore, it must be valu-
able to stabilize their aggregates. This attempt has been car-
ried out by physical and chemical methods. The chemical
methods are roughly classified into three types as summa-
rized in Figure 13. However, most of these methods include
polymerization, and, thus, the resulting bilayer membranes
lose some functions such as molecular fluidity instead of
obtaining stability. Of course, stabilization is required in
some cases to expand their applications.

Polymerizable lecithins (B-15) with diacetylenic alkyl
chains such as 1,2-bis(10,12-tricosadi-ynoyl)-sn-glycero-3-
phosphocholine (DC8� 9PC) are known to form tubular
microstructures when their liposomes are cooled below the
chain-melting transition [25]. Tubular and helical structures
from B-15 measured from 0.3 to 3 �m in diameter and from

Figure 13. Stabilization of bilayer aggregates by polymerization.

5 to over 1000 �m in length. Both dimensions depended
on the solvent system (ratio of water-to-alcohol). Irradia-
tion with UV rays or �-rays induced photopolymerization
of diacetylenic units, but the helical or tubular structures
were lost. A series of monoacryl and diacryl double-chain
ammonium amphiphiles (B-16 and 17) were synthesized
for investigation of their dispersion characteristics before
and after photopolymerization [103]. B-16 formed vesicu-
lar aggregates after dispersion into water and transformed
into helices when allowed to stand at room temperature for
1 month. Polymerization of acryloyl groups leads to destruc-
tion of aggregation morphologies.

On the other hand, we reported the dispersion states
and effect of polymerization on the aggregation morphology
from polymerizable lipid (B-18) [32]. The introduction of
polymerizable sorbyl groups at the end of the hydrophobic
alkyl chains is far enough from the chiral carbon in order to
prevent obstruction of the chiral interactions between lipids.
B-18 formed single-wall helical bilayer structures (Fig. 8u)
with large chirality (Fig. 12b) in aqueous solutions below
Tc (= 51 �C). Ultraviolet irradiation of the B-18 aggre-
gates caused photoreaction of the sorbyl groups at a rate 25
times faster in the stacked species (below Tc) than in the
nonstacked species. This photoreaction was accompanied by
morphological transitions from helical aggregates to tubu-
lar aggregates below Tc and to twisted fibrillar aggregates
above Tc. Almost no morphological change was observed
as a result of this polymerization over a wide range of
temperatures.

3.3. Nanofibers in Organic Media

Hydrogels can often be formed from aqueous solutions of
hydrophilic polymers, biomolecules such as proteins, and
inorganic materials such as silicates. They have been stud-
ied in detail, and related books [120, 121] and reviews [122]
have been published by many researchers. Some of these
gels and gelators are widely used in industries, food science,
and cosmetic science. Recently, it has been found that some
specia, low molecular weight compounds formed gels in
organic media [123]. These can be referred to as organogels
(organic gels). Organogels are very unique, not only in that
the gelation is induced by three-dimensional network forma-
tion with well-developed fibrous aggregates, but also in that
these aggregates are on the basis of highly oriented struc-
tures like aqueous lipid bilayer membranes. Therefore, they
attract our interest in spite of their instability, and we further
label them “self-assembled organogels” to distinguish them
from conventional gels. Self-assembled organogels include
various fibrillar aggregates such as rods, helices, and sheets,
and the challenge to stabilize their morphologies and molec-
ular orientation to widen their applications is now being met.
In this section, we focus on nanofibrillar aggregates formed
in organic solvents.

Low molecular weight compounds that can produce gels
from organic solvents have been known for 50 years. How-
ever, the gelation of organic solvents and oils as macroscopic
phenomena has been a main subject of interest for several
decades thereafter. From the late 1980’s to the early 1990’s,
several kinds of organogels were discovered simultaneously.
In this period, many researchers joined the research field



482 Self-Assembled Nanofibers

of nano-sized molecular architectures to develop molecu-
lar devices for supersensitive sensors, high-density mem-
ory storage, and so on. It appears that a point-of-view
toward organogels has been shifted into explication and
control of molecular buildings formed from low molecu-
lar weight organogelators, spontaneously. The original root
compounds of organogelators (Fig. 14) have been discovered
serendipitously by researchers who were working in various
research fields [70, 124–127]. Therefore, the chemical struc-
tures of most organogelators are derived from intermediate
molecules designed for specific functions.

3.3.1. On Driving Forces and
Chemical Structures

A hydrophobic effect is the most essential driving force for
molecular aggregates in aqueous solution systems but almost
disappears in organic media. More positive intermolecular
interactions play an important role in molecular aggregation
in organic media. Hydrogen-bonding interaction is especially
effective and many organogelators are classified into this cat-
egory. 12-Hydroxystearic acid (12HSA, G-6) and its related
salts were early examples of organogelators [128–130] and
the first report of 12HSA was brought by Tachibana et al.

Figure 14. Root organogelators developed in the late 1980’s to the early
1990’s G-1 [124], G-2 [125], G-3 [126], G-4 [70], G-5 [127].

in 1965. Lithium 12HSA forms twisted fibrous aggregates,
whose direction of the twist depends on the optical isomer-
ization of lithium 12HSA. Transmission electron microscopic
observations show that the direction of the twist is left-
handed for the L-form, but right-handed for the D-form,
and that no twisted fibers are obtained for the DL-form.
Furthermore, the helical structures formed from 12HSA are
sensitive to counter metal ions. 12HSA forms developed
ribbon-like aggregates with diameters of 10 to 100 nm in soy-
bean oil. However, the number of cross-sections is relatively
few according to SEM observations. Addition of sodium
salt of 12HSA to these organogels contributes to improve-
ment of gelation ability with metamorphoses from flexible
ribbon-like aggregates to bundled rigid fibers with equal
diameters. Terech et al. elucidated the oriented structure
of 12HSA organogels at the molecular level by a combina-
tion of several techniques [131]. Small-angle neutron scatter-
ing (SANS), small-angle X-ray scattering (SAXS), and wide-
angle X-ray scattering (WAXS) investigations revealed the
structural model of the 12HSA fibrous or twisted, strand-like
aggregates in organic media. The 12HSA molecules form
head-to-head aggregates in fibrous networks and the growth
of fibrous aggregate in the fiber axis direction is promoted
by hydrogen bonds between the hydroxyl groups of 12HSA.
A polarity of solvents influences the diameter of fibrous
aggregates since the laminating of fibrous aggregates in the
vertical direction is brought by dipole-dipole interactions
between carbonyl groups of 12HSA. Microscopic morpho-
logical arrangements of fibrous aggregates inevitably lead
to structural changes of cross-section and/or junction zones,
and finally exterior transformations such as transparency
(turbidity) and other physical properties will appear.

Peptide-based derivatives will be useful as organogela-
tors because their amide bonds work as a stronger driving
force for molecular aggregation. Peptide-based organogela-
tors have a plural number of hydrogen bondable moieties.
G-4 [70, 73] as a typical example, possesses three amide
bonds around an L-glutamic moiety, which works as a good
organogelator. Transmission electron microscopic and SEM
observations showed a three-dimensional network with fib-
rillar aggregates in its organogel and xerogel (Figs. 15a and
15b, respectively). The minimum diameter of the aggregates
in the picture is 20 nm, which is 2–3 times larger than the
molecular length estimated by SAXS [73]. However, if two
of the three amide bonds are replaced by the ester bonds,
no gelation is observed even when their concentration is 10
times higher than the former. It was also confirmed that
addition of trifluoroacetic acid as an inhibitor for hydro-
gen bonding causes gel-to-sol transition. MOPAC calculation
indicated that the three amide bonds around the L-glutamic
acid moiety provided a proper conformation for intermolec-
ular interaction.

K. Hanabusa et al. investigated the gelation abilities of
single-chain alkylated mono- or dipeptides toward general
organic solvents [132–134]. Peptides containing L-isoleucine
and L-valine (G-7) work as distinguished gelators for various
organic solvents such as alcohols, ketones, esters, dimethyl
formamide (DMF), dimethyl sulfoxide (DMSO), and aro-
matic compounds. Both the length of the alkyl chain and
the side chain structure of amino acids are important in the
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Figure 15. Chemical structures of various low-molecular mass organogelators (Ref.: G-6 [128], G-7 [134], G-8 [157], G-9 [169], G-10 [213], G-11
[80], G-12 [172], G-13 [83], G-14 [135], G-15a [63], G-15b [63], G-16 [138], G-17[215], G-18 [78], G-19 [147], G-20 [123], G-21a [216], G-21b [176],
G-21c [173], G-22a [177], G-22b [166], G-22c [166], G-23 [214], G-24 [151], G-25 [158], G-26 [159]).
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production of fibrous aggregates. If a hexyl chain is intro-
duced instead of an octadecyl chain, the compound neither
produces organogels in solvent nor forms fibrous aggregates.
The possible structure for the long chain-alkylated dipep-
tides was proposed to be an antiparallel �-sheet through
intermolecular hydrogen bonds between the amide and ure-
thane groups.

Cyclohexane diamide derivatives have hydrogen bonding
sources [135, 136]. Although the two isomers of trans-1,2-
cyclohexane diamide derivatives (G-14), which are (1R, 2R)
and (1S, 2S), can produce a gel for many organic solvents,
cis-isomer derivatives have no gelation ability. Furthermore,
dialkylated 1,3- and 1,4-cyclohexane diamide derivatives
did not produce organogel. It was considered from their
aggregation morphologies that one-dimensional growth of
molecular assemblies through intermolecular interactions
was indispensable to the formation of fibrous aggregates.
The alkyl chains connected to the cis-isomer are spread spa-
tially since they are located at axial and equatrial positions,
respectively. The molecular packing formation in the aggre-
gates is also important for one-dimensional growth and this
can also apply to 1,3-isomers and 1,4-isomers.

A two-component gelation system revealed essential
information about the gelation mechanism. A pair of
compounds, G-15a and G-15b, was designed as a two-
component system because a dumbbell-type cocrystal was
produced from a barbiturate derivative and triaminopir-
imidine through the intermolecular hydrogen bonds [63].
The heating process normally carried out to dissolve an
organogelator into the solvents is unnecessary to produce
organogels in chloroform with the combination system of G-
15a and G-15b. Molecular orientation of the two-component
system was supported by FT-IR and SAXS measurements.
Transmission electron microscopic observations show the
twisted fibrous aggregates in organic solvents. Since each
molecule cannot form an organogel individually, it is under-
standable that the arrangement of the hydrogen bond-
forming moiety and bulkiness of the molecule are important
in inducing self-assembled organogels. This argument is sup-
ported by the results of dendritic two-component gels. Den-
drimetric peptides with carboxylic acid form organogels with
a linear aliphatic diamine in nonhydrogen bonding solvents
[137].

Saccharide-based lipophilic derivatives (G-5 and G-16)
can be organogelators. Hafkamp et al. reported that glu-
conamide derivatives (G-16) form stable organogels in a
number of solvents such as o-xylene, chloroform, and ethyl
acetate [138]. Transmission electron microscopic observa-
tions showed that G-16 formed fibers or bundled fibers.
Studies of gluconamide derivatives were carried out to expli-
cate gelation mechanisms. G-16, whose free hydroxyl groups
were protected by bismethylene, was synthesized to con-
firm the effects of free hydroxy groups on the formation of
organogels. Since these compounds did not form organogels
in any solvents, it was clarified that the hydroxyl groups
played an important role in the gelation.

Since saccharides have many hydrogen-bonding sources,
they are, like amino acids, invaluable materials for design
of organogelator molecules. Friggeri and Gronwald et al.
have reported 11 methyl 4,6-benzylidene derivatives of
the monosaccharides D-glucose, D-mannose, D-allose,

D-altrose, D-galactose, and a-D-isose (G-18) [139–141]. The
driving force of aggregation was estimated as intermolec-
ular hydrogen bondings by FT-IR and 1H-NMR spectro-
scopies. Gelation ability was evaluated in a large number of
organic solvents, and it was found that insignificant differ-
ences among the chemical structures are effective decisively
on their gelation ability. Furthermore, a remarkable change
in molecular mobility around Tgel was observed by the line-
broadening effect of 1H-NMR. Structural details in fiber
network in the solid state and gel state were deduced by 1H-
NMR, FT-IR, and SAXS. The series of these sugar-based
derivatives is useful to construct architectures of molecular
assemblies as base compounds.

There are some derivatives that can produce organogels
without intermolecular hydrogen-bonding interaction.
A typical example is the steroid derivative with polyaromatic
group (G-1), first reported in 1987 by Weiss et al., who
investigated the gelation ability of the isoandrosterone
derivatives [124, 142–144]. The kinetics were investigated
in detail by using electron paramagnetic resonance (EPR),
SANS, infrared (IR), and CD spectroscopies. After this
finding, more than 40 derivatives, including steroid and
aromatic groups, have been reported. They are sometimes
classified by the abbreviations ALS, where A, L, and S
correspond to aromatic (A), linking (L), and steroid (S)
groups, respectively. Effects of chemical structures of each
part on the gelation were investigated in detail; for instance

1. stereo-chemistry at C-3 and the nature of the chain at
C-17 of the steroidal part,

2. various aromatic groups such as 9,10-anthraquinones,
cinnamate, 2-naphtyl, 1-pyrenyl, phenyl, and their sub-
stituted compounds,

3. the length and functionality of the linking groups.

Several important considerations for organogelators from
aromatic compound-linked steroid were concluded as
follows [145]:

1. H-bonding, even when possible, may be absent in low
molecular-mass organic gelator (LMOG) assemblies
when other packing contributions (e.g., �-� interac-
tion and London dispersion forces) dominate [146].

2. Charge-transfer interactions within gelator strands can
stabilize gels [147].

3. Thixotropy can be induced by adding a small concen-
tration of a second (nongelling) ALS molecule whose
size and shape are similar to those of a good ALS gela-
tor.

4. The fraction of ALS gelator within the solid network
is dependant on temperature and on the solubility of
the gelator in the liquid component [143, 144].

5. The bulk properties of a liquid mixture, rather than the
properties of the individual components, determine the
dimensions and shape of the gelator assemblies [142],
as well as the relative ordering of Tgel values within a
series of ALS gelators.

6. Subtle changes in molecular shape can alter profoundly
the ability of an ALS to gel organic liquids.

Inductions of functional groups such as crown ether and
azo-benzene into cholesterol were performed by Shinkai
et al. [175–177]. Application of these organogelators are
described in Section 3.3.4.
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We estimate that a steroid group will give limited sol-
ubility to organic solvents compared to a long chain alkyl
group and thus may work as a sorbophobic moiety. Positive
interaction can probably be induced by polyaromatic groups.
Supporting this, anthryl derivatives connected to dialkyl
chains have been studied as organogelators [125, 148–150]
2,3-Bis-n-decyloxyanthracene, G-23, produced organogels in
many organic solvents [125]. Since 2,3-dialkoxynaphthalene
showed no ability of gelation for any organic solvents,
increasing aromaticity promoted gelation ability. Even if the
anthracene moiety was replaced by anthrax quinone and
phenazine, effective gelation was observed. The number and
length of alkyl chains were also sensitive to gelation abili-
ties. Freeze-fracture electron micrographs of G-23-propanol
gels indicated a three-dimensional network of fibrous rigid
bundles with 60–70 nm diameters.

Some organometallic compounds can also be organogela-
tors, in which case the essential interaction source is
surely derived from the chelation behavior. Terech et al.
reported that mononuclear copper �-diketonate derivatives
G-24 formed both organogels [151] and thermotropic disc-
like mesophases in cyclohexane [152, 153]. Some binuclear
copper tetracarboxylates [154–156] form neat thermotropic
columnar mesophases and organogels at less than 1 wt%
concentrations in hydrocarbons. These organogels form disc-
like molecules including semi-rigid, rod-like threads whose
diameter was 1.7 nm, which corresponds to the diameter of
disc-like molecules.

At the end of this section, chemical structures and aggre-
gation forms of low-molecular organogelators are summa-
rized in Fig. 16 and Table 1.

3.3.2. Chemical Stabilization of Organogels
Some lipophilic peptides have been investigated not only as
organogelators but also with respect to their self-assembling
behaviors. This latter property gives them distinct advan-
tages compared with conventional gel systems. The fibril-
lar aggregates are based on highly ordered structures, and
thus show aqueous lipid membrane-like behaviors such as
phase transition, phase separation, and chirality enhance-
ment through molecular orientation. Although these fea-
tures are advantageous for extended applications, it is also
clear that their thermal and mechanical instabilities are a
disadvantage in some application fields.

Some approaches have been proposed for stabilization of
organogels. Introducing polymerizable group into a gelator
is a reasonable method for this purpose. The first example of
polymerizable organogelator was a sorbyl group-introduced
peptide (G-8) in 1995. In this case, significant stabiliza-
tion was not observed by photo-induced cross-linking among
the peptides because oligomerization was a predominant
reaction in the process [157]. On the other hand, de Loos
et al. reported a bis(ureido)cyclohexane derivative contain-
ing a methacrylate moiety as a polymerizable organogela-
tor (G-25) [158]. This compound produces organogels with
developed fibrous aggregates in various organic solvents. Gel
formation was maintained after polymerization by UV irra-
diation in the presence of a photo-initiator and the resul-
tant gel showed highly thermal stability up to temperatures
above the boiling point of the solvents. Polymerization of

Figure 16. Fibrillar networks formed from various low-molecular mass
organogelators (a) G-4 [70], (b) G-4 [73], (c) G-20 [123], (d) G-7
[134], (e) G-25 [158], (f) G-17 [215], (g) G-5 [127], (h) G-21c [173],
(i) G-26 [159]. Reprinted with permission from [123], P. Terech and
R. Weiss, Chem. Rev. 97, 3133 (1997). © 1997, American Chemical
Society; from [134], K. Hanabusa et al., J. Chem. Soc. Chem. Com-
mun. 390 (1993). © 1993, Royal Society of Chemistry; from [158], M.
de Loos et al., J. Am. Chem. Soc. 119, 12675 (1997). © 1997, Ameri-
can Chemical Society; from [215], K. Yoza et al., J. Chem. Soc., Chem.
Commun. 907 (1998). © 1998, Royal Society of Chemistry; from [173],
T. Ishi-i et al., J. Mater. Chem. 10, 2238 (2000). © 2000, Royal Society of
Chemistry; and from [159], M. Masuda et al., Macromolecules 31, 9403
(1998). © 1998, American Chemical Society.

photo-induced polymerizable groups containing organogela-
tors (G-26) was demonstrated by Masuda et al [159, 160].
Diacetylene containing organogelator (bolaamphiphile) was
used for the purpose of stabilizing. Polymerization could
be monitored by UV spectroscopic observations, and was
induced by photo or �-ray irradiation. In each case, stability
of the organogel preserving fibrous aggregates rose in sev-
eral samples after polymerization. However, reversibility of
sol-to-gel transition and most properties based on molecular
fluidity disappeared.

Sometimes, metal ions increase the mechanical strength
of organogels. 1-O-(p-Aminophenyl)-4,6-O-benzylidene-�-
D-glucopyranoside (G-18) behaves as a good gelator for var-
ious organic solvents [78, 139]. The Tgel values for ethanol
gel were markedly improved by addition of AgNO3, CoCl2,
or CdCl2. The Tgels for 1 wt/vol% of organogel in ethanol
are −10 �C and 71 �C, respectively, in the absence and
presence of equimolar CoCl2. This remarkable change is
due to cross-linking of G-18 molecules by Co(II)-amino
group interaction. It seems that hydrogen bonds and coor-
dination bonds work cooperatively for reinforcement of
organogels. Similar observations were obtained using a
diketonate ligand-containing organogelator [161]. Maitra
et al. reported that the donor-acceptor interaction promoted
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organogels (G-19) [147]. Pyrene-containing bile acid deriva-
tives formed highly stable organogels with needle-like aggre-
gates in various solvents even with less than 1% of the
gelator. The Tgel increased with increasing amounts of trini-
trofluorenone as an electron acceptor that could not form a
gel in solvents. In an organogel system, several intermolec-
ular interactions participate to maintain the gel formation.
Control of these interactions is useful not only for under-
standing the gelation mechanism but also for developing
functional organogels.

3.3.3. Approach for
Nanostructured Materials

Organogel systems can be applied as a liquid organic media.
Gu et al. [162] and Hafkamp et al. [138] described mor-
phological imprinting of fibrous aggregates using tetraoc-
tadecylammonium bromide and gluconamide derivatives
coordinated with metal ion, respectively. Each organogelator
can produce organogels with fibrous aggregates in styrene
and methyl methacrylate. Polymerization of the solvents
was carried out with UV light in the presence of a photo-
initiator. Fibrous aggregates with similar diameter were
observed before and after photo-polymerization, and the
gelator molecules could be removed from the resultant poly-
mer matrix by the solvent extraction method (Fig. 17) [138].
According to optical and electron microscopic measure-
ments, the diameters of the strand-like pores were bigger
than those of the original fibrous aggregates. It was expected
that the monomers that exist near the surface of fibrous
aggregates could not react since their mobility and fluid-
ity were restricted. Similar observations were obtained with
organogels from a pyrenyl group-containing peptide lipid
(G-11) in styrene and methylmethacrylate. In this study, we
obtained significant information on the molecular orienta-
tion states before and after polymerization of the bulk solu-
tion. Enhanced CD spectra around the pyrenyl group was
observed after polymerization and maintained even at 70 �C,

Figure 17. TEM images (Pt shadowing, bar 110 nm) of a dried gel (a)
of G-16 [138] in ethyl acetate and imprinted pores (b) of G-16 [138]
(bar 1.35 �m). Reprinted with permission from [138], R. J. H. Hafkamp
et al., Chem. Commun. 545 (1997). © 1997, Royal Society of Chemistry.

a temperature was even higher than its Tgel. These results
indicate that highly oriented structures can be stabilized by
polymerization of a bulk solution [163].

Ono et al. have reported that hollow, fibered silicas are
prepared by transcription of various suprastructures formed
in organogels [164, 165]. Three cholesterol-based gelators
with monobenzo-18-crown-6 (G-22a), monoaza-18-crown-6
(G-22b), and 1,10-diaza-18-crown-6 (G-22c), respectively,
were synthesized. These compounds produced organogels.
Scanning electron microscopic observations of the xerogels
showed that their organogelators assemble into a fibrous
network structure, a curved lamellar structure, and a cylin-
drical tubular structure, respectively, in cyclohexane. Sol–gel
polymerization of tetraethoxysilane was carried out in each
of the gel systems. The silica obtained from G-22a showed a
granular structure and a hollow fiber structure featuring the
rough surface and the thick tube wall, respectively, in the
absence and the presence of metal. This structure was cre-
ated by adsorption of the anion-charged silica particles onto
the cation-charged organogel fibers. On the other hand, the
silica obtained from G-22b and G-22c had a hollow fiber
structure featuring a smooth surface and thin tube wall both
in the absence and the presence of metal salt. In the absence
of metal salt, it was considered that the cationic charge gen-
erated by protonation of azacrown ethers plays a crucial
role in the creation of such hollow fiber structures. In the
presence of KClO4, sol–gel polymerization resulted in tubu-
lar silica with a multilayered structure like a roll of paper
(Fig. 18) [166]. The findings suggested that sol–gel polymer-
ization proceeded along the surface of the curved lamellar
stucture of G-22b or G-22c and the silica eventually grew

(a) (b) (c) (d) (e)

TEOS
gelator

Figure 18. Schematic representation for the creation of hollow fiber sil-
ica by sol–gel polymerization of TEOS in the organogel state of G-22
[166]: (a) mixture of gelators and TEOS; (b) gelation; (c) sol–gel poly-
merization of TEOS and adsorption onto the cationic gelator fibrils;
(d) before calcination; (e) the hollowfiber silica formation after calcina-
tion. Reprinted with permission from [166], J. H. Jung et al., Langmuir
16, 1643 (2000). © 2002, American Chemical Society.
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into a tubular structure. Vesicular and helical silica struc-
tures with several tens to several hundreds nm in diameter
were obtained by using similar methods [166–168]. Future
studies will certainly realize the production of more compli-
cated and uniform nano-transcribed materials with desired
fashion.

3.3.4. Control of Highly Ordered States
Some organogelators form highly ordered structures like
those in aqueous bilayer membranes. Therefore, it is a con-
venient method to arrange the functional groups in the
molecular assemblies. The arrangement and control of func-
tional groups will certainly be an invaluable technique in
many application fields such as sensors, molecular devices,
and nano fabrication.

Lipophilic peptide-derived organogelators such as G-10
and G-11 show specific chirality, which is detectable by
CD spectroscopic measurement around the chromophore
groups. We have made some examinations to confirm
whether or not specific properties observed in aqueous
bilayer membranes can be reproduced in organic solvents.
Phase separation behavior was observed in a mixture of
G-4 and an azobenzene-attached B-4 derivative in benzene.
Distinct CD spectra based on the azobenzene moiety were
observed below Tgel [69]. The cotton effect of this mix-
ture disappeared above Tgel and thermal reversibility was
observed. On the other hand, a carboxylic acid-containing L-
glutamate derivative (G-9) produced organogel with devel-
oped fibrous aggregates in several organic solvents [169].

These specific chiral properties stimulated us to imple-
ment optical resolution with chiral organogels. We reported
the first example in 1995. When danoyl phenylalanine as
a chiral guest molecule was dissolved in organogels from
G-4 and B-3, distinct enantioselective elution to an alka-
line solution was observed. Interestingly, CD and DSC mea-
surements showed that the best result was obtained through
B-3 domain formation phase separated from G-4 aggregates
[170].

This finding encouraged us to control the chirality of
organogels. For this purpose, we synthesized a double-
chain alkyl L-glutamide derivative with an isoquinoline-head
group (G-12) [171, 172]. This behaves as an organogela-
tor with developed twisted fibers. It was confirmed that
chelation with metal chloride in cyclohexane-ethanol (100:1)
solution remarkably perturbed the chirality and morphology
of the aggregates. Addition of copper ion (CuCl2	, which
can form a square planar coordination, induced the chiral-
ity enhancement with morphological change from twisted
fibrous aggregates to ribbon-like aggregates. On the con-
trary, cobalt ion (CoCl2	 and zinc ion (ZnCl2	, which can
form an octahedral coordination state, caused serious mor-
phological change with remarkable decrease of the chirality
[171, 172].

On the other hand, Ishi-i et al. reported that a
Zn(II)-porphyrin appended-cholesterol organogelator (G-
21c) interacts with [60]fullerene to form a 2:1 Zn(II)
porphyrin/[60]fullerene sandwich complex [173, 174]. The
distinct bathochromic shift of the soret absorption band,
which was found in the organogel with [60]fullerene in
toluene, indicates that intermolecular electronic interac-
tion exists between the Zn(II) porphyrin moiety and the

[60]fullerene in the gel phase. Circular dichroism measure-
ments suggested that the Zn(II) porphyrin moieties are
strengthened to orient chirally in the gel phase by the
interaction with [60]fullerene. The formation of a Zn(II)
porphyrin/[60]fullerene sandwich complex would induce a
morphological change-in-pitch length of twisted fibrous
aggregates.

Light and metal ion-responsive organogelators were
demonstrated by Murata and Shinkai et al. [175–177].
These gelators appended a crown ether moiety (G-22a),
azacrown ether moiety (G-22b and 22c), and azobenzenyl
moiety (G-21b and G-22) to cholesterol, respectively. The
azobenzenyl appended-cholesterol derivatives with a natural
(S)-configuration at C-3 and those with an inverted (R)-
configuration at C-3 formed organogels, but their solubil-
ities and gelation abilities toward each solvent were quite
different. LD, CD, and UV spectroscopic measurements
showed that the azobenzene moiety was oriented in clock-
wise (in (R) chirality) or anticlockwise (in (S) chirality)
direction when they interacted in the excited state. Fur-
thermore, a sol–gel phase transition was induced by photo-
responsive cis-trans isomerism of the azobenzene moiety.
The molecular arrangement of crown ether appended-
cholesterol derivatives was altered by the addition of metal
ions and ammonium ion. The Tgel of this organogelator
in methylcyclohexane/benzene (4:1) increased with increas-
ing concentration of Li+, Na+, K+, Rb+, and NH+

4 , but
decreased with increasing concentration of Cs+. It was pre-
sumed that the 1:2 metal/crown complex with Cs+ resulted
in a disordered structure of organogels, but contrarily that
1:2 metal/crown complex with other metal ion and ammo-
nium ion promoted their stability.

3.4. Nanofibrillar Structures from Polymers

3.4.1. Phase Separation Method
It is well known that block copolymers consisting of two
or more compositions will form cube-like, rod-like, vesicle-
like, and even lamella-like shaped microphase separation
structures depending on the membrane casting conditions
[178–185]. Therefore, it is also possible to produce a
nanofibrillous microphase separation structure by choosing
the chemical composition and varying the membrane casting
conditions [186–193].

Liu et al. and Yang et al., for example, succeeded in pro-
ducing a nanofibrillar-like microphase separation structure
from A-B-C block polymers resulting from the combination
of polystyrene (A), poly(2-cinnamoylethyl methacrylate) (B),
and poly(tert-butyl acrylate) (C) (P-4) (Fig. 19a) [190]. To
briefly introduce the method of production, a toluene solu-
tion of polymer was put into a polyethylene capsule, and a
solid was obtained by evaporation and annealing. Transmis-
sion electron microscopic observation of the section of this
solid showed a very beautiful nanofibrillar-like microphase
separation structure with a diameter of about 25 nm as seen
in Figure 19b [192].

On the other hand, Fujiwara and Kimura succeeded in
producing a nanofiber from A-B or A-B-A block copoly-
mer by the cast method from solution [191]. Specifically, it
was obtained from a 0.2 wt% solution of block copolymer
from poly(L-lactide) (A) and poly(oxyethylene) (B) which
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Figure 19. TEM images of (a) a 50-nm-thick section of a PS-b-
PCEMA-b-PtBA/hPS film and (b) triblock/Fe2O3 hybrid nanofibers
[192]. TEM images of the copolymer samples exfoliated from a sili-
con wafer surface after annealing at 60 �C for 10 h: (c) PLLA-PEG
[191], (d) PLLA-PEG-PLLA [191], and (e) P4VP-(20.7)-b-PS(21.4k)
diblock copolymers [187]. SEM images of (f) the self-synthesized PAN
nanofibers [199], (g) the PPP nanofibers [198], and (h) electrospun
fibers of polystyrene [197]. Reprinted with permission from [192],
X. Yang et al., Angew. Chem. Int. Ed. 40, 3593 (2001). © 2001, Wiley-
VCH; from [191], T. Fujiwara and Y. Kimura, Macromol. Biosci. 2,
11 (2002). © 2002, Wiley-VCH; from [187], K. de Moel et al., Chem.
Mater. 13, 4580 (2001). © 2001, American Chemical Society; from [199],
L. Feng et al., Angew. Chem. Int. Ed. 41, 1221 (2002). © 2002, Wiley-
VCH; from [198], B. Yu and H. Li, Mater. Science Eng. A325, 215
(2001); © 2001, Elsevier; and from [197], A. G. MacDiarmid et al.,
Synthetic Metals 119, 27 (2001). © 2001, Elsevier Science.

was prepared (P-5), cast on mica, and afterwards annealed
for 2 hs at 60 �C. From TEM observation, the diameter of
the nanofiber formed from the A-B block copolymer was
about 20 nm (Fig. 19c) [191], and that from the A-B-A block
copolymer was about 6 nm (Fig. 19d) [191]. The authors
hypothesize that the core is made from lactide (A) and that
this part has a crystal structure.

de Moel et al. have proposed the crew-cut method as a
new technique of attaining nanofibrillar microphase separa-
tion structures from block polymers like polystyrene (A) and

poly(4-vinylpyridine) (B) (P-6) which are difficult to separate
[187]. Specifically, a 1:1 complex was produced by adding
equimolar amounts of pyradine and 3-pentadecylphenol
(PDP) to a chloroform solution of A-B block polymer. This
was then evaporated very slowly by drying at 50 �C for at
least 12 hs. Next, a 0.5 g sample was put into a dialysis tube
filled with ethanol, and most of the PDP(s) were removed
by dialyzing for 2 weeks. Decompression dryness was carried
out at 50 �C after washing by ethanol overnight, and a sam-
ple was obtained. Transmission electron microscopic obser-
vation showed that a nanofiber with a diameter of about
30 nm was formed from (A) in the core part (Fig. 19e) [187].

3.4.2. Injection Molding Method
When using a high polymer, it is possible to produce nano-
fibers by adapting an injection molding method. Although
production of the nanofiber from a high polymer is some-
what forced, two techniques may be used: either injecting
high polymer solution into nanosize pores [194–197] or poly-
merization and pushing out from nanofiber-like capillaries
[198].

Feng et al. reported the production of nanofibers using
the former technique by injecting poly(acrylonitrile) as a
template into porous anodic aluminum oxide (Fig. 19f)
[199]. Yu and Li adapted the latter technique with porous
metal using poly(p-phenylene) (P-7) as a template to
produce nanofibers (Fig. 19g) [198]. Features such as
super-hydrophobicity [200–203] and erection luminescence
[204–206] were obtained using both injection methods, but
the nanofibers produced also had disadvantages such as low
diameter uniformity and a tendency to become condensed.

In order to solve these problems, a technique called the
electrospinning method has come into practical use. This
technique was patented in 1934 by Formhals [207] and was
little known at first, but it has been attracting attention for
the past several decades as a nanomanipulation technique
[208–211]. The electrospinning method is the technique of
putting polymer solution and metal electrodes into a poor
solvent such as water, and blowing off the polymer solution
by applying high voltage between it and the metal electrodes,
and producing nanofibers. In this case, the diameter and
length of fibers formed depends on the concentration of
polymer solution, the distance between the polymer solution
and metal electrodes, and the voltage applied. MacDiarmid
et al. have reported nanofibers formed using this technique
with an average diameter of about 50 nm, by injection
using a 2 wt% poly(aniline) chloroform solution and apply-
ing a voltage of 25,000 V from a distance of 25 cm [197].
Polystyrene nanofibers of about 30 nm in diameter were also
prepared using the same technique, meaning that micron-
order fibers can be prepared from nanofibers cheaply and
easily (Fig. 19h).

4. SUMMARY
“Self-assembled nanofibers” are formed from miscellaneous
synthetic compounds and show various charming shapes
as described herein. Although it is hard to completely
understand the relationships between their morpholo-
gies and chemical structures, experimental and theoretical
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approaches indicate several important factors such as:

a) moderate solubility into media,
b) intermolecular interaction moieties and their sterical

position,
c) molecular shapes for highly ordered molecular pack-

ing,
d) molecular chirality.

Many reports also indicate a wide range of possible appli-
cations for these self-assembled nanofibers, from morpho-
logical applications such as preparation and utilization of
replica of them to molecular level applications of specific
molecular orientation. In this article, we introduced self-
assembled nanofibers constructed mainly of relatively sim-
ple compounds, but oligomers and polymers such as cyclic
polypeptide, cyclodextrin, and cyclic polysaccharide are also
known to form self-assembled nanofibers [212].

It is prospected that self-assembling nano architectures
including fibrillar aggregates have many potential applica-
tions because nature, especially human, is an excellent exam-
ple of a hierarchical product of self-assembling molecules—
there are so many excellent examples of hierarchical prod-
ucts of self-assembling molecules in nature itself, not the
least of which is the human body. We sincerely hope
that research on self-assembled nano architectures will be
helpful in the development of molecularly precise materi-
als and devices. The diversity of self-assembled nanofiber
systems, including a large number of molecules, provides
much opportunity to modify the chemical structures of self-
assembling molecules. With the present rapid progress and
expansion of this field, we feel a premonition that many
applications will be found for nanofibers in the near future,
including using combinations of morphologies and functions
to provide suggestions for the origin of life.

GLOSSARY
�-helix One of the secondary structures of peptides, rod-
like shape caused by intermolecular hydrogen bonding.
Amiloid fiber Fiber-like aggregate structures formed
�-structure protein. These structures cause prion protein
structure such as Alzheimer’s disease or Bovine Spongiform
Encephalopathy (BSE).
Atomic force microscope (AFM) Provide pictures of atoms
on or in surfaces to measure the forces (at the atomic level)
between a sharp probing tip (which is attached to a can-
tilever spring) and a sample surface.
�-sheet One of the secondary structures of peptides, its
formed sheet-like shape is caused by intramolecular hydro-
gen bonding (antiparallel and parallel structure).
Bilayer membranes Amphiphiles self-organize in water to
form molecular bilayers which assume the shape of globule,
vesicle, lamella, fiber, and so on.
Carbon nanotube Fullerene-related structures that consist
of graphene cylinders closed at either end with caps contain-
ing pentagonal rings.
Chiral/chirality Nonsuperimposable upon their mirror
images and chirality is particularly important for molecules
interacting within a biological environment, where many of
the native molecules are chiral.

Circular dichroism (CD) The difference in absorption
between left- and right-handed circulary polarized light.
Differencial scanning calorimetry (DSC) DSC measures
the amount of energy (heat) absorbed or released by a sam-
ple as it is heated, cooled, or held at constant temperature.
DSC also performs precise temperature measurements.
Hydrogen bonding Occurs where the partially positively
charged hydrogen atom lies between partially negatively
charged oxygen and nitrogen atoms.
Organogel Self-assembly of low molecular weight gelators
to fiber-like structures, which entangle to form a three-
dimensional network, immobilize organic fluids.
Peptide Two or more amino acids can be linked together
by a dehydration synthesis to form a peptide. The charac-
teristic chemical bond is called a peptide bond.
Supramolecular assemblies Infinite repeating structure
comprised of several chemical species held together by inter-
molecular interactions and showing transcendent properties
which are not observed in its constituent molecule alone.
Transmission electron microscopy (TEM) TEM allows to
determine the internal structure of materials, either or bio-
logical or nonbiological origin used by a beam of electrons,
to illuminate the sample.
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1. INTRODUCTION

1.1. Self-Assembly—A Key Aspect
of Nanotechnology

In recent years the field of nanotechnology has experienced
a veritable explosion of ideas, which resulted in many poten-
tial applications for nanostructured materials. In fact, nano-
structures are seen as the key that will enable practical
devices in the future of information storage and processing,
communications, and biotechnology [1–3]. Since these are
part of the nano-, bio-, and information technology triad [4]
that is expected to power a multi-prong industrial revolution
of the 21st century [5–9], the importance of nanostructures
would be difficult to overestimate.

The key feature that nanostructures offer for such a
diverse range of potential applications is the ability to tailor
the electronic [10–21], optical [10, 12, 17, 19, 21–23], and
magnetic [14, 17, 24–26] structure and properties of mate-
rials. Coincidentally for a variety of properties, this ability

emerges at essentially the same length scale in the single-
digit nm range [18, 27]. If devices are required to operate
at room temperature, the presence of thermal fluctuations
on the order of kT = 25 meV sets the energy scale. Trans-
port and confinement of electrons determine most of the
properties of interest, so the appropriate scales of nano-
structures can be estimated for a single electron with mass
m and charge e.

Quantum confinement. The quantum-mechanical energy
difference between the lowest two quantum well states for
an infinite potential well of width l is

EQM = 3h2

8ml2
(1)

If we require EQM ≥ kT to prevent thermal excitations, the
width of the well must be l ≤ 7 nm.

Single-electron “electrostatics.” The Coulomb energy for
a single electron on a sphere of radius r surrounded by
medium with a dielectric constant � is

EC = e2

� · r (2)

Using � of silicon and EC ≥ kT requirement again, we
obtain a limit for the diameter of that sphere (nanoparticle)
2r ≤ 9 nm.

The superparamagnetic limit. The minimum size of a par-
ticle used in magnetic data storage is determined from the
requirement that its magnetization cannot be changed by
thermal fluctuations. The estimate in that case involves a
model more complicated than the above ones, but the result
is about 3 nm [25, 27].

Another aspect common to most potential applications of
nanostructures is that typically more than one such struc-
ture is required; ordered nanoscale assemblies [17, 23] of
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size-controlled structures are usually preferred for optimal
performance. Perhaps the most stringent requirements for
relative and absolute positioning are inherent for devices
based on just a few nanostructures, for example, single-
electron transistors or collections of qubits for quantum
computing [15, 28–30], because interactions between the
nanostructures need to be precisely controlled [29] and reg-
istration with the next level of the device (e.g., contacts)
has to be maintained. On the other hand, for some optical
and electronics applications no coherence is required, and
thus the high packing density and size uniformity of nano-
structures become more significant than their ordering [19,
31]. For the ultimate data storage media [14, 16, 25] or for
materials with novel properties [10, 17, 23, 32, 33], one needs
both high density and precise positioning over macroscopic
areas and/or volumes. Overall, whether for manipulating the
interactions or for increasing the packing density, the posi-
tioning of the nanostructures needs to be controlled on the
scale comparable to or smaller than the size of the structures
themselves.

Both defining and positioning structures with sub-10 nm
accuracy is beyond the limits of traditional photolithogra-
phy, so accordingly a large number of alternative lithogra-
phy techniques [1, 3] are being currently developed. There
is also a considerable effort in increasing the throughput
[34, 35] of electron beam lithography, a serial method used
to prepare masks for a large number of alternative lithog-
raphy approaches [1, 3]. Increased availability and quality
of scanning probe microscopy (SPM) instruments in recent
years propelled the development of a number of SPM-
based lithography approaches [1, 3] that allow to produce
complex surface architectures from constituents as small as
individual atoms [36]. Notably, the dip-pen nanolithography
(DPN) [37, 38] routinely allows to achieve sub-100 nm res-
olution [38, 39]. The inherent advantage of using an SPM-
based approach is that the structures can be made, imaged,
and corrected by the same instrument. Current SPM instru-
ments, however, use a single probe tip to define the struc-
tures, so the writing speed limits the applications to making
small arrays of nanostructures for research, or perhaps using
SPM instead of a costlier electron beam writer for mask def-
inition. But the progress in development of probe-tip arrays
[40] suggests that some of the speed limitations can be over-
come by writing with multiple tips in parallel [38].

Even with the impressive advances in sub-100 nm fabrica-
tion techniques [3], it is evident that all their inherent limita-
tions become more difficult to negotiate when the size of the
nanostructures falls below 10 nm—the range that holds the
most potential for achieving the novel phenomena impor-
tant for both basic research and practical applications. This
is one of the primary reasons why a self-assembly approach
becomes a more attractive alternative for creating and con-
trolling nanostructures.

In self-assembly, natural interactions between atoms,
nanostructures, and their environment produce kinetically
or thermodynamically preferred structures and patterns, so
the method is inherently parallel and thus should be able
to produce macroscopic amounts of materials. An impor-
tant distinction needs to be made between self-assembly
and self-organization [41]. Hereafter, the spontaneous for-
mation of structures with sizes on the order of 10 nm

and a well-defined size distribution will be referred to as
self-assembly (SA) of nanostructures. A natural tendency
to form ordered assemblies will be referred to as self-
organization (SO). In general, SA is required to produce
large numbers of individual particles with unique and/or tai-
lored properties, while SO provides a pathway for combining
nanostructures into novel materials, or for establishing con-
nections between nanostructures and the macroscopic world.
Thus in general, systems that possess both self-assembly and
self-organization properties are desirable to realize the full
potential of nanotechnology.

1.2. Self-Assembly on Surfaces

There are several compelling reasons why surfaces became
and will remain an important part of the nanotechnology
“playground” [2]. Surfaces offer a quasi-two-dimensional
(2D) environment (“quasi-2D” because usually more than
one atomic layer is involved even in surface processes)
and thus represent macroscopic objects with somewhat
reduced complexity. Since the overwhelming majority of
nanofabrication techniques [1, 3] are surface-based, there
is a natural synergy between basic and applied research
into nanoscale surface processes. Most lithography-based
approaches [1, 3], as well as molecular beam epitaxy (MBE)
and its variants [42], allow to create 3D structures by stack-
ing multiple layers [10, 17], but even in those cases, the sur-
face processes on the topmost layer play the key role during
growth.

The practical importance of surface processes is partly
responsible for the development within the last few decades
of a large number of surface characterization techniques
[43]. Numerous microelectronics applications and wide
availability of high-quality single-crystal substrates made
semiconductor surfaces, especially those of silicon, perhaps
the most studied and the best understood surface systems.
Scanning tunneling microscopy studies [44, 45] coupled with
advanced theoretical modeling [46] have been particularly
fruitful in elucidating details of silicon surface structures
[47–50] with real-space atomic resolution, and recent instru-
mentation developments may soon allow surface electronic
transport measurements on the same scale [51, 52].

Surface atomistic processes ultimately define the dynam-
ics [53] and thermodynamics [54–56] of nanostructures on
surfaces and thus their self-assembly. On a slightly larger
scale, surface stress [53, 54] is another factor crucial in both
self-assembly and self-organization of nanostructures on sur-
faces. Surface defects, in particular atomic steps [57], extend
self-organization up to macroscopic scales [10, 27, 41, 58].
This availability of multiple scales of physical processes and
interactions is extremely important for achieving directed
self-assembly and self-organization, since different parame-
ters during the growth and post-processing of nanostructures
can be independently controlled to selectively enable partic-
ular mechanism(s) to be dominant at appropriate stages. On
the other hand, the interplay between several mechanisms
is often more beneficial than each one of them acting sepa-
rately. In the following we provide a number of examples of
self-assembly and self-organization on silicon surfaces, with
a particular focus on the role of the multiscale phenomena
as means of controlling the evolution of these systems.
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1.3. Outline

This review proceeds by considering the processes and
methods on a continuously decreasing scale, to reflect the
multi-scale nature of the self-assembly and self-organization
phenomena. In Section 2 the idea of using templates to
guide SA and SO is introduced at a relatively coarse
(macroscopic) scale. The templates themselves can be
either artificially patterned (Section 2.2), for example, by
photolithography, or a product of a SO process, for exam-
ple, atomic step arrays (Section 4.1), or a combination
of both approaches (Section 2.2.3). Thus, the formation
and applications of such templates are important issues in
their own right. Section 3 considers nanoscale processes
associated with SA of nanostructures, and role of surface
strain in forming nanostructures and interactions between
them. Sections 4.2–4.4 demonstrate how nanoscale self-
assembly can be combined with self-organized templates to
produce ordered arrays of uniform nanowires and nano-
dots. In Section 5 molecular and atomic structures are
considered, with surface reconstructions as SO atomic tem-
plates with well-defined chemical and structural properties.
These can be used to guide SA of elemental and molecular
adsorbates (Section 5.1), to produce low-dimensional struc-
tures with novel properties (Section 5.2), and to test con-
cepts of devices on atomic scale (Section 5.3). In addition
to their many potential device applications in electronics,
macroscopic templates with nanoscale features also repre-
sent structures that are both relevant for interfaces with
biomolecules and can benefit from bio-inspired assembly
strategies. Since such biointerfaces are the cornerstone of
the emerging synergy between the nano- and biotechnology,
their discussion in Section 6 offers a fitting outlook into one
of the most important future pathways opened by surface-
based self-assembly.

2. MACROSCOPIC TEMPLATES
The templates considered in this section are (at least con-
ceptually) macroscopic in size—a feature important for han-
dling and integration with existing devices, and for ability to
produce macroscopic amounts of SA and SO nanostructures.
The lateral periodicity of these templates is in the ≈0.5–
1.0 �m range, a size range that has several important impli-
cations. First, a wide variety of patterning methods can be
used to define such templates. Second, there is the possibility
of interfacing with microelectronics both in terms of match-
ing scales and common processing methods. And third, one
is able to produce nanostructures from “coarse” sub-micron
scale templates through size-reduction, SA, and SO.

Surface templates are briefly introduced in Section 2.1,
followed by an in-depth discussion of a large class of prepat-
terned surface templates in Section 2.2. Subsection 2.2.1
outlines the direct patterning and size-reduction approaches
that can be used to form SA and SO nanostructures
based on micron-scale templates. Subsections 2.2.2 and 2.2.3
describe the use of common processing techniques, such as
etching and heating, in conjunction with prepatterned tem-
plates, and the types of SA and SO nanostructures that can
be achieved by these approaches.

2.1. Templates and Interfaces

The template-based self-organization approaches are likely
to be necessary in conjunction with almost any of the self-
assembly methodologies under development today. From
the practical perspective, the output of solid-state devices is
based on macroscopic circuitry, and thus connections and
alignment between the nanoscale elements and the appro-
priate “leads” must be provided; similar “bridging” of the
gap in scales is needed in many other applications [3, 59]. To
obtain arbitrary and complex patterns, the self-organization
driven by properties of individual self-assembled particles
may be aided by the top-to-bottom “instructions” provided
by the template. Incidentally, the alternative view of such a
process is that of a template as a basis for bottom-up assem-
bly of simple structural elements, for example, by ensuring
appropriate anchoring of molecular electronic components.

Conceptually, the templates used for surface patterning
can be subdivided into two types: external and surface tem-
plates. The external templates are those prepared indepen-
dently of the surface being patterned. The vast variety of
noncontact masks for light and e-beam lithography [1, 3]
fall into this category, and their discussion in any detail is
beyond the scope of this article. External templates used as
masks for directed atomic or molecular deposition are typi-
cally directly patterned, rather than SO or SA.

There are some examples of self-organized external
masks, however. Atomic deposition through a standing light
wave pattern [60–62] can be used to create arrays of uni-
formly spaced lines (e.g., for use as metrology standards
[63]) and potentially more complex patterns [64]. Simi-
lar light wave patterns can also be created by mixing the
incident laser beam with light scattered off the surface,
for example, during pulsed-laser irradiation of silicon sub-
strates [65]. These laser pulses create silicon nanoparticles,
which under appropriate conditions adopt increasingly more
ordered configuration and thus result in more ordered
standing wave patterns. Therefore, even though a nominally
external light wave template is used, because of the interac-
tions between the template and the surface structures, SO
arrays of SA nanoparticles can be created [65].

The rest of this section is focused on surface templates with
macroscopic features. As the name implies, surface tem-
plates are typically formed by surface processes and thus
are themselves subject to self-assembly, self-organization, as
well as the more traditional direct patterning approaches, or
any combination thereof.

2.2. Prepatterned Surface Templates

Perhaps the simplest way to prepare a surface template is
to define the desired pattern using one’s method of choice
and then selectively add or subtract material(s) to form the
structures. The deposited material may be in form of pre-
assembled nanostructures (e.g., clusters), but, strictly speak-
ing, deposition onto a prepatterned surface involves only
rudimentary self-organization, that is, via direct selectivity
of the deposition process to the predefined areas in the pat-
tern. The caveat of this straightforward approach is that the
chosen pattern definition method must be capable to pro-
duce structures at the required resolution [1, 3].
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E-beam lithography allows direct patterning of sub-
micron features, for example, to selectively grow InAs
quantum dots within 100–200 nm wide lines [66], or to form
laterally ordered arrays of Si1−xGex nanostructures with sim-
ilar spacing [67]. E-beam patterning of 2D arrays, however,
is a time-consuming process for resolution below 100 nm, so
alternative patterning techniques are being explored. Nano-
imprinting [1, 3, 68, 69] has been used to define a 2D array
of Si mesas with 250 nm pitch and 10–60 nm dimensions for
ordered growth of Ge nanodots [70]. In this case, remnants
of the mesas (after annealing to clean the sample surface)
acted as nucleation centers for growing Ge nanodots. Since
no mask, for example, oxide or resist, was used to ensure
the selective deposition, the growth and nucleation of the
Ge dots was in this case largely controlled by Ge surface dif-
fusion. Thus to obtain an array with dots nucleated on each
mesa and only on the mesas, a higher density array would
be necessary [70]—a requirement difficult to fulfill using the
direct patterning approaches.

“Size reduction” methods [3] can be used to extend the
patterning resolution. Two of the most common reduction
approaches are described in Section 2.2.1: shadow depo-
sition and edge-selectivity. Although only relatively simple
patterns and structures can be produced by direct pattern-
ing, their complexity (but generally not the surface number
density) can be increased by postprocessing, for example,
etching (Section 2.2.2) or heating (Section 2.2.3).

2.2.1. Size Reduction
Shadow deposition is an approach that achieves size reduc-
tion through the use of geometric factors, and thus allows
deposition of periodic patterns of structures with sizes down
to 10–100 nm size using micron-scale masks. Nanosphere
lithography (NSL) is an example of a shadow deposition
(or “natural lithography”) technique [71, 72] that pro-
vides an excellent illustration of the main principles of
the method (Fig. 1a). The small commercially available
“nanospheres” that form the basis of NSL are typically
about 500 nm in diameter, since their primary applica-
tions in biotechnology require optical observation and han-
dling. These nanospheres can be suspended in solvents,
and, while in suspension, spin or drop-coated on essentially
arbitrary surfaces. As the solvent evaporates, the spheres
are drawn together by capillary forces to form hexagonally
close-packed arrays (Fig. 1a) with 10–100 �m2 defect-free
domains, which can be used as masks for deposition or etch-
ing of dots or triangles on 10–100 nm scale [72]. There
are three modifications of NSL that push the size limit
down into the 1–10 nm range: masks of smaller (<100 nm)
nanospheres, double-layer (DL) masks, and angle-resolved
(AR) NSL. Monodisperse smaller nanospheres are not as
readily available and their assembly is harder to control, but
both DL masks and AR NSL not only produce the smaller
structures, but also allow variations on the simple hexago-
nal array motif [72]. In particular, AR NSL [72, 73], which
uses deposition at off-normal angles (Fig. 1a), can produce
nano-overlap and nanogap structures, as well as nanoparticle
chains, because the size and position of the shadowed area
continuously vary with the angle [72].

Another type of a template that can be used for size
reduction via off-normal shadow deposition is a V-groove

single-layer NSL
top view

AR NSL
side view

Edge Selectivity

V-groove substrate

(a)

(b)

Shadow Deposition

d

D

(c)

Figure 1. Common methods of size reduction. In shadow deposition, a
specific geometry is used to produce features smaller than the original
template, e.g., (a) an array of nanospheres [72], (b) a V-groove substrate
[74]. Edge selectivity (c) of deposition or diffusion can also be used to
confine nanostructures to edges of a pattern [75–77], which effectively
achieves higher lateral resolution than the original patterning method.

pattern (Fig. 1b), for example, produced by combination of
laser interference and anisotropic etching [74]. The steep
≈60� angle of the V-groove facets means that during a graz-
ing angle evaporation neighboring ridges shadow all but the
topmost area on each facet (Fig. 1b). Metal wires with 20 nm
width have been thus achieved—a factor of 10 reduction
from the original ≈200 nm V-groove periodicity [74].

A second commonly used method of size reduction is
based on the fact that for any structure (Fig. 1c) the width
of its edges d is always smaller than the size of the struc-
ture itself D; thus size reduction by a corresponding factor
of D/d can be achieved via edge-selectivity of the deposition
(or postprocessing). For example, Cu deposited on Si sur-
face, patterned by conventional microlithography with lines
of photoresist (2–5 �m width), selectively nucleated into
sub-micron Cu clusters on the edges of the photoresist lines
[75]. Because the Cu clusters were confined to edges of
the pattern, the effective resolution (≈150 nm) in this case
was better than the (≈1 �m) resolution of the patterning
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technique [75]. In a similar manner, silicon mesa structures
on Si(001) have been used as templates for growing lin-
ear arrays of self-assembled Ge islands. Because the islands
aligned either along the edges of the top facet [76], or along
the side facets of the mesas [77], the effective resolution of
the patterning was beyond that of the conventional lithog-
raphy used to define the mesa structures.

2.2.2. Etching of Patterned Surfaces
The resolution and speed limitations of direct patterning
suggest that the patterning can be faster if only unstruc-
tured nucleation or anchoring points are patterned instead
of the full structure. The nucleation points can then be
transformed into more complex structures and patterns via
postprocessing. Because some form of etching is always
used in conjunction with patterning, a combination of an
ordered 2D pattern and anisotropic etching is one of the
most straightforward applications of this approach.

Nanopits, with facets determined by the etch anisotropy
for different crystal orientations, can be formed by an
anisotropic etch through windows opened by e-beam expo-
sure of a protective oxide layer (Fig. 2a) [78]. Arrays of such
“concave nanopyramids” have been demonstrated with den-
sities up to 1.5 Terapits/in2 (8 nm pit size, 20 nm pitch),
but for the smallest pits uniformity was rather poor (deter-
mined by variation of the protective oxide thickness) [78].
One of the benefits of this approach is that the action
of the e-beam was only required to open the windows in

(a) EB Process

(b) FIB Process

(a) 200 nm 500 nm(b)

Irradiation

EB

FIB

Oxide

Damaged
Region

Damaged
Region

{111}

{111}

Si

Si

Development
by HF

Etching
by Hydrazine

Figure 2. Nanopyramid arrays formed in Si(001) by (a) hydrazine etch
through e-beam patterned oxide and (b) using focused-ion beam expo-
sure to retard Si etch rate. Both the concave (a) and convex (b)
nanopyramids are formed by �111� facets because anisotropic etch rate
in hydrazine is lower for (111) than for (001) plane. Adapted with per-
mission from [80], M. Koh et al., Appl. Surf. Sci. 162, 599 (2000). © 2000,
Elsevier Science.

the oxide, and thus if an alternative means (e.g., DPN
[37, 38] or nanoimprinting [68, 69]) can be employed, the
bottleneck in speed associated with e-beam writing may be
avoided. The anisotropic etch has also been used to produce
nanopyramids (Fig. 2b) and grids [79, 80], but in this case the
effect was due to a decrease in the etch rate with increasing
ion-beam exposure, and thus the rate and the possibilities
for scaling up were limited by the required minimum expo-
sure per point. One can envision, however, using such an
approach to define masters for soft lithography [1, 3], for
example, nanoimprinting [68, 69].

2.2.3. Heating of Patterned Surfaces
High-temperature annealing is often applied to semiconduc-
tor surfaces before processing, typically for surface cleaning.
The requirement for an ultra-high vacuum (UHV) environ-
ment limits possible applications of any patterning method
involving such a step; it is possible, however, to provide
uniform heating across a whole Si wafer, so the limita-
tion is essentially that of a batch mode processing. The
transformation of Si surfaces during heating is one of the
most in-depth-studied aspects of Si processing and the asso-
ciated processes are, in general, well understood [57, 58,
81–84]. This understanding results in the ability to con-
trol the evolution of Si surface structures extremely well.
For example, with properly adjusted surface temperature
and Si deposition rate, arrays of atomically flat Si mesas
tens of microns across can be created on lithographically
patterned surfaces [85]. Similarly, a combination of MBE
growth and heating has been used to produce nanostructures
on patterned GaAs surfaces via preferential migration
of material onto selected facets of micron-size holes or
mesas [86].

When a silicon surface is heated in UHV to a high enough
temperature, some silicon atoms can evaporate. Because of
their weaker bonding, atoms at low coordination sites, such
as edges of surface steps and islands, begin to evaporate at
lower temperature than atoms incorporated in defect-free
surface planes, for example, (111) or (001). When a surface
is heated just enough to enable evaporation of the atoms
with low coordination, this leads to the retreating motion of
all atomic steps on that surface. On top of a mesa a few
microns in size, this motion can eventually eliminate all the
steps and achieve an atomically flat surface [85]. Conversely,
steps at a bottom of a deep micron-size hole will retreat
to form an atomically flat plane at its bottom [81]. In both
cases, once the flat surface has formed, the evaporation rate
from that area dramatically decreases [81, 85, 87] because
all the remaining atoms have higher coordination than those
at defect sites.

Step motion due to the selective evaporation of material
from step edge offers many possibilities for self-organization
of templates. For example, an array of holes patterned into
a vicinal surface (Fig. 3a) stays put during step evapora-
tion, but the multiple steps around the holes keep moving
until they get pinned by the edges of the holes, and thus
an ordered array of holes is transformed into an ordered
array of bunched steps [81, 87, 88]. The benefit of com-
bining the self-organization of the steps with a simple ini-
tial pattern is the possibility to produce intricate step bunch
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Figure 3. Step-band networks on Si(111) as templates for controlled
Au island formation. The templates of ordered step bunches can be
prepared from an initial hole pattern (a) by heating in UHV for 1–
2 min at 1200–1300 �C (b). Examples of 0.8-�m holes patterned on
1.5� miscut Si(111) with the hole pattern rotated 7� azimuthally from
the miscut direction are shown in (a)–(b). Deposition of a few ML of
Au on the step-band templates, followed by annealing for 20–30 min
at 400–600 �C, results in an ordered array of Au particles (c). The
example shown in (c) started with a pattern of 0.6-�m holes. Adapted
with permission from [90], Y. Homma et al., J. Appl. Phys. 86, 3083
(1999). © 1999, American Institute of Physics.

patterns (Fig. 3b) [88]. Such step bunch patterns can then
be used as templates for selective deposition, for example,
growth of GaAs on Si(111) vicinal surfaces, where site selec-
tivity can be obtained via desorption or diffusion depending
on the substrate temperature [88]. More features can be
introduced into this type of a template if the surface is not
heated long enough for the holes to completely disappear
(fill-in). The resulting regular arrays of step bunches and
holes can be used for selective deposition of metals (e.g.,
Au and Ga) and semiconductors (e.g., GaAs and Ge), which
after appropriate annealing form ordered arrays of islands
(Fig. 3c) [89–91]. A similar method has been also used to
form device-quality arrays of quantum wires and dots on
patterned high-index GaAs substrates [92–94].

The approach of combining lithography-defined patterns
with self-organization on vicinal surfaces is thus particu-
larly attractive, because it potentially offers a way to inte-
grate self-assembled and self-organized nanostructures with
micron-scale patterns and structures for device applications
[92, 95]. This is also one of the few methods that produces
ordered arrays of metal nanoclusters on Si surfaces (Fig. 3c),
which can be used to define Si nanopillars through vapor-
liquid-solid growth [90] (see also Section 3.2.1) or reactive-
ion etching [96–98]. Conversely, because lithography is used
for patterning, the inherent limitation of this process is the
relatively low density (spacing on the order of 500 nm and
above) of nanostructures in the resulting arrays (Fig. 3c).

3. SELF-ASSEMBLY AND
HETEROEPITAXY ON SILICON

Heteroepitaxy is one of the main routes to growth of self-
assembled nanostructures on silicon surfaces. Specifically,
molecular beam epitaxy (MBE) [42] is the primary depo-
sition technique used in research under UHV conditions.
The two parameters that determine the thermodynamically
favored growth modes are considered in Section 3.1: surface
and interface energies, and surface strain. Section 3.2 pro-
vides examples of application of these general principles to
heteroepitaxy of metals and semiconductors on silicon. The
effects of the nonequilibrium kinetics and other deposition
techniques are also discussed where applicable.

3.1. Growth Modes during Heteroepitaxy

The morphology of the surface formed during heteroepi-
taxy of lattice-matched materials is determined in the ther-
modynamic limit by the free surface energies � of the two
materials and the interface [17, 41, 99, 100]. Namely, high
surface energy adsorbate will form random disjointed three-
dimensional islands and leave the substrate exposed (also
called Volmer–Weber (VW) growth, Fig. 4). More precisely,
the corresponding condition is

�substrate < �adsorbate + �interface (3)

A low energy adsorbate that satisfies the condition

�substrate > �adsorbate + �interface (4)

will wet the substrate and thus form a continuous film
(also called Frank–van der Merwe (FM) growth, Fig. 4). In
ideal layer-by-layer growth, the nucleation of higher layers is
strongly suppressed until the lower layer is completed. How-
ever, for subsequent layers the effective �substrate is reduced

Layer-by-layer (FM)

Stranski-Krastanov (SK)

3D island nucleation (WV)

Figure 4. Equilibrium thin-film growth modes. In the layer-by-layer
mode, a low surface energy adsorbate wets the substrate with a contin-
uous film. In the SK mode, the first (or the first few) adsorbate layer
reduces the substrate surface energy enough to stop the wetting behav-
ior and proceed with nucleation of 3D islands. For an adsorbate with
high surface energy, random 3D islands form directly on the substrate.
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by the first layer, so instead of continuing in the layer-
by-layer fashion the growth mode commonly changes to
formation of islands on top of the first layer, resulting in
Stranski–Krastanov (SK) mode (Fig. 4).

This relatively simple scheme, however, makes two impor-
tant assumptions that often are not satisfied. First is the
assumption of lattice-matched materials, which is in general
not true, in particular in cases of technologically relevant
material combinations (e.g., Ge/Si). Second is the assump-
tion of a thermodynamically controlled process, which is not
always satisfied even approximately (and never exactly, since
all experimental processes are of finite duration).

In heteroepitaxy, if the lattice constant of the substrate
is larger than that of the film, the resulting strain is tensile.
In the opposite case, for example, for Ge/Si, the strain is
compressive. In general, the difference in lattice constants
results in SK-like growth mode, even if the surface energies
favor the layer-by-layer growth, because roughening of the
growth front allows to relax the elastic strain that otherwise
would build up in the film [10, 17, 41, 99]. If this relaxation
is not sufficient, plastic strain relief sets in, for example, cre-
ation of misfit dislocations and other defects in the film.

The dominance of kinetic effects versus thermodynamic
stability is largely determined by the deposition flux and
substrate temperature during growth. If the diffusion of the
deposited atoms allows them to sample multiple bonding
configurations, the energetically favored sites become popu-
lated with higher probability, and the resulting distribution
tends towards the thermodynamically stable structures. If,
however, either diffusion rate or diffusion length is limited,
the deposited atoms are likely to be incorporated into the
nearest site (typically an island edge) and thus kinetically
preferred structures are formed.

While the variability of the growth modes that occurs in
real heteroepitaxy was initially seen as an impediment to the
smooth film growth required for device-quality materials, it
soon became evident that these effects can be used to either
enhance the film quality, or to produce self-assembled nano-
structures [17, 41]. For example, if the flux and substrate
temperature during the deposition are adjusted to allow the
adsorbate atoms to diffuse to reach the nearest substrate
step, the so-called step-flow growth mode is realized, which
results in very smooth films; for example, homoepitaxy of
Si under such conditions is routinely used to grow high-
quality Si buffer layers. Additional examples of equilibrium
and nonequilibrium driven SA in heteroepitaxy on Si are
presented throughout Section 3.2.

3.2. Self-Assembly in Strained Heteroepitaxy

Formation of nanoscale islands via SK or VW heteroepi-
taxial growth is one of the most widely studied forms of
self-assembly on a variety of substrates [17]. On silicon,
the substrate of choice for microelectronics applications,
the deposition of metals (Section 3.2.1) and semiconductors
(Sections 3.2.2 and 3.2.3) has been examined for possible
SA island formation. For metals, alloys, and semiconduc-
tors, both equilibrium and nonequilibrium processes can
lead to SA.

3.2.1. Metal and Metal-Semiconductor
Heteroepitaxy on Silicon

Metals tend not to form SA nanostructures when deposited
directly on silicon, because of silicide formation and sur-
face energy differences [48]. Thus formation of metallic
nanostructures on silicon has to be guided by preferential
deposition or diffusion on nanostructured and/or passi-
vated surface templates [17, 27, 101–103], but not by het-
eroepitaxy-induced strain alone. One notable exception is
the growth of several (primarily rare-earth) metal silicide
nanowires on Si(001) (Fig. 5), which is driven by the asym-
metric mismatch of the respective silicides with the Si lat-
tice constant along orthogonal directions [102, 104–106].
The wires are formed in this case, because the growth
proceeds uninterrupted along the direction where the con-
stants match, but is limited in the perpendicular direction.
An intriguing property of these wires is that they appear
to be stable against atomic step motion during anneal-
ing; that is, moving steps get pinned around the wires, but
the wires remain uninterrupted (Fig. 5) [102, 106]. While
certainly very useful for creating individual long uninter-
rupted wires, this property, however, limits the possibilities
of using stepped surface templates (Section 4.1) to control
self-organization of many of such wires (Section 4.3).

Oxidation of metal films on silicon can result in SA metal-
oxide nanostructures; in this case the volume change during
the oxidation, rather than the lattice mismatch, is believed
to be responsible for the SA process [107, 108]. One of
the reasons metal oxides have attracted attention is that
such SA structures can be magnetic [108] and thus offer a
way to combine the benefits of silicon substrates and mag-
netic devices. SA 3D islands of ferromagnetic metal com-
pounds that are used in semiconductor-based spintronics,
for example, MnAs [109, 110], have also been demonstrated
on Si(111) with SA achieved via the combination of the lat-
tice mismatch and growth kinetics [110]. More complicated
SA schemes are possible, for example, by metal deposition
onto SA structures formed by the Ge/Si heteroepitaxy (Sec-
tions 3.2.2–3.2.3) which produces metal-semiconductor com-
pound nanocrystals [111].

100 nm

Figure 5. STM image of Ho silicide nanowires on stepped Si(001) sur-
face. Note that multiple substrate steps stretch to accommodate unin-
terrupted nanowires. Reprinted with permission from [106], J. Nogami
et al., Phys. Rev. B 63, 233305 (2001). © 2001, American Physical
Society.
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ZnO is a metal oxide that has attracted attention for
optical device applications, because of the exciton binding
energy of 60 meV, that is, larger than that of wide-bandgap
semiconductors. ZnO SA quantum dots form in VW-like
growth mode on silicon surfaces with intermediate layers,
for example, silicon oxide [112] and GaSe bilayer [113].
For potential applications, for example, room-temperature
short-wavelength nanolaser arrays, the main interest is in
large island densities [114], which have been achieved by the
vapor-liquid-solid (VLS) growth [115].

VLS [116] is a general method of growing semicon-
ductor nanostructures [117] and nanowires [115, 118, 119]
using metal nanoparticles as catalysts (Fig. 6a). VLS
has been successfully used to grow bulk unsupported Si
nanowires [119, 120] and oriented Si nanowires on Si sur-
faces (Fig. 6) [115, 121, 122]. Free-standing single-crystal
nanowires in general do not form during semiconductor

metal clusters

substrate

Figure 6. Silicon nanowire growth by vapor-liquid-solid epitaxy
(VLSE). (a) VLSE schematic. (b) Vertical Si nanowires grown on
Si(111) wafer. (c) Three sets of Si nanowires (preferred orientations
indicated by arrows) grown on Si(001). Reprinted with permission from
[115], Y. Y. Wu et al., Chem. Eur. J. 8, 1261 (2002). © 2002, Wiley-VCH.

heteroepitaxy (Section 3.2.2), because such anisotropic crys-
tals are thermodynamically unstable relative to bulk struc-
tures. The primary role of the metal particles is then to
kinetically promote the growth of nanowires [115]. Their
secondary role is to determine the diameter of the grow-
ing nanowires, which can thus be controlled if size-selected
metal nanoparticles are used [115, 119]. The third possible
function of the metal clusters is controlling the position of
the resulting nanowires, which becomes meaningful if the
clusters themselves can be positioned on a surface. During
the VLS growth of Si, the metal (e.g., Au) particles par-
tially melt and form a liquid alloy with the Si substrate.
During the subsequent Si deposition, the liquid becomes a
preferential adsorption site and the alloy quickly supersatu-
rates with Si, which leads to Si precipitation and nanowire
growth [115]. Silicon nanowires preferentially grow along
the �111� direction, which produces epitaxial nanowires with
unique orientation on Si(111) (Fig. 6b) and nanowires along
the three equivalent �111� directions growing on Si(001)
(Fig. 6c) [115].

VLS is thus a technique of choice for growing densely
packed arrays of oriented single-crystal self-assembled Si
nanowires. The seed metal particles, which terminate the
wires, may be beneficial for some applications (e.g., for
chemical selectivity), but also result in essentially unavoid-
able residual metal content—potential disadvantage for
applications where high-purity Si is required (e.g., electron-
ics). The self-assembled nanowires produced by VLS are not
inherently self-organized (apart from the preferential orien-
tation on epitaxial substrates), but because of its flexibility
in terms of materials and conditions, VLS can potentially be
combined with other approaches to produce self-organized
structures.

3.2.2. Semiconductor Heteroepitaxy
on Silicon: III-Vs and Ge

Semiconductor heteroepitaxy includes the three “canoni-
cal” material systems in which SA nanostructures with well-
defined shapes and size distributions form under a variety
of growth and postdeposition treatments: Ge/Si (≈4%
mismatch), InAs/GaAs (≈7% mismatch), and InP/GaAs
(≈3�8% mismatch) [17]. In addition to the widely studied
elemental semiconductor heteroepitaxy of Ge/Si discussed
below, SA of compound semiconductors on Si surfaces has
been attempted as well, with the idea that the large lattice
mismatches [123] that prevent smooth film growth in such
combinations can result in SA of 3D islands. MBE of GaAs
on Si(001) results in formation of SA islands with nucleation
and evolution of shapes and sizes similar to those observed
in the Ge/Si system, which suggests that a similar mech-
anism is responsible for SA [124]. High-quality SA GaAs
quantum dots can be also produced by “droplet epitaxy”
on GaSe-terminated Si(111) surface [125] or As-terminated
Si(001) [126], whereby initially nanometer-size Ga droplets
are formed under Ga flux and then they are transformed
into GaAs by annealing under As flux [125, 126]. InAs
is another III-V semiconductor for which the direct MBE
growth on Si(001) results in SA quantum dots [127], but a
more common method for growing quantum dots of InAs
[128, 129] and other compound semiconductors [130] is to
use H-terminated Si(001) substrates.
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As already mentioned, Ge/Si is a prototype for elemental
semiconductor heteroepitaxy that exhibits self-assembly and
self-organization. The system is currently seen as one of
the most promising for a variety of device applications; for
example, see [21, 33, 131–133]. The extensive body of exper-
imental and theoretical work on Ge/Si epitaxy and nano-
structures is covered in several recent reviews [10, 21, 41,
54, 134]. In part because they are so widely studied, the
mechanisms of SA nanostructures formation and evolution
have been very controversial in this system and the debate
offers an instructive example of development of the general
understanding of the SA process.

Si and Ge have the same crystal structure, but Ge lattice
constant is 4.2% larger, which results in compressive strain
when Ge films grow pseudomorphically on Si. First, several
uniformly strained full atomic layers of Ge form a wetting
layer (Fig. 7a). The thickness of this wetting layer is largely
determined by the ability of tetragonal distortion in vertical
direction to relieve the strain. Since the lateral compres-
sive strain still accumulates with increasing film thickness,
the film becomes unstable against long-wavelength corruga-
tion of the surface, a process particularly pronounced during
growth on vicinal substrates (Fig. 7c), whereby ripples with
more than 10 times the periodicity of substrate steps develop
[41, 135]. Note that these structures, because of their large
periodicity, can only contain very shallow facets. When such
roughness is not sufficient for strain relief, steeper (higher-
index) step bunches are introduced, leading to formation of
3D islands (Fig. 7b) with well-defined facets [10, 41].

3.2.3. Ge/Si Island Shapes and Evolution:
Kinetics vs. Equilibrium

Similar to the surface roughening with increasing film thick-
ness discussed previously, for classification purposes, the
shapes of Ge islands on Si(001) (Fig. 8) can be described
within the same framework of introducing progressively
higher-index (steeper) facets with increasing island size
[41, 54]. For the smallest islands, �105� facets with 11.3�

(a) pseudomorphic wetting layer

(b) strained 3D islands

(c) faceted ripples

Figure 7. Strain relief in the Stranski–Krastanov growth mode. (a)
Pseudomorphic wetting layer with tetragonal distortion. (b) Coherently
strained 3D islands with steep facets. (c) On a vicinal substrate, faceting
of the film through step bunching.

Figure 8. STM topograph of strained Ge nanocrystals on Si(001), show-
ing both pyramids and domes. The gray scale is proportional to the local
surface curvature as determined by the Laplacian � 2h�x	 y
: positive
curvature is white, flat areas are gray, and negative curvature is black.
Reprinted with permission from [139], G. Medeiros-Ribeiro et al., Sci-
ence 279, 353 (1998). © 1998, American Association for the Advance-
ment of Science.

tilt relative to (001) plane appear. These islands come in
two shapes: square-based pyramids, and elongated (in either
�100� or �010� direction) “huts” with two trapezoidal and
two triangular sides [41, 136]. For larger islands two more
facets appear: �113� with 25.2� tilt relative to (001) plane
and �518�. The latter was reassigned as �15 3 23� with
33.6� tilt [137] through comparison to a stable Ge surface
[138]. Multifaceted islands with roughly symmetric bases are
referred to as “domes” [54, 139] and consist mainly of �113�
and �15 3 23� facets, but also contain small �105� and (001)
facets. Finally, the largest islands are called “superdomes”
[54, 140]; they are similar in shape to domes, but contain
�111� and other steeper facets near edges.

Explaining the different island shapes (Fig. 8) and their
relative stabilities, in an attempt to derive rational meth-
ods of growing SA nanostructures, became one of the most
controversial problems in the field of SA systems. The huts
were the first Ge/Si island type to be discovered [136], but
now they are considered to be only metastable, because in
annealing experiments huts transform into pyramids [141].
Pyramids and domes, on the other hand, co-exist (Fig. 8)
over a wide range of coverage, temperature, growth, and
annealing conditions, and thus the growth and shape transi-
tion mechanisms of these two island types have been exten-
sively studied and debated for over a decade [10, 41, 54].

The main issue is whether the observed changes in island
shapes are the result of a kinetic roughening process (e.g.,
Ostwald ripening [142]) or simply an equilibrium distribution,
determined by the appropriate island energies. For practi-
cal purposes the equilibrium structures are preferred: they
inherently evolve towards controlled uniform sizes, poten-
tially can be grown by any deposition method, and are more
likely to remain stable over the lifetime of devices (which
may be orders of magnitude longer than the duration of the
deposition process). If, on the other hand, the island types
are determined by growth kinetics, then good understand-
ing of the relative rates of the various processes is indis-
pensable for controlling the appropriate growth parameters
and stabilizing the structures (e.g., through surfactants or
encapsulation).
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Observable distinctions between kinetic and equilibrium
processes are readily predicted by simple models. Classic
Ostwald ripening, for example, leads to strictly unimodal,
albeit not very narrow, particle size distribution and the
average particle size growing monotonically with time [142].
For equilibrium models, in a system with several competing
interactions, the existence of an optimal particle size (and
shape) can be expected. Unfortunately, the actual experi-
mental observations for the Ge/Si system are inconsistent
with predictions from simple kinetic or equilibrium models.
The problem then becomes that of choosing the appropriate
model extensions and including additional surface processes,
which in general tends to obscure the differences between
model predictions. The development of the complex equi-
librium models for this system has been extensively covered
recently [54, 143, 144]; the somewhat more illustrative exam-
ple of the kinetics models is briefly discussed in what follows.

The classic Ostwald ripening model and its extensions
to 3D crystals on surfaces [53, 142, 145–148] predict that
the chemical potential of an island decreases continuously
with size because of the decreasing radius of curvature
and surface/volume ratio. The atoms then have a higher
probability to detach from smaller islands and to attach to
larger ones; thus the larger islands grow at the expense
of the smaller ones, which means that the average island
size increases with time and the surface number density of
islands decreases. The island size distribution on Ge/Si sam-
ples with co-existing pyramids and domes remains bimodal
during growth and annealing [54, 141], so it clearly does not
correspond to a simple Ostwald ripening. It has been sug-
gested that a discontinuous change in the chemical potential
of an island during its shape transformation could modify
Ostwald ripening kinetics to produce a bimodal distribution
[149, 150]. Quantitatively, the experimental size distribution
[149] shows indications of size-limited behavior for both
pyramids and domes, and thus narrower than expected width
of these distributions. Therefore, an additional island size-
dependent term in the adatom attachment rate is required
in a kinetic model. Multiple such mechanisms have been
suggested [54], for example, the increased strain for large
islands at their edges and in surrounding substrates which
favor detachment and flow away from these islands respec-
tively [143].

Realistic equilibrium models [54] also have to include
multiple energy terms: bulk strain, facet, interface, and edge
energies for individual islands [151, 152], as well as interis-
land elastic interactions and ensemble thermodynamics [54].
As a result of the multiple terms in both kinetic and equi-
librium models, their predictions depend on a number of
unknown parameters and thus are difficult to compare to
each other and experimental data. Other practical aspects
of this system further increase the complexity; to name just
two: above 650 �C all Ge islands are only metastable with
respect to SiGe alloying [153], and transition shapes exist
during growth but disappear upon cooling [137].

The general difficulty in assigning exclusively kinetic or
equilibrium character to SA island formation has been
noted in comparing growth behavior of Ge/Si, Co/Si, and
Co/Ge/Si, where “in spite of the marked differences in sur-
face thermodynamics and kinetic pathways � � � remarkably

similar nanocrystal arrays” have been formed on the sur-
face [111]. The main conclusion from the extensive research
on the prototypical Ge/Si heteroepitaxy is that while the
structures themselves appear to be thermodynamically sta-
ble, their growth is determined as much by kinetic pathways
towards the equilibrium, as by the equilibrium configuration
itself [54, 143, 154]. In other words, partially annealed con-
figurations may exhibit strong nonequilibrium features, but
with sufficient annealing distributions consistent with equi-
librium theories emerge. One possible “general” scenario
was suggested in [143]. Initial island nucleation and 2D–3D
transitions are strongly kinetics-dependent. With increasing
coverage, strain effects become relevant and island sizes and
densities approach equilibrium values, but size-dependent
kinetic terms are still significant. As the deposition flux is
decreased and stopped, further annealing brings the system
close to the equilibrium configuration, including saturated
values of island sizes and density.

3.2.4. Ge/Si Multilayers
The ability to form ordered multilayer structures during
the Ge/Si heteroepitaxy arises from interlayer interactions,
which are discussed in detail in several excellent specialized
reviews [10, 41, 134]. Here we focus on the importance of
the multilayer ordering as a unique self-organization mech-
anism for self-assembled surface structures. Briefly, during
the multilayer Ge/Si heteroepitaxy, nanostructures formed
in the preceding layer affect the strain in the subsequent
overlayer, which leads to self-alignment of nanostructures
between the layers [10, 41, 135, 155]. In fact, these interac-
tions can lead to improved size-uniformity and lateral order-
ing of the nanodots in the topmost layer even when the first
layer was randomly nucleated [10, 41]. Almost perfect uni-
formity and lateral ordering is achieved when the first layer
is prepatterned either artificially [133] or by self-organized
template on the substrate [10, 41]. The latter cases offer
some of the best practical realizations of truly self-organized
arrays of self-assembled nanostructures (Section 4.4.2).

4. SELF-ASSEMBLED
NANOSTRUCTURES
ON VICINAL SURFACES

Vicinal surfaces and atomic steps are intimately related to
self-assembly and self-organization on silicon surfaces. First,
the vicinal surfaces themselves are subject to SO. Various
aspects of these SO processes are described in Section 4.1:
vicinal Si(111) and Si(001) used as substrates, formation
of regular arrays of single atomic steps, step bunches,
and domain boundaries. The traditional 3D heteroepitaxial
growth modes are modified by the presence of multiple sub-
strate steps, because in addition to the respective surface
energies �, substrate and adsorbate step energies � have to
be taken into account (Section 4.2). One of these growth
modes, step decoration, based on the preferential adsorbate
attachment at steps, provides the most intuitive way of using
steps to guide SO (Section 4.3). But additional ordering, in
particular in direction along the steps, can be obtained by
combining vicinal templates and strained heteroepitaxy, as
demonstrated in Section 4.4.
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4.1. Vicinal Surfaces
as Self-Organized Templates

Atomic steps are always present on macroscopic surfaces, so
it is natural to develop self-organization schemes that ben-
efit from their presence, rather than attempt to eliminate
them. For example, step flow growth techniques take advan-
tage of stepped surfaces for smooth film growth. Because
atomistic processes in step dynamics can be controlled by
macroscopic surface parameters, for example, wafer mis-
cut angle, temperature, deposition and annealing rate, etc.,
there are many approaches that lead to self-organized step
arrays. Such SO arrays of steps and step bunches represent
surface templates macroscopic in one direction (along the
steps) and nanoscale in two other directions (step-step sep-
arations and step heights).

Single-crystal silicon wafers with (001) and, to a lesser
extent, (111) orientations are widely available for device
fabrication and research purposes. Because of the increas-
ingly stringent requirements of the semiconductor industry,
production of these wafers is extremely well-controlled in
terms of their composition, number of defects, and orien-
tation. Since it is impossible to produce an atomically flat
surface across a whole wafer, often it is beneficial to intro-
duce a controlled miscut to produce a more ordered struc-
ture. The miscut orientation is usually defined in terms of its
azimuthal � (in-plane) and polar  (out-of-plane) angle with
respect to a low-index plane orientation, for example, [001]
or [111]. Nominally (001) and (111) substrates are often ran-
domly misoriented by about 0.5� in both � and ; accuracy
in both angles of 0.1� and better is possible for customized
substrates. Perhaps some of the best evidence for the ulti-
mate wafer-scale control of the miscut and wafer orienta-
tion comes from recent advances in pattern formation by
twisted wafer bonding (Fig. 9), with regular nanoscale pat-
terns demonstrated over macroscopic areas [156, 157].

Steps are inherently linear objects, and thus the obvi-
ous goal for SO stepped templates is creation of uniform
arrays of straight steps. While control of lateral ordering of
SA nanostructures is possible even with straight steps (as
discussed in Section 4.4.1), templates with 2D patterns are

x-ray beam
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Figure 9. Pattern formation by twisted wafer bonding. TEM images of
(a) a quasi-perfect square array of twist interfacial dislocations at the
bonding interface, (b) a square array of pure twist dislocations fabri-
cated by wafer bonding with high-precision (0.01�
 control of the twist
angle. Reprinted with permission from [156], D. Buttard et al., IEEE J.
Quantum Electron. 38, 995 (2002). © 2002, IEEE.

the most direct way to achieve lateral ordering. Similarly to
the wafer bonding example (Fig. 9), by choosing a miscut
rotated by ≥10� in both � and  angles from a low-index ori-
entation, 2D patterns of atomic terraces or facets 10–100 nm
in size are produced upon annealing. The large miscut in �
ensures that two equivalent step orientations act as bound-
aries of atomic terraces for each of the pattern elements,
and determines whether the pattern is symmetric by the rel-
ative alignment of the miscut direction with respect to these
two step orientations [41, 158]. The misorientation in � in
this case is an ordering parameter analogous to the misori-
entation between the hole pattern and the step direction
in case of patterned templates [87, 95] discussed in Section
2.2.3 (Fig. 3). The large miscut in  is mainly used to induce
formation of steep (i.e., with tilt angles comparable to 

facets [41, 158] which for miscut  < 5� can be formed only
by additional patterning on a larger scale (e.g., [88, 90]).

For silicon surfaces that have been prepared via a high-
temperature anneal in UHV, the structure of the atomic
steps and facets is intimately related to surface reconstruc-
tions [159]. For Si(001) vicinal surfaces with a small polar
miscut, this leads to formation of two types of steps: SA and
SB, with the 2 × 1 reconstruction dimer rows in the upper
terrace parallel and perpendicular to the steps, respectively
[160–164]. This limits the applicability of Si(001) vicinal sur-
faces as stepped templates, because the SB steps are always
rough [164, 165]. Moreover, for polar miscut above 2� an
increasing fraction of the steps is converted into double-
height DB steps with dimer rows perpendicular to step edges
[160, 161]. For 4–5� miscut, full conversion to double-height
steps is achieved and the DB step edges become relatively
straight because of step-step interactions, but they are never
atomically straight over many lattice sites. Because of the
structure of Si dimers, such surfaces have found applications
for molecular self-assembly discussed in Section 5.1.2.

The 7×7 surface reconstruction, characteristic for Si(111)
after a high-temperature anneal, is three-fold symmetric
(Fig. 10a), so naïvely one may expect that straight steps
would be even harder to form on this surface. However,
atomic steps formed on slowly cooled vicinal Si(111) sur-
faces adopt a preferred displacement of the 7×7 reconstruc-
tion across the steps, and the terrace widths are quantized
in units of the 7 × 7 unit cell (or rather 1/2 of it, as seen
in Fig. 10a) [166]. The origin of this effect is in the large
size and extreme energetic stability of a 7 × 7 unit cell,
which strongly favor steps that preserve its structure [167,
168]. And while kinks on the Si(001) steps can be formed
by thermal fluctuations [165], these fluctuations are insuf-
ficient to add or remove 1/2 of a 7 × 7 unit cell, leading
to essentially atomically straight steps on well-annealed sur-
faces (Fig. 10a). As shown in Figure 10b, an improper miscut
can force kink formation and rough steps on a Si(111) sur-
face. Another potential source of defects on terraces and
steps, also seen in Figure 10b, are the 7× 7 domain bound-
aries [169, 170], but those can be avoided over micron-
size areas by appropriate cooling sequence [171, 172] or
otherwise controlled [87, 95]. In fact, because the relevant
atomistic processes for Si(111) surfaces are well-understood
[57, 58, 168, 173–176], several approaches for creating self-
organized templates based on atomic steps on vicinal Si(111)
surfaces have been developed, all of them achieved by a
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Figure 10. Atomic steps and 7× 7 reconstruction on Si(111). (a) Atom-
ically straight step edges (thick dark lines) incorporate rows of 7 × 7
corner holes. The faint lines parallel to the step edges emphasize the
terrace width quantization in units of half a 7 × 7 unit cell (2.3 nm).
(b) Three types of defects for a step array on Si(111): irregular step
bunches, kinks along single steps, and 7 × 7 domain boundaries (jog
in the black line). Downhill is to the right. The derivative of the STM
topography is used to emphasize the reconstruction and steps in (a)
and (b). Adapted in part with permission from [171], J. Viernow et al.,
Appl. Phys. Lett. 72, 948 (1998). © 1998, American Institute of Physics.

combination of controlled heating, annealing, or deposition:
uniform arrays of straight atomic steps (Section 4.1.1), arrays
of step bunches (Section 4.1.2), and arrays of steps and
domain boundaries (Section 4.1.3).

4.1.1. Arrays of Single Steps
and Step Interactions

The most stable step orientation on Si(111)7 × 7 surface
is [1̄ 1 0] direction, that is, the one that contains a row
of corner holes on the upper terrace (Fig. 10a) [173, 176–
183]. Such step edges are possible for two orientations of
the surface normal: tilted from [111] towards [1 1 2̄] or
[1̄ 1̄ 2]. The steps with the [1̄ 1̄ 2] tilt are taken as the most
stable configuration since they are found to occur during
Si/Si(111) homoepitaxy [178]. Atomic step templates with
the kink densities as low as one 2.3-nm kink in 2×104 atom
spacings (≈8 �m) have been achieved [171] for vicinal sur-
faces cut 1.1� towards [1̄ 1̄ 2] (Fig. 11a). In addition to the
exceptionally straight steps, another feature of these tem-
plates is the single-domain 7× 7 reconstruction, which spans
entire terraces over micron-sized areas, as evidenced by the
lack of fractional kinks (i.e., those smaller than the 2.3 nm

Figure 11. Arrays of single steps on Si(111). (a) Three-dimensional
view of a high-quality array of single steps (0.3 nm height) prepared
on Si(111) miscut by 1.1� towards the [1̄ 1̄ 2] direction. There is only
one kink (arrow) in the 340 × 340 nm2 area; the rest of the steps are
atomically straight [171]. The vertical scale is enhanced by a factor of
20. (b) Faint traces of the 7× 7 reconstruction pattern and the absence
of kinks in this STM topography derivative image indicate that the 7×7
reconstruction is single-domain over the entire image.
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1/2 of the 7 × 7 unit cell) [171, 184], direct STM observa-
tions of large areas without domain boundaries [171, 184]
(Fig. 11b), and high-quality photoemission spectra achieved
from such surfaces [172]. The presence of such large areas of
single-domain reconstruction reflects the interplay between
the 7 × 7 reconstruction helping to stabilize the straight
step edges and step edges serving as nucleation sites for the
single-domain reconstruction. By appropriately adjusting the
preparation conditions, it is thus possible to either create
single-domain templates for large-scale anisotropic surface
reconstructions (Section 5.2), or SO templates with quasi-
2D-periodicity (Section 5.1.3).

The uniformity of the terrace width distributions on the
low-miscut surfaces does not match the perfection achieved
along the step edges, because several of the possible 7× 7 =
49 registrations occur between the 7×7 domains on adjacent
terraces [166, 171, 182, 185]. Among the seven registrations
parallel to the step edge, those that preserve the (1 1̄ 0)
mirror plane symmetry (i.e., those where the rows of corner
holes perpendicular to the step edges continue from one
terrace to the next) are prevalent (Fig. 10a), and the overall
terrace width distribution exhibits a standard deviation of
3–4 nm (≈1–2 quanta). The average single-step separation
is determined by the polar miscut angle and 0.31-nm step
height; for example, the spacing is approximately 15 nm for
1.1� miscut (Fig. 11a) [171]. The equilibrium terrace width
fluctuation is determined by a balance between the entropy
cost of straight steps and the elastic energy cost of narrow
terraces (i.e., small step separation) [186–188].

Elastic interactions between steps can be generalized
according to their symmetry into monopole and dipole char-
acter. The monopole term originates from the presence of
elastic-stress domains on reconstructed surfaces; on vicinal
surfaces atomic steps act as domain walls and the corre-
sponding domain-wall energy has a logarithmic dependence
on their separation l [189]. The elastic-dipole interaction
between steps arises to compensate for the nonzero moment
of the surface capillary forces acting on upper and lower
terraces (Fig. 12). The dipole interaction thus can have com-
ponents perpendicular or parallel to the substrate (Fig. 12)
and its energy has l−2 dependence [190, 191]. The dipole
interaction is repulsive for steps of the same sign (i.e., the
same downhill direction), so it helps stabilize step arrays
on vicinal surfaces. The terrace width distribution on vic-
inal Si(111) surfaces is predominantly determined by the
dipole interactions between steps [186]. Note that the dipole

a

Figure 12. Surface capillary forces acting on the upper and lower ter-
races produce nonzero moment acting on the step, with components
perpendicular and parallel to the surface.

interaction can be attractive in cases where materials with
different elastic constants are involved; for example, adsor-
bate islands can be either attracted or repelled by the
steps. When both the monopole and dipole interactions are
included, one has to add to the total energy an attractive
cross-term with a l−1 dependence [192, 193]. The combina-
tion of these elastic interactions is responsible, for example,
for the minority terrace width distribution on vicinal Si(001)
surfaces [194].

For polar miscut of 1–2�, long-range dipole repulsion sta-
bilizes arrays of individual steps on both Si(001) and Si(111).
The equilibrium terrace width fluctuations are determined
for Si(001) and Si(111) primarily by the monopole and
dipole terms, respectively, with fluctuations proportional
correspondingly to l1/2 and l [187, 188]. Smaller step sep-
aration l is thus expected to produce increasingly straight
steps, but the resulting larger miscut angles often produce
step bunching. On Si(001), as discussed earlier, step dou-
bling produces the DB steps with dimer rows perpendicular
to step edges [160, 161] and in this configuration forma-
tion of individual kinks is difficult to suppress over multiple
dimer sites. Si(111) steps become unstable against forma-
tion of triple steps [176] for polar miscut angles larger than
about 2�. An isolated triple-height step is energetically unfa-
vorable compared to three single steps, but with decreasing
step spacing the elastic-dipole repulsion increases, and the
total energy cost can be lowered by forming the triple steps
(with correspondingly larger spacing) [186].

4.1.2. Step Bunches and Facets
Just as for single steps, vicinal surfaces with miscut towards
[1 1 2̄] or [1̄ 1̄ 2] directions produce better ordered step
bunches [184, 195] than other vicinal surfaces [58, 196–198].
In particular, on surfaces with polar miscut towards [1 1 2̄],
periodic arrays of (111) terraces and high-density facets are
formed [184, 195]. Periodicity of these step arrays is inde-
pendent of the miscut angle up to 6�, but the width of the
stepped facets increases with the miscut [184, 195], which in
principle should allow to create arbitrary ratios of the flat
and stepped regions by adjusting the miscut angle (Fig. 13).
Both the perfection and constant periodicity are attributed
to the exceptionally stable structure of the facet that forms,
which is characterized by an average facet angle of 12.7�
[195] and is composed of narrow ledges with reconstructions
similar to the 5× 5 analog of the 7× 7 reconstruction [184,
195]. It is important to note that because of the large width
of the flat terraces and thus significantly reduced step inter-
actions, formation of the regular arrays of bunched steps is
much slower than that of the single steps [184].

The bunched step facets are energetically stable, but the
step edge perfection of the single steps is lost during their
formation. In the range of miscut angles between the (111)
and (001), the evolution of stable structures is characterized
by several stable planes: (5 5 12), (113), (114), (118), (331),
and mixtures of various facets in between [158, 159, 196,
199–201]. Thus, in general, the local structural perfection
is recovered at large miscut angles, but not the long-range
periodicity of the steps.

There is, however, a number of vicinal Si(111) and Si(001)
surfaces that lend themselves for use as self-organized tem-
plates (Fig. 14). Particularly with Au as an adsorbate [58],
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Figure 13. Arrays of step bunches on vicinal Si(111). (a) There are
two parameters for uniform arrays of step bunches: the periodicity L
defined by the polar miscut angle , and the terrace width (L–l) defined
by the facet angle � of the bunches. For Si(111) miscut towards the
[2̄ 1 1] direction, the periodicity and the stable facet angle remain con-
stant for  < 6�; therefore the terrace width systematically decreases in
the miscut series of 1�, 2�, 4�, and 6� (b–e). The derivative of the STM
topography is shown to emphasize the stepped regions. Downhill is to
the right. Adapted in part with permission from [195], F. K. Men et al.,
Phys. Rev. Lett. 88, 096105 (2002). © 2002, American Physical Society.

a large fraction of the possible orientations has actually
produced well-ordered structures, and many other possible
crystallographic orientations have yet to be explored. Elec-
tronic properties of these surfaces are described in Sec-
tion 5.2. In terms of its structure, perhaps the simplest is the
case of a vicinal surface with 9.45� miscut towards [1̄ 1̄ 2]
direction. It is composed of steps separated by (111) terraces

Figure 14. Silicon crystal lattice between (001) and (111) orientations.
Single unit cells of bulk-terminated orientations are marked with solid
circles. After [159], A. A. Baski et al., Surf. Sci. 392, 69 (1997). © 1997,
Elsevier Science.

that accommodate a single row of the 7 × 7 reconstruction
and one additional string of Si adatoms (Fig. 15) [202]. This
is an example of a self-assembled atomically precise grat-
ing with the largest corrugation and unit cell achieved on Si
surfaces [202]. The periodicity of this structure is expressed
in terms of the Si lattice constant—one of the best-known
lattice parameters, which suggests possible applications for
nanoscale metrology [203, 204]. Atomically precise nature of
this template also allows to create ordered atomic structures
over at least hundreds of nanometers (Section 5.2.2).

4.1.3. Steps and Domain Boundaries
Stepped templates, discussed in the previous two subsec-
tions, took advantage of the near-equilibrium step struc-
tures, achieved through high-temperature annealing and
stabilized by the 7× 7 reconstruction or its analogs. Another
well-studied process on silicon surfaces is the behavior and
structure of steps and 7 × 7 domains during homoepitaxial
growth [205–209], which is generally a nonequilibrium pro-
cess, but can also result in ordered structures. Similarly to
the annealing case, the ordering can be guided either by
prepatterning the surface, or by controlling the deposition
conditions.

On lithographically patterned elongated mesas oriented
parallel to [1 1̄ 2̄] direction, step-flow growth results in
terraces with stable steps along the two symmetric �211�
directions, and under appropriate conditions dense and
rather regular step arrays are formed (Fig. 16) [59, 210].

As discussed in Section 4.1.1, to produce atomically
straight single steps, it was important to achieve equili-
brated single-domain 7 × 7 reconstruction over entire ter-
races (Figs. 10, 11) [171, 184]. An alternative approach to
step ordering is to allow random nucleation and growth of
the 7 × 7 domains at multiple sites near the step edges.
Because of the large unit cell, registration between random
domains is unlikely, so when such domains collide, out-of-
phase boundaries (OPBs) are formed [87]. Thus a 2D quasi-
periodic network of atomic steps and OPBs is formed [87,
95], with the periodicities determined by step separation and
7× 7 domain nucleation conditions. The uniformity of these
networks can be dramatically improved by depositing addi-
tional Si. During Si homoepitaxy, atoms preferentially are

Figure 15. Atomically accurate Si grating. A series of steps with the
perfect periodicity of 17 atomic rows (5.73 nm) for Si(557). STM image
of the x derivative of the topography and cross-sectional profiles aver-
aged over the y axis. Adapted with permission from [202], A. Kirakosian
et al., Appl. Phys. Lett. 79, 1608 (2001). © 2001, American Institute of
Physics.
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Figure 16. Uniform step array on a mesa top surface. Schematic
view and an AFM image of an array produced by step-flow growth.
Reprinted with permission from [59], T. Ogino et al., Surf. Sci. 514, 1
(2002). © 2002, Elsevier Science.

incorporated at cross-points of OPBs and steps, and com-
bined with fluctuations of the growth rate this results in wavy
growth fronts, with the periodicity of the waviness deter-
mined by the growth conditions. During such growth, the
area of smaller domains tends to diminish, until they merge
with larger neighbors, and thus a considerably more uniform
network of steps and OPBs is formed [87, 95].

4.2. Heteroepitaxy in Two Dimensions

The step-flow growth is an example of a 2D equivalent of
the layer-by-layer growth in three dimensions. The other 3D
growth processes can also be generalized for cases of sub-
monolayer deposition on stepped surfaces, where essentially
2D growth occurs [17, 41]. Instead of the surface free ener-
gies �, however, one has to consider a set of respective step
energies � : substrate steps (�substrate
, adsorbate island edges
(�adsorbate
, and the interface between a substrate step and
an island attached to it (�interface
. Replacing �’s with � ’s in
Eq. (3) for 3D growth, we get a set of conditions for the
adsorbate to form disjointed islands along steps:

�substrate < �adsorbate + �interface (5)

For continuous adsorbate stripes attached to substrate steps:

�substrate > �adsorbate + �interface (6)

The familiar equilibrium growth modes that reappear in
a 2D world can be classified as row-by-row, Stranski–
Krastanov, and island growth in analogy with the 3D equiv-
alents (Fig. 17). A new possibility arises if the following
condition is satisfied:

�interface > �adsorbate + �substrate (7)

in which case adsorbate islands will form, but avoid the step
(Fig. 17). This is a uniquely 2D phenomenon, since in 3D
growth this would correspond to adsorbate islands floating
above the substrate.

In 2D growth just like in the 3D case, the general rule
is to use low deposition flux and sufficiently high substrate
temperature to approach the equilibrium distributions in
experimentally observed growth modes. The next two sec-
tions discuss examples of the use of the different 3D and 2D
growth phenomena in self-assembly and self-organization of
nanostructures on Si surfaces.

Figure 17. Equilibrium growth modes at steps. The first three regimes
(left-to-right) are essentially 2D equivalents of the classic equilibrium
growth modes—compare to Figure 4. The step energy rather than the
surface free energy is the parameter responsible for the different growth
modes in the 2D case. The last regime, with islands not attached to
steps, is a uniquely 2D phenomenon (3D equivalent would be islands
floating above the substrate surface).

4.3. Step Decoration
and Self-Assembled Nanowires

Step decoration takes advantage of preferential attachment
and/or growth of the deposited material at the atomic steps.
The technique was pioneered almost half a century ago
when it was used to visualize atomic-height steps on cleavage
surfaces of sodium chloride by decorating them with gold
[211]. Step selectivity of various surface processes can be uti-
lized to produce step decoration; for example, for silver on
graphite, step decoration can be achieved through: selective
nanocluster growth [212], diffusion [212–214], and nanowire
growth by electrochemistry [215, 216]. For epitaxial sys-
tems, step-flow growth results in nanowires of the adsor-
bate material attached to lower step edges of the substrate
(Fig. 17). This growth mode has been first realized for the
GaAs/GaAlAs system [217, 218], aided by the almost perfect
chemical and structural match between these materials.

The step-flow growth of self-assembled nanowires can
also be achieved for metal-on-metal combinations, if a sub-
strate with high surface energy (e.g., W, Mo) and an adsor-
bate with low surface energy (e.g., Cu) that does not alloy
with the substrate are used [219–225]. STM imaging with
elemental contrast through spectroscopic states [222, 224,
226] allowed observation of the structure of these metal
nanowires with atomic resolution and study of the corre-
sponding growth modes [103]. Quantitative analysis of thus
obtained nanowire width distributions produced two results
important for rational size-control of SA nanowires: equilib-
rium structures exhibit the narrowest size distribution and
the lower limit on such distribution is imposed by the rough-
ness of substrate steps [103, 227].

Step arrays of vicinal Si(111) [171, 184] discussed in
Section 4.1.1 thus represent an ideal substrate for self-
assembly by step decoration because they provide atomically
straight steps and essentially single-domain Si(111)7× 7
terraces (Fig. 11)—both factors beneficial for producing
self-assembled nanowires with narrow width distribution.
Two material combinations have been primarily explored
for step decoration on vicinal silicon surfaces: insulator-
on-semiconductor CaF2/Si [27, 103] and semiconductor-on-
semiconductor Ge/Si [10, 41]. CaF2/Si(111) is an excellent
model system for studies of submonolayer growth and
exploring structures and interactions in the <10-nm range,
because of the combination of the high-quality vicinal
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templates and atomically sharp interfaces. Ge/Si combi-
nation produces superior multilayer systems on a larger
(>100 nm) lateral scale and, because inherently conduct-
ing SiGe structures are created in the process, it is better
suited for characterization by optical and conductivity mea-
surements, including looking for signatures of electron con-
finement at low temperatures.

4.3.1. CaF2 Nanostripes
on Vicinal Silicon Surfaces

CaF2/Si(111) is a material combination that has been
studied for nearly two decades both as a model het-
eroepitaxial system and as a possible device platform. For
devices, it offers a possibility of epitaxial semiconductor-
insulator-semiconductor and metal-insulator-semiconductor
structures [228–230]. Model studies of growth modes in 2D
heteroepitaxy [103, 231–236] also benefit from the nearly
lattice-matched CaF2/Si(111) combination that forms high-
quality epitaxial films and atomically sharp interfaces [228].
CaF2/Si(001) combination has not been as widely studied
[237–240], but step decoration has been recently reported
for this system as well [240].

Two types of CaF2/Si(111) interfaces exist: a F-terminated
interface at temperatures below 700 �C, and a Ca-
terminated interface from 700 �C to the desorption of CaF2
at 800 �C (for a monolayer (ML) coverage). A significant
fraction of the interface remains F-terminated on a stepped
surface, even at high annealing temperatures [241–243].
The F-terminated interface preserves the orientation of the
Si(111) substrate (type A epitaxy) while the Ca-terminated
interface rotates the structure azimuthally by 180� (type B
epitaxy) [244–249]. The differences in bandgaps and band
alignment between the clean Si substrate and the two types
of interfaces [250, 251] allow to positively identify the dif-
ferent types of structures, even on surfaces with complex
topography, via the chemical imaging STM mode [234, 252].

In general, one would expect a transition from island
nucleation to step-flow growth with decreasing supersatu-
ration, that is, increasing temperature, decreasing deposi-
tion rate, and decreasing step spacing. The results presented
in Figure 18 are consistent with such transition: low tem-
perature (550 �C) and low coverage result in randomly
distributed small islands (Fig. 18a), higher temperature
(600 �C) and coverage result in apparent step-flow growth
(Fig. 18b). The distribution of the small CaF2 islands across
terraces in Figure 18a indicates that there is preferential
attachment of CaF2 islands at lower step edges, and a weak
repulsion from upper steps edges [234], both factors benefi-
cial for step-flow growth. The presence of residual islands on
wider terraces in Figure 18b suggests that the higher depo-
sition temperature corresponds to CaF2 diffusion length of
about 8–9 nm. The CaF2 stripes in Figure 18b then are far
from equilibrium even at 600 �C, which explains the sub-
stantial edge roughness. Interface conversion and Ca/Si(111)
3×1 formation [228, 253] prevent deposition at tempera-
tures above 650 �C for step-flow-like growth, so smooth
CaF2 stripes cannot be achieved on Si(111) via a standard
step-decoration approach. Moreover, as explained in the
next section, the initial stages of growth in this system on
vicinal surfaces with step separation <15 nm are strongly
affected by the presence of the steps.

Figure 18. Nonequilibrium CaF2 growth modes at Si(111) steps. (a) At
550 �C the diffusion length is ≈7 nm, that is, less than half the average
terrace width, resulting in diffusion-limited growth. Small islands pref-
erentially attach to steps, but also randomly nucleate on terraces. (b)
At 600 �C the diffusion length of 8–9 nm allows step-flow growth on
most terraces, except the widest ones where not all the CaF2 molecules
can reach the step. STM images 100× 60 nm2, downhill is to the right,
CaF2 appears bright, Si—dark. Adapted in part with permission from
[234], D. Y. Petrovykh et al., J. Vac. Sci. Technol. A 17, 1415 (1999).
© 1999, Elsevier Science.

Smooth CaF2 stripes can, however, be grown via a process
that takes advantage of the interface conversion. Deposi-
tion of 1.5 ML of CaF2 followed by a post-anneal at 830 �C
establishes a complete layer of Ca-terminated structure with
CaF2 stripes on top (Fig. 19) [27, 103, 234, 254]. Note that
the stripes are located at upper rather than lower step edges;
in fact, they avoid the lower edge to such an extent, that
even for coverage very close to 2 ML an uninterrupted gap
is maintained [234, 254]. This apparent repulsion is due to
the 180� azimuthal rotation introduced into the CaF2 film
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Figure 19. Reverse step-flow growth for CaF2 on Si(111) at high tem-
perature (830 �C post-anneal). Continuous CaF2 stripes ≈7 nm wide
start at the upper step edge and propagate in the uphill direction. This
unusual growth mode is caused by a reversal in stacking at the inter-
face, which causes a lateral incompatibility in the structure across a
step. This prevents step flow and ensures that adjacent stripes strictly
avoid each other. The derivative of the STM topography is shown to
emphasize the steps and stripe edges. Downhill is to the right. Adapted
with permission from [254], J. Viernow et al., Appl. Phys. Lett. 74, 2125
(1999). © 1999, American Institute of Physics.

at the Ca-terminated interface [246] and the resulting mis-
match in the orientation of Si steps and CaF2 in the second
layer (see diagram in Fig. 19) [234, 236, 254].

The stripe-and-trench CaF2/Si(111) structure in Figure 19
is in fact very advantageous as a template for selective depo-
sition, because the periodicity and the width of the trenches
can be independently controlled by adjusting the miscut
and the coverage, respectively. The stripes and trenches
are too narrow for selective decoration by metals via direct
deposition [255] or electron-stimulated desorption [256] that
have been used for CaF2 surfaces. Organic molecules [257]
including chemical vapor deposition (CVD) precursors [258]
can, however, be selectively deposited into the trenches due
to their higher reactivity (Section 5), and thus Fe nanowires
have been successfully grown on such templates via selec-
tive CVD [259]. The combination of the well-controlled self-
assembled template and the widely applicable selective CVD
deposition makes this approach promising for growing other
types of self-assembled metal nanowires with width and peri-
odicity <20 nm [14, 27, 103].

4.3.2. Step Decoration
in Ge/Si Heteroepitaxy

In Ge/Si heteroepitaxy, most of the step-decoration research
has been focused on growth using vicinal Si(001) substrates
and primarily on multilayer structures [10, 41]. For sub-
monolayer deposition of Ge, agglomeration at atomic steps
has been demonstrated [260] and attributed to step-flow
growth, lower step energy for Ge, and enhanced relax-
ation of Ge-Si lattice mismatch at steps [10]. Deposition
of SiGe/Si multilayers on vicinal Si(001) results in self-
organized arrays of self-assembled SiGe nanowires [261], the
process driven by local strain relaxation [135, 262–264]. The
nanowire-like structures within each SiGe layer are formed
by thickness undulations within the ≈5-nm-thick layer with
about 100 nm periodicity (Fig. 20) [261]. The facets of
these wires are defined by Si and SiGe step bunches; thus
the structural confinement of the individual wires can be
improved by using templates with stronger bunching, such
as Si(113) [261, 265]. The width and periodicity of these
structures (intrinsic characteristics of the bunched Si(001)
and Si(113) templates) are larger than those achievable for
the CaF2/Si(111) system discussed earlier. The larger size
and the multilayer nature of the samples make conductiv-
ity measurements possible for this system, and the resistivity
exhibits strong anisotropy (perpendicular vs. parallel to the
wires) for these samples at temperature <100 K [10].

For Ge/Si(111) material combination, nanowires have
been demonstrated on a Si(111) substrate miscut 0.5�

towards [1̄ 1 0], that is, direction perpendicular to that
discussed in Section 4.1.1. The template thus consisted of
atomic steps with ≈110 nm periodicity, and the nanowires
with 4.5 nm average height and 43.4 nm average width
formed on upper step edges [266, 267]. The material dis-
tribution in these wires appeared to be nonuniform, which
together with the upper step position rules out step flow
as the possible growth mode. The suggested mechanism
included initial formation of SA Ge dots on top of a wetting

Figure 20. Self-organized arrays of self-assembled SiGe nanowires. A
cross-sectional TEM image of SiGe faceted nanowires grown on vicinal
Si(113) is shown. The wire stacking changes within the SiGe/Si multi-
layer between the central (a) and top (b) regions. Reprinted with per-
mission from [261], K. Brunner et al., Physica E 7, 881 (2000). © 2000,
Elsevier Science.
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layer (i.e., SK growth mode), with the dots migrating towards
upper step edges for strain relaxation. The wires were then
completed by additional Ge migration into the gaps between
the dots during the subsequent deposition [266, 267].

4.4. Strain and Steps—Two-Dimensional
Control of Self-Assembly

To the extent that the two can be separated, the effects of
surface strain and steps on heteroepitaxial growth modes
have been separately considered in Sections 3.2 and 4.3,
respectively. In general, strain provides a very useful mech-
anism for self-assembly of nanostructures with uniform size
and shape distributions, while stepped templates are very
effective in ordering structures over macroscopic areas.
Here we demonstrate how the combination of the two
approaches can result in systems of self-assembled nano-
structures that also exhibit 2D self-organized ordering, using
examples from the two systems introduced in the previ-
ous section: CaF2/Si and Ge/Si. The 2D growth phenomena
described for these prototype systems are quite general, as
similar growth patterns are also observed in strained het-
eroepitaxy of III-V semiconductors [268–270].

4.4.1. CaF2/Si(111) Quantum Platelets
and Novel 2D Growth Mode

For the CaF2/Si system, the possibility of unusual 2D growth
modes is indicated by growth patterns such as shown in
Figure 21. The equilibrium growth modes determined by
the step energies alone (Section 4.2) would predict that the
adsorbate must preferentially either wet the steps or form
a broken interface, but not both simultaneously! Specifi-
cally for CaF2/Si(111) combination, complete wetting (e.g.,
Fig. 21 left) is expected, because the surface energy of Si is
almost three times higher than that of CaF2 [228]. Clearly,
some additional factor plays a significant role during het-
eroepitaxial growth on a vicinal surface.

As discussed in Section 3.2, strain often determines
shapes and sizes of self-assembled nanostructures in het-
eroepitaxial systems; the elastic energy should then be also
considered for an array of SA islands at steps [271]. Two

Figure 21. Step wetting and de-wetting behavior for Si(111) + CaF2.
Equilibrium growth predicts either wetting or de-wetting growth at steps,
depending on the step and interface energies (Fig. 17). Elastic interac-
tions in the CaF2/Si(111) system, however, are strong enough to mod-
ify the equilibrium behavior, and realize both wetting and de-wetting
growth depending on the coverage and step spacing [234, 254, 271].

model parameters describe strained islands on a vicinal sur-
face and set the scales of interactions: terrace width W and
optimal island size L0. The terrace width is determined by
the miscut of a sample and can be controlled in practice
within a wide range of values (Section 4.1.1). The optimal
size L0 for an isolated strained island is determined by the
balance of decreasing edge/area ratio and increasing strain
energy with increasing island size; in practice L0 is related
to the lattice mismatch during heteroepitaxy [271, 272]. An
accurate, albeit simple, estimate of L0 is given by the size of
a structure over which a mismatch of more than one lattice
constant is accrued. For example, for a 2% mismatch typical
under CaF2/Si growth conditions [228], it is about 50 atoms
≈15 nm, in good agreement with the size of isolated islands
observed in the CaF2/Si(111) system. Other elastic interac-
tions in the system, for example, edge/step repulsion, also
would typically have a characteristic scale on the order of L0,
since the scales are related to the same set of substrate and
adsorbate elastic parameters. The L0/W ratio determines
the growth mode for systems where strain energy dominates
over step energies [271].

For the CaF2/Si(111) system in Figures 21 and 22, the opti-
mal island size L0 is on the order of the terrace width W ;
that is, the interactions of island edges with substrate steps
are strong even for low coverage. Islands attached to steps
then initially grow to reach the width of ≈1/2W , to minimize
the repulsion between their free edges and both neighboring
steps, and near-optimal length ≈L0 along steps (Fig. 22a).

Figure 22. Island-to-stripe transition at a critical coverage. A drastic
change in the CaF2 growth mode is observed for 1.1� miscut Si(111)
between 0.23 and 0.40 ML coverage. The growth front morphology
changes from short islands (black) to long stripes (gray). The observed
rough-to-smooth growth front transition is a feature unique to 2D
growth. Such a critical coverage C is predicted by a model that con-
siders the effect of elastic interactions and step energies on the growth
front morphology [271].
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This apparent nonwetting behavior is the result of strain,
rather than high step energy of the islands. With increasing
coverage, islands grow along the steps but maintain near-
constant width, because the edge-step repulsion dominates
over intra- and interisland elastic energy gain. Only when a
complete stripe is formed at a step, the free edge begins to
advance towards the upper step edge, and the growth appears
to be in step-flow mode with increasing coverage (Fig. 22b).

The rough-to-continuous interface transition is remark-
ably sharp in this system: there is less than 0.2 ML differ-
ence in coverage between the broken and continuous stripe
configurations (Fig. 22). The “reverse SK mode” is also
a strictly 2D growth phenomenon, since in three dimen-
sions initially rough growth interfaces do not subsequently
become smoother. The qualitative difference between the
2D and 3D growth modes that produces the novel behav-
ior is the fact that in two dimensions the growth proceeds
at multiple growth fronts simultaneously, whereas in three
dimensions multilayers are grown sequentially. Both of the
growth regimes can be potentially useful for forming con-
tinuous stripes (Figs. 21 left and 22b) and nanodots (Fig. 21
right), respectively. In the latter case, by properly adjust-
ing the deposition parameters, arrays of CaF2 nanodots can
be produced with density on the order of 3 × 1011 cm−2 =
2 Teradots/in2 and fairly uniform size distribution (Fig. 21
right) [234, 254].

4.4.2. Self-Organized Lateral Ordering
of Ge/Si Nanostructures

Finding the right substrate was the major part of fulfilling
the quest for self-organized 2D-ordered arrays of uniform
Ge quantum dots. The search began with direct deposi-
tion of Ge on vicinal Si substrates with orientations previ-
ously used to grow SA Ge islands. On vicinal Si(113) this
resulted in Ge dots aligned primarily at large (>12 ML)
step bunches [261, 265]. The island formation was attributed
to enhanced island nucleation at large Si step bunches, and
higher strain produced Ge islands, rather than wires seen
in partially relaxed SiGe growth (Section 4.3.2) [261]. Adja-
cent islands remained separated by narrow gaps in all cases,
although there appeared to be a small amount of Ge accu-
mulated in these gaps [265]. There was no correlation of
island nucleation across terraces, most likely because the
island size (80 nm) was much smaller than the terrace size
(>300 nm) [261].

Similar results have been obtained for Ge growth on
Si(001) miscut 4� towards [110], where Ge islands ≈100 nm
in diameter formed at step bunches separating ≈360 nm
(001) terraces [273]. In this case islands also showed no cor-
relation across terraces and maintained separation along the
steps, but whereas on the vicinal Si(113) islands appeared to
be nucleating on the bunched steps [261], for vicinal Si(001)
the islands were not as well aligned along the bunches, and
upper side of (001) facets was determined to be the prefer-
ential nucleation site [273]. The same Si(001) 4� miscut sur-
face prepared under conditions that avoid bunching consists
of double-steps separated by about 4 nm [200]. Ge islands
grown on this vicinal substrate were smaller (only ≈30 nm)
but were not confined to individual terraces, and thus while
the dense steps enhanced the nucleation, they did not affect
ordering of the Ge islands [10].

The immediate conclusion from the above examples of
Ge/Si heteroepitaxy is that the substrate steps and step
bunches can control the positioning of Ge nanostructures,
but for best results the substrates with the appropriate
periodicity (typically <100 nm) would be required. SiGe
alloy formation can be helpful for self-organization of nano-
structures during Ge/Si heteroepitaxy, including their two-
dimensional ordering, because co-deposition of Ge and Si
on vicinal Si surfaces allows to control the strain and surface
morphology as the growth proceeds, by adjusting the Ge/Si
ratio, and by changing between continuous and interrupted
growth.

Deposition of a single 2.5-nm Si0�55Ge0�45 layer on Si(001)
substrate with  = 4� polar miscut results in a surface cov-
ered with oriented triangular structures [41]. The structures
are actually composed of three facets reminiscent of SA Ge
pyramids on Si(001): a (001) square bound by �100� steps,
and two �105� parallelograms (Fig. 23a) [41]. This pattern
of SiGe surface faceting with three facet types is reported
to be unique for a semiconductor surface [41]. The faceting
mechanism has been attributed to a strain-driven transition
from straight step bunches into energetically favored �105�
facets. Specifically, for the polar miscut  ≈ 4� the step
bunch tilt of ≈8� corresponds almost exactly to a (1̄ 1̄ 10)
plane which is unstable with respect to breaking up into a
zig-zag pattern of �105� facets and �100� steps [41]. Another
important factor that favors the faceting for this particular
type of step bunches is that, even though step length and
surface area increase after faceting, no new steps have to be
created. Substrates with  ≈ 2� miscut towards the same or
45� rotated azimuth � do not show similar regular faceting,
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Figure 23. Faceting and island ordering for SiGe films on vicinal
Si(001). (a) Ideal facet arrangement for Si0�55Ge0�45 film on Si(001) with
4� miscut. (b) Si0�25Ge0�75 islands form on the same substrate. Their
shape can be obtained from the above pattern by adding a square �105�
faceted pyramid on each (001) terrace. Adapted with permission from
[41], C. Teichert, Phys. Rep. 365, 335 (2002). © 2002, Elsevier Science.
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even though individual �105� facets do form [41]. �105� is
not the only facet common to both SA Ge islands on Si(001)
and vicinal Ge/Si. For higher miscut  = 10�, three types of
steeper �113� facets form structures for Si0�7Ge0�3 grown and
annealed on Si(118) [274].

On the same as above Si(001) substrate with  = 4� polar
miscut, deposition of a single 2.5-nm layer of a film with
increased Ge concentration (Si0�25Ge0�75
 results in forma-
tion of Ge-rich islands. The (001) facet of the Si0�55Ge0�45
morphology is replaced with two more triangular �105�
facets, so the islands have hegaxonal base elongated in [110]
direction, and four �105� facets: two trapezoidal and two
triangular, and form a close-packed quasi-periodic array
(Fig. 23b) [41]. Both the average size of the islands (about
50 nm) and their orientation are very similar to the above
pattern of facets of the Si0�55Ge0�45 film, suggesting that one
rational way to search for ordered SA Ge-rich islands is to
look in Si-rich films for pattern formation on the same scale
and with �100� preferred directions.

Another example of the correlation between the Si-rich
film faceting and Ge-rich island ordering occurs for Si(001)
substrate with  = 2� and � = 45� miscut. For 2.5-nm
Si0�55Ge0�45 film, ripples along [010] direction with 70 nm
separation are observed [275]. For Ge-rich Si0�25Ge0�75 film
of the same nominal thickness, �105� faceted 3D islands
arranged in chains parallel to the [010] form (Fig. 24) [275,
276]. In this case, island width of ≈35 nm has a narrow dis-
tribution and, compared to the 70-nm period of the above
faceted Si0�55Ge0�45 surface, suggests island nucleation on
both (001) terraces and step bunches [41]. The lengths of
the islands, however, are more broadly distributed, reflecting
little ordering of the rippled substrates along this direction.

As expected, in both of the above cases for islands grown
on vicinal substrates, both the lateral ordering and the
island size distribution were superior to those obtained on
flat Si(001) substrates under the same conditions. However,
even in case of the more uniform islands on the 4� miscut
substrate, the width of the size distribution was still about

Figure 24. Lateral island ordering by matching substrate periodicity.
The surface of a 2.5-nm Si0�25Ge0�75 film on Si(001) with 2� polar and
45� azimuthal miscut exhibits chains of mainly prism-like islands with
the long axes exclusively aligned along [010]. Reprinted with permis-
sion from [41], C. Teichert, Phys. Rep. 365, 335 (2002). © 2002, Elsevier
Science.

25%, and the lateral ordering was rather short-range. The
structure uniformity was much better in terms of the orien-
tation, which coupled with their statistical ordering allowed
measurements of magnetic roughness and anisotropy for
Cu/Co sandwiches [277] and arrays of nanomagnets [278]
deposited on these nanostructured substrates.

It turns out that for the best ordering of Ge/Si struc-
tures, self-assembly of Ge islands on stepped substrates, dis-
cussed in the beginning of this section, had to be combined
with uniformly faceted SiGe multilayers, discussed as tem-
plates for SiGe nanowire growth in the previous section.
The multilayer Si0�55Ge0�45 wire arrays (Fig. 20) can provide
a self-organized rippled substrate with 120 nm periodicity
(1.5 nm modulation) [279] comparable to the size of Ge
islands grown on vicinal Si. When Ge was deposited on top
of a 10 nm buffer Si layer, the Ge islands exhibited remark-
able 2D ordering (Fig. 25) [10, 279]. The islands were �105�
faceted and truncated pyramids with approximately square
bases; the absence of elongation similar to that in Figures 23
and 24 was attributed in part to the absence of [100] and
[010] steps on these substrates [279]. Two substrate orien-
tations corresponded to SiGe nanowire multilayers grown
on Si(001) miscut 2� towards [100] and 1.5� towards [1 1̄
0], resulting in wires along [010] and [110], respectively
[279]. On these two types of substrates, Ge islands formed
close-packed arrays with simple-cubic and face-centered lat-
tice, respectively, and size uniformity on the order of 10%
(Fig. 25) [279]. Minimization of the strain energy of the
whole system, taking into account the orientation of the

Figure 25. Self-organized uniform arrays of self-assembled Ge islands.
When a self-organized periodic array of SiGe nanowires (Fig. 20) is
used as a template for Ge deposition, uniform close-packed arrays of
�105� faceted Ge islands form on the top layer. Depending on the
substrate orientation, the wires in the template are oriented along [010]
and [110] directions, which results in simple-cubic and face-centered
lattice of the Ge island array, respectively. Adapted with permission
from [279], J.-H. Zhu et al., Appl. Phys. Lett. 73, 620 (1998). © 1998,
American Institute of Physics.
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vicinal substrate and elastic dipole repulsion of neighbor-
ing islands, is believed to be responsible for the lateral
ordering [10, 151, 279]. To date, this system represents per-
haps the best example of an island array with uniform 2D
ordering achieved through self-assembly on a self-organized
substrate—a major milestone on the way towards practical
SA and SO.

4.4.3. Ordering by Strain
and Dislocation Networks

When elastic strain-relief mechanisms cannot accommodate
lattice mismatch during heteroepitaxy, plastic dislocations
set in [280]. The critical thickness for Si1−xGex heteroepitaxy
on Si(001) depends on the Ge concentration, and ranges
between 1 and 100 nm, although theoretical and experimen-
tal values often disagree [41, 281, 282]. For Si1−xGex/Si(001)
growth, the misfit dislocations propagate from the interface
and manifest themselves on the surface as ridges and troughs
along [110] and [1̄ 1 0] directions [283, 284]. Variations in
alloy compositions and growth temperature regimes produce
networks of such intersecting dislocation lines (up to tens
of microns in length) with different density [285–287], as
described in detail in [41].

Deposition of Ge or SiGe on these dislocation networks
results in nucleation of �105� faceted pyramid-like islands
along the two orthogonal directions defined by the troughs
and ridges. For low coverage, the islands are exclusively
nucleated along the dislocations; with increasing coverage,
close-packed chains of islands form along the dislocations,
and the rest of the surface is filled with �105� faceted hut-
and pyramid-like islands [41]. The range of elastic inter-
actions within a dislocation network is comparable to the
width of individual lines; thus, much like for islands on
vicinal substrates from the previous section, to improve
the lateral ordering the density of dislocations in the net-
work has to be increased to the point where the individ-
ual lines touch each other. This has been demonstrated
for Si0�7Ge0�3 growth combined with 1 keV Si+ ion bom-
bardment, where a checkerboard pattern of �105� faceted
pyramids and pits with ≈190 nm periodicity formed on the
surface [41]. Such patterned surfaces are potentially use-
ful for applications, because the dislocation networks are
inherently macroscopic objects, but currently it is still dif-
ficult to ensure the formation of close-packed arrays of
dislocation lines over the scale comparable to the length of
individual lines.

5. MOLECULAR AND ATOMIC
SELF-ASSEMBLY

Self-assembly and self-organization on the scale of molecules
and atoms is both the most ambitious and the most ambigu-
ous goal of nanotechnology. The ability to manipulate ele-
ments and compounds on the level of their smallest struc-
tural units potentially opens up unlimited possibilities. On
the other hand, for processes such as organic synthesis or
surface reactions, for example, during growth of nanoclusters
in solutions [19], the distinction between “self-assembly” and
“traditional” chemistry is not easy to define. The following

sections focus on SA and SO on surfaces with atomic-scale
templates, in particular those with self-organized templates.

Several general approaches can push the controlled self-
assembly to the limit of individual molecules and atoms. For
example, self-assembled templates of CaF2 stripes on vic-
inal Si(111) (Section 4.3.1) can be prepared with trenches
between the stripes as narrow as 3–4 nm. Through chemical
selectivity of such a template, individual molecules can then
be adsorbed within the trenches, thus forming quasi-one-
dimensional structures (Fig. 26) [257]. In another example,
strain-relief patterns similar to those discussed in the pre-
vious section, but on nanometer rather than micron scale,
can serve as templates for self-assembly of atomic clusters
1–10 nm in size for metals [288] or semiconductors [289].
Even though atomic-scale SO templates were used in both
of the above examples, the resulting SA structures in general
did not exhibit atomic or molecular precision in their sizes
or ordering. Such precision is possible, however, if atomically
precise self-organized templates are used.

5.1. Surface Reconstructions
as Templates for Self-Assembly

Surface reconstructions are ideal candidates as templates for
self-assembly. First, by definition they exhibit atomically pre-
cise periodic pattern over large areas. Second, the two major
factors responsible for surface reconstructions [47, 49, 50,
55, 56, 99, 290], surface strain and broken bonds, are also
the key factors in controlling self-assembly and positioning
of nanostructures.

The key driving force towards atomic precision as self-
assembled structures become smaller is the increasing inter-
actions between building blocks. For example, step arrays on
Si(111) have a step width that is quantized in units of 1/2 of
the 7 × 7 unit cell (7 atomic rows or 2.3 nm, see Fig. 10a)

Figure 26. Quasi-one-dimensional confinement of organic molecules.
Molecules of 3,10-di(propyl)perylene selectively adsorb between CaF2

nanostripes on a self-organized CaF2/CaF1 template on vicinal Si(111)
(Fig. 19). By adjusting the width of the CaF2 nanostripes, the molecules
can be confined in trenches as narrow as 3–4 nm (7–8 nm shown).
Adapted with permission from [257], H. Rauscher et al., Chem. Phys.
Lett. 303, 363 (1999). © 1999, Elsevier Science.
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[166, 171]. At larger step spacings there is not enough inter-
action between adjacent steps to force a sharp width distri-
bution (Section 4.1.1). For a ≈1� miscut angle with 15 nm
average step spacing, one observes a coexistence of terraces
with 5, 6, and 7 unit cells (Fig. 11) [171]. However, with a
miscut of 10� the surface arranges itself into a regular pat-
tern with a period of exactly 17 atom rows (5.73 nm) and a
single 7× 7 unit cell per terrace (Fig. 15) [202]. In fact, the
existence of large unit cells, such as 7×7, points towards the
possibility of creating both two- and one-dimensional struc-
tures with perfect periodicity. Such patterns can be used to
form devices close to the atomic limit, such as a memory
where bits is stored by the presence or absence of individ-
ual silicon atoms in 5 × 4 unit cells precisely lined along
tracks 5 atom rows wide. Other examples of controlling self-
assembly on the atomic scale include molecular adsorption
and formation of “magic” clusters on reconstructed silicon
surfaces.

5.1.1. Silicon Surface Chemistry
and Functionalization

The combination of the versatility of silicon surfaces with
essentially unlimited supply of custom-designed molecules
and reactions provided by organic chemistry is an important
pathway towards surface functionalization [291]. The sheer
number of the different aspects of the silicon surface chem-
istry explored to date means that here they can only be enu-
merated; fortunately, a number of excellent recent reviews
cover these topics in detail. Interaction of silicon surfaces
with hydrogen and reactivity of hydrogen-terminated silicon
surfaces under UHV conditions are reviewed in [292]. The
technologically important silane chemistry is described in
[293]. Reactions of small organic molecules with Si(001) are
reviewed in [294, 295]. Si(111)7× 7 and Si(001)2×1 surface
reconstructions play a major role in determining chemistry
of the silicon surfaces in model UHV studies. Reviews [291,
296] provide extensive descriptions of general principles of
organic chemistry on silicon surfaces including: [2 + 2] and
[4 + 2] (Diels Alder) cycloaddition in UHV, creation and
reactivity of hydrogen- and halogen-terminated silicon sur-
faces, dry and wet hydrosilylation, and reactivity of various
terminal functional groups.

Some of the major goals of surface functionalization are:
surface passivation and protection, patterning surface chem-
istry or topography, surface-based sensing, molecular recog-
nition, and molecular electronics. In general, the first three
types of surface functionalization take advantage of the sil-
icon surface reconstructions only in using the attachment
chemistry that matches the reactivity of broken and dou-
ble bonds available on reconstructed surfaces. The most
advanced research goals in terms of molecular recogni-
tion and electronics intend to rely on the specific atomic
arrangements on reconstructed surfaces much more closely,
as briefly described in the next subsection.

Surface passivation typically involves covering the surface
with a complete molecular layer and thus in general does not
involve nanostructuring or self-assembly. However, similarly
to self-assembled monolayers (SAMs) on gold [297, 298],
layers of molecules covalently attached to silicon and pre-
senting various terminal functionalities can be produced on

silicon through gas-phase [293, 296] or wet chemistry [296,
299, 300]. In addition to providing chemical resistance or
functionality, these layers are also being explored for appli-
cations as masks in nanolithography [1, 3] and for photopat-
terning [291, 296].

Using bare silicon surfaces for sensing is not practical,
because they quickly oxidize or otherwise react in the ambi-
ent environment. Practical sensing applications typically rely
on surfaces protected from the ambient environment by a
functionalized molecular layer that has also been modified
to selectively react with the sensing target; some of the rel-
evant approaches are presented in Section 6.

5.1.2. Self-Assembly with
Molecular Precision

A good example of a patterning approach that makes use
of molecular self-assembly involves using block copolymers
[301, 302], that is, polymers that consist of two or more
chemically distinct fragments (blocks). If the constituents are
immiscible, phase separation occurs [301, 302] on the scale
determined by size of the fragments (typically 10–100 nm),
which for block copolymer films on surfaces results in pat-
tern formation [303]. With a proper choice of the com-
ponents, these patterns can be used as self-assembled
lithography or etch masks to produce nanoscale features
on surfaces over macroscopic areas [304–307]. Alterna-
tively, selective adsorption or reactivity of the copolymer
components can be used as templates for self-assembly of
nanostructures [308, 309]. Phase separation mechanism pro-
duces block copolymer patterns with inherent short-range
(10–100 nm) ordering. Long-range ordering of the patterns
can be achieved by using surface templates with periodic-
ity comparable to the size of the copolymer components.
The ordering can be induced by either topography [310,
311] or chemical heterogeneity [307, 312, 313] of the surface
templates. Self-organized arrays of step bunches (Fig. 13,
Section 4.1.2) have been particularly useful as templates for
both of the above approaches [310–313].

The direct use of surface reconstructions as patterns for
molecular adsorption is inherently restricted to model stud-
ies in UHV [294]. One potentially useful aspect of the reac-
tivity of clean silicon surfaces is the selectivity in terms of
chirality of small organic molecules [314, 315], which is inti-
mately related to the atomic arrangement on reconstructed
surfaces.

Si(001) surface offers compelling properties as a model
substrate for molecular electronics: interfacing with conven-
tional devices [316, 317], and a convenient target for attach-
ment of organic molecules through double bonds in silicon
dimers [294, 295]. In addition, on vicinal Si(001) surfaces
with 4� miscut toward the [110] direction, arrays of (001)
terraces with all the dimers oriented in the same direction
can be prepared [162] (Section 4.1.1). The uniform orien-
tation of the dimers on these templates has been used to
produce organic layers with anisotropic electronic properties
[295]. The atomic structures of Si(111)7× 7 and Si(001)2×1
surfaces allow self-directed surface chain reactions to occur
on these surfaces [318–320], in which reactions propagate
along directions defined by the symmetry of respective sur-
faces creating lines of molecular adsorbates—suggesting a
potential pathway towards surface-based molecular circuits.
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5.1.3. Atomic Clusters Self-Assembly and
Self-Organization in Two Dimensions

A variety of adsorbates form two-dimensional structures on
silicon surfaces with unit cells up to a few nanometers in
size, most of them based on the respective surface recon-
structions [48]. Recently the Si(111)7 × 7 surface has been
used as a template for adsorbing metal atoms on specific
sites within the cell, which leads to atomically precise self-
assembled monodispersed nanostructures, also referred to
as surface magic clusters [321]. Both Si and Ge form such
clusters on Si(111)7×7 [321–323]. For metal adsorbates, ini-
tial work used transition metals. Particularly regular patterns
are observed with Group III metals, such as Ga [324], Tl
[325, 326], Al [327], and In [328]. Figure 27 shows a spec-
tacular example: the bright spots are small clusters of six Al
atoms adsorbed at the centers of both halves of the 7 × 7
unit cell [327].

5.2. Electronic Properties
of Low-Dimensional Surfaces

Because they are assembled with atomic precision, low-
dimensional surface structures are some of the best model
systems for examining the properties of low-dimensional
electronic states. In addition to serving as atomic templates
for these structures, silicon substrates also provide the con-
venience of a bandgap, which helps to decouple metallic
surface states from bulk three-dimensional bands. The scan-
ning probe tools that potentially would allow direct conduc-
tivity measurements on surface nanostructures are still only
being developed [51], so macroscopic techniques such as
surface conductivity measurements [52, 329], photoemission
[330–332] and inverse-photoemission spectroscopies [333]

Figure 27. Atomically perfect Al nanocluster array on Si(111)7×7. The
Al clusters are located at the centers of both faulted and unfaulted
halves of the 7 × 7 unit cells and appear as bright dots on this STM
image (50 × 50 nm2
. Each cluster contains six Al atoms. Both the
structure and the positioning of the nanoclusters in this case are thus
atomically precise. Reprinted with permission from [327], J. Jia et al.,
Appl. Phys. Lett. 80, 3186 (2002). © 2002, American Institute of Physics.

are usually used to investigate properties of low-dimensional
surface states.

5.2.1. Two-Dimensional Patterns
A whole hierarchy of superlattices can be built up by noble
metals on Si(111) [52, 329]. The starting point is the

√
3 ×√

3 structure of Ag and Au, which consists of honeycomb
trimers [334, 335]. Adding additional Ag or Au atoms on
top of a selected subgroup of trimers gives rise to structures,
such as

√
21 × √

21, and 6 × 6 [336, 337]. The
√
21 × √

21
structure of Au on top of the

√
3×√

3-Ag structure is shown
in Figure 28. These surfaces have the special property of
being metallic, which is rather unusual for silicon surfaces
[336, 338]. Although the stoichiometric

√
3×√

3 HCT struc-
ture with 1 ML of Ag is semiconducting [336], the addition
of just a few percent of Ag or Au atoms provides enough
electrons to fill a steep surface conduction band inside the
bulk bandgap. Surface conductivity measurements, includ-
ing four-point probes with independent STM tips, have been
used to investigate the conductivity of the two-dimensional
electron gas at a surface [52, 329]. The full complement
of quantum numbers (energy E and momentum p = �k)
has been obtained by angle-resolved photoemission exper-
iments [339]. Particularly important is the Fermi surface,
which shows the location of the states at the Fermi level in
k-space. These states are responsible for conductivity and
many other electronic properties, while electrons below the
Fermi level cannot move due to Pauli’s exclusion princi-
ple. Photoemission has revealed delicate patterns that are
formed by the Fermi surfaces of these structures, as shown
in Figure 29. A surface doping of a few percent produces
small electron pockets, which give rise to small Fermi cir-
cles in two dimensions (Fig. 29a). The addition of Au in a√
21×√

21 superlattice on top of the
√
3×√

3-Ag superlat-
tice enlarges these Fermi circles by adding extra electrons to
the band (Fig. 29b). In addition, the extra

√
21×√

21 recip-
rocal lattice vectors translate this Fermi circle to other parts
of k-space and form an intricate pattern of replicas. It can

Figure 28. Superlattices formed by Ag and Au on Si(111). A monolayer
of Ag forms a

√
3 × √

3 superlattice (black dots), and an additional
5/21 = 0�24 monolayer Au forms

√
21×√

21 superlattice on top of the√
3×√

3 lattice (see the dotted unit cell containing 5 Au atoms). The
corresponding Fermi surfaces are shown in Figure 29a and b. Adapted
with permission from [339], J. N. Crain et al., Phys. Rev. B 66, 205302
(2002). © 2002, American Physical Society.
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Figure 29. Fermi surfaces of two- and one-dimensional surface states
on silicon, obtained by angle-resolved photoemission with energy and
angle multidetection. The x- and y-axes are the k-vector components
parallel to the surface, with k = 0 at the center. A truly one-dimensional
Fermi surface would consist of vertical lines since the energy does not
depend on the wave vector perpendicular to the chains (vertical). (a)
Si(111)

√
3×√

3-Ag (see Fig. 28) with a few percent excess Ag forming
small electron pockets. (b) Si(111)

√
21×√

21-(Ag+Au) with a superlat-
tice of Au atoms on top of the

√
3×√

3-Ag lattice forming large Fermi
circles. The

√
21 ×√

21 superlattice causes faint replicas of the Fermi
circles. (c) Si(553)-Au, a nearly one-dimensional structure containing a
single Au chain per unit cell. Adapted with permission from [339], J. N.
Crain et al., Phys. Rev. B 66, 205302 (2002) (a), (b); and from [362],
J. N. Crain et al., Phys. Rev. Lett. 90, 176805 (2003) (c). © 2002 and
2003, American Physical Society.

be viewed as an electron diffraction pattern of the strong,
primary Fermi circles that are located at the two

√
3 × √

3
lattice points.

Metallic surface states on silicon offer the possibility of
studying electrons in low dimensions, where exotic new
phenomena have been observed and predicted [340–349].
Already in two dimension there are effects, such as the inte-
ger and fractional quantum Hall effect [345, 346]. In one
dimension the predictions are even more exotic. The very
existence of individual electrons is in question. Basically,
electrons moving along a line in space cannot help penetrat-
ing each other and thereby forming many-body excitations.
Furthermore, these excitations are predicted to separate
in collective excitations of spins without charge (spinons)
and charges without spin (holons) in a one-dimensional
metal [344, 348]. A key for observing such effects is that
the electrons are completely decoupled from the three-
dimensional substrate. Since the Fermi level is located in the
bandgap of silicon, metallic surface states cannot interact
with states from the silicon substrate and thus their reduced
dimensionality is preserved.

5.2.2. One-Dimensional Chains
One-dimensional structures can be formed by self-assembly
on stepped surfaces, as reviewed in detail by Ortega and
Speller [225]. Here we focus on chains of atoms adsorbed
at silicon surface. They serve as the ideal quantum wires for
testing the theoretical predictions of exotic phenomena in
one dimension. One might think that the ultimate quantum
wire would be a single string of atoms suspended freely in

space. However, according to early arguments by Peierls, the
atoms in such strings form pairs and lose their metallicity.
It has become possible to produce metallic chains of metal
atoms by self-assembly at stepped silicon surfaces [13, 27],
where they line up parallel to the step edges. X-ray diffrac-
tion from the Si(557)-Au structure shows that gold atoms
are incorporated rigidly into silicon lattice positions [350]
without detectable Peierls distortion.

On Si(111), chain structures can be formed either by using
stepped surfaces as templates or by spontaneous breaking of
the three-fold symmetry of flat Si(111) into three domains
of chain structures. A collection of four such structures is
shown in Figure 30 [13]. Alkali metals [351], alkaline earths
[253], noble metals [329], indium [22, 352, 353], and even
magnetic rare earths, such as Gd [354], form single-domain
chain structures on vicinal Si(111), as long as the coverage
is well below 1 ML (typically 0.4 ML or 1–2 chains per unit
cell). For a detailed overview of these chain structures see
[13, 331]. The stability of these chain structures might be
related to the stability of the honeycomb chain (HCC) [355],
which is a structural element in many of them. This chain
consists of a strip of graphitic, �-bonded Si. At a coverage
approaching 1 ML the surfaces become two-dimensional and
restore their three-fold symmetry, as shown in Section 5.2.1.

The Si(001) exhibits a native surface anisotropy that gives
rise to dimer rows. The difficulty is selecting one of the two
90� rotated domains which are separated by a single surface
step. A miscut angle of about 4� leads to the formation of
double steps and has been used successfully for producing
Si(001) with a dominant domain [162]. Other approaches
include using rather flat surfaces and sophisticated growth
methods [356, 357] or electromigration [358]. Substituting
Si dimer rows by metals, such as In, creates dimer rows of
adsorbates [359, 360]. Long chain structures of Si dimers

Figure 30. Chain structures formed by sub-monolayer deposition of
metals on Si(111). The overview panels (60 × 60 nm2
 show the
x-derivative of the STM topography, which produces dark lines at step
edges (downhill to the right). The close-up panels (7 × 7 nm2
 show
the topography itself. Adapted with permission from [13], F. J. Himpsel
et al., J. Phys.: Condens. Matter 13, 11097 (2001). © 2001, Institute of
Physics.
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have been also observed on cubic SiC(001) [361]. So far,
all row structures on Si(001) have been semiconducting and
therefore less suitable for low-dimensional electron physics.

A number of vicinal Si(111) and Si(001) surfaces
lend themselves as templates to the formation of one-
dimensional chain structures, as shown in Figure 14 (Sec-
tion 4.1.2) [159]. Particularly for Au as an adsorbate, a large
fraction of the possible orientations has actually produced
well-ordered structures with uninterrupted chains [362–369].
Only one of these structures (Si(557)-Au) has been ana-
lyzed structurally by X-ray diffraction [350] and total energy
minimization [370, 371]. Surprisingly, the Au chain lies at
the center of the Si(111) terrace, not at the step edge
where one would expect higher coordination for adsorbates.
Apparently, the simple idea of step decoration fails here.
A more sophisticated strain-relief mechanism might be at
work, which is not necessary at the step edge because atoms
at the top of a step can relax laterally. The Au atoms sub-
stitute for a row of Si surface atoms and are thus locked in
by three back-bonds, which explains their resilience against
a Peierls distortion.

The coupling between the chains can be varied in a
systematic way by changing the miscut angle. The transi-
tion between two- and one-dimensional chains happens at
a chain spacing of about 5–6 atomic rows (≈2 nm), judg-
ing from the vanishing of the two-dimensional band dis-
persion observed in photoemission [362]. For example, the
Si(553)-Au surface with a chain spacing of 4-1/3 rows has a
ratio of 10–40 for the intra- to interchain coupling, whereas
the Si(557)-Au surface with 5-2/3 rows step spacing has a
ratio >70 [362]. One-dimensional Fermi surfaces consist of
straight lines perpendicular to the chain direction (Fig. 29c),
as opposed to the two-dimensional circles in Figure 29a and
b. The energy is independent of the k-component perpendic-
ular to the chains. A slight waviness in Figure 29c indicates
a residual two-dimensional character. A tight binding fit to
the Fermi surface provides the ratio of the electron coupling
parallel and perpendicular to the chains (≈40:1 for the dou-
blet and 12:1 for the singlet). Since wave functions decay
exponentially, there is a wide range of couplings that can be
covered by a narrow range of step spacings.

5.3. Atomic-Scale Memory

One of the first goals of nanotechnology, set by Richard
Feynman in his pioneering 1959 talk at CalTech, is an
atomic-scale memory. Using a cube 5 atoms wide to store
one bit, Feynman estimates that “all of the information � � �
accumulated in all the books in the world can be written � � �
in a cube of material 1/200 inch wide.” The tools are in place
now to make an attempt at realizing this dream. Assembling
atoms with the STM at low temperature has been possible
for some time. Recently, we have been able to demonstrate
an atomic memory operating at room temperature (Fig. 31
and [372]). Such a device is useful for finding the fundamen-
tal limits of data storage, irrespective of practicality. A chain
structure induced by Au on flat Si(111) forms self-formatted
“tracks” (dark horizontal stripes in Fig. 31). White dots on
top of the tracks give the surface the appearance of a CD-
ROM, except that the scale is in nanometers, not microns.
The resulting storage density is a million times higher. It has

Figure 31. Atomic memory obtained by self-organization on a Si(111)
surface with 0.4 monolayer of gold. Extra Si atoms (bright dots)
occupy lattice sites on top of tracks that are five atoms wide (1.7 nm).
Compared to a conventional CD-ROM (left), the scale is reduced
from microns to nanometers, which leads to a 106 times higher den-
sity. Adapted with permission from [372], R. Bennewitz et al., Nano-
technology 13, 499 (2002). © 2002, Institute of Physics.

been demonstrated that the white dots correspond to single
Si atoms, by filling the vacant sites by Si deposition [372].
The extra Si atoms reside on a 5× 4 lattice and can be used
to store data if the presence of an atom is assigned to a one
and its absence to a zero. Each bit thus occupies a territory
of 5× 4 = 20 atomic sites. A reduction of the area/bit is not
possible for this particular system, as shown from the cor-
relation function between adjacent bits and their analysis in
terms of nearest-neighbor interactions [373]. The occupancy
of the closest 5 × 2 site is highly suppressed, as shown in
Figure 32.

Such an atomic-scale device is useful for a deeper under-
standing of the limiting factors in data storage. In [372]
the limits on storage density, retention, signal-to-noise, and
readout speed were explored. The readout error rate is still
uncharted, although the raw signal-to-noise figure is better
than in hard disks. However, an optimum code for filtering
and error correction needs to be worked out, analogous to

Figure 32. Correlations in a one-dimensional lattice fluid of Si atoms
on top of the Si(111)5×2-Au chain structure (points). Theoretical mod-
eling (dashed line) shows that a nearest-neighbor repulsion suppresses
the occupancy at site 2 and causes a pile-up at site 4 (top). An extra
oscillatory interaction is required to explain the subsequent oscilla-
tions beyond site 6. Such interactions between neighboring atoms limit
the ultimate storage density achievable by an atomic-scale memory in
Figure 31. Adapted with permission from [373], A. Kirakosian et al.,
Phys. Rev. B (submitted).
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the partial response maximum likelihood (PRML) method
that has been so successful for hard disks (see [372] and ref-
erences therein). Such extremely selective filtering methods
rely on a well-known signal shape, which allows all other
waveforms to be filtered out. The signal from the STM read-
out of the model atomic memory is highly reproducible, but
is different from that of a hard drive: it is unipolar in nature,
whereas on a hard disk readout pulses alternate in sign and
are less than a pulse width apart. These important distinc-
tions indicate that a different noise reduction model will
have to be used for the atomic memory, perhaps one simi-
lar to those used in long-distance communications through
optical fibers.

Another useful information storage benchmark is the
DNA molecule, which uses 32 atoms to store one bit. This
compares well with the 20 atoms per bit in the Si-based
atomic memory. Moreover, the current readout rate of the
atomic memory by STM is roughly the same as that esti-
mated from the DNA transcription rate—on the order of
100 bits/s [372]. The biological molecular machinery prob-
ably has not been optimized to simply maximize the tran-
scription rate, and thus even the simplistic STM readout can
potentially be several orders of magnitude faster [372]. How-
ever, the general trend of the drastic drop in readout rate
with increasing storage density holds for both DNA and the
atomic memory in comparison with current magnetic stor-
age [372]. Such trends clearly have important implications
for any future development of practical storage devices.

6. NANOSTRUCTURES AND BIOLOGY
The information storage density and readout rate compar-
ison from the previous section is only one illustration of
the fact that biology provides perhaps the best examples of
systems that self-assemble and self-organize on scales from
nanometers to meters. It is therefore not surprising that
recently many biological processes are scrutinized in search
for elements and methods that potentially can be duplicated
in artificial systems [374–376]. At the same time, it is clear
that nanotechnology will provide some of the most power-
ful tools and methods for studying and perhaps controlling
the biology on a cellular and subcellular level. Accordingly,
the studies of interfaces between various biological and
bio-inspired structures and semiconductors have attracted
much interest in both the life and physical science commu-
nities [376–378]. Higher-order biological systems, for exam-
ple, proteins or cells, typically possess a three-dimensional
structure with nanoscale features [375, 376, 379] and thus
are affected by nanostructured surfaces [380–383]. Proper
interfacing with biological structures then requires macro-
scopic templates with nanoscale features, that is, just the
types of templates discussed in Sections 2 and 4.1, function-
alized with appropriate surface chemistry (Sections 5.1.1–
5.1.2).

6.1. Making Silicon Surfaces Bio-Compatible

Attaching nanometer-scale molecules to silicon surfaces
opens up a whole new field, where a hierarchy of organic
molecules is built up on top of a silicon template, as dis-
cussed in Sections 5.1.1–5.1.2. However, the chemistry of

attaching biomolecules to silicon surfaces without denatur-
ing them is still in its infancy. Short snippets of DNA have
been successfully attached to Si(111) [384] and Si(001) [385,
386] surfaces via intermediary molecular layers, but if the
development of the other types of DNA chips and sensors
[387–390] is any indication, many additional opportunities
are waiting to be explored.

While direct attachment of organic molecules to the sili-
con surface bonds is the most precise way to combine silicon
with biotechnology, there are standard methods for creating
bio-compatible surfaces via buffer layers. The most common
method uses a Au buffer layer which makes a strong bond
to thiol derivatives of organic molecules [388]. The method
builds on the vast expertise in creating self-assembled mono-
layers (SAMs) on Au surfaces [297, 298]. At Si surfaces,
Au forms large islands due to its low surface energy, and
a Ti or Cr wetting layer is required between the Au and
the Si to flatten it out [312, 391, 392]. It has been demon-
strated that bunched step structures can be replicated with
a fidelity of a few nanometers in this fashion [391]. There
is a minimum Au coverage of 3 nm (about 12 monolayers)
to reach the full coverage of alkane thiol SAMs, which is
necessary for obtaining oriented SAMs [392]. Short snippets
of DNA thiols have been attached in this fashion, and their
orientation has been determined by near-edge X-ray absorp-
tion fine structure spectroscopy (NEXAFS) [392]. Another
method for attaching organic molecules to silicon is the use
of siloxane chemistry, which works on the native oxide sur-
face [393].

Silicon surfaces can be used to induce self-organization in
a number of biomimetic materials: block copolymers (as dis-
cussed in Section 5.1.2), biopolymers [394], and mushroom-
shaped supramolecular nanostructures [395]. Recently it has
also been demonstrated that the self-organized templates
based on vicinal silicon surfaces (Section 4.1.2) can poten-
tially be used in a biosensor. The biosensor platform in
question is based on the preferential alignment of liquid
crystals by surfaces that have submicron oriented structure
[396, 397]. The approach has been originally developed
based on statistically oriented obliquely deposited gold films
[398–400]. The stepped silicon templates have an additional
benefit of deterministic orientation (defined by the wafer
miscut) and silicon surfaces prepared in UHV after proper
passivation have been shown to induce alignment of liquid
crystals [401]. Moreover, the nanostructured topography of
silicon masters can be replicated in polymers through micro-
molding [402], which opens the possibilities for producing
cheap disposable well-oriented substrates for research and
applications.

6.2. Bio-Inspired Self-Assembly
and Beyond

The area of nanostructured macroscopic templates is where
the interplay between the biological world and that of arti-
ficial self-organized systems is possibly the most promi-
nent. Biologically derived templates have been used to
pattern surfaces [379, 403]. Biological molecules, in par-
ticular DNA, can be also used to add tailored and spe-
cific functionality to nanostructures and surfaces in order
to guide self-organization [404–406]. Biological molecules
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themselves can also be used as self-assembled scaffolding for
inorganic nanostructures; particularly fruitful in that regard
are quasi-one-dimensional molecules [407, 408] and organic
nanotubes [409] which can be formed via a number of non-
covalent interactions: metal coordination, hydrogen bond-
ing, �-� stacking, hydrophobic effect, etc. While synthesis
and self-assembly of these supramolecular structures has
been very successful, their self-organization on a large scale
(i.e., mats or arrays of 100–1000 fibers or nanotubes) is a
more difficult task to achieve via only the short-range inter-
molecular interactions; therefore some of the properly func-
tionalized silicon substrates can potentially be used to guide
the self-organization on a larger scale.

More complicated pieces of the biological molecular
machinery can be harnessed for self-assembly and self-
organization as well. A very recent example is offered by
the use of genetically engineered bacteriophages to create a
composite film with self-assembled semiconductor nanodots
self-organized within domains spanning from nanometer to
centimeter scale [410]. The same type of a bacteriophage
can be also engineered to selectively bind a number of semi-
conductors and oxides and even distinguish between crystal
orientations [375, 411]. The recognition mechanism remains
under investigation, but this development opens possibil-
ities for creation of very specific customized biomimetic
molecules that would serve as markers, as well as assembly
and delivery vehicles for self-assembly and self-organization
of nanostructures.

GLOSSARY
Epitaxy A growth process of a solid film on a crystalline
substrate in which the atoms of the film replicate the
arrangement of the atoms of the substrate. Homo- and het-
eroepitaxy respectively refer to the growth of a layer with
chemical (and structural) parameters identical to and differ-
ent from those of the substrate.
Miller indices Means of indexing crystal orientations and
directions, for atomic planes and rows Miller indices are
equal to reciprocals of the fractional intercepts with the crys-
tallographic axes.
Self-assembly Spontaneous formation of structures with a
well-defined size and shape distribution typically determined
by thermodynamic stability of the structures and/or growth
kinetics.
Self-organization Natural tendency of structures to form
ordered arrays or assemblies.
Step decoration Nucleation of adsorbate structures at sur-
face steps due to migration of adsorbed atoms across a ter-
race and preferential attachment at a step.
Surface energy The modification of the total energy of a
solid due to the presence of its surface, that is, the differ-
ence between the energy of a truncated solid and the same
number of atoms in the bulk. The term surface energy is
often used for the surface free energy.
Surface reconstruction Rearrangement of the surface
atoms driven by reduction of the surface energy. Recon-
struction causes changes of the symmetry, periodicity, and
ordering of the surface structure.

Surface states Modified electronic states at the surface,
for example due to a rearrangement of broken bonds at
semiconductor surfaces or due to the step in the inner
potential at metal surfaces (see Section 5.2).
Vicinal surface A high Miller index surface, typically with
low atomic density and high surface energy and thus unsta-
ble with respect to faceting. In practice, a vicinal surface is
created by a controlled miscut with respect to a low-index
surface.

REFERENCES
1. Y. Chen and A. Pepin, Electrophoresis 22, 187 (2001).
2. E. W. Plummer, Ismail, R. Matzdorf, A. V. Melechko, J. P. Pierce,

and J. D. Zhang, Surf. Sci. 500, 1 (2002).
3. Y. N. Xia, J. A. Rogers, K. E. Paul, and G. M. Whitesides, Chem.

Rev. 99, 1823 (1999).
4. For some of the expert predictions see essays by speakers of

“The Next Twenty Years” conference series http://www.zdnet.
com/special/filters/tnty/essays/.

5. Committee for the Review of the National Nanotechnology Ini-
tiative and National Research Council, “Small Wonders, Endless
Frontiers: A Review of the National Nanotechnology Initiative.”
National Academy Press, Washington, DC, 2002.

6. M. C. Roco, J. Nanopart. Res. 3, 5 (2001).
7. M. C. Roco, J. Nanopart. Res. 3, 353 (2001).
8. M. C. Roco, J. Nanopart. Res. 4, 9 (2002).
9. M. C. Roco and W. S. Bainbridge, Eds., “Societal Implications of

Nanoscience and Nanotechnology.” Kluwer Academic, Dordrecht,
2001.

10. K. Brunner, Rep. Prog. Phys. 65, 27 (2002).
11. I. Eisele and W. Hansch, Thin Solid Films 369, 60 (2000).
12. W. Eberhardt, Surf. Sci. 500, 242 (2002).
13. F. J. Himpsel, K. N. Altmann, R. Bennewitz, J. N. Crain,

A. Kirakosian, J. L. Lin, and J. L. McChesney, J. Phys.: Condens.
Matter 13, 11097 (2001).

14. F. J. Himpsel, K. N. Altmann, G. J. Mankey, J. E. Ortega, and
D. Y. Petrovykh, J. Magn. Magn. Mater. 200, 456 (1999).

15. M. A. Kastner, Ann. Phys. (Leipzig) 9, 885 (2000).
16. K. K. Likharev, Nanotechnology 10, 159 (1999).
17. P. Moriarty, Rep. Prog. Phys. 64, 297 (2001).
18. C. G. Smith, Rep. Prog. Phys. 59, 235 (1996).
19. A. N. Shipway, E. Katz, and I. Willner, Chem. Phys. Chem. 1, 18

(2000).
20. J. von Delft, Ann. Phys. (Leipzig) 10, 219 (2001).
21. J. Drucker, IEEE J. Quantum Electron. 38, 975 (2002).
22. J. F. McGilp, Phys. Stat. Sol. A 188, 1361 (2001).
23. F. Remacle and R. D. Levine, Chem. Phys. Chem. 2, 20 (2001).
24. S. D. Bader, Surf. Sci. 500, 172 (2002).
25. F. J. Himpsel, J. E. Ortega, G. J. Mankey, and R. F. Willis, Adv.

Phys. 47, 511 (1998).
26. J. Shen and J. Kirschenr, Surf. Sci. 500, 300 (2002).
27. F. J. Himpsel, A. Kirakosian, J. N. Crain, J. L. Lin, and D. Y.

Petrovykh, Solid State Commun. 117, 149 (2001).
28. G. Johansson, A. Kack, and G. Wendin, Physica C 368, 289 (2002).
29. B. E. Kane, Fortschritte Phys.—Prog. Phys. 48, 1023 (2000).
30. C. Single, R. Augke, E. E. Prins, D. A. Wharam, and D. P. Kern,

Superlattices and Microstructures 28, 429 (2000).
31. O. P. Pchelyakov, Y. B. Bolkhovityanov, A. V. Dvurechenskii, L. V.

Sokolov, A. I. Nikiforov, A. I. Yakimov, and B. Voigtlander, Semi-
conductors 34, 1229 (2000).

32. J. E. Han and V. H. Crespi, Phys. Rev. Lett. 86, 696 (2001).
33. K. Brunner and G. Abstreiter, Jpn. J. Appl. Phys. 40, 1860 (2001).
34. S. D. Berger and J. M. Gibson, Appl. Phys. Lett. 57, 153 (1990).
35. L. R. Harriott, J. Vac. Sci. Technol. B 15, 2130 (1997).



524 Self-Assembled Nanostructures at Silicon Surfaces

36. D. M. Eigler and E. K. Schweizer, Nature 344, 524 (1990).
37. R. D. Piner, J. Zhu, F. Xu, S. H. Hong, and C. A. Mirkin, Science

283, 661 (1999).
38. C. A. Mirkin, S. H. Hong, and L. Demers, Chem. Phys. Chem. 2,

37 (2001).
39. C. A. Mirkin, MRS Bull. 26, 535 (2001).
40. P. Vettiger, M. Despont, U. Drechsler, U. Durig, W. Haberle, M. I.

Lutwyche, H. E. Rothuizen, R. Stutz, R. Widmer, and G. K. Bin-
nig, IBM J. Res. Dev. 44, 323 (2000).

41. C. Teichert, Phys. Rep. 365, 335 (2002).
42. J. R. Arthur, Surf. Sci. 500, 189 (2002).
43. D. P. Woodruff, Surf. Sci. 500, 147 (2002).
44. J. A. Kubby and J. J. Boland, Surf. Sci. Rep. 26, 61 (1996).
45. H. Neddermeyer, Rep. Prog. Phys. 59, 701 (1996).
46. D. Drakova, Rep. Prog. Phys. 64, 205 (2001).
47. D. Haneman, Rep. Prog. Phys. 50, 1045 (1987).
48. V. G. Lifshits, A. A. Saranin, and A. V. Zotov, “Surface Phases

on Silicon: Preparation, Structures, and Properties.” Wiley, New
York, 1994.

49. J. P. LaFemina, Surf. Sci. Rep. 16, 133 (1992).
50. G. P. Srivastava, Rep. Prog. Phys. 60, 561 (1997).
51. S. Hasegawa and F. Grey, Surf. Sci. 500, 84 (2002).
52. S. Hasegawa, X. Tong, S. Takeda, N. Sato, and T. Nagao, Prog.

Surf. Sci. 60, 89 (1999).
53. M. Giesen, Prog. Surf. Sci. 68, 1 (2001).
54. R. S. Williams, G. Medeiros-Ribeiro, T. I. Kamins, and D. A. A.

Ohlberg, Annu. Rev. Phys. Chem. 51, 527 (2000).
55. R. C. Cammarata, Prog. Surf. Sci. 46, 1 (1994).
56. R. C. Cammarata and K. Sieradzki, Annu. Rev. Mater. Sci. 24, 215

(1994).
57. H. C. Jeong and E. D. Williams, Surf. Sci. Rep. 34, 175 (1999).
58. K. Yagi, H. Minoda, and M. Degawa, Surf. Sci. Rep. 43, 49 (2001).
59. T. Ogino, Y. Homma, Y. Kobayashi, H. Hibino, K. Prabhakaran,

K. Sumitomo, H. Omi, S. Suzuki, T. Yamashita, D. J. Bottomley,
F. Ling, and A. Kaneko, Surf. Sci. 514, 1 (2002).

60. A. S. Bell, B. Brezger, U. Drodofsky, S. Nowak, T. Pfau, J. Stuhler,
T. Schulze, and J. Mlynek, Surf. Sci. 435, 40 (1999).

61. K. S. Johnson, J. H. Thywissen, N. H. Dekker, K. K. Berggren,
A. P. Chu, R. Younkin, and M. Prentiss, Science 280, 1583 (1998).

62. J. J. McClelland and R. J. Celotta, Thin Solid Films 367, 25 (2000).
63. J. H. Thywissen, K. S. Johnson, N. H. Dekker, A. P. Chu, and

M. Prentiss, J. Vac. Sci. Technol. B 16, 3841 (1998).
64. M. Olshanii, N. Dekker, C. Herzog, and M. Prentiss, Phys. Rev. A

62, 033612 (2000).
65. J. D. Fowlkes, A. J. Pedraza, D. A. Blom, and H. M. Meyer, Appl.

Phys. Lett. 80, 3799 (2002).
66. B. H. Choi, C. M. Park, S. H. Song, M. H. Son, S. W. Hwang,

D. Ahn, and E. K. Kim, Appl. Phys. Lett. 78, 1403 (2001).
67. L. Vescan, Mater. Sci. Eng. A 302, 6 (2001).
68. S. Y. Chou, P. R. Krauss, and P. J. Renstrom, J. Vac. Sci. Technol.

B 14, 4129 (1996).
69. S. Y. Chou, P. R. Krauss, and P. J. Renstrom, Science 272, 85

(1996).
70. T. I. Kamins, D. A. A. Ohlberg, R. S. Williams, W. Zhang, and

S. Y. Chou, Appl. Phys. Lett. 74, 1773 (1999).
71. H. W. Deckman and J. H. Dunsmuir, Appl. Phys. Lett. 41, 377

(1982).
72. C. L. Haynes and R. P. Van Duyne, J. Phys. Chem. B 105, 5599

(2001).
73. C. L. Haynes, A. D. McFarland, M. T. Smith, J. C. Hulteen, and

R. P. Van Duyne, J. Phys. Chem. B 106, 1898 (2002).
74. J. Jorritsma, M. A. M. Gijs, J. M. Kerkhof, and J. G. H. Stienen,

Nanotechnology 7, 263 (1996).
75. J. Liu, J. C. Barnard, K. Seeger, and R. E. Palmer, Appl. Phys.

Lett. 73, 2030 (1998).
76. T. I. Kamins, R. S. Williams, and D. P. Basile, Nanotechnology 10,

117 (1999).

77. L. Vescan, T. Stoica, and B. Hollander, Mater. Sci. Eng. B 89, 49
(2002).

78. M. Koh, S. Sawara, T. Goto, Y. Ando, T. Shinada, and I. Ohdo-
mari, Jpn. J. Appl. Phys. 39, 5352 (2000).

79. M. Koh, S. Sawara, T. Goto, Y. Ando, T. Shinada, and I. Ohdo-
mari, Jpn. J. Appl. Phys. 39, 2186 (2000).

80. M. Koh, S. Sawara, T. Shinada, T. Goto, Y. Ando, and I. Ohdo-
mari, Appl. Surf. Sci. 162, 599 (2000).

81. T. Ogino, H. Hibino, and Y. Homma, Appl. Surf. Sci. 117, 642
(1997).

82. Y. Homma, H. Hibino, Y. Kunii, and T. Ogino, Surf. Sci. 445, 327
(2000).

83. T. Doi, M. Ichikawa, S. Hosoki, and H. Kakibayashi, Appl. Phys.
Lett. 74, 3675 (1999).

84. A. V. Latyshev, A. L. Aseev, A. B. Krasilnikov, and S. I. Stenin,
Surf. Sci. 213, 157 (1989).

85. D. Lee, J. M. Blakely, T. W. Schroeder, and J. R. Engstrom, Appl.
Phys. Lett. 78, 1349 (2001).

86. Z. C. Niu, R. Notzel, H. P. Schonherr, J. Fricke, L. Daweritz, and
K. H. Ploog, J. Cryst. Growth 187, 333 (1998).

87. T. Ogino, Surf. Sci. 386, 137 (1997).
88. P. Finnie and Y. Homma, Appl. Phys. Lett. 72, 827 (1998).
89. Y. Homma, P. Finnie, and T. Ogino, Appl. Phys. Lett. 74, 815

(1999).
90. Y. Homma, P. Finnie, T. Ogino, H. Noda, and T. Urisu, J. Appl.

Phys. 86, 3083 (1999).
91. P. Finnie and Y. Homma, J. Cryst. Growth 202, 604 (1999).
92. K. H. Ploog and R. Notzel, Physica E 3, 92 (1998).
93. R. Notzel, U. Jahn, Z. C. Niu, A. Trampert, J. Fricke, H. P. Schon-

herr, T. Kurth, D. Heitmann, L. Daweritz, and K. H. Ploog, Appl.
Phys. Lett. 72, 2002 (1998).

94. R. Notzel, Z. C. Niu, M. Ramsteiner, H. P. Schonherr, A. Tranpert,
L. Daweritz, and K. H. Ploog, Nature 392, 56 (1998).

95. T. Ogino, H. Hibino, Y. Homma, Y. Kobayashi, K. Prabhakaran,
K. Sumitomo, and H. Omi, Acc. Chem. Res. 32, 447 (1999).

96. P. A. Lewis, H. Ahmed, and T. Sato, J. Vac. Sci. Technol. B 16,
2938 (1998).

97. K. Seeger and R. E. Palmer, J. Phys. D: Appl. Phys. 32, L129 (1999).
98. T. Tada and T. Kanayama, J. Vac. Sci. Technol. B 16, 3934 (1998).
99. W. Haiss, Rep. Prog. Phys. 64, 591 (2001).

100. R. Koch, J. Phys.: Condens. Matter 6, 9519 (1994).
101. B. Rout, B. Sundaravel, A. K. Das, S. K. Ghose, K. Sekar, D. P.

Mahapatra, and B. N. Dev, J. Vac. Sci. Technol. B 18, 1847 (2000).
102. J. Nogami, Surf. Rev. Lett. 7, 555 (2000).
103. F. J. Himpsel, T. Jung, A. Kirakosian, J. L. Lin, D. Y. Petrovykh,

H. Rauscher, and J. Viernow, MRS Bull. 24, 20 (1999).
104. Y. Chen, D. A. A. Ohlberg, and R. S. Williams, J. Appl. Phys. 91,

3213 (2002).
105. Y. Chen, D. A. A. Ohlberg, G. Medeiros-Ribeiro, Y. A. Chang,

and R. S. Williams, Appl. Phys. Lett. 76, 4004 (2000).
106. J. Nogami, B. Z. Liu, M. V. Katkov, C. Ohbuchi, and N. O. Birge,

Phys. Rev. B 63, 233305 (2001).
107. S. Aggarwal, A. P. Monga, S. R. Perusse, R. Ramesh, V. Ballarotto,

E. D. Williams, B. R. Chalamala, Y. Wei, and R. H. Reuss, Science
287, 2235 (2000).

108. S. Aggarwal, S. B. Ogale, C. S. Ganpule, S. R. Shinde, V. A.
Novikov, A. P. Monga, M. R. Burr, R. Ramesh, V. Ballarotto, and
E. D. Williams, Appl. Phys. Lett. 78, 1442 (2001).

109. A. G. Banshchikov, A. V. Kimel, B. B. Krichevtsov, A. A.
Rzhevskii, N. S. Sokolov, and O. A. Yakubtsov, Phys. Solid State
41, 97 (1999).

110. A. M. Nazmul, A. G. Banshchikov, H. Shimizu, and M. Tanaka,
J. Cryst. Growth 227, 874 (2001).

111. I. Goldfarb and G. A. D. Briggs, Surf. Sci. 454, 837 (2000).
112. S. W. Kim and S. Fujita, Jpn. J. Appl. Phys. 41, L543 (2002).
113. K. Ueno, H. Shirota, T. Kawamura, T. Shimada, K. Saiki, and

A. Koma, Appl. Surf. Sci. 190, 485 (2002).



Self-Assembled Nanostructures at Silicon Surfaces 525

114. M. H. Huang, S. Mao, H. Feick, H. Q. Yan, Y. Y. Wu, H. Kind,
E. Weber, R. Russo, and P. D. Yang, Science 292, 1897 (2001).

115. Y. Y. Wu, H. Q. Yan, M. Huang, B. Messer, J. H. Song, and P. D.
Yang, Chem. Eur. J. 8, 1261 (2002).

116. R. S. Wagner and W. C. Ellis, Appl. Phys. Lett. 4, 89 (1964).
117. Q. Wan, T. H. Wang, T. Feng, X. H. Liu, and C. L. Lin, Appl. Phys.

Lett. 81, 3281 (2002).
118. X. F. Duan and C. M. Lieber, Adv. Mater. 12, 298 (2000).
119. A. M. Morales and C. M. Lieber, Science 279, 208 (1998).
120. D. P. Yu, Z. G. Bai, Y. Ding, Q. L. Hang, H. Z. Zhang, J. J. Wang,

Y. H. Zou, W. Qian, G. C. Xiong, H. T. Zhou, and S. Q. Feng,
Appl. Phys. Lett. 72, 3458 (1998).

121. J. Westwater, D. P. Gosain, S. Tomiya, S. Usui, and H. Ruda, J. Vac.
Sci. Technol. B 15, 554 (1997).

122. M. K. Sunkara, S. Sharma, R. Miranda, G. Lian, and E. C. Dickey,
Appl. Phys. Lett. 79, 1546 (2001).

123. W. K. Liu, J. Winesett, W. L. Ma, X. M. Zhang, M. B. Santos,
X. M. Fang, and P. J. McCann, J. Appl. Phys. 81, 1708 (1997).

124. P. Finnie and Y. Homma, Phys. Rev. B 59, 15240 (1999).
125. K. Ueno, K. Saiki, and A. Koma, Jpn. J. Appl. Phys. 40, 1888

(2001).
126. T. Chikyow and N. Koguchi, J. Vac. Sci. Technol. B 16, 2538 (1998).
127. R. Heitz, N. N. Ledentsov, D. Bimberg, A. Y. Egorov, M. V. Max-

imov, V. M. Ustinov, A. E. Zhukov, Z. I. Alferov, G. E. Cirlin,
I. P. Soshnikov, N. D. Zakharov, P. Werner, and U. Gosele, Appl.
Phys. Lett. 74, 1701 (1999).

128. L. Hansen, A. Ankudinov, F. Bensing, J. Wagner, G. Ade, P. Hinze,
V. Wagner, J. Geurts, and A. Waag, Phys. Stat. Sol. B 224, 515
(2001).

129. T. Mano, H. Fujioka, K. Ono, Y. Watanabe, and M. Oshima, Appl.
Surf. Sci. 132, 760 (1998).

130. M. Oshima, Y. Watanabe, S. Heun, M. Sugiyama, and T. Kiyokura,
J. Electr. Spectrosc. Relat. Phenom. 80, 129 (1996).

131. T. I. Kamins, K. Nauka, and R. S. Williams, Appl. Phys. A 73, 1
(2001).

132. M. El kurdi, P. Boucaud, S. Sauvage, G. Fishman, O. Kermar-
rec, Y. Campidelli, D. Bensahel, G. Saint-Girons, I. Sagnes, and
G. Patriarche, J. Appl. Phys. 92, 1858 (2002).

133. O. G. Schmidt, U. Denker, M. Dashiell, N. Y. Jin-Phillipp,
K. Eberl, R. Schreiner, H. Grabeldinger, H. Schweizer, S. Chris-
tiansen, and F. Ernst, Mater. Sci. Eng. B 89, 101 (2002).

134. B. Voigtlander, Surf. Sci. Rep. 43, 127 (2001).
135. P. Venezuela, J. Tersoff, J. A. Floro, E. Chason, D. M. Follstaedt,

F. Liu, and M. G. Lagally, Nature 397, 678 (1999).
136. Y. W. Mo, D. E. Savage, B. S. Swartzentruber, and M. G. Lagally,

Phys. Rev. Lett. 65, 1020 (1990).
137. F. M. Ross, R. M. Tromp, and M. C. Reuter, Science 286, 1931

(1999).
138. Z. Gai, X. W. Li, R. G. Zhao, and W. S. Yang, Phys. Rev. B 57,

R15060 (1998).
139. G. Medeiros-Ribeiro, A. M. Bratkovski, T. I. Kamins, D. A. A.

Ohlberg, and R. S. Williams, Science 279, 353 (1998).
140. T. I. Kamins, G. Medeiros-Ribeiro, D. A. A. Ohlberg, and R. S.

Williams, J. Appl. Phys. 85, 1159 (1999).
141. G. Medeiros-Ribeiro, T. I. Kamins, D. A. A. Ohlberg, and R. S.

Williams, Phys. Rev. B 58, 3533 (1998).
142. M. Zinkeallmang, L. C. Feldman, and M. H. Grabow, Surf. Sci.

Rep. 16, 377 (1992).
143. A. L. Barabasi, Mater. Sci. Eng. B 67, 23 (1999).
144. G. Medeiros-Ribeiro, Phys. Stat. Sol. B 230, 443 (2002).
145. I. M. Lifshitz and V. V. Slyozov, J. Phys. Chem. Solids 19, 35 (1961).
146. C. Wagner, Z. Elektrochem. 65, 581 (1961).
147. B. K. Chakraverty, J. Phys. Chem. Solids 28, 2413 (1967).
148. B. K. Chakraverty, J. Phys. Chem. Solids 28, 2401 (1967).
149. F. M. Ross, J. Tersoff, and R. M. Tromp, Phys. Rev. Lett. 80, 984

(1998).

150. I. Daruka, J. Tersoff, and A. L. Barabasi, Phys. Rev. Lett. 82, 2753
(1999).

151. V. A. Shchukin, N. N. Ledentsov, P. S. Kop’ev, and D. Bimberg,
Phys. Rev. Lett. 75, 2968 (1995).

152. H. Uemura, M. Uwaha, and Y. Saito, J. Phys. Soc. Jpn. 71, 1296
(2002).

153. T. I. Kamins, G. Medeiros-Ribeiro, D. A. A. Ohlberg, and R. S.
Williams, Appl. Phys. A 67, 727 (1998).

154. V. M. Kaganer and K. H. Ploog, Phys. Rev. B 6420, 205301 (2001).
155. P. Schittenhelm, G. Abstreiter, A. Darhuber, G. Bauer, P. Werner,

and A. Kosogov, Thin Solid Films 294, 291 (1997).
156. D. Buttard, J. Eymery, F. Fournel, P. Gentile, F. Leroy, N. Magnea,

H. Moriceau, G. Renaud, F. Rieutord, K. Rousseau, and J. L.
Rouviere, IEEE J. Quantum Electron. 38, 995 (2002).

157. F. Fournel, H. Moriceau, N. Magnea, J. Eymery, D. Buttard, J. L.
Rouviere, K. Rousseau, and B. Aspar, Thin Solid Films 380, 10
(2000).

158. B. Rottger, M. Hanbucken, and H. Neddermeyer, Appl. Surf. Sci.
162, 595 (2000).

159. A. A. Baski, S. C. Erwin, and L. J. Whitman, Surf. Sci. 392, 69
(1997).

160. B. S. Swartzentruber, N. Kitamura, M. G. Lagally, and M. B.
Webb, Phys. Rev. B 47, 13432 (1993).

161. C. E. Aumann, J. J. Demiguel, R. Kariotis, and M. G. Lagally,
Surf. Sci. 275, 1 (1992).

162. D. J. Chadi, Phys. Rev. Lett. 59, 1691 (1987).
163. D. E. Aspnes and J. Ihm, Phys. Rev. Lett. 57, 3054 (1986).
164. R. J. Hamers, R. M. Tromp, and J. E. Demuth, Phys. Rev. B 34,

5343 (1986).
165. B. S. Swartzentruber, Y. W. Mo, R. Kariotis, M. G. Lagally, and

M. B. Webb, Phys. Rev. Lett. 65, 1913 (1990).
166. J. L. Goldberg, X. S. Wang, J. Wei, N. C. Bartelt, and E. D.

Williams, J. Vac. Sci. Technol. A 9, 1868 (1991).
167. J. Wei, X. S. Wang, N. C. Bartelt, E. D. Williams, and R. T. Tung,

J. Chem. Phys. 94, 8384 (1991).
168. E. D. Williams, R. J. Phaneuf, J. Wei, N. C. Bartelt, and T. L.

Einstein, Surf. Sci. 294, 219 (1993).
169. Y. N. Yang and E. D. Williams, Phys. Rev. B 51, 13238 (1995).
170. R. J. Phaneuf, N. C. Bartelt, E. D. Williams, W. Swiech, and

E. Bauer, Surf. Sci. 268, 227 (1992).
171. J. Viernow, J. L. Lin, D. Y. Petrovykh, F. M. Leibsle, F. K. Men,

and F. J. Himpsel, Appl. Phys. Lett. 72, 948 (1998).
172. R. Losio, K. N. Altmann, and F. J. Himpsel, Phys. Rev. B 61, 10845

(2000).
173. E. D. Williams and N. C. Bartelt, Science 251, 393 (1991).
174. E. D. Williams, Surf. Sci. 300, 502 (1994).
175. N. C. Bartelt, E. D. Williams, R. J. Phaneuf, Y. Yang, and S. Das-

sarma, J. Vac. Sci. Technol. A 7, 1898 (1989).
176. R. J. Phaneuf and E. D. Williams, Phys. Rev. B 41, 2991 (1990).
177. R. S. Becker, J. A. Golovchenko, E. G. McRae, and B. S.

Swartzentruber, Phys. Rev. Lett. 55, 2028 (1985).
178. R. J. Hamers, U. M. Kohler, and J. E. Demuth, Ultramicroscopy

31, 10 (1989).
179. R. Wiesendanger, G. Tarrach, D. Burgler, and H. J. Guntherodt,

Europhys. Lett. 12, 57 (1990).
180. T. Kato, T. Takajyo, H. Tochihara, and W. Shimada, Jpn. J. Appl.

Phys. 39, 4307 (2000).
181. W. Shimada, T. Kata, and H. Tochihara, Surf. Sci. 491, L663 (2001).
182. Y. F. Wang and T. T. Tsong, Phys. Rev. B 53, 6915 (1996).
183. B. Z. Olshanetsky and A. A. Shklyaev, Surf. Sci. 82, 445 (1979).
184. J. L. Lin, D. Y. Petrovykh, J. Viernow, F. K. Men, D. J. Seo, and

F. J. Himpsel, J. Appl. Phys. 84, 255 (1998).
185. H. Tochihara, W. Shimada, M. Itoh, H. Tanaka, M. Udagawa, and

I. Sumita, Phys. Rev. B 45, 11332 (1992).
186. X. S. Wang, J. L. Goldberg, N. C. Bartelt, T. L. Einstein, and E. D.

Williams, Phys. Rev. Lett. 65, 2430 (1990).



526 Self-Assembled Nanostructures at Silicon Surfaces

187. N. C. Bartelt, T. L. Einstein, and E. D. Williams, Surf. Sci. 240,
L591 (1990).

188. N. C. Bartelt, J. L. Goldberg, T. L. Einstein, and E. D. Williams,
Surf. Sci. 273, 252 (1992).

189. O. L. Alerhand, D. Vanderbilt, R. D. Meade, and J. D. Joannopou-
los, Phys. Rev. Lett. 61, 1973 (1988).

190. V. I. Marchenko and A. Y. Parshin, JETP Lett. 52, 129 (1980).
191. M. B. Gordon and J. Villain, J. Phys. C: Solid State Phys. 12, L151

(1979).
192. T. W. Poon, S. Yip, P. S. Ho, and F. F. Abraham, Phys. Rev. Lett.

65, 2161 (1990).
193. E. Pehlke and J. Tersoff, Phys. Rev. Lett. 67, 465 (1991).
194. M. B. Webb, Surf. Sci. 300, 454 (1994).
195. F. K. Men, F. Liu, P. J. Wang, C. H. Chen, D. L. Cheng, J. L. Lin,

and F. J. Himpsel, Phys. Rev. Lett. 88, 096105 (2002).
196. B. Rottger, M. Hanbucken, I. Vianey, R. Kliese, and H. Nedder-

meyer, Surf. Sci. 309, 656 (1994).
197. B. Z. Olshanetsky and V. I. Mashanov, Surf. Sci. 111, 414 (1981).
198. M. Hanbucken, B. Rottger, and H. Neddermeyer, Appl. Surf. Sci.

164, 91 (2000).
199. S. G. J. Mochrie, S. Song, M. Yoon, D. L. Abernathy, and G. B.

Stephenson, Physica B 221, 105 (1996).
200. J. Zhu, K. Brunner, and G. Abstreiter, Appl. Surf. Sci. 137, 191

(1999).
201. A. A. Baski and L. J. Whitman, Phys. Rev. Lett. 74, 956 (1995).
202. A. Kirakosian, R. Bennewitz, J. N. Crain, T. Fauster, J. L. Lin,

D. Y. Petrovykh, and F. J. Himpsel, Appl. Phys. Lett. 79, 1608
(2001).

203. R. G. Dixson, N. G. Orji, J. Fu, V. W. Tsai, E. D. Williams,
R. Kacker, T. V. Vorburger, H. Edwards, D. Cook, P. West, and
R. Nyffenegger, Proc. SPIE 4344 (2001).

204. S. Gonda, H. Zhou, J. Fu, and R. M. Silver, Proc. SPIE 4608
(2002).

205. A. V. Latyshev, A. B. Krasilnikov, and A. L. Aseev, Thin Solid
Films 306, 205 (1997).

206. A. V. Latyshev, A. B. Krasilnikov, and A. L. Aseev, Phys. Stat. Sol.
A 146, 251 (1994).

207. W. Shimada and H. Tochihara, Surf. Sci. 311, 107 (1994).
208. A. V. Latyshev, A. B. Krasilnikov, A. L. Aseev, L. V. Sokolov, and

S. I. Stenin, Surf. Sci. 254, 90 (1991).
209. A. V. Latyshev, A. L. Aseev, A. B. Krasilnikov, and S. I. Stenin,

Surf. Sci. 227, 24 (1990).
210. H. Omi and T. Ogino, Thin Solid Films 369, 88 (2000).
211. G. A. Bassett, Philos. Mag. 3, 1042 (1958).
212. G. M. Francis, L. Kuipers, J. R. A. Cleaver, and R. E. Palmer,

J. Appl. Phys. 79, 2942 (1996).
213. S. J. Carroll, K. Seeger, and R. E. Palmer, Appl. Phys. Lett. 72, 305

(1998).
214. S. J. Carroll, R. E. Palmer, P. A. Mulheran, S. Hobday, and

R. Smith, Appl. Phys. A 67, 613 (1998).
215. E. C. Walter, B. J. Murray, F. Favier, G. Kaltenpoth, M. Grunze,

and R. M. Penner, J. Phys. Chem. B 106, 11407 (2002).
216. M. P. Zach, K. Inazu, K. H. Ng, J. C. Hemminger, and R. M.

Penner, Chem. Mater. 14, 3206 (2002).
217. P. M. Petroff, Ultramicroscopy 31, 67 (1989).
218. P. M. Petroff, M. S. Miller, Y. T. Lu, S. A. Chalmers, H. Metiu,

H. Kroemer, and A. C. Gossard, J. Cryst. Growth 111, 360 (1991).
219. M. Mundschau, E. Bauer, and W. Swiech, J. Appl. Phys. 65, 581

(1989).
220. M. Paunov and E. Bauer, Appl. Phys. A 44, 201 (1987).
221. F. J. Himpsel, Y. W. Mo, T. Jung, J. E. Ortega, G. J. Mankey, and

R. F. Willis, Superlattices and Microstructures 15, 237 (1994).
222. Y. W. Mo and F. J. Himpsel, Phys. Rev. B 50, 7868 (1994).
223. T. Jung, R. Schlittler, J. K. Gimzewski, and F. J. Himpsel, Appl.

Phys. A 61, 467 (1995).
224. T. Jung, Y. W. Mo, and F. J. Himpsel, Phys. Rev. Lett. 74, 1641

(1995).

225. Ortega and Speller, in “Encyclopedia of Nanotechnology.”
226. F. J. Himpsel, T. Jung, R. Schlittler, and J. K. Gimzewski, Jpn.

J. Appl. Phys. 35, 3695 (1996).
227. D. Y. Petrovykh, F. J. Himpsel, and T. Jung, Surf. Sci. 407, 189

(1998).
228. M. A. Olmstead, in “Thin Films: Heteroepitaxial Systems” (W. K.

Liu and M. B. Santos, Eds.), Vol. 15, p. 211. Series on Directions
in Condensed Matter Physics, World Scientific, Singapore, 1999.

229. M. Watanabe, Y. Iketani, and M. Asada, Jpn. J. Appl. Phys. 39,
L964 (2000).

230. D. H. Mosca, N. Mattoso, W. H. Schreiner, A. J. A. de Oliveira,
W. A. Ortiz, W. H. Flores, and S. R. Teixeira, J. Magn. Magn. Mater.
231, 337 (2001).

231. U. Hessinger, M. Leskovar, and M. A. Olmstead, Phys. Rev. Lett.
75, 2380 (1995).

232. V. Mathet, F. Nguyenvandau, J. Olivier, and P. Galtier, J. Cryst.
Growth 148, 133 (1995).

233. B. M. Kim, C. A. Ventrice, T. Mercer, R. Overney, and L. J.
Schowalter, Appl. Surf. Sci. 104, 409 (1996).

234. D. Y. Petrovykh, J. Viernow, J. L. Lin, F. M. Leibsle, F. K. Men,
A. Kirakosian, and F. J. Himpsel, J. Vac. Sci. Technol. A 17, 1415
(1999).

235. K. Kametani, K. Sudoh, and H. Iwasaki, Jpn. J. Appl. Phys. 41, 250
(2002).

236. J. Wollschlager, Appl. Phys. A 75, 155 (2002).
237. D. Loretto, F. M. Ross, and C. A. Lucas, Appl. Phys. Lett. 68, 2363

(1996).
238. T. Sumiya, T. Miura, H. Fujinuma, and S. Tanaka, Surf. Sci. 376,

192 (1997).
239. N. S. Sokolov and S. M. Suturin, Appl. Surf. Sci. 175, 619 (2001).
240. L. Pasquali, S. D’Addato, G. Selvaggi, S. Nannarone, N. S.

Sokolov, S. M. Suturin, and H. Zogg, Nanotechnology 12, 403
(2001).

241. F. J. Himpsel, U. O. Karlsson, F. R. McFeely, J. F. Morar,
D. Rieger, A. Taleb-Ibrahimi, and J. A. Yarmoff, Mater. Sci. Eng.
B 1, 9 (1988).

242. D. Rieger, F. J. Himpsel, U. O. Karlsson, F. R. McFeely, J. F.
Morar, and J. A. Yarmoff, Phys. Rev. B 34, 7295 (1986).

243. F. J. Himpsel, F. U. Hillebrecht, G. Hughes, J. L. Jordan, U. O.
Karlsson, F. R. McFeely, J. F. Morar, and D. Rieger, Appl. Phys.
Lett. 48, 596 (1986).

244. T. Asano and H. Ishiwara, Appl. Phys. Lett. 42, 517 (1983).
245. T. P. Smith III, J. M. Phillips, R. People, J. M. Gibson, L. Pfeiffer,

and P. J. Stiles, Mater. Res. Soc. Symp. Proc. 54, 295 (1986).
246. R. M. Tromp and M. C. Reuter, Phys. Rev. Lett. 61, 1756 (1988).
247. C. C. Cho, H. Y. Liu, B. E. Gnade, T. S. Kim, and Y. Nishioka,

J. Vac. Sci. Technol. A 10, 769 (1992).
248. C. C. Cho, T. S. Kim, B. E. Gnade, H. Y. Liu, and Y. Nishioka,

Appl. Phys. Lett. 60, 338 (1992).
249. R. M. Tromp and M. C. Reuter, Phys. Rev. Lett. 73, 110 (1994).
250. F. J. Himpsel, T. F. Heinz, A. B. McLean, E. Palange, and

E. Burstein, J. Vac. Sci. Technol. B 7, 879 (1989).
251. T. F. Heinz, F. J. Himpsel, E. Palange, and E. Burstein, Phys. Rev.

Lett. 63, 644 (1989).
252. J. Viernow, D. Y. Petrovykh, A. Kirakosian, J. L. Lin, F. K. Men,

M. Henzler, and F. J. Himpsel, Phys. Rev. B 59, 10356 (1999).
253. D. Y. Petrovykh, K. N. Altmann, J. L. Lin, F. J. Himpsel, and F. M.

Leibsle, Surf. Sci. 512, 269 (2002).
254. J. Viernow, D. Y. Petrovykh, F. K. Men, A. Kirakosian, J. L. Lin,

and F. J. Himpsel, Appl. Phys. Lett. 74, 2125 (1999).
255. M. Batzill, M. Sarstedt, and K. J. Snowdon, Nanotechnology 9, 20

(1998).
256. M. Batzill and K. J. Snowdon, Appl. Phys. Lett. 77, 1955 (2000).
257. H. Rauscher, T. A. Jung, J. L. Lin, A. Kirakosian, F. J. Himpsel,

U. Rohr, and K. Mullen, Chem. Phys. Lett. 303, 363 (1999).
258. J. L. Lin, H. Rauscher, A. Kirakosian, F. J. Himpsel, and P. A.

Dowben, J. Appl. Phys. 86, 5492 (1999).



Self-Assembled Nanostructures at Silicon Surfaces 527

259. J. L. Lin, D. Y. Petrovykh, A. Kirakosian, H. Rauscher, F. J.
Himpsel, and P. A. Dowben, Appl. Phys. Lett. 78, 829 (2001).

260. H. Sunamura, N. Usami, Y. Shiraki, and S. Fukatsu, Appl. Phys.
Lett. 68, 1847 (1996).

261. K. Brunner, J. Zhu, C. Miesner, G. Abstreiter, O. Kienzle, and
F. Ernst, Physica E 7, 881 (2000).

262. Y. H. Phang, C. Teichert, M. G. Lagally, L. J. Peticolos, J. C. Bean,
and E. Kasper, Phys. Rev. B 50, 14435 (1994).

263. J. Tersoff, Y. H. Phang, Z. Zhan, and M. G. Lagally, Phys. Rev.
Lett. 75, 2730 (1995).

264. F. Liu, J. Tersoff, and M. G. Lagally, Phys. Rev. Lett. 80, 1268
(1998).

265. K. Brunner, J. Zhu, G. Abstreiter, O. Kienzle, and F. Ernst, Thin
Solid Films 369, 39 (2000).

266. G. Jin, Y. S. Tang, J. L. Liu, and K. L. Wang, J. Vac. Sci. Technol.
A 17, 1406 (1999).

267. G. Jin, Y. S. Tang, J. L. Liu, and K. L. Wang, Appl. Phys. Lett. 74,
2471 (1999).

268. L. Gonzalez, J. M. Garcia, R. Garcia, F. Briones, J. Martinez-
Pastor, and C. Ballesteros, Appl. Phys. Lett. 76, 1104 (2000).

269. H. J. Kim, Y. J. Park, Y. M. Park, E. K. Kim, and T. W. Kim, Appl.
Phys. Lett. 78, 3253 (2001).

270. Z. Jin, B. Z. Wang, Y. H. Peng, F. H. Zhao, W. Y. Chen, S. Y.
Liu, and C. X. Gao, Surf. Sci. 423, L211 (1999).

271. A. Li, F. Liu, D. Y. Petrovykh, J. L. Lin, J. Viernow, F. J. Himpsel,
and M. G. Lagally, Phys. Rev. Lett. 85, 5380 (2000).

272. K. O. Ng and D. Vanderbilt, Phys. Rev. B 52, 2177 (1995).
273. K. Sakamoto, H. Matsuhata, M. O. Tanner, D. W. Wang, and K. L.

Wang, Thin Solid Films 321, 55 (1998).
274. I. Berbezier, B. Gallas, L. Lapena, J. Fernandez, J. Derrien, and

B. Joyce, J. Vac. Sci. Technol. B 16, 1582 (1998).
275. C. Teichert, Y. H. Phang, L. J. Peticolas, J. C. Bean, and M. G.

Lagally, in “Surface Diffusion: Atomistic and Collective Processes”
(M. C. Tringides, Ed), Vol. 360, p. 297. Plenum, New York, 1997.

276. C. Teichert, J. C. Bean, and M. G. Lagally, Appl. Phys. A 67, 675
(1998).

277. J. F. MacKay, C. Teichert, D. E. Savage, and M. G. Lagally, Phys.
Rev. Lett. 77, 3925 (1996).

278. C. Teichert, J. Barthel, H. P. Oepen, and J. Kirschner, Appl. Phys.
Lett. 74, 588 (1999).

279. J. H. Zhu, K. Brunner, and G. Abstreiter, Appl. Phys. Lett. 73, 620
(1998).

280. P. Politi, G. Grenet, A. Marty, A. Ponchet, and J. Villain, Phys.
Rep. 324, 271 (2000).

281. J. W. Matthews and A. E. Blakeslee, J. Cryst. Growth 27, 118
(1974).

282. J. C. Bean, L. C. Feldman, A. T. Fiory, S. Nakahara, and I. K.
Robinson, J. Vac. Sci. Technol. A 2, 436 (1984).

283. M. Albrecht, S. Christiansen, J. Michler, W. Dorsch, H. P. Strunk,
P. O. Hansson, and E. Bauser, Appl. Phys. Lett. 67, 1232 (1995).

284. M. A. Lutz, R. M. Feenstra, F. K. Legoues, P. M. Mooney, and
J. O. Chu, Appl. Phys. Lett. 66, 724 (1995).

285. C. Teichert, C. Hofer, K. Lyutovich, M. Bauer, and E. Kasper,
Thin Solid Films 380, 25 (2000).

286. S. Y. Shiryaev, F. Jensen, J. L. Hansen, J. W. Petersen, and A. N.
Larsen, Phys. Rev. Lett. 78, 503 (1997).

287. E. V. Pedersen, S. Y. Shiryaev, F. Jensen, J. L. Hansen, and J. W.
Petersen, Surf. Sci. 399, L351 (1998).

288. H. Brune, M. Giovannini, K. Bromann, and K. Kern, Nature 394,
451 (1998).

289. B. Voigtlander and N. Theuerkauf, Surf. Sci. 461, L575 (2000).
290. A. Patrykiejew, S. Sokolowski, and K. Binder, Surf. Sci. Rep. 37,

209 (2000).
291. S. F. Bent, Surf. Sci. 500, 879 (2002).
292. K. Oura, V. G. Lifshits, A. A. Saranin, A. V. Zotov, and

M. Katayama, Surf. Sci. Rep. 35, 1 (1999).
293. H. Rauscher, Surf. Sci. Rep. 42, 207 (2001).

294. R. A. Wolkow, Annu. Rev. Phys. Chem. 50, 413 (1999).
295. R. J. Hamers, J. S. Hovis, S. K. Coulter, M. D. Ellison, and D. F.

Padowitz, Jpn. J. Appl. Phys. 39, 4366 (2000).
296. J. M. Buriak, Chem. Rev. 102, 1271 (2002).
297. F. Schreiber, Prog. Surf. Sci. 65, 151 (2000).
298. D. K. Schwartz, Annu. Rev. Phys. Chem. 52, 107 (2001).
299. W. J. Royea, A. Juang, and N. S. Lewis, Appl. Phys. Lett. 77, 1988

(2000).
300. A. Bansal and N. S. Lewis, J. Phys. Chem. B 102, 1067 (1998).
301. F. S. Bates and G. H. Fredrickson, Annu. Rev. Phys. Chem. 41, 525

(1990).
302. F. S. Bates, Science 251, 898 (1991).
303. M. J. Fasolka and A. M. Mayes, Ann. Rev. Mater. Res. 31, 323

(2001).
304. M. Park, C. Harrison, P. M. Chaikin, R. A. Register, and D. H.

Adamson, Science 276, 1401 (1997).
305. M. Park, P. M. Chaikin, R. A. Register, and D. H. Adamson, Appl.

Phys. Lett. 79, 257 (2001).
306. K. W. Guarini, C. T. Black, K. R. Milkove, and R. L. Sandstrom,

J. Vac. Sci. Technol. B 19, 2784 (2001).
307. R. D. Peters, X. M. Yang, and P. F. Nealey, Macromolecules 35,

1822 (2002).
308. R. E. Cohen, Curr. Opin. Solid State Mat. Sci. 4, 587 (1999).
309. W. A. Lopes, Phys. Rev. E 65, 031606 (2002).
310. M. J. Fasolka, D. J. Harris, A. M. Mayes, M. Yoon, and S. G. J.

Mochrie, Phys. Rev. Lett. 79, 3018 (1997).
311. N. Rehse, C. Wang, M. Hund, M. Geoghegan, R. Magerle, and

G. Krausch, Eur. Phys. J. E 4, 69 (2001).
312. L. Rockford, Y. Liu, P. Mansky, T. P. Russell, M. Yoon, and S. G. J.

Mochrie, Phys. Rev. Lett. 82, 2602 (1999).
313. L. Rockford, S. G. J. Mochrie, and T. P. Russell, Macromolecules

34, 1487 (2001).
314. G. P. Lopinski, D. J. Moffatt, D. D. M. Wayner, M. Z. Zgierski,

and R. A. Wolkow, J. Am. Chem. Soc. 121, 4532 (1999).
315. G. P. Lopinski, D. J. Moffatt, D. D. Wayner, and R. A. Wolkow,

Nature 392, 909 (1998).
316. R. A. Wolkow, Jpn. J. Appl. Phys. 40, 4378 (2001).
317. V. Palermo, M. Buchanan, A. Bezinger, and R. A. Wolkow, Appl.

Phys. Lett. 81, 3636 (2002).
318. G. P. Lopinski, D. D. M. Wayner, and R. A. Wolkow, Nature 406,

48 (2000).
319. P. Kruse, E. R. Johnson, G. A. DiLabio, and R. A. Wolkow, Nano

Lett. 2, 807 (2002).
320. R. L. Cicero, C. E. D. Chidsey, G. P. Lopinski, D. D. M. Wayner,

and R. A. Wolkow, Langmuir 18, 305 (2002).
321. Y. L. Wang and M. Y. Lai, J. Phys.: Condens. Matter 13, R589

(2001).
322. J. Schulze, T. Stimpel, H. Baumgartner, and I. Eisele, Appl. Surf.

Sci. 162, 332 (2000).
323. Y. P. Zhang, L. Yan, S. S. Xie, S. J. Pang, and H. J. Gao, Surf. Sci.

497, L60 (2002).
324. M. Y. Lai and Y. L. Wang, Phys. Rev. B 6424, 241404 (2001).
325. L. Vitali, M. G. Ramsey, and F. P. Netzer, Phys. Rev. Lett. 83, 316

(1999).
326. L. Vitali, M. G. Ramsey, and F. P. Netzer, Appl. Surf. Sci. 175, 146

(2001).
327. J. F. Jia, J. Z. Wang, X. Liu, Q. K. Xue, Z. Q. Li, Y. Kawazoe,

and S. B. Zhang, Appl. Phys. Lett. 80, 3186 (2002).
328. J. L. Li, J. F. Jia, X. J. Liang, X. Liu, J. Z. Wang, Q. K. Xue, Z. Q.

Li, J. S. Tse, Z. Y. Zhang, and S. B. Zhang, Phys. Rev. Lett. 88,
066101 (2002).

329. S. Hasegawa, J. Phys.: Condens. Matter 12, R463 (2000).
330. F. J. Himpsel, Adv. Phys. 32, 1 (1983).
331. F. J. Himpsel, K. N. Altmann, J. N. Crain, A. Kirakosian, J. L. Lin,

and A. Liebsch, J. Electr. Spectrosc. Relat. Phenom. 126, 89 (2002).
332. S. D. Kevan, J. Electr. Spectrosc. Relat. Phenom. 75, 175 (1995).
333. F. J. Himpsel, Surf. Sci. Rep. 12, 1 (1990).



528 Self-Assembled Nanostructures at Silicon Surfaces

334. M. Chester and T. Gustafsson, Surf. Sci. 256, 135 (1991).
335. Y. G. Ding, C. T. Chan, and K. M. Ho, Surf. Sci. 275, L691

(1992).
336. H. M. Zhang, K. Sakamoto, and R. I. G. Uhrberg, Phys. Rev. B

6424, 245421 (2001).
337. H. M. Zhang, T. Balasubramanian, and R. I. G. Uhrberg, Phys.

Rev. B 6503, 035314 (2002).
338. H. M. Zhang, T. Balasubramanian, and R. I. G. Uhrberg, Phys.

Rev. B 66, 165402 (2002).
339. J. N. Crain, K. N. Altmann, C. Bromberger, and F. J. Himpsel,

Phys. Rev. B 66, 205302 (2002).
340. J. M. Luttinger, J. Math. Phys. 4, 1154 (1963).
341. V. Meden and K. Schonhammer, Phys. Rev. B 46, 15753 (1992).
342. J. Voit, Rep. Prog. Phys. 58, 977 (1995).
343. N. Shannon and R. Joynt, J. Phys.: Condens. Matter 8, 10493

(1996).
344. M. G. Zacher, E. Arrigoni, W. Hanke, and J. R. Schrieffer, Phys.

Rev. B 57, 6370 (1998).
345. R. B. Laughlin, Rev. Mod. Phys. 71, 863 (1999).
346. H. L. Stormer, Rev. Mod. Phys. 71, 875 (1999).
347. M. Grioni, I. Vobornik, F. Zwick, and G. Margaritondo, J. Electr.

Spectrosc. Relat. Phenom. 100, 313 (1999).
348. J. K. Jain, Phys. Today 53, 39 (2000).
349. J. Voit, J. Electr. Spectrosc. Relat. Phenom. 117, 469 (2001).
350. I. K. Robinson, P. A. Bennett, and F. J. Himpsel, Phys. Rev. Lett.

88, 096104 (2002).
351. A. A. Saranin, A. V. Zotov, V. G. Lifshits, M. Katayama, and

K. Oura, Surf. Sci. 426, 298 (1999).
352. H. W. Yeom, S. Takeda, E. Rotenberg, I. Matsuda, K. Horikoshi,

J. Schaefer, C. M. Lee, S. D. Kevan, T. Ohta, T. Nagao, and
S. Hasegawa, Phys. Rev. Lett. 82, 4898 (1999).

353. I. G. Hill and A. B. McLean, Phys. Rev. Lett. 82, 2155 (1999).
354. A. Kirakosian, J. L. McChesney, R. Bennewitz, J. N. Crain, J. L.

Lin, and F. J. Himpsel, Surf. Sci. 498, L109 (2002).
355. S. C. Erwin and H. H. Weitering, Phys. Rev. Lett. 81, 2296 (1998).
356. T. Sakamoto and G. Hashiguchi, Jpn. J. Appl. Phys. 25, L78 (1986).
357. T. Abukawa, T. Okane, and S. Kono, Surf. Sci. 256, 370 (1991).
358. R. Shioda and J. van der Weide, Phys. Rev. B 57, R6823 (1998).
359. A. A. Baski, J. Nogami, and C. F. Quate, Phys. Rev. B 43, 9316

(1991).
360. M. M. R. Evans and J. Nogami, Phys. Rev. B 59, 7644 (1999).
361. P. Soukiassian, F. Semond, A. Mayne, and G. Dujardin, Phys. Rev.

Lett. 79, 2498 (1997).
362. J. N. Crain, K. N. Altmann, C. Bromberger, S. C. Erwin,

A. Kirakosian, J. L. McChesney, J.-L. Lin, and F. J. Himpsel, Phys.
Rev. Lett. 90, 176805 (2003).

363. A. A. Baski, K. M. Saoud, and K. M. Jones, Appl. Surf. Sci. 182,
216 (2001).

364. A. A. Baski and K. M. Saoud, J. Clust. Sci. 12, 527 (2001).
365. A. A. Baski, K. M. Jones, and K. M. Saoud, Ultramicroscopy 86,

23 (2001).
366. H. Minoda, J. Cryst. Growth 237, 21 (2002).
367. P. Mazurek and M. Jalochowski, Opt. Appl. 32, 247 (2002).
368. R. Zdyb, M. Strozak, and M. Jalochowski, Vacuum 63, 107 (2001).
369. M. Jalochowski, M. Strozak, and R. Zdyb, Surf. Sci. 375, 203

(1997).
370. D. Sanchez-Portal, J. D. Gale, A. Garcia, and R. M. Martin, Phys.

Rev. B 65, 081401 (2002).
371. S. C. Erwin, personal communication.
372. R. Bennewitz, J. N. Crain, A. Kirakosian, J. L. Lin, J. L. McChes-

ney, D. Y. Petrovykh, and F. J. Himpsel, Nanotechnology 13, 499
(2002).

373. A. Kirakosian, R. Bennewitz, F. J. Himpsel, and L. W. Bruch, Phys.
Rev. B 67, 205412 (2003).

374. L. M. Greig and D. Philp, Chem. Soc. Rev. 30, 287 (2001).
375. N. C. Seeman and A. M. Belcher, Proc. Natl. Acad. Sci. USA 99,

6451 (2002).
376. C. M. Niemeyer, Angew. Chem. Int. Ed. 40, 4128 (2001).
377. D. G. Castner and B. D. Ratner, Surf. Sci. 500, 28 (2002).
378. B. Kasemo, Surf. Sci. 500, 656 (2002).
379. U. B. Sleytr, P. Messner, D. Pum, and M. Sara, Angew. Chem. Int.

Ed. 38, 1035 (1999).
380. A. S. G. Curtis, B. Casey, J. O. Gallagher, D. Pasqui, M. A. Wood,

and C. D. W. Wilkinson, Biophys. Chem. 94, 275 (2001).
381. P. F. Nealey, A. I. Teixeira, G. A. Abrams, and C. J. Murphy, Abstr.

Pap. Am. Chem. Soc. 221, 118 (2001).
382. A. Prokop, in “Bioartificial Organs III: Tissue Sourcing,

Immunoisolation, and Clinical Trials,” Vol. 944, p. 472. Annals of
the New York Academy of Sciences, 2001.

383. B. Muller, Surf. Rev. Lett. 8, 169 (2001).
384. T. Strother, W. Cai, X. S. Zhao, R. J. Hamers, and L. M. Smith,

J. Am. Chem. Soc. 122, 1205 (2000).
385. T. Strother, R. J. Hamers, and L. M. Smith, Nucleic Acids Res. 28,

3535 (2000).
386. Z. Lin, T. Strother, W. Cai, X. P. Cao, L. M. Smith, and R. J.

Hamers, Langmuir 18, 788 (2002).
387. M. C. Pirrung, Angew. Chem. Int. Ed. 41, 1277 (2002).
388. M. J. Tarlov and A. B. Steel, in “Biomolecular Films: Design,

Function, and Applications” (J. F. Rusling, Ed.), Vol. 111. Marcel
Dekker, New York, 2003.

389. J. Wang, Nucleic Acids Res. 28, 3011 (2000).
390. W. C. I. Homs, Anal. Lett. 35, 1875 (2002).
391. A. Kirakosian, J. L. Lin, D. Y. Petrovykh, J. N. Crain, and F. J.

Himpsel, J. Appl. Phys. 90, 3286 (2001).
392. J. N. Crain, A. Kirakosian, J. L. Lin, Y. D. Gu, R. R. Shah, N. L.

Abbott, and F. J. Himpsel, J. Appl. Phys. 90, 3291 (2001).
393. R. D. Peters, P. F. Nealey, J. N. Crain, and F. J. Himpsel, Langmuir

18, 1250 (2002).
394. A. K. Chakraborty and A. J. Golumbfskie, Annu. Rev. Phys. Chem.

52, 537 (2001).
395. J. Gunther and S. I. Stupp, Langmuir 17, 6530 (2001).
396. R. R. Shah and N. L. Abbott, Science 293, 1296 (2001).
397. V. K. Gupta, J. J. Skaife, T. B. Dubrovsky, and N. L. Abbott, Sci-

ence 279, 2077 (1998).
398. D. L. Everitt, W. J. W. Miller, N. L. Abbott, and X. D. Zhu, Phys.

Rev. B 62, R4833 (2000).
399. J. J. Skaife and N. L. Abbott, Langmuir 16, 3529 (2000).
400. J. J. Skaife and N. L. Abbott, Chem. Mater. 11, 612 (1999).
401. E. H. Lay, A. Kirakosian, J. L. Lin, D. Y. Petrovykh, J. N. Crain,

F. J. Himpsel, R. R. Shah, and N. L. Abbott, Langmuir 16, 6731
(2000).

402. S. R. Kim, A. I. Teixeira, P. F. Nealey, A. E. Wendt, and N. L.
Abbott, Adv. Mater. 14, 1468 (2002).

403. T. A. Winningham, H. P. Gillis, D. A. Choutov, K. P. Martin, J. T.
Moore, and K. Douglas, Surf. Sci. 406, 221 (1998).

404. R. Bashir, Superlattices and Microstructures 29, 1 (2001).
405. J. J. Storhoff and C. A. Mirkin, Chem. Rev. 99, 1849 (1999).
406. N. C. Seeman, Angew. Chem. Int. Ed. 37, 3220 (1998).
407. J. D. Hartgerink, E. Beniash, and S. I. Stupp, Proc. Natl. Acad.

Sci. USA 99, 5133 (2002).
408. J. D. Hartgerink, E. R. Zubarev, and S. I. Stupp, Curr. Opin. Solid

State Mat. Sci. 5, 355 (2001).
409. D. T. Bong, T. D. Clark, J. R. Granja, and M. R. Ghadiri, Angew.

Chem. Int. Ed. 40, 988 (2001).
410. S. W. Lee, C. B. Mao, C. E. Flynn, and A. M. Belcher, Science

296, 892 (2002).
411. S. R. Whaley, D. S. English, E. L. Hu, P. F. Barbara, and A. M.

Belcher, Nature 405, 665 (2000).



www.aspbs.com/enn

Encyclopedia of
Nanoscience and
Nanotechnology

Self-Assembled Organic/Inorganic
Nanocomposites

Byron McCaughey, J. Eric Hampsey, Donghai Wang, Yunfeng Lu

Tulane University, New Orleans, Louisiana, USA

CONTENTS

1. Introduction
2. Background of Self-Assembly
3. Synthesis of Organic/Inorganic

Nanocomposites via Liquid
Crystalline Templates

4. Other Assembly Techniques
5. Inorganic Particle/Polymer

Nanocomposites
Glossary
References

1. INTRODUCTION
Composite materials are a very common part of every-
day life. Examples of macroscale composites include ply-
wood (composed of layered wood and glue), fiberglass
(composed of glass fibers surrounded by an epoxy glue),
reinforced concrete (composed of steel wires surrounded
by concrete), socks (composed of interwoven elastic rubber
and cotton fibers), and paint (inorganic pigment particles
suspended in an organic mixture). Simply put, a nano-
composite is a material composed of two or more discrete,
nanometer-sized (1 to 100 nm) components. Self-assembled
organic/inorganic nanocomposites are composed of discrete
nanoscale organic and inorganic components that have been
spontaneously organized based on noncovalent interactions.
These organic/inorganic nanocomposites often demonstrate
interesting properties because of the nanoscale size effects in
constituent phases, high interfacial area, and synergic prop-
erties of these components.

1.1. Size Effects

Material properties depend on the nature and sizes of the
constituent components. For example, metal [1, 2], inor-
ganic ceramic [3], semiconductor [3, 4], and other electri-
cally and/or optically conductive material [5, 6] properties
change from bulk toward quantum-derived as critical size

dimensions are decreased toward the nanoscale. Metal nano-
particles, have overall properties between those of an indi-
vidual molecule and bulk [7]. A decrease in particle size also
decreases the number of neighboring metal atoms that facil-
itate metal–metal bonding due to an increase in the number
of surface atoms [8, 9]. Because individual atoms do not hold
core elections as strongly, metal properties such as the work
function are altered. Inorganic nanoparticles with smaller
particle sizes may show increased bandgap, and semiconduc-
tor nanoparticles may demonstrate quantum well effects that
are useful for the control and storage of electrons [3]. For
solids composed of arrays of nanoparticles, properties such
as conduction of light and electricity depend heavily on the
size and size distribution of the original particles [10]. For
example, photonic crystals, based on ordered nanoparticle
arrays, control the propagation of photons due to periodic
variation in dielectric constant in an analogous fashion to
semiconductor control of electrons [5, 6]. Natural opal is iri-
descent because the ordered, periodic array of nanoparticles
with similar size as visible light wavelengths (400 to 700 nm)
diffracts visible light [5]. Metallic arrays experience changes
in electrical properties such as capacitance and conductivity,
while magnetic materials experience magnetostatic interac-
tions that change bulk magnetic properties [6].

As the components decrease in size, the interfacial or sur-
face area increases dramatically. This can have a profound
effect on the final system properties. For example, the melt-
ing point of a collection of nanoparticles is lower than bulk
material because of the high surface area [11]. Higher pres-
sure is also required to induce solid-state phase transitions
in many nanoparticles due to a kinetic barrier for breaking
surface bonds as opposed to those in the bulk [11]. In gen-
eral, placing two materials with different properties in close,
ordered proximity produces new controllable structures and
properties because of beneficial interactions between the
phases [12, 13].

1.2. Property Synergies

Organic/inorganic nanocomposites are attractive because
properties of inorganics (e.g., rigidity, high surface area,
thermal and mechanical stability) are combined with those
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of organics (e.g., optical, electrical, and magnetic function-
ality, porosity, and hydrophobicity). Optical materials, mag-
netic materials [14], electrical materials such as low k thin
films, solid electrolytes, structural materials, improved plas-
tics, coatings, chemical sensors [14], catalysts, separation
membranes [12, 13], and other advanced applications are
possible as a result of these unique and often superior
properties.

In many cases, optical nanocomposites have improved
optical efficiency, mechanical strength, and sensing function-
ality [15] while maintaining optical transparency [16]. Mate-
rials with optical anisotropy have aligned organic molecules
that are stabilized by an inorganic structural framework [17].
Addition of organic components such as monomers and
photosensitive or fluorescent dyes to a transparent ceramic
strengthens the material and introduces new functional-
ity [17]. Finally, robust mechanical sensors composed of
color-changing, sensing polymers encapsulated within a rigid
framework have been constructed [18].

Normally, electrical components are composed of inor-
ganic materials because of controllable conduction, mag-
netism, and dielectric transitions inherent to these materials
[17]. However, a reduction of dielectric constant and brittle-
ness may be possible through a combination of organic and
inorganic components. As a result, nanocomposites would
allow a decrease in microchip component size. High com-
puting speeds may be possible due to the quantum control
and storage of electrons in organic/inorganic structures [3].
Also, nanocomposite solid electrolytes with better ion trans-
port properties due to changes in crystalline structure can
be synthesized [19, 20].

Mechanical properties of structural components are impr-
oved by utilizing nanocomposites. These composites benefit
from the combination of inorganic phase thermal stability
and mechanical hardness with organic phase plasticity and
synthetic flexibility. Nanocomposite materials may experi-
ence an increase in strength and a reduction of brittleness
due to decreased crack propagation. For example, composite
coatings that mimic the alternating biopolymer/CaCO3 lay-
ers in nacre seashell have shown improved indention hard-
ness [21]. Polymers containing nanoparticles typically have
improved mechanical and thermal properties due to altered
polymer chain [22] and nanoparticle mobility [23].

Other applications for nanocomposites include sen-
sors, catalysts, and separation membranes. Sensors utilize
high surface area mesoporous ceramics functionalized with
organic sensing layers or constituents [24, 25]. For catalysts,
nanocomposites composed of organometallic active centers
on high surface area inorganic supports are more ther-
mally stable than those on polymeric supports [26]. These
catalytic materials often have greater selectivity, reactivity,
and durability as a result [4]. Organic/inorganic separation
membranes have better selectivity and performance because
of the functionality, site specificity, and high surface areas
[27–31].

1.3. Synthesis Methods

Effective nanocomposite synthesis depends on the abil-
ity to manipulate the dimension, composition, structure,
and cooperative interactions of individual components [12].

In general, nanostructured materials are synthesized by
breaking apart bulk materials through ball milling, lithogra-
phy, or other techniques or by assembling nanoscale build-
ing blocks or scaffolds together. The former technique is
used extensively in the semiconductor and electronics indus-
tries through electron beam lithography, reactive ion etch-
ing, and other techniques. Ball milling, in which mechanical
abrasion physically breaks a bulk material apart, is often
used to create nanoscale building blocks that can be subse-
quently assembled together [32]. Although nanocomposites
have been synthesized for decades by both routes, the recent
development of self-assembly has broadly expanded the
interest and synthetic flexibility in the latter “bottom up”
approach. In fact, self-assembly has emerged as one of the
most promising techniques for the efficient fabrication of
nanostructured materials.

The method of self-assembly spontaneously assembles
and organizes various building blocks into periodic, hier-
archical structures via noncovalent intramolecular or intra-
particulate interactions [33]. The basic synthesis strategy has
been outlined by Ozin et. al. [34]:

1. Building blocks such as molecules or particles are
selected, localized, and concentrated into specific areas
of the system.

2. Structure directing agents assemble, create defined
spaces and architectures, and partition the building
blocks into specified regions.

3. Reactions or assembly within the defined spatial
regions under the influence of interfacial forces results
in formation of self-assembled composites.

The advantage of self-assembly is that it starts from com-
ponents in almost every conceivable ratio and uses mild,
flexible synthetic steps that are versatile enough to form
nanocomposites with a wide variety of material proper-
ties and property enhancements. Because self-assembly is a
spontaneous process involving a balance of multiple nonco-
valent interactions between components, the final materials
are often robust, stable, and possibly self-healing [35].

This chapter addresses organic/inorganic nanocomposites
synthesized via direct self-assembling synthetic procedures
or via postsynthetic procedures involving modification and
incorporation of organic components into preformed, self-
assembled structures. In the scope of this work, self-
assembly does not refer to synthesis procedures that employ
electric or magnetic fields to induce system organization.
Langmuir–Blodgett, self-assembled monolayers, and other
two-dimensional (2D) array materials are not included
because of their inability to form consolidated engineering
materials. The field of supramolecular chemistry also forms
a wide variety of structures containing both organic and
inorganic components. However, these materials will only be
addressed briefly.

2. BACKGROUND OF SELF-ASSEMBLY
Self-assembly occurs with molecules (nanometer sized or
less), colloidal particles (1–2000 nm) [36], or macroscale
objects (mm) [37, 38]. The building blocks used in self-
assembly are important because they carry information such
as shape, topology, and surface properties that will define
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material characteristics [5]. Controlling these building blocks
will allow for materials with improved overall properties.

Biological processes that involve molecular recognition,
self-assembly, and replication such as protein synthesis or
DNA helix structures inspired much of the early work
toward self-assembly and molecular templating of inorganic
crystals [34]. In the formation of bone and shell, bio-
logical systems utilize self-assembly via calcium carbonate
deposition and biomineralization around preformed, biolog-
ically controlled vesicle arrays [39]. Examples of other nat-
urally occurring materials formed in this way are packed
silica spheres in opal, diatom silica skeletons, and layered
inorganic/biopolymer in nacre (abalone shell), as shown in
Figure 1. The advantage of these biological materials is that
they are organized on multiple length scales in a hierarchical
fashion [40]. Today, a field called biomimetics [40] uses ideas
that are inspired by observing natural solutions to materi-
als science problems and extracting the essential operational
features for use in novel synthesis procedures. For example,
cystein and lysine amino acids, which are frequently used in
sponges to direct inorganic growth, have been used to syn-
thesize spherical and columnar silica [41].

Self-assembly has synthesized many useful materials over
the past 40 years. For example, in the 1960s, zeolites,
with 0.4 to 1.5 nm micropores, were synthesized via self-
assembly of crystalline inorganic structures around organic
structure directing agents such as alkylammonium ions
[36, 43]. Zeolites have been used extensively in indus-
try for catalysis and separations and several reviews are
available [43–46]. However, many catalytic and separation
applications require materials with larger pore channels.
In 1992, MCM-41 became the first mesoporous material
with large pore sizes to be synthesized by supramolecular
self-assembly (also called supramolecular templating) [39,
47]. This mesoporous silicate contains a hexagonal array
of pores templated by self-assembled surfactant liquid crys-
talline structures [48, 49]. The discovery of this approach
greatly motivated research in this field. A series of ceramics
such as silicates, aluminosilicates [50], titanium oxide [51],

Figure 1. Single valve of an unidentified diatom found in a deep-sea
core of an Eocene marine deposit. Reprinted with permission from [42],
C. W. Li and B. E. Volcani, Philos. Trans. Roy. Soc. London Ser. B 304,
518 (1984). © 1984, The Royal Society of Chemistry.

niobium oxide [51], tantalum oxide [51], tin oxide [51], tung-
sten oxide [51], alumina [52], or various mixed oxides such
as aluminosilicates can be synthesized by this method. The
pore sizes of these materials can be up to 50 nm and the
pore channels can be arranged in hexagonal, cubic, lamel-
lar, or other mesophases. However, unlike zeolites that con-
tain crystalline walls, these mesoporous materials often have
amorphous pore walls.

2.1. Forces in Self-Assembly

Self-assembly is based on weak interactions such as hydro-
gen bonding (3–5 kcal/mol), electrostatic interactions, van
der Waals forces (1 kcal/mol), �–� interactions, solvopho-
bic (such as hydrophobic) interactions, and capillary forces.
Hydrogen bonding, the most frequently used interaction in
self-assembly [36], involves the strong attraction that occurs
between an electronegative atom like nitrogen (N) or oxy-
gen (O) and a hydrogen (H) that is bonded to another
electronegative atom. Electrostatic forces attract oppositely
charged species. Van der Waals attractive forces result from
instantaneous, nonuniform distributions of electrons that
are manifested as temporary and induced dipoles in adja-
cent molecules. Extended delocalized p systems like ben-
zene rings or conjugated polymers experience attractive
forces that encourage molecular stacking based on the favor-
able overlap of p orbitals. Because of unfavorable entropic
ordering of polar molecules in a hydration sheath around
hydrocarbons, solvophobic interactions arise that encour-
age hydrocarbon agglomeration and possible phase separa-
tion. Capillary forces are based on unequal pressure across
curved liquid–vapor interfaces between nanoparticles and
within pores. Because intermolecular forces such as van der
Waals, hydrogen bonding, and �–� interactions usually are
inversely proportional to higher powers of molecular dis-
tance, they are only relevant at very short distances. With
the exception of hydrogen bonding and electrostatic inter-
actions, all of these bonds have a similar energy to thermal
oscillation at room temperature [35]. The self-assembly pro-
cess usually requires several of these weak interactions to
work in concert.

2.2. Self-Assembly of Surfactants

Amphiphiles self-organize into a wide variety of structures
(also called association colloids) [53] such as micelles, emul-
sions, or liquid crystal aggregates [1]. This unique capabil-
ity enables self-assembled amphiphiles to act as structure
directing agents in the synthesis of organic/inorganic nano-
composites and other self-assembled materials.

2.2.1. Surfactants
Surfactants, a specific class of the amphiphiles that are
often used as detergents and soaps, can be categorized
based on their anionic, cationic, or nonionic hydrophilic
headgroups. Anionic groups include sulfate, sulfonate, phos-
phate, and carboxylate while cationic surfactants often have
pyridinium or quaternary ammonium headgroups. Nonionic
surfactants usually contain hydrophilic poly(ethylene oxide)
headgroups. Table 1 shows examples from each of these sur-
factant classes.
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Table 1. Common surfactants used in self-assembly.

Surfactant Name/class Hydrophobic–hydrophillic

O SO
3
Na sodium dodecyl sulfate dodecane-sulfate

N
+ CH

3

CH
3H

3
C

Br
–

cetyltrimethyl-ammonium
bromide (CTAB)

alkyl chain-ammonium bromide

HO CH2CH2O CH2CHO OCH2CH2 OH
x

CH3

y z pluoronic poly(oxypropylene)–poly(oxyethylene)

O
OH

yx
brij polyethylene–poly(oxyethylene)

CH2 OH

O

x y
CH2H3C

diacetylene alkyl chain-carboxylic acid

2.2.2. Micelles
Surfactant molecules have a tendency to aggregate at sur-
faces (hence the name surfactant from surface active). They
can also self-organize into micelles and other structures
when a critical concentration (termed the critical micelle
concentration or CMC) is reached. The theory describing
the formation of micelles was first proposed by McBrain and
Salmon in 1920 [54]. As Figure 2 shows, micelles in an aque-
ous system are roughly spherical pseudophases that con-
sist of 50 to 100 surfactant molecules. Surfactant molecules
are arranged so that their hydrophilic heads are exposed at
the micelle aqueous media interface. Surfactant hydropho-
bic tails are clustered and intertwined [53, 55] to form an
internal environment that very closely resembles a hydro-
carbon liquid such as decane but with higher viscosity [56,
57]. The hydrocarbon tails in micelles or liquid crystals are
not arranged like radial spokes in a wheel; they are in fact
jumbled and often bent so that interaction between tails
and the aqueous phase is minimized [58]. These structures
are deformable and they readily change size, shape, and
morphology due to new environmental conditions such as
temperature and salt or surfactant concentration [58]. As
Figure 3 demonstrates, micelles are in a state of dynamic
equilibrium in which surfactant molecules are added and
removed from the micelle (t1 ≈ microseconds) and entire
micelles can be destroyed and recreated (t2 ≈ milliseconds
to seconds) [58]. Note that if a hydrophobic solvent is used

a b c

Figure 2. A schematic representation of micelle structure. Three pos-
sible tail arrangements are illustrated: (a) tails overlap at the center;
(b) water penetrates the core; and (c) chain protrusion and bending
correct deficiencies of (a) and (b). Panel (c) most closely resembles the
actual physical structure of a micelle [53].

instead of water, reverse micelles that project their tail out-
ward can be formed.

An equation [59] has been used to determine the num-
ber of surfactant molecules per micelle or aggregation num-
ber, Z, for many block copolymers and ionic or nonionic
surfactants,

Z = Z0N
2
AN

−0�8
B (1)

where NA and NB are the chain lengths of the insoluble
and soluble portions of the molecule respectively, and Z0 is
related to molecular interactions and volume (refer to [59]
for list of values for common surfactants) [4]. The number
of surfactant molecules per micelle (Z) increases as the sur-
factant hydrophobic chain length (NA) increases [53].

Micellization is a spontaneous process with a negative
change in Gibbs free energy (�G) given by �G = �H −
T�S, where �H refers to the change in enthalpy and �S
refers to change in entropy. Example values for these ther-
modynamic quantities at 25 �C are: �H = −10 to 20 kJ/mol,
�S = 50 to 150 kJ/mol K, and �G = −20 to −30 kJ/mol
[60]. As a result of a balance between hydrophobic attrac-
tion and headgroup repulsions (see Fig. 5), �H can be
either positive or negative. The favorable replacement of
surfactant–water interactions by surfactant tail–surfactant
tail and water–water interactions during the micellization
process contributes to a negative �H [53, 61, 62]. Experi-
mental evidence has shown that only the first 2 methylene
groups (out of 12 or more) of hydrophobic tails are exposed

+ +

•1

•2

Figure 3. Relaxation times •1 and •2 for surfactant removal from
micelle and for micelle destruction respectively [58].
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to an aqueous environment while the rest are effectively
shielded [63]. However, micellization also creates unfavor-
able (positive �H), repulsive forces between neighboring
headgroups such as the electrostatic repulsion between ionic
headgroups with the same charge and the hydration sheath
overlap around each head group [64]. The driving force for
micellization is a large positive entropy change (�S > 0).
The micellization process decreases the entropy of the sur-
factant molecules by ordering them into precise arrange-
ments. However, important changes also occur to the water
molecules during this process. Strong hydrogen bonding
between water molecules must be distorted to accommo-
date a hydrophobic solute molecule (or hydrophobic tail)
into solution [61]. Water will preferentially orient and align
with a certain degree of order around this solute in a hydra-
tion layer so that interwater hydrogen bonds are maintained
[53]. The formation of micelles allows more of the water to
return to its less ordered state, thereby contributing a large
increase in entropy. Each micelle possesses approximately
two layers of water in its hydration sheath, which is far less
than the number of water molecules in the combined hydra-
tion sheaths of 50 surfactant tails [63].

2.2.3. Surfactant Liquid Crystalline Phases
A small increase in concentration above the CMC causes
the number of micelles to increase but it does not change
the surfactant aggregation number [65]. As the total num-
ber of micelles increases and the distance between micelles
decreases, interactions like Coulombic repulsion between
micelle counterion clouds [58] and the unfavorable interac-
tion between layers of hydration surrounding each micelle
create a driving force for spherical micelles to transform into
liquid crystalline phases.

A liquid crystal is composed of aligned molecular arrays
that can flow and deform like a liquid. Typically, molecules
that form liquid crystals have length to diameter ratios or
aspect ratios of 10–20 [62]. Liquid crystals can be composed
of molecules that are aligned in layers (cholesteric and smec-
tic) or in a random arrangement (nematic). A lyotropic liq-
uid crystal is one that contains multiple components such
as an amphiphile in solvent (soap and water) [66]. Since
the molecules that form a liquid crystal have long-range
order based on weak intermolecular interactions, they can
undergo liquid deformation and at the same time exhibit
crystalline optical properties such as the diffraction of light
and optical anisotropy (direction dependant properties) [66].
The following discussion will deal exclusively with surfactant
lyotropic liquid crystals because they can spatially organize
a system into hydrophobic and hydrophilic regions [58] that
are useful for the synthesis of hierarchically ordered organic
or inorganic materials [67].

Lyotropic surfactant liquid crystals are based on the close
packing of surfactant molecules. While micelles are spheri-
cal and monodispersed near or slightly above the CMC, an
increase in surfactant concentration to 10 times the CMC
[68] causes the micelle cores to grow and organize into cylin-
drical rods or lamellar disks with a wide range of surfactant

aggregation numbers [53, 58]. These organized structures
pack into periodic arrays in such a way as to expose
hydrophilic head groups toward the hydrophilic solvent.
Lamellar, hexagonal, or cubic structures with increasing 1-
to 3D periodicity are based on the packing of layers, cylin-
ders, or spheres respectively (Fig. 4) [66]. These structures
maintain a disordered liquid-like arrangement of surfactant
tails within a confined environment [69]. The lamellar struc-
ture consists of parallel alternating surfactant double-layer
sheets and hydrophilic solvent in which the tails dissolve
each other thus exposing the heads to the solvent. Hexago-
nal phases are built up from a number of long, parallel cylin-
ders of surfactant that are packed together with the heads
exposed outward. Uniform surfactant spheres pack together
in a way that also exposes head groups outward to form an
isotropic cubic arrangement. The cubic mesophase is bicon-
tinuous in that the surfactant tail phase forms a continuous
grid in three dimensions surrounded by a continuous grid
of water. Hexagonal and cubic structures can be inverted
to expose their hydrophobic tails outward if the solvent is
hydrophobic instead of hydrophilic. Each mesophase has an
interface curvature that depends on a balance of repulsive
forces between headgroups and van der Waals interactions
between tails (Fig. 5) [70].

Effect of Surfactant Molecule Structure on Liquid Crys-
talline Phases The shape of a surfactant molecule in the
self-assembling system can be geometrically depicted using
its cross-sectional head group area (a0�, tail volume (v), and
length of hydrophobic tail (lc� as shown in Figure 5 [53]. The
head group area and tail volume are determined by divid-
ing surfactant surface area and internal hydrophobic volume
by the micelle aggregation number (number of surfactant
molecules per micelle), respectively. The head group area
depends on the hydrophilic chain length for nonionic sur-
factants. The length of the hydrophobic tail is determined
empirically by the surfactant chain length in a hydrophobic
media. A packing parameter, P , that describes the shape
of micellular and liquid crystalline aggregates, is given by
[53]

P = v/�a0lc� (2)

Figure 6 illustrates the relation between the packing param-
eter P and packing shapes of different surfactants and lipids
[65]. Changes in pH, salt concentration, and temperature
may affect the headgroup area and therefore the packing

Lamellar Hexagonal Cubic

Figure 4. Schematic of liquid crystalline mesophases showing surfactant
orientation in lamellar, hexagonal, and cubic morphologies. Reprinted
with permission from [33], C. J. Brinker et al., Adv. Mater. 11, 580
(1999). © 1999, Wiley–VCH.
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Hydrophobic
attraction between
interfacial
segments

Hydrophilic repulsion
between headgroups

Micelle

Surfactant

Volume of
tail, vt Headgroup

area, ah

Rmic < lc,t

Figure 5. Surfactant geometric parameters and intermolecular interac-
tions. Reprinted with permission from [65], J. N. Israelachvili, “Inter-
molecular and Surface Forces,” 2nd ed. Academic Press, San Diego,
1991. © 1991, Academic Press.

parameter [53]. For example, a counterion salt in solution
will act as a buffer between oppositely charged surfactant
headgroups and reduce the effective headgroup area thereby
changing the surfactant packing parameter [64]. An increase

Figure 6. Packing parameter and its relation to shapes of aggregates.
Reprinted with permission from [65], J. Israelachvili, Intermolecular
and Surface Forces.” 2nd ed. Academic Press, San Diego, 1991. © 1991,
Academic Press.

in temperature often reduces the repulsion between head-
groups due to a smaller hydration sheath and this can result
in a shift from a hexagonal to a lamellar structure [71]. Each
liquid crystalline phase has a different mode of hydrocarbon
tail packing. The volume fraction occupied by the surfactant
in a lyotropic liquid crystalline system is also important in
determining the liquid crystalline phase [3].

The use of a packing parameter provides an empirical
route to understanding the self-assembling system; how-
ever, the packing parameter alone does not fully describe
the complexity of surfactant packing. Surfactant concen-
tration [62], system temperature, solvents, external fields
[67], and specific surfactant interactions or morphologies
may dramatically affect the final assembled structures. For
example, an increase in temperature or surfactant concen-
tration can cause a system to shift through the following
sequence: spherical micelles, elongated micelles, lamellar
liquid crystalline phase, and finally bicontinuous liquid crys-
talline phase [58]. The structure of the surfactant molecule
plays an important role in determining the final structure
formed [58]. Surfactants with special interactions and mor-
phologies may form supramolecular assembly with rod or
disk morphologies [67] or other complicated structures like
gyroid, modulated lamellar and packed spheres [3].

3. SYNTHESIS OF ORGANIC/INORGANIC
NANOCOMPOSITES VIA LIQUID
CRYSTALLINE TEMPLATES

A large variety of nanocomposites can be synthesized
by a self-assembly process that spontaneously organizes
and arranges different building blocks into ordered self-
assembled structures. Often, materials can be synthesized
that have order, functionality, and periodicity on multiple
scales using surfactants (refer to Fig. 7). On the molecu-
lar scale, chemical design or modification of structural parts
determines overall molecular architecture. On the nano-
meter scale, synthesis conditions determine liquid crystalline
conformation, size, and periodicity. On the micrometer

3)

2)

1)

1 nm

10 nm

chemical
functionality

Local
symmetry

Interfaces
microcompartments

superlattice

10 µm

1 µm

"bottom-up"

100 nm

Figure 7. (1) Chemical functional groups and molecules on the atomic
scale for (2) self-assembly into larger nanometer sized aggregates based
on shape and interactions. These aggregates (3) template micrometer-
sized periodic arrays for the formation functional devices. Modified with
permission from [3], S. Forster and T. plantenberg, Angew. Chem. Int.
Ed. 41, 688 (2002). © 2002, Wiley–VCH.
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scale, external electrical, magnetic, and mechanical (flow)
fields influence the formation of extended superlattices [3].

A crucial step in the formation of hierarchical mate-
rials with order on multiple scales involves the liquid–
crystalline template synthesis procedure. A commonly used
organic/inorganic nanocomposite synthesis process involves
the simultaneous co-assembly of surfactants and other build-
ing blocks like inorganic silicate species. This co-assembly
technique often involves the sol–gel formation of inorganic
clusters [18, 21].

3.1. Sol–Gel Process

The sol–gel process utilizes low-cost, commercially avail-
able precursors to synthesize inorganic materials and
organic/inorganic hybrid materials at low temperature and
mild reaction conditions [73]. In general, a sol is a solu-
tion containing metal oxide colloidal particles formed by
hydrolysis and condensation of the appropriate metal alkox-
ide or metal halide precursors [74]. A gel contains clus-
ters that span the entire container or clusters that are
intertwined so that the viscosity is greatly increased. Com-
monly used metal alkoxides, M(OR)n, contain metal atoms
(M) such as Si, Ti, Al, Zr, and La connected to alkoxide
groups (OR) (e.g., CH3O and CH3CH2O). Metal halides
MXn employ the same metal atoms connected to halides
(X) such as Cl or Br. The sol–gel process provides a versa-
tile way to synthesize various materials such as optical coat-
ings, low-density aerogels, inorganic membranes, membrane
reactors, and colloidal powders with controlled sizes and
morphologies.

3.1.1. Sol–Gel Chemistry
Hydrolysis and condensation reactions convert discrete pre-
cursors in solution into extended clusters capable of forming
engineering materials. Although the sol–gel reaction mech-
anism depends on which metal precursor is utilized, silica
based sol–gel reactions are described as an example because
silica materials are most common.

The silica-based sol–gel process involves the following
reactions (1) to (3). Reaction (1) involves the hydrolysis of
a tetraalkoxysilane with water to generate silanol groups.
Alcohol condensation reactions (2) between a tetraalkoxysi-
lane and a silanol group release an alcohol molecule while
water condensation reactions (3) between two silanol groups
release a water molecule. Reaction (4) shows a hydrolysis
reaction of an organosilane that contains a nonhydrolyz-
able ligand R′. These hydrolyzed organosilane molecules can
undergo alcohol or water condensation reactions similar to
those shown in reactions (2) and (3). Also, copolymeriza-
tion of organosilanes [R′

xSi(OR)4−x� with tetraalkoxysilanes
[Si(OR)4� via cross-condensation reactions may lead to a
hybrid silica framework containing molecular level mixing of
the organic ligands. The reaction kinetics are controlled by
the choice of solvent, choice of alkoxide groups, system pH,
and the ratio of water to inorganic precursor [33, 73, 75].
Larger alkoxide groups such as butoxide usually result in a
slower reaction rate because of steric hindrance.

Reaction Scheme 1. Silica hydrolysis and condensation
reactions.

Si�OR�+H2O←→ Si�OH�+ ROH Hydrolysis (1)

Si�OR�+�HO�Si ←→ Si O Si

+ ROH Condensation (2)

Si�OH�+�HO�Si ←→ Si O Si

+H2O Condensation (3)

SiR′�OR�+H2O←→ SiR′�OH�+ROH Hydrolysis

(4)

Symbols “≡” and “=” represent three and two siloxane bonds
that connect to the Si atoms.

3.1.2. Sol–Gel Dip Coating
These sol–gel reactions usually occur in solution and result
in silicate colloidal solutions that can prepare various inor-
ganic and hybrid thin films, membranes, powders, particles
and fibers through conventional processing techniques such
as spin-coating, dip-coating, spraying, aerosol processing,
and fiber extrusion.

Sol–gel dip-coating techniques offer a convenient method
to form thin films on either planar or nonplanar substrates.
The process can be divided into five steps: immersion,
start-up, deposition, drainage, and evaporation, as shown in
Figure 8. Formation of silica thin films by the dip-coating
process has been well developed [76]. Beginning with a sili-
cate sol containing weakly branched silicate species, solvent
(e.g., ethanol and water) evaporation during the coating pro-
cess enriches silicate species within the sol trapped on the
substrate surface. This enrichment promotes silicate aggre-
gation, gelation, and formation of thin films on the substrate.

DIP COATING

(A)

(B)

IMMERSION START-UP DEPOSITION & DRAINAGE
(a) (b) (c)

DRAINAGE EVAPORATION
(d) (e)

Figure 8. Schematic illustration of a sol–gel dip-coating process.
Reprinted with permission from [76], C. J. Brinker and G. W. Scherer,
“Sol–Gel Science: The Physics and Chemistry of Sol–Gel Processing,”
p. 789. Academic Press, San Diego, 1990. © 1990, Academic Press.
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A balance between capillary pressure and silica network
modulus determines pore sizes of the thin films. Higher cap-
illary pressure and lower network modulus usually result in
denser thin films. The thickness of the deposited films can
be determined using Eq. (3), where U is the substrate speed,
� is the density of the sol, � is the viscosity, and 	LV is the
liquid vapor interfacial energy [76]:

h = c1��U/�g�1/2 (5)

When the liquid viscosity and coating speed are high enough
to lower the curvature of the meniscus, Eq. (4) is used to
express the thickness. Usually, a higher coating speed and
sol viscosity lead to a thicker film [76]:

h = 0�94��U�2/3/	1/6
LV ��g�1/2 (6)

3.1.3. Co-Assembly of Surfactant
and Silica

As discussed, surfactants self-assemble into micelles and
liquid crystalline mesophases in aqueous media at high con-
centrations. In 1992, Mobil scientists demonstrated that
surfactant and silicate can co-assemble and form nano-
composites containing ordered surfactant lyotropic liquid
crystalline phases via van der Waals and electrostatic inter-
actions. Surfactant removal results in mesoporous silica
(MCM-41) replicas of the liquid crystalline surfactant assem-
bly (see Fig. 9). This co-assembling synthesis approach has
been extended to create a large variety of mesoporous and
nanocomposites through van der Waals, electrostatic, hydro-
gen bonding, or other noncovalent interactions. Examples of
these mesoporous materials include mesoporous SiO2 [77–
80], SiO2 containing interstitial Ti [81] or Al [82], aluminosil-
icates [83], AlPO4 [84–88], Al2O3 [89], TiO2 [90], Nb2O5
[91], SnO2 [92, 93], ZrO2 [94], mixed oxides [95], and metal
Pt [96].

The synthesis procedures usually start with a solution con-
taining surfactant, inorganic precursors, and solvent. There
has been debate about whether micelles or liquid crystalline
phase formation and inorganic precursor association with

Figure 9. Overview of liquid crystalline templating routes to nano-
particle and mesoporous material formation: (1) Swelling liquid crystal
interior with hydrophobic reactants for (2) nanoparticle formation and
(3) reaction of hydrophilic reactants followed by (4) surfactant removal
to form a mesoporous material. Reprinted with permission from [3],
S. Forster and T. plantenberg, Angew. Chem. Int. Ed. 41, 688 (2002).
© 2002, Wiley–VCH.

the surfactant molecules are sequential or simultaneous pro-
cesses [48]. One possible self-assembly mechanism involves
the initial formation of a liquid crystalline phase. This mech-
anism assumes that the concentration of the surfactant is
sufficiently high to not only form micelles but, in some cases,
ordered mesophases. Subsequent association and reaction
of inorganic clusters solidifies the mesostructure. This route
involves mineralization around already formed liquid crys-
talline arrays at higher surfactant concentrations and diffu-
sion of inorganic precursors into preformed liquid crystals
[97].

Although this synthesis route may hold true in some
instances, a growing amount of evidence implies the simulta-
neous formation mechanism is more likely. During the for-
mation of inorganic clusters in solution, alcohol byproducts
increase surfactant CMC and reduce the long-range order of
the system [98]. Also, nuclear magnetic resonance (NMR)
evidence does not support the sequential mechanism for
many commonly used silica systems [49]. Since some syn-
thesis techniques such as evaporation induced self-assembly
start to assemble well below the CMC, it is believed that
surfactant–inorganic interactions play an important role in
the simultaneous formation of a periodic structure [6].

A widely accepted mechanism for many surfactant/sol–
gel syntheses of inorganic materials is shown in Figure 10.
This theory states that the liquid crystalline phase is cre-
ated based on cooperative self-assembly of the clusters and
surfactant before substantial solid formation has occurred.
As the inorganic clusters form, they begin interacting via
electrostatic or hydrogen bonding, or other noncovalent
interactions with surfactant head groups present in solu-
tion. These charged clusters grow and encourage the pack-
ing of liquid crystalline structures into arrays such as rods
with short-range order and with weak framework walls [52].
Interactions between phases transmit the liquid crystalline
structural information to the inorganic clusters [49]. The
inorganic/organic arrays then combine to form extended
composite structures. In thin films, the cooperative assembly
of inorganic associated micellular complexes occurs first at
a microscopic gas–liquid or liquid–solid interface [97].

The self-assembly of organic and inorganic components
occurs because of favorable interactions [70] and entropic
gain that result from inorganic components replacing the
water hydration sheath surrounding the surfactant [49].
Synthesis conditions must be optimized to allow for favor-
able interaction between the liquid crystal surface and inor-
ganic clusters and to allow a lowering of the interfacial
energy [99, 100]. This occurs by matching the density of elec-
trostatic charge or hydrogen bonding sites present at the
interface between organic and inorganic phases [101, 102].
Metal oxide surfaces typically consist of metal hydroxy
groups MOH. Charge matching between this growing sur-
face and the surfactant interface depends on the pH of
the system, the valence and content of the metal oxides,
the pKa of the surfactant, and the ratio between silica and
surfactant. Initially [39, 99], cationic surfactants were used
so that the negatively charged inorganic clusters would be
charge matched by positively charged surfactant headgroups
[22, 48]. It is also possible to use anionic surfactants with
positively charged clusters, surfactants, and clusters with
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Figure 10. Templated mesostructured inorganic synthesis via (1) co-assembly of surfactant and inorganic precursors into cylindrical micelles that
are (2) forced into close proximity based on solvent removal or precipitation allowing interactions and condensation reactions between growing
inorganic clusters to finally form a (4) hexagonally arrayed surfactant/inorganic network containing cross-linked inorganic [49].

the same charge brought together by counterions, or non-
ionic surfactants with neutral inorganic precursors brought
together by hydrogen bonds [52]. Changing the pH above
or below the isoelectric point of the inorganic clusters can
vary the inorganic cluster charge. Nonionic surfactants uti-
lize hydrogen bonding from metal oxide surface hydroxyl
groups to the surfactant headgroups as opposed to elec-
trostatic interactions. The forces between phases transmit
self-assembled surfactant information to the growing inor-
ganic matrix and control the morphology of the composites
[6, 103].

3.1.4. Synthesis Methods
Two major synthesis methods have been developed to syn-
thesize mesoporous materials and nanocomposites: solution
precipitation and evaporation induced self-assembly (EISA).

Solution Precipitation The solution precipitation
method involves precipitation of co-assembled products in
the form of particles, powders, or thin films from solutions
that were prepared using inorganic precursor and surfac-
tant [90, 97, 102, 104–107]. The precipitation mechanism
[1, 47], which mimics natural biomineralization, involves
interactions between the inorganic clusters and surfactant
molecules and deposition of the inorganic clusters based
on the liquid crystalline scaffolds [33, 47, 108]. Important
aspects of this synthesis include concentration of surfactant
and inorganic precursors, temperature, and solution pH,
which may determine the rate of inorganic cluster formation
and the electrostatic charge of the cluster surface [1].
The liquid crystalline array constrains crystal growth by
a sterically imposed template mechanism, controls mass
transport of inorganic precursors [109, 110], and serves as
sites for crystal nucleation based on locally high precursor
concentrations at the surfactant interface. Once nucleation
has occurred, the growing crystal, which sometimes orients
itself based on interfacial forces, increases in size by the
addition of adjacent ions [64]. As shown in Figure 11,
this method typically results in the formation of small,
micrometer sized particles that are difficult to use for
membrane applications [33].

Evaporation Induced Self-Assembly EISA combines
the simplicity, readiness, flexibility, and affordability of sol–
gel processing technology with the efficiency and spontaneity

a

b

Figure 11. Scanning electron microscope (SEM) images of mesoporous
silica obtained by solution precipitation. Reprinted with permission
from [111], H. Yang et al., Nature 386, 692 (1997). © 1997, Macmillan
Magazines Ltd.
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of silica/surfactant cooperative assembly. EISA simulta-
neously and spatially organizes organic and inorganic
components into two- or three-dimensional nanostructures
during conventional processes like dip-coating, spin-coating,
aerosol processing, fiber extruding, and microwriting.
Mesostructured thin films, particles, and patterns (or arrays)
containing different mesophases can be achieved readily and
rapidly by controlling the various parameters such as ini-
tial surfactant concentration. Figure 12 shows representative
transmission electron microscopy (TEM) images of a thin
film prepared by a dip-coating process, lamellar particles by
an aerosol process, and micropatterns by microwriting and
inkjet printing techniques, respectively.

Dip-Coating The formation of nanostructured thin films
through EISA and a sol–gel dip-coating process begins
with a homogenous solution of soluble silica and surfac-
tant in ethanol/water solvent. Solvent evaporation during the
coating process enriches silica and surfactant and induces
their co-assembly into liquid crystalline mesophases. Dur-
ing the drying process, polymerization of silica freezes
the mesophase and results in nanostructured thin films
exhibiting hexagonal, cubic, or lamellar mesostructures.
A similar EISA process involves spin-coating solutions onto
substrates to form mesostructured thin films. The advan-
tages and unique features of these processes include:

(1) Mesostructured thin films can be readily fabricated
within a time scale of seconds. Research conducted

(B)

1000 Å

(A)

50 nm

Inkjet Printing

Micro-pen
Writing

(C)
1 nm

25 nm

3 nm

Figure 12. TEM images of nanostructured thin films, particles and pat-
terns showing precise periodic ordering of pores. (a) Plain view of a
cubic film coated on a silicon substrate. Reprinted with permission from
[33], C. J. Brinker et al., Adv. Mater. 11, 582 (1999). ©1999, American
Chemical Society. (b) Nanoparticles exhibiting vesicular mesophases.
(c) Hierarchical nanostructured patterns and arrays by microwriting or
inkjet printing processing. Reprinted with permission from [113], H. Fan
et al., Nature 405, 57 (2000) © 2000, Macmillan Magazines Ltd.

using in-situ small angle X-ray scattering and ellip-
sometry techniques suggests that this coating pro-
cess involves the formation of many intermediate
structures [76]. The rapid formation process kineti-
cally freezes these intermediate structures, resulting
in thin films containing metastable structures. Control
of sol–gel reaction kinetics, inorganic cluster sizes,
pH, and solvent evaporation rate is necessary in order
to achieve a highly ordered mesostructured thin film
[76]. Mesostructure is determined based on the choice
of surfactant and surfactant concentration.

(2) This is a continuous process that allows synthesis
of defect-free thin films for membranes, sensors,
low-dielectric constant (low-K) materials, and other
applications. In fact, low-K mesoporous thin films
prepared by EISA have been used in the current
semiconductor industry for next generation micro-
electronic applications.

Aerosol Process Aerosol techniques have been widely
used to generate different sizes of droplets for drug delivery,
humidification, particle syntheses, and other applications.
Figure 13 schematically depicts the formation of nano-
structured particles by an aerosol EISA process. Using the
surfactant containing sol as precursor solution, an aerosol
apparatus generates droplets that pass through the drying
and heating zones. The solidified particles are then collected
using a filter. During this process, solvent evaporation from
the droplet air–liquid interface enriches surfactant and sil-
icate, resulting in their co-assembly and the formation of
mesostructures growing from the interface toward the inte-
rior. Further drying and solidification processes result in the
formation of various mesostructured particles.

Micro-Writing and Printing Microwriting and printing tech-
niques use the surfactant containing sols as ink to write
or inkjet print various EISA mesostructured patterns and
arrays. The micropen or printing cartridge injects surfac-
tant containing sol droplets on the substrates (e.g., paper,
transparency, and glass slides). Co-assembly of silicate and
surfactant induced by solvent evaporation and coalescing of
these enriched droplets create various hierarchical patterns
and arrays on the substrates.

Exhaust or
Vacuum PumpSolution

Reservoir

Drying Heating

Filter

Atomizer

Carrier/Atomization Gas

Feed Tube

Solvent Evaporation

Self-assembly
from air/liquid interface Continuous self-assembly

Particle
Collection

Aerosol
C0<< CMC

Figure 13. Schematic formation of nanostructured particles by EISA
and an aerosol process. Reprinted with permission from [112], Y. Lu
et al., Nature 398, 224 (1999). © 1999, Macmillan Magazines Ltd.
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3.2. Design of Nanocomposites

The EISA approach has been extended to synthesize var-
ious nanocomposites. An example phase diagram for a
surfactant/hydrophobic component/hydrophilic component
system at a given temperature and pressure is shown in
Figure 14. This phase diagram demonstrates the utility
of the self-assembly methodology for incorporating a vari-
ety of components such as monomers or inorganic precur-
sors (silica) into different mesophases. Using the surfactant
phase diagram as a conceptual guide, one can consider oil
as a wide variety of hydrophobic additives (e.g., monomers,
hydrophobic colloidal particles, or functional polymers.) that
are incorporated within the hydrophobic micellar cores.
In a process similar to that of dishwashing, micelle for-
mations spatially separate and organize inorganic silicates
and the additives. Further self-organization of silicate and
the micelles into hexagonal, cubic, or lamellar mesophases
simultaneously positions the silica, surfactant and additives
into precise three-dimensional arrangements. A wide vari-
ety of additives (e.g., metal ions, organic functional ligands
and molecules, pigments, monomers, oligmers, polymers,
metal colloidal particles, catalyst particles, biomolecules, and
cells) can be readily introduced to the surfactant/silicate
solutions.

As an alternative approach, also shown in Figure 14,
direct co-assembly of silicate and functional surfactant
micelles can also lead to the formation of nanocomposites
with spatially defined functionality. For example, polymer-
izable groups on a surfactant can react so that the liquid
crystal structure is retained after self-assembly has taken
place [114, 115]. When used in tandem with the sol–gel
process, polymerizable surfactants can easily form nano-
composites with a variety of architectures. Organization of
these molecules into arrays is beneficial because of the align-
ment and condensation of reactive groups on the surfac-
tant tails. Studies have shown that this association increases
the rate of polymerization because of the more effective
intermolecular collisions [64]. This process can form poly-
mers with controlled mesostructure such as spheres. Some-
times it is difficult to maintain the mesostructure of lyotropic
liquid crystals during the polymerization process [64, 114].

Additives

SURFACTANT

SURFACTANT
CRYSTALS

INVERTED
HEXAGONAL

CUBIC
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Figure 14. Generic detergent (surfactant–oil–water) phase diagram
showing common surfactant mesophases and the ability of surfactants or
functional surfactants to spatially separate organic additives and func-
tional groups. Reprinted with permission from [33], C. J. Brinker et al.,
Adv. Mater. 11, 582 (1999). © 1999, Wiley–VCH.

The lamellar phase is the easiest to maintain during poly-
merization. Other research has been able to synthesize poly-
mers that retain the original hexagonal, cubic [114], and
inverted hexagonal mesophase [115].

3.3. Mesoporous Inorganic Nanocomposites

3.3.1. Functional Mesoporous Inorganic
Since the discovery of templated mesoporous silica syn-
thesis, great efforts have been made to functionalize the
surface of these materials. Organic functionalities often
provide the mesoporous materials with better hydrophilic-
ity and stability to compression [116], better compatibility
and more favorable interactions with other components like
polymers, improved hydrothermal stability [117], decreased
water adsorption [118, 119], less agglomeration between par-
ticles [22], and the capability to graft new reactive complexes
such as organometallic catalysts to the surface [119–122].
Organic groups such as methyl [116, 123–125] alkyl chains
[126], vinyl [14, 127], methacrylate [128], amino [129], thiol
[130–132], sulfonic [129], phenyl [133, 134], and metal/ligand
complexes [120, 135] are just some examples of moieties that
have been functionalized onto the surface of mesoporous
silica. In general, either surface grafting or direct synthesis
techniques functionalize mesoporous silica.

Surface Grafting Techniques Surface grafting tech-
niques attach organic molecules to the pore surface of pre-
formed mesoporous silica by silylation of surface SiOH
groups. Most commonly, the surface modification reaction
involves an organosilane molecule R-SiX3, where X repre-
sents an alkoxide or halide group and R is a nonhydrolyz-
able ligand such as an alkane [130]. Also, molecules can
be adsorbed onto the internal surface of the mesoporous
material to change the surface properties [136]. This mod-
ification coats the internal surface in a similar fashion to
self-assembled monolayer formation on flat surfaces [130].
Bourgeat-Lami [22] has compiled an extensive list of refer-
ences covering the surface modification procedure including:
coupling agent chemistry [137] inorganic surface reactivity
[138–140], and modified surface properties [141–143] such
as stability toward various solvents [144]. Table 2 lists sev-
eral MCM-41 type materials that have been functionalized
by surface grafting.

Direct Synthesis Techniques The direct synthesis appr-
oach involves co-condensation of organosilanes that contain
nonhydrolyzable functional ligands with a silica precur-
sor like tetraethoxysilane (TEOS) in the presence of the
templating surfactant. Hydrolyzed organosilanes contain-
ing hydrophobic ligands often serve as co-surfactants by
inserting their ligands into the hydrophobic micellar cores
through hydrophobic interactions. In this way, organosi-
lane molecules preferentially concentrate at the inor-
ganic/surfactant interface. Surfactant removal leads to the
formation of a mesoporous material with organic ligands
covalently bonded on the surface. Table 3 lists more exam-
ples of organically modified mesoporous silica and their
applications.

Another class of mesoporous organic/inorganic materials
contains organic moieties integrated within the pore wall.
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Table 2. Surface grafted organic functionalization in MCM-41 type materials.

Grafted organic group Technique Characteristics Ref.

Methyl ( CH3) react silica with trimethylchlorosilane, pore surfaces become [116, 123–125]
hexamethyldisilazane, and hydrophobic and more stable;
tetramethyldisilazane ambient dried silica aerogels

can be synthesized
Vinyl ( CH CH2) react silica with vinyltrichlorosilane deduce intra-channel [14, 127]

or hydrolysis and condensation functionalization by
of vinyltriethoxysilane studying kinetics of

alkene bromination
2,4,6-triphenylpyrylium cation cation formed inside MCM-41 by photoinduced electron [145]

reaction of chalcone and acetophenone transfer reagent for
or by ion exchange of 2,4,6- isomerization of cis-stilbene
triphenylpyrylium tetrafluoroborate to trans-stilbene

Substituted triarylmethylium zeolite and MCM-41 exposed to heterogeneous [146]
benzaldehyde and N ,N -dimethylaniline photosensitizers for 1,3-
or anisole to create large interstitial cyclohexadiene dimerization
methylium cations

Thiol ( (CH2)3SH) tris(methoxy)mercaptopropylsilane thiol binds heavy metals or [130, 131]
modified the silica pore other functional molecules;
surface; Thiol end groups self- extremely efficient in
assembled into monoloayers removing heavy metals such

as mercury from both
aqueous and organic waste
streams

Manganese (Mn) and 1,4,7- (3-glycidyloxypropyl)trimethoxysilane catalytically active, [135]
triazacyclononane (TACN) TACN ligands, and then Mn dopants nonaromatic Mn complex
complexes used to sequentially modify silica on silica pore surface

Ferrocenyl ( (C5H4)2Fe) treated MCM-41 with a NMR and EXAFS [120]
pentane (1,1′-ferrocenediyl) spectroscopy indicate
dimethylsilane structure is tethered to

the silicate wall via
Si–O linkages

Ethylenediamine, grafted to surface using (RSi[OMe]3) readily binds metals [147]
diethylenetriamine, type synthetic reagent such as cobalt
and ethylenediaminetriacetic
acid salt

Amine and cyanide 3-aminopropyl, 2-cyanoethyl demonstration of organic [148, 149]
organosilanes grafted to modification by adsorption,
silica surface IR, and TGA

Amine ( NH2 or NR2) surface modification using either 3- highly active and [150]
aminopropyltriethoxysilane or 3- regioselective catalyst for the
chloropropyltriethoxysilane; surface epoxide ring-opening of
chloro groups further modified to glycidol by fatty acid
produce surface piperidine groups addition

Globular enzymes: cytochrome c immobilization of enzyme improve chemical sensing [151]
(bovine heart), papain (papaya onto solid support in and biocatalysts
latex) and trypsin (bovine aqueous solution
pancreas)

Anthracene, naphthalene, silica modified using polynuclear catalyst [152]
and thianthrene aromatic compound in iso-octane

and tert-butyl alcohol
Thianthrene chemical vapor deposition of methodology developed for [153]

thianthrene under argon; radical control of chemical reactivity
cations formed in constrained environment

Alkyl halides, alkanes, and water liquid-phase adsorption at study of the variation in [136]
room temperature intensity of the observed

X-ray diffraction peaks as a
function of sorbate scattering
power

Source: Modified with permission from [154], G. A. Ozin et al., Current Opinion Colloid Interface Sci. 3, 181 (1998). © 1998, Elsevier Science.
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Table 3. Direct organic functionalization in MCM-41 type materials.

Organic guest Technique Characteristics Ref.

Fluorinated alkane-, mecapto-, organosilane added to surfactant rich patterened, highly ordered, [113]
and amino-functionalized silica sols made from TEOS; these functionalized three-
organosilanes sols were then used as inks in three dimensional structures were

rapid EISA printing processes formed within second

Thiol( (CH2)3 SH) mixture of (3-mercaptopropyl) thiol binds heavy metals or [132]
triethoxysilane (MPTS) and other functional molecules;
tetramethoxysilane (TMOS) extremely efficient in
were hydrolyzed and condensed removing heavy metals such
in the presence of CTAB as mercury from both aqueous
and organic waste streams

Sulfonic surface groups ( SO3H) MPTS and TEOS hydrolyzed and polyol esterification catalyst [129]
condensed in the presence of
surfactant, SH then converted to
sulfonic acid by mild oxidation with
H2O2 followed by acidification

Straight chain alkanes ( CHn) organic–inorganic thin films were highly ordered, multilayered [126]
prepared by co-condensation of structure depended on the
alkyltriethoxysilanes (alkyl chain = length of the alkyl chain and
8–18) and TEOS using an EISA the solution temperature
dip-coat process

Phenyl and n-octyl co-condensation using organosilane catalyst [133, 134]

Methacrylate co-condensation of TMOS grafted methacrylate groups [128]
(CH2 C(CH3)CO2 ) and 3-(trimethoxysilyl)propyl accessible to bromination and

methacrylate in the presence of CTAB; polymerization
additional monomer incorporation and
reaction forms silica/poly (methyl
methacrylate) nanocomposite

Source: Modified with permission from [154], G. A. Ozin et al., Current Opinion Colloid Interface Sci. 3, 181 (1998). © 1998, Elsevier Science.

Bridged silsesquioxanes (Fig. 15) and other silica precur-
sors hydrolyze, co-condense, and co-assemble with surfac-
tant to form functionalized mesostructured materials. Each
of these silsesquioxane precursors contains a nonhydroly-
sizable organic ligand that covalently bridges two alkoxysi-
lane groups. Co-assembly organizes surfactants and these
organic moieties into spatially defined arrays. Surfactant
removal leads to the formation of a mesoporous mate-
rial with organic moieties integrated within the pore walls.
Bridging organic groups such as aromatic rings [13], alkyne
[155], alkene [156], and alkane chains [157] have been incor-
porated within a silicate matrix. After removal of the surfac-
tant, silicates with highly ordered pore structure, crystal-like
wall structures, and/or high internal surface area have been
synthesized by this method [158]. For example, mesoporous
silica containing ethane or ethylene incorporated within the
silica network demonstrated a high >1200 m2/g surface
area [156]. Not only could these materials absorb organic
compounds unlike unmodified MCM-41, but incorporated
ethylene groups could also be brominated with little or no
damage to the pore structures. Ethane molecules incorpo-
rated uniformly within a silica matrix have also been used
to produce a variety of highly ordered mesophases that can
be used as catalysts, adsorbents, and hosts for other nano-
composites [157]. mesoporous silsesquioxanes have many
applications including the production of low dielectric con-
stant materials, catalysts, sensors, adsorbents, and as host
for other nanocomposites. Table 4 describes many of the

procedures used to create ordered structures from these
silsesquioxanes.

These modification techniques can be combined with sol-
vent EISA techniques (see Section 3.1.4) to produce organic
functional thin films, particles, and patterned arrays using
conventional dip-coating or spin-coating, aerosol processing,
and microwriting or inkjet printing techniques, respectively
[13].

Applications of Organic Modified Mesoporous Silica in
the Microelectronics Industry Organic modified meso-
porous silica has a broad range of applications ranging from
catalysts, adsorbent, separation, sensors, to molecular host
materials. However, because of the emerging importance of
these materials to the microelectronics industry, this section
will focus on low dielectric constant materials based on
organic modified mesoporous silica.

Continuous miniaturization of devices and circuits has
driven rapid growth in the semiconductor industry, resulting
in better device performance and lower cost per bit. The
decrease of feature sizes and the increase of metal level
result in an increase of interconnect resistance (R) and the
associated total capacitance (C). As the device dimensions
shrink toward 0.1 
m, the interconnect delay, defined as the
RC delay, becomes a dominant factor in determining device
performance [160, 161]. Reducing the RC delay by lowering
the ratio of total resistance or capacitance to device delay
has become a challenge for both materials development
and interconnect architecture design. Although optimization
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Figure 15. Representative bridged polysilsesquioxanes used in direct
internal pore wall functionalization. Reprinted with permission from
[159], K. J. Shea and D. A. Loy, Chem. Mater. 13, 3306 (2001). © 2001,
American Chemical Society.

of the interconnect design can lower a large fraction of
this delay, viable solutions have not yet been found. Thus,
efforts have been concentrated on replacing the current
interlayer dielectrics (ILDs) (K ∼ 4) with lower-K ILDs,
and on changing interconnects composed of Al/W to Cu-
based interconnects [162].

The dielectric constant can be described using a basic
capacitor made of two conducting parallel plates separated
by an insulator, also known as the dielectric (refer to Fig. 16)
[163].

The electrical charge (Q) stored on either plate can be
found from the equation

Q = C ∗ V (7)

(a) (b) QQ

Q Q

–

+
V

–

+
VNegatively Charged Plane Negatively Charged Plane

Positively Charged Plate Positively Charged Plate

–

+

–

+

Figure 16. Schematic of a basic capacitor: (a) the dielectric between
the two parallel plates is air or a vacuum, and (b) the dielectric is a
material that is capable of being polarized.

where V is the applied voltage between the two plates and
C is a proportionality constant defined as capacitance. The
capacitance can be determined from the expression

C = ��A/d� (8)

where � is the permittivity of the dielectric material, A is
the area of one plate, and d is the distance between the
two plates. The permittivity of a material describes the abil-
ity of a material to become polarized by an electric field.
In Figure 16, there are two capacitors, one with air as the
dielectric and the other with a material capable of being
polarized as the dielectric. The polarized material has a per-
mittivity that can be found from the relationship

� = �0 + �P/�� (9)

where �0 is the permittivity of a vacuum (8�85× 10−12 F/m),
P is the polarization (vector sum of all dipoles per unit
volume), and � is the electric field strength. The relative
permittivity (�/�0) is defined as the dielectric constant ().
Interlayer materials with lower dielectric constants allow
smaller device dimensions due to the less interconnect delay
and faster on/off component switching.

Low-K materials are typically designed by the addition
of fluorine to the material or by the introduction of pores
to lower the density. To date, various new low-k dielectrics
have been extensively studied, including fluorine-doped
SiO2 (K ∼ 3�4), hydrogen silsesquiosxane (e.g., XLKTM)
(K ∼ 3�0–3.2), spin-on organic polymer (e.g., SilkTM), spin-
on inorganic dielectrics (e.g., NanoglassTM) (K ∼ 2�5–3.0),
chemical vapor deposition carbon-doped SiO2 (e.g., Black
DiamondTM) (K∼ 2�5–3.0), fluropolymer, and surfactant
templated SiO2 (K ∼ 1�8–2.3). Among these materials, spin-
on SiO2-based dielectrics are among the most promising
candidates because they are easily manufactured and inte-
grated into circuits. However, traditional SiO2-based spin-on
low-K films (e.g., NanoglassTM) usually contain a highly dis-
ordered, often fractal, gel network with large pores (over
10 nm) and a broad pore size distribution. These network
characteristics dramatically deteriorate the dielectric and
mechanical performance. In contrast, surfactant templated
SiO2 dielectrics are much better candidates for low-K appli-
cations because of unimodal 2–10 nm pore size distribution,
controllable porosity, a complete connectivity of the silica
framework, absence of drying stress, and controllable pore
surface chemistry.

Mesoporous methylsilsesquioxane (MSSQ) (Fig. 17) and
methyl modified mesoporous silica are currently being exam-
ined by the semiconductor industry as low-K interlayers.
These materials are prepared using TEOS and the appro-
priate methyl precursors through the surfactant templat-
ing approach described earlier. The incorporation of methyl
groups provides thin film hydrophobicity, prevents water
adsorption, and thus decreases the dielectric constant (water
has a dielectric constant of 80). Controlled porosity and pore
surface chemistry of MSSQ systems provide low dielectric
constants between 2.1 and 2.8 [164, 165]. Table 4 describes
many of the procedures used to create ordered structures
from these silsesquioxanes.
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Figure 17. Ideal structure of methlysilsesquioxane [165].

3.3.2. Incorporation of Organics during
Co-assembly Process

Surfactants are such useful tools for the synthesis of nano-
composites because they partition hydrophobic molecules
inside micelles or liquid crystal assemblies, resulting in
spatially ordered arrangements of these components [167].
Organic components can be added to the initial solution
during the sol–gel co-assembly process so that they are
incorporated within the newly formed inorganic structure.
This incorporation technique can form mesoporous materi-
als with larger pore sizes or nanocomposites based on the
addition of swelling agents or monomers.

Swelling Agents The original work used liquid crystal
templates swollen by 1,3,5-trimethylbenzene to increase the
mesoporous silica pore size from 2 to 10 nm [39, 47, 168].
Organic compounds such as alkanes [169] or alkylamines
[170, 171] partition into the liquid crystal template during

Table 4. Mesoporous materials synthesized with bridged silisesquioxanes.

Bridging group Technique Characteristics Ref.

Methyl co-assemble MSSQ with star-shaped dielectric constants of 2.1, 2.2, [164–166]
hydroxy-terminated poly(�- and 1.5 respectively
caprolactone), star PMMA, and
triblock copolymer poly(ethylene oxide-
b-propylene oxide-b-ethylene oxide)
respectively; surfactant removed by
heating to 400 �C

Benzene, ferrocene, acetylene, bridged silisesquioxane precursors benzene and thiophene [155]
thiophene, and bithiophene synthesized and hydrolyzed in the materials had highest

presence of surfactant to produce degree order
periodic mesoporous materials

Alkyl, vinyl, and benzene evaporation-induced self-assembly highly ordered materials had [13]
produced thin films and particles increased mechanical properties

and decreased dielectric
constant

Ethane and ethylene bridged silisesquioxane precursors produced highly ordered [156, 157]
synthesized and hydrolyzed in the mesophases with a wormlike
presence of CTAB to produce periodic morphology and surface areas as
mesoporous materials with uniform high as 1200 m2/g; no damage
organic bridge incorporation to pore structure during

bromination or organic
compound adsorption

Benzene precipitation in basic aqueous solutions material had hexagonal [158]
containing alkyltrimethylammonium mesopores with crystal-like
surfactant pore walls that were composed

of alternating benzene and
silica layers

sol–gel co-assembly to enlarge the final mesoporous mate-
rial pore size. In fact, it is possible to synthesize an inor-
ganic matrix with pores on the order of 10 to 25 nm instead
of the typical 3 nm pore size [172, 173]. Even preformed
silica can have its pore size expanded with swelling agents
such as amines [170]. The pore structures in these expanded
materials generally become less ordered as the pore size is
increased [170]. These systems are useful for the produc-
tion of high surface area catalysts with large pore sizes as
well as drug delivery devices for the controlled release of
incorporated organic components. Current research is cre-
ating materials with larger pores and ordered structures so
that catalysts can be synthesized to react with larger organic
chemicals [169, 172, 174].

Functional Component Incorporation Because func-
tional components like dyes have different properties based
on the specific surfactant microenvironment, these materi-
als can be used for optical applications or to probe and
gain fundamental understanding of the self-assembly pro-
cess, solute partitioning [175, 176], solute reactivity [177],
surfactant packing [178], and internal inorganic structure
[179, 180]. Solute molecules can either associate near the
inorganic interface, within the mostly hydrophilic chain sec-
tions, or be solubilized inside the hydrophobic cores [175].
Small amounts of chlorophyll demonstrate a similar ultra-
violet (UV) adsorption pattern to that of chlorophyll in
solution, indicating solubilization within the cores for this
particular solute [176]. Reactive molecules incorporated
within mesoporous materials demonstrate that the reactivity
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and transport of organic guest into the surrounding media
depends on the surfactant and salt concentrations [177].
As shown in Figure 18, amphiphilic fluorescent metal com-
plexes inside an inorganic framework provide information
on the surfactant microenvironment [178]. Specific binding
of the dye to inorganic structural sites with different coordi-
nation numbers allows inorganic material information to be
obtained [179].

Monomer and Polymer Incorporation Simultaneous
polymer/inorganic nanocomposite formation utilizes the
same principles mentioned for mesoporous materials
with expanded pore sizes. Hydrophobic components like
monomers and certain catalytic complexes can be incor-
porated into the hydrophobic cores of micelles or liquid
crystalline structures, resulting in spatially ordered arrange-
ments of hydrophobic and hydrophilic sol–gel components.
Surfactant and inorganic components co-assemble and form
organic/inorganic nanocomposites containing ordered sur-
factant lyotropic liquid crystalline phases (see Fig. 14).
Subsequent polymerization of the incorporated monomer
such as methacrylate [21, 181] with incorporated catalyst
or by thermal or photoinitiation results in an interpene-
trating polymer/inorganic nanocomposite that still contains
the structure directing surfactant. For example, Sellinger
et al. spatially positioned hydrophobic monomers within
micellar cores during EISA and subsequently polymerized
these monomers to synthesize lamellar silica/polymer nano-
composite thin films that mimic the structure of nacre
(see Fig. 19) [21]. These synthetic nacre films exhibit
increased indentation hardness and resistance to wear [21,
182]. Thus, the monomer incorporation method utilizes
surfactant-assisted co-assembly of inorganic clusters, surfac-
tants, and organic monomers to spatially separate and orga-
nize these components into hexagonal, cubic, lamellar, or
other precise arrangements.
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Figure 18. Structure and location of a fluorescent molecule used to
probe internal environment of a surfactant/inorganic nanocomposite.
Reprinted with permission from [178], J. Wu et al., Nano. Lett. 1, 27
(2001). © 2001, American Chemical Society.
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Figure 19. SEM of the Nacre of Abolnia (TOP) and TEM images of
the lamellar polymer/silica nanocomposites prepared by EISA and sol–
gel dip-coating. Top two images reprinted with permission from [183],
I. A. Aksay et al., Science 273, 892 (1996). © 1996, Science Permissions
Department. Bottom images reprinted with permission from [33]. C. J.
Brinker et al., Adv. Mater. 11, 583 (1999). © 1999, Wiley–VCH.

Co-assembly using liquid crystal arrays swollen with pre-
formed polymers such as styrene [184] or polyaniline [185]
allows improved material properties. For example, conduc-
tive polyaniline incorporated into mesoporous metal oxides
has increased conductivity at higher temperatures because
of increased thermal stability and favorable interactions with
the structural matrix [185].

3.3.3. Surfactant/Inorganic Nanocomposites
After sol–gel co-assembly synthesis of mesostructured mate-
rials such as MCM-41, the surfactant is often removed to
allow for incorporation of more robust materials. However,
these inorganic/surfactant composites have several beneficial
properties and uses in their own right such as the study of
the self-assembly process and of the internal environment
after material formation, improvement in material proper-
ties such as stability [186], novel catalysts with good selectiv-
ity, isolation of magnetic components, improved separation
membranes, and improved optical characteristics for opti-
cal applications. The synthesis of inorganic/surfactant nano-
composites involves the same synthetic methods used for
mesoporous inorganic materials except that there is no sur-
factant removal step [187–189].

Normal Surfactants Although surfactants are typically
not mechanically robust, their incorporation within a
mesoporous material allows synergistic improvement of
properties. In terms of structure, a silica framework cre-
ates a protected environment for the surfactant molecules
allowing them to become fully rigid at high pressures [178].
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The surfactant can actually improve silica properties allow-
ing structural elasticity, reduction of cracks [190], reversible
deformations, and bulk moduli similar to solid silica [178].
Also, further improvement in material properties should be
possible when stronger interactions between surfactant and
the inorganic surface are employed. However, these materi-
als are still not stable enough for structural applications.

Other interesting inorganic/surfactant materials with
interesting magnetic, catalytic, separation, and optical prop-
erties have been synthesized. Magnetic materials such as
iron oxide separated by layers of surfactant demonstrate
novel properties such as superantiferromagnetic domain
structures [191]. Silica/surfactant nanocomposites also have
high catalytic activity due to active surface sites such as
=SiO− on the silica [192] or electrostatically bonded sur-
factant [176]. Surfactants can coat specially designed inor-
ganic solids via adsorption allowing effective interactions
with components from different solvents. In this way, a
membrane composed of a hydrophobic conductive backbone
surrounded by surfactant can filter water-soluble, electroac-
tive compounds [193]. Also, the surfactant can improve opti-
cal properties based on controlled nanophase separations
[175, 194]. In fact, optically transparent films are possible by
leaving the surfactant inside the composite [194].

Functional Surfactant Functional surfactants are molec-
ules that combine the amphiphilic properties of surfactants
with specially designed functional groups such as polymer-
izable groups or optically active centers. Since these sur-
factants are synthesized prior to the self-assembly process,
there is a high degree of synthetic freedom concerning
both the choice of functional center and its location on the
amphiphile. Polymerizable surfactants lock in the mesostruc-
ture after the co-assembly process by cross-linking between
amphiphiles. These surfactants contain reactive groups such
as diacetylene [18], methacrylate [195], or ethylene [196].
Advantages of polymerizable surfactants in the synthesis of
nanocomposites are that:

1. By changing the amphiphile structure, the extent
of polymerization reaction can be varied and the
mesostructure can be altered between cubic, hexago-
nal, and lamellar [18].

2. A simple one-pot synthesis allows the inorganic and
organic phases to cross-link and polymerize simultane-
ously or sequentially.

3. Mesostructure is often maintained during amphiphile
polymerization [115, 197].

4. The synthesis can proceed without additional
monomers that may change the packing efficiency and
structure of the liquid crystal.

5. There is no need for postsynthesis surfactant removal
that may damage or alter the structure and interactions
between phases.

6. The combination of inorganic structure and cross-
linking between amphiphiles strengthens and improves
the overall material properties such as material
strength and optical transparency [18, 21].

7. Functional and conjugate polymers such as poly(diac-
etylene) are aligned and protected within the inorganic
framework allowing for the possibility of controlled
electrical conduction and chromatic reversibility [18].

Optically active centers can be placed in different loca-
tions on a synthesized co-polymer surfactant to control the
fluorescent properties based on its specific chemical envi-
ronment [198]. As Figure 20 shows, an amphiphile con-
taining a photoelectronic endgroup produces an interesting
inorganic/surfactant composite in an economically more effi-
cient way than pore wall modification or surfactant adhesion
[176]. Applications for this type of material include nonlin-
ear optical switching materials and photoconversion mate-
rials [176]. A limitation of this technique is that the active
center must have specific interactions with itself and with
the solvent system in order to self-assemble.

Another interesting example is the formation of meso-
structured chromatic organic/inorganic nanocomposites
using functional nonionic surfactants that contain diacetylene
moieties within the hydrophobic portion of the molecules
and hydrophilic oligmeric ethylene oxide headgroups [18].
As shown in Figure 21, co-assembly of silica and the
surfactants leads to the formation of nanocomposites with
lamellar, cubic, or hexagonal mesostructures. Topochemical
polymerization of the diacetylene groups by UV irradiation
results in conjugated nanocomposites that show responsive
color changes to the external stimuli (e.g., temperature,
chemical, or mechanical stimuli). Figure 21 shows the chro-
matic transformation of the conjugated polydiacetylene/silica
nanocomposite thin films due to the temperature stimuli.
While as coated nanocomposite thin films are transparent
and colorless, UV irradiation through a mask polymerizes
the diacetylene moieties within the irradiated area and
creates a blue thin film containing a colorless pattern. The
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Figure 20. Lamellar and hexagonal mesostructured materials formed
by self-assembly of a functional surfactant containing electrostatic and
functional molecular portions into. Reprinted with permission from
[176], I. Honma and H. S. Zhou, Adv. Mater. 10, 1532 (1998). © 1998,
Wiley-VCH.
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Figure 21. Silica/diacetylene nanocomposite is formed by (A) surfac-
tant sol–gel co-assembly. Polymerization of surfactant (B)(C) through
a UV mask created (D) a patterned blue film. (E) Heating the film
changed blue portions to red allowing (F) a novel blue/red patterned
film after further irradiation. Reprinted with permission from [18].
Y. Lu et al., Nature, 410, 913 (2001). © 2001, Nature.

blue color is due to adsorption of the red portion of visible
light by the conjugated diacetylene. When subject to a high
temperature (e.g., 60 �C) for seconds, the blue film trans-
forms its color to red due to the configuration change of the
polymer and other factors. Such chromatic transformation
may be reversible. Further polymerization leads to the red
film with a blue color pattern. These chromatic properties
are useful for sensing applications [18].

4. OTHER ASSEMBLY TECHNIQUES
Other nanocomposite synthesis methods include infiltra-
tion [199, 200], surface modification, layer-by-layer assem-
bly [201], intercalation, and nanoparticle array approaches.
The infiltration approach incorporates and polymerizes
monomers within a preformed inorganic mesoporous tem-
plate that has been prepared by a surfactant templating
technique or by self-assembly of colloidal silica particles
[200, 202, 203]. The layer-by-layer method utilizes electro-
static interactions of positive and negative components to
fabricate layer structures one layer at a time. Intercalation
involves the filling of voids between swollen layers of mate-
rial. Finally, nanoparticles can be assembled into periodic
arrays with a variety of methods such as precipitation or
particle confinement.

4.1. Infiltration Methods

Infiltration involves introduction and subsequent polymer-
ization of organic monomers within the pore channels of
a preformed inorganic matrix such as mesoporous silica or
microporous zeolites. Typically, monomers are introduced
via liquid infiltration, vapor adsorption and condensation,
or sublimation methods. After reaction, polymers are con-
fined within the rigid inorganic environment. An alternate
method involves the infiltration of preformed polymers into
the mesopores [204].

Polymerization mechanisms such as free radical poly-
merization, addition reaction, metal catalytic reaction, and
ring-opening polymerization react incorporated monomers
and synthesize a large variety of nanocomposites. Reac-
tion within the mesoporous material dramatically affects
kinetics and the final polymer structures (e.g., molecular

weight and molecular weight distribution). However, free
radical polymerization may be initiated with UV irradia-
tion or conventional initiators [205–210]. Because of con-
strained molecular motions and isolation of the active
species in the confined pore channel environment, the
propagation reaction may be accelerated at elevated tem-
peratures while the termination reaction may slow down,
resulting in higher molecular weight polymers. For exam-
ple, Ng and co-workers utilized radical polymerization of
methyl methacrylate within mesoporous silica using benzoyl
peroxide as initiator to obtain poly(methyl methacrylate)
(PMMA) with a much higher molecular weight than formed
under identical solution conditions [210]. However, polyani-
line and polyacrylonitrile formed within the nanocomposites
through an oxidation and free-radical polymerization mech-
anism respectively demonstrate considerably lower molecu-
lar weights than those of bulk material. The limited growth
may be due to the constrained diffusion of monomers into
the pore channels [205–208].

4.1.1. Infiltration of Mesoporous Silica
Silica is the most commonly used host material because
of its ease of synthesis and the wide variety of possible
pore morphologies, sizes, and surface functionalization.
Early work, which infiltrated aniline into mesoporous silica
via vapor phase condensation followed by polymerization,
formed silica/polyaniline nanocomposites [205]. Other
silica based nanocomposites contain polymers such as
poly(2-methoxy-5-(2’-ethyl-hexyloxy)-1,4-phenylene viny-
lene) (MEH-PPV), acrylonitrile, polystyrene, PMMA,
poly(phenol-formaldehyde), polyethylene, and ferrocenlysi-
lanes. Poly(phenol-formaldehyde)/silica nanocomposites
have been prepared by addition reaction of phenol and
formaldehyde within the mesostructured pore channels
(see Fig. 22) [211]. Silica/polyethylene nanocomposites
were prepared by a metal-catalyzed atom transfer radical
polymerization (see Fig. 23) [212]. Ring-opening poly-
merization of silicaferrocenophane inside MCM-41 was
reported to form poly(ferrocenylsilane)/silica nano-
composites (see Fig. 24) [120, 213]. Table 5 summarizes
polymer/mesoporous silica nanocomposites prepared by the
infiltration methods. The unique features and application of
these nanocomposites are also included in Table 5.

4.1.2. Infiltration of Zeolites
Zeolites have also been used as hosts for inorganic/polymer
nanocomposite synthesis. Historically, the most extensively
studied system involves radical polymerization of polar vinyl
monomers within zeolites [214]. Other conducting polymer
systems include poly(methylacetylene) [215], polypyrrole
[216] and polyaniline [217]. A problem with zeolite infil-
tration is that the host pore sizes are often too small for
effective and continuous polymerization.

4.2. Layer-by-Layer Sequential Assembly

Layer-by-layer sequential assembly utilizes electrostatic
interactions between anionic and cationic components to
fabricate heterostructure ultrathin films. This is conducted
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100 nm

Figure 22. TEM image of poly(phenol-formaldehyde) mesofibers syn-
thesized by polyaddition/condensation of phenol and formaldehyde
within silica mesochannels. Reprinted with permission from [211]. S. A.
Johnson et al., J. Mater. Chem. 8, 13 (1998). © 1998, Royal Society of
Chemistry.

by sequentially dipping a substrate into a polyanion and
polycation solution (see Fig. 25) [218]. The initial step
involves cleaning and charging the underlying substrate in
preparation for the initial layer. This substrate is then

Figure 23. SEM image of crystalline polyethylene fibers formed by
extrusion polymerization from supported titanocene mesoporous silica.
Reprinted with permission from [212]. K. Kageyama et al., Science 285,
2113 (1999). © 1999, American Association for the Advancement of
Science.
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Figure 24. Illustration of ring-opening polymerization of silaferroceno-
phane within MCM-41 channels. Reprinted with permission form [213],
M. J. MacLachlan et al., Adv. Mater. 10, 144 (1998). © 1998, Wiley–
VCH.

dipped into a solution containing soluble but oppositely
charged components such as polyelectrolytes or charged
quantum dots [22] that attach themselves to the substrate
based on Coulombic attraction [219]. The newly formed
layer is then exposed to an oppositely charged electrolyte
that adsorbs based on favorable interactions. The relative
rates of component adsorption and desorption must be con-
trolled to obtain a homogeneous film with the correct thick-
ness [220]. Film thickness depends mostly on the number
of deposited layers (each layer is approximately 1.5 nm
thick) [221]. The synthetic freedom inherent in this method
allows a wide variety of surfaces to be used as the orig-
inal substrate, and an extensive list of possible materials
for incorporation includes metal or ceramic nanoparticles,
polyelectrolytes, conjugated polymers, supramolecules, dyes,
fullerenes, biological molecules such as proteins, and elec-
trostatically active components such as chromophores [201,
218, 222–226].

Precise control of material properties is possible through
variation of the sequence and composition of the deposited
layers. For instance, anionic polymer and ceramic nano-
particles can be layered with polycations in a variety of
patterns such as ABAB, ABAC, and other patterns. The
possibility of incorporating different layers allows precise
tuning of the index of refraction at different depths. Also,
electrostatic interactions from the underlying molecules may
align dipoles or polymers and result in polarized compo-
nents and material anisotropy without the use of electric
fields [218]. Such unique multilayer films are used for micro-
electronics, X-ray optics, chemical and biological sensors,
and light emitting devices [201, 221–223].
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Table 5. Polymer/silicate nanocomposites formed by infiltration.

Guest Host Technique Characteristics Ref.

Polyaniline aluminosilicate aniline vapor adsorption in confined, conductive polymer [205–207]
MCM-41 pores followed by oxidative filaments confined in

peroxydisulfate initiation MCM-41

Acrylonitrile, graphite MCM-41 acrylonitrile vapor adsorption confined graphite has [208]
in pores; polymerization microwave conductivity 10
initiated by aqueous addition of times higher than bulk
K2S2O8 and NaHSO3 radical pyrolyzed polyacrylonitrile
initiators; polymer pyrolysis
yields graphite filaments

Polyethylene titanocene-mounted extrusion polymerization of crystalline linear polyethylene [212]
mesoporous silica ethylene on titanocene/methyl- nanofibers obtained

alumoxane active centers

Polymethyl- MCM-41 monomer vapor adsorption in Pore size depends on the glass [209, 210]
methacrylate, pores followed by benzoyl transition temperature of
polystyrene, or peroxide and UV light polyvinylacetate in MCM-41
polyvinylacetate initiation

MEH-PPV surface modified, hydrophobic silica pores control of energy transfer in [204]
hexagonal mesoporous infiltrated with MEH-PPV semiconducting polymers
silica polymer by thermal cycling

Poly(phenol- MCM-41 phenol and formaldehyde 20–30 Å polymer fibers [211]
formaldehyde) vapor adsorption in pores possible

followed by acid-catalyzed
polymerization; removal of
mesoporous host yielded
polymer fibers

Poly(ferrocenlysilane), MCM-41 sublimation of ferrocenophane forms magnetic composite [120, 213]
Fe clusters Fe(C5H4)2SiMe2 into pores

followed by pyrolysis

Source: Reprinted with permission from [154], G. A. Ozin, Current Opinion Colloid Interface Sci. 3, 181 (1998). © 1998, Elsevier Science.

The greatest disadvantage in the electrostatic self-
assembly method is that a great number of time-consuming
steps are required to form a material with any consider-
able thickness. However, this method has an advantage over
Langmuir–Blodgett film formation in that the layer-by-layer
technique forms films that are held together with electro-
static attraction as opposed to van der Waals forces [221].

4.3. Intercalation

A slight variation of electostatic self-assembly involves inter-
calation. The galleries (voids) between lamella (sheets) of
material such as clay, graphite, transition metal chalco-
genide, or mica can easily be intercalated (filled) with a wide

Charged substrate and
assembly of first

polyelectrolyte monolayer

Charged substrate, first
monolayer and assembly
of nanoparticle monolayer

Charged substrate, first bilayer
and assembly of second
polyelectrolyte monolayer

Charged substrate, first
bilayer and assembly of

second bilayer

Figure 25. Layer by layer self-assembly of cationic poylelectrolyte and
anionic nanoparticles. Reprinted with permission from [218], K. C.
Cooper et al., Proc SPIE, 4512, 93 (2001). © 2001, SPIE—The Interna-
tional Society for Optical Engineering.

variety of organic guest molecules based on interactions
between sheet and filler, as shown in Figure 26 [35, 109].
Because each sheet of host material is weakly bound to
neighboring sheets, the sheets are swollen by the addition of
reactive chemicals, change in pH, or introduction of polar
chemicals. Ionic clays are often used because of the ease
and flexibility in forming ion pairs [227]. Before modifica-
tion or swelling, most layered host materials are negatively
charged and they are balanced with removable cations like
Na+ or Ca2+ [228]. For instance, potassium, which balances
the overall negative charge in mica, can be replaced with
other cations or polycations in an ion exchange reaction
[35]. This involves exposing a cleaned suspension of clay
or graphite to a suitable chemical that swells and replaces
the ions [229]. Often, large cations such as tetraalkylammo-
nium ions form pillars between the sheets, thereby creating
high surface area materials for catalytic applications [230].
Also, monomers often adsorb onto the surface and react to
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Figure 26. Intercalation of negatively charged lamellar structure by
polar swelling and ion exchange of interstitial cations with new cationic
species such as polymers.
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form a nanocomposite [22]. For example, the incorporation
of conducting polymers produces materials with interesting
anisotropic conductivity [231, 232].

The advantage of intercalation is that atoms, ions, or par-
ticles are reversibly included and sometimes aligned within
a structurally preserved microreactor at room temperature
[228, 233]. Once again, interactions between phases such as
electrostatic and hydrogen bonding self-assemble the mate-
rial together [227]. Large surface area allows a high degree
of interaction between phases thereby strengthening the
material to avoid disintegration [228].

4.4. Nanoparticle Self-Assembly

Nanoparticles or colloids self-assemble into arrays with dif-
ferent properties based on interparticle interactions and par-
ticle shape, size, and size distribution [10, 109]. A colloid
refers any particle with a size from 10 Å to 1 
m and a col-
loidal solution refers to a stable suspension of these particles
[22, 53]. When packed together to form an array, spherical
nanoparticles can fill a 3D space in a myriad of different
conformations. However, if there is a driving force (such as
pressure) for the spheres to occupy as much of the space
as possible and become close-packed [234], there are only
two acceptable configurations: cubic-close-packed (ccp) and
hexagonally close-packed (hcp) (Fig. 27) [235]. Often ccp is
preferentially formed instead of hcp because of the inherent
entropic difference between the two structures [236]. In this
way, 74% of the space is filled by spheres that each touch 12
nearest neighbors and leave void spaces that form a sphere-
void interpenetrating network (meaning each phase contin-
uously extends across the system in all directions). For other
shapes, such as surfactant-coated nanoparticles that contain
facets or flat edges, specific binding of like-sized faces pref-
erentially occurs because of the favorable formation of a

(a)

(b)

Figure 27. Schematic showing (a) hexagonally closed packed and
(b) cubic close packed arrays. Reprinted with permission from [239],
D. F. Shriver et al., “Inorganic Chemistry.” Freeman, New York, 1999.
© 1999, Freeman.

surfactant bilayer between particles [237]. It is also possible
to use cubic particles to form cubic superlattices [238].

Colloidal particles can be used to form ordered, 3D arrays
of nanoparticles by gravity- or centrifuge-induced particle
sedimentation, filtration, solvent evaporation, confinement
within membranes or gels, use of high pressures, and appli-
cation of electrical or magnetic fields [5, 6, 22, 240–248]. The
best routes for assembling colloids into these colloidal crys-
tals involve particle sedimentation, intraparticle electrostatic
interactions, or physical confinement to control stacking and
periodicity [5].

Sedimentation usually involves ordering spherical colloids
into 3D arrays by controlling particle density, size, and rate
of sedimentation [5]. The sedimentation velocity, which nor-
mally depends on particle size and density, controls the
order of the colloidal crystal based on kinetics and the ability
of particles to find energy minima. Larger and denser par-
ticles such as amorphous silica (density = 2�19 g/cm3) natu-
rally have a greater tendency to precipitate but do not always
form ordered matrices because the sedimentation velocity is
too high. Particles must be larger than approximately 0.7 
m
so that gravity forces them into minimum energy sites. Oth-
erwise these objects would take extended periods of time to
settle because the particles remain in solution [245]. Using
sedimentation, silica has been produced in ccp lattices that
mimic natural, iridescent opal [249]. Although this process
can form lattices as large as 1 cm3, sedimentation is prob-
lematic because the process can take months or years to
complete for submicrometer particles and there is a lack of
control over crystallinity, morphology, and the number of
layers produced [5]. Techniques such as simultaneous sol-
vent evaporation [250] and applied electric field [251] have
attempted to compensate for the shortcomings inherent in
sedimentation. Solvent evaporation forms ordered arrays of
nanoparticles as long as the evaporation rate is slow enough
[6, 22]. Slow evaporation allows particle diffusion into the
proper crystalline position while fast evaporation produces
disordered arrangements. Electrophoretic assisted particle
settling involves the application of an electric field to con-
trol the settling velocity of the spheres [245, 251]. Variation
of the electric field on charged particles alters the settling
velocity and forms ordered arrays in reasonable time frames.
Often, colloids are ordered into periodic arrays due to phys-
ical confinement within mircofluidic flow, overlapping sound
waves (sonication), or a structural scaffold [5, 235].

After the ordered array has been formed, the interstitial
regions of the nanoparticle array can be infiltrated with inor-
ganic or organic precursors to form a nanocomposite [234,
248] (also see the infiltration section). Sometimes, the sim-
ple introduction of a precursor solution to the dried solid
will allow sufficient infiltration. However, it is often nec-
essary use several freezing, evacuation, and then heating
(or freeze–pump–thaw) cycles to remove gasses in the solid
and those dissolved in the monomer [234]. Nanoparticle
thin films and membranes are used for filtration, solar cells,
batteries, photoconductive material, photo- or electrolumi-
nescent materials, liquid and gaseous chemical sensors, elec-
trodes, and absorbents [11].
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5. INORGANIC PARTICLE/POLYMER
NANOCOMPOSITES

Inorganic particle/polymer nanocomposites often utilize
ceramic or metallic colloids with diameters in the 1–100 nm
range that are coated or associated with a polymer layer
or continuous polymer phase. A layer of polymeric mate-
rial surrounding inorganic nanoparticles creates interesting
aggregates, allows new packing morphologies, and intro-
duces novel confinement properties to the system. This
incorporation can result from covalent attachment of the
polymers to the particle, encapsulation of the particles by
polymerization or melting, or by simultaneous reaction of
the organic and inorganic precursors to form the nano-
composite [224]. Nanoparticles within a polymer matrix
allow the nanocomposites to have many advantageous prop-
erties such as increased toughness due to the mobility of the
nanoparticles [23]. Another attractive characteristic of these
nanocomposites is transparency of the composite material
[252]. Synthesizing nanoparticles with defined particle size
and morphology is an important first synthetic step in the
creation of these nanocomposites.

5.1. Synthesis of Nanoparticles

5.1.1. Background
Many methods have been developed to synthesize a large
variety of monodispersed nanoparticles [4, 253] by high-
energy ball milling [32], chemical, or other approaches.
The chemical approach usually involves reacting organic or
inorganic precursors inside confined environments created
by dendrimers [254], membrane pores [5, 199, 255], close-
packed lattices of spherical colloids [241, 256], carbon arrays
[257], gels [1], zeolites [258], lipid vesicles [259], Langmuir–
Blodgett films, colloids [260], microemulsions [261–265], liq-
uid crystals [3], and polymers [22, 266]. Other synthesis
approaches like combustion flame [267, 268], plasma [269,
270], laser abilation, chemical vapor deposition [271], spray
pyrolysis [272], electrospray [273], plasma spray [274, 275],
aerosol [112, 276–278], and sonolysis [11, 279] have also
been used to produce various nanoparticles.

Nanoparticles are commonly composed of calcium car-
bonate [280]; Ag [281], Fe/Cu alloys [282], and other met-
als [266, 283]; SiO2 [78, 142, 284], TiO2 [285, 286], ZnO
[264, 278], WO3, Nb2O5, and other metal oxides [287]; II–VI
chalcogenides such as CdS, CdSe [11], CdZnS [288], and
CdMnS [289]; and AgCl [290], Ag2Se [291], and other metal
salts. A current trend in nanoparticle synthesis is toward
polymers [5, 292], such as monodispersed latex nanoparticles
[293], and nanocomposites [261, 262, 294, 295]. These nano-
composites are often layered particles containing a core of
one material surrounded by a shell of another. For exam-
ple, it is possible to polymerize monomers around metal or
inorganic particle exteriors to form a core–shell morphol-
ogy [293, 294, 296, 297]. Besides spherical particles, other
shapes such as cubes [238], rectangular prisms [298], nano-
tubes [32], nanofibers [199], cylinders [299], disks, discoids,
and toroids [111] have been synthesized [299].

5.1.2. Nanoparticle Synthesized Using
Self-Assembled Surfactants

Microemulsions, formed by thermodynamically stable oil in
water micelles or reverse micelles of water droplets sta-
bilized in oil with surfactant, have been used as nano-
reactors with controlled size and chemical environment for
the formation of nanoparticles (Fig. 28) [58, 299]. Because
microemulsions may consist of monodispersed spherical,
cylindrical, or sponge-like structures with features on the
order of 10 nm [58], they can template the synthesis of a
wide variety of particle shapes [1, 4, 10, 293, 299]. However,
it is often crucial to synthesize nanoparticles with a narrow
size distribution as well as controlled interfacial proper-
ties, morphology, shape, and composition [32]. These fac-
tors greatly affect the final material properties because they
exert a great influence over the ability of particles to form
periodic arrays. Particle size is generally several times larger
than the original micelle size, and it is controlled by the
concentrations of surfactant and aqueous reactants and the
ratio between them [299]. Morphology of the nanoparticle
can be tailored using specially designed surfactants [1].

The basic particle formation steps include particle nucle-
ation either inside the micelle [220] or in the bulk solu-
tion; particle growth which involves continuous surfactant
stabilization, micellular growth, and surfactant and reactant
diffusion though the reaction media; and termination of par-
ticle growth. For either inorganic or organic nanoparticles,
a short burst of particle nucleation is achieved by the sud-
den mixing of inorganic precursors [299] or by the intro-
duction of an initiator [5]. The high interfacial surfactant
surface areas (100 m2/ml) form favorable sites for parti-
cle nucleation [220] and exert control over the growth [58,
300], internal structure, and surface properties of the nano-
particles [10]. After particle nucleation has occurred, par-
ticles grow via precursor addition to the particle surface
or by agglomeration of adjacent particles. Reaction kinetics
and particle size depend on the type and amount of sur-
factant used, temperature, particle environment, precursor
concentration and transport limitations [301]. As this reac-
tion progresses, surfactant diffuses to and stabilizes [301]
particle-containing micelles at the expense of surfactant in
solution and empty micelles. Because agglomeration yields
particle polydispersity and unstability in the colloid system
toward premature precipitation [32, 218], this growth mech-
anism is usually suppressed by control of overall particle
concentration in solution and by the proper choice of sur-
factant stabilization agents. Particle growth is terminated by
depletion of reactant, surface attachment, steric influences,
or precipitation. Naturally, a limited amount of reactant

+

Component A
Microemulsion

Component B
Microemulsion

Microemulsion
Mixture

Nanoparticle
Formation

Figure 28. Formation of nanoparticles using microemulsions (water-in-
oil) as nanoreactors. The water droplets continually collide, coalesce,
and break up upon mixing of two microemulsions containing reactants
[58].
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Table 6. Silica particle/polymer nanocomposites.

Polymer Technique Characteristics Ref.

Polyaniline (PANI) aqueous phase polymerization in the electrical conductivity of 37.8 wt% PANI [306]
presence of 35 nm diameter colloidal /silica nanocomposite (6�1× 10−2 S cm−1)
silica particles higher than pure PANI (10−1 S cm−1)

Polypyrrole polymerization in the presence of precipitating polymer coats and attaches particles [295]
ultrafine silica sols together in a 100 to 300 nm raspberry morphology

4-vinylpyridine (4VP), interaction between basic 4VP and functional surfactant and co-polymers [307–310]
acrylates, and styrene acidic silica or methacrylate-capped stabilize colloidal particles and allows a higher

poly(ethylene glycol) produced silica content; highly transparent, free-
favorable interactions between phases; standing nanocomposite films were
composite formed by co- synthesized; nanocomposite particles and
polymerization of 4VP with methyl films have a “currant-bun” morphology
methacrylate, butyl acrylate, or styrene

Poly(methyl graft or adsorb initiator onto the silica core-shell silica/PMMA latex nanocomposites [261, 262,
methacrylate) surface followed by polymerization have raspberry-like morphology 311, 312]

of the MMA monomer

Polystyrene polymer nanoparticles and modified core-shell nanocomposite materials consist [296]
silica colloids aggregate due to specific of a silica core and a polystyrene shell
chemical (amine-aldehyde) or
biological (avidin-biotin) interactions

silica particles are functionalized with DPE living polymerization of styrene [316]
initiator and activated using n-BuLi;
styrene anionic polymerization initiated by
particle surface in benzene solution

Poly(methyl acrylate) graft 3-(trimethoxysilyl)propyl methacrylate aggregated arrangements have significantly [313–315]
groups onto the surface of the silica improved mechanical properties
colloids; system self-assembles into
hexagonally ordered when more monomer
added; monomer and surface groups polymerize

present will stop particle growth [293]. Attachment of poly-
mers on the nanoparticle surface caps the growing particle
and prevents further growth by steric and electrostatic repul-
sions [220]. Sometimes specific binding agents like thiols are
added to the solution to terminate cluster growth by attach-
ing to the growing particle surface [220]. Steric termination
occurs when there is no more surfactant in solution avail-
able to diffuse to the micelle and increase its size further
[299]. It is important to note material density for colloidal
synthesis techniques because gravity is a driving force for
particle precipitation. Typical inorganic densities range from
2 to 4 g/cm3 for materials such as silica (2 g/cm3), cadmium
sulfide (2.5 g/cm3), calcite (2.6 g/cm3), zinc oxide (4 g/cm3),
zinc sulfide (4 g/cm3), and titanium oxide (4 g/cm3) [22].

5.2. Nanoparticle Composite
Synthesis Techniques

For nanoparticles, the sequential composite synthesis
approach creates a second phase in a system of either pre-
formed nanoparticles or polymer. Preformed nanoparticles
form inorganic/polymer nanocomposites by either (1)
directly polymerizing monomers in the presence of an inor-
ganic sol or (2) modifying the surface of the silica parti-
cles with functional groups followed by polymerization of the
monomers. Sometimes, polymerization preferentially forms
a precipitated polymer shell on the individual particles
based on specific interactions between the silica surface

D
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Figure 29. Different morphologies of silica colloid/polymer nano-
composites. (A) Raspberry morphology. Reprinted with permission
from [306], J. Stejskal et al., Macromolecules 29, 6814 (1996). © 1996,
American Chemical Society. (B) Core-shell morphology. Reprinted with
permission from [261], J.-L. Luna-Xavier et al., J. Colloid Interface Sci.
250, 90 (2002). © 2002, Elsevier Science. (C) Currant-bun morphology.
Reprinted with permission from [307], C. Barthet et al., Adv. Mater.
11, 408 (1999). © 1999, Wiley-VCH. (D) Ordered hexagonal array.
Reprinted with permission from [315], J. M. Jethmalani et al., Langmuir
13, 3342 (1997). American Chemical Society.
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Table 7. Metal particle/polymer nanocomposites

Metal/polymer Technique Characteristics Ref.

Platinum/polystyrene polymerize styrene in a system platinum colloids self-assemble within the [317]
containing dispersed, 1–2 nm polystyrene matrix into structures such as
platinum nanoparticles, hollow shell; morphology depends mainly0n
dialkyldithiophosphates, and on the chain lengths of the
octadecanethiol dialkyldithiophosphates

Silver/block Silver nanoparticles initially adsorb Nanoparticles incorporate into the [319]
copolymer PS-PVP onto PVP domains exposed on a polymer film

preformed block copolymer film
surface; after annealing of the films,
nanoparticles migrate to the PS block
of the polymer due to the lower
surface energy of PS over PVP

Silver/HDPE add HDPE to films of dodecanethiol pearl-necklace-type arrays of spherical [318]
modified silver nanoparticles in �- particles aligned in the drawing direction
xylene; heated, homogeneous
mixture drawn on a hot shoe at 120 �C

Gold/ultrahigh mix ultrahigh-molecular-weight uniaxially oriented arrays of gold [320]
molecular-weight polyethylene with hot solution of nanoparticles
polyethylene dodecanethiol-modified gold

nanoparticles; solid state drawing
forms nanocomposite.

Gold or copper/ in-situ reduction of HAuCl4 or copper synthesize 2–3 nm gold or copper colloids [321, 323]
poly(amidoamine) precursor in the presence of encapsulated and stabilized by dendrimers
dendrimers poly(amidoamine) dendrimers

Gold/poly(4- modify gold nanoparticles with core/shell gold nanoparticles containing [322]
vinylpyridine) and pyridine, carboxyl, and flavin organic multilayer shells
poly(acrylic acid) functional groups; poly(4-

vinylpyridine) and poly(acrylic acid)
then added in a layer by layer
approach based on hydrogen bond
interactions

and the new shell [10]. In other cases, functional or reac-
tive surface groups are required to increase the adhesion
between phases or form a covalent link between polymer
and particles. Hydrogen bonding, electrostatic interactions,
and covalent bonds are required for close association of the
phases.

Preformed polymer acts as a structure-directing agent
during the formation of organic/inorganic nanocomposites.
Often, reduction of a metal salt or metal alkoxide precur-
sor in the presence of a self-assembled polymer system forms
particles inside the swollen polymer matrices [22, 266, 302].
Initially, an inorganic precursor solution diffuses and swells
a cross-linked polymer. Subsequent sol–gel [95, 303] or ion
exchange [220] reactions form metal oxide or metal particles
within the polymer matrix. The properties of the polymer and
particle interfaces are important because they will determine
the amount of adhesion between phases. Polymer/particle
interactions can be increased by covalently linking the two
phases or by using hybrid polymers with metal containing
units [304]. This technique is very useful for mechanical rein-
forcement of elastic polymer because the nanoparticles act as
cross-linking points in the polymer [266]. Also, if metal nano-
particles are combined with conducting polymer, an increase
in conductivity is experienced [305].

Other methods for the formation of an organic/inorganic
nanoparticle system include infiltration and adsorption of

the metal nanoparticles into the polymer system, layer-by-
layer self-assembly of nanoparticles and polyelectrolytes,
melting of the polymer around the metal nanoparticles, and
simultaneous polymer and inorganic particle formation. In
the last case, inorganic precursors, monomer, and coupling
agents can be combined and reacted simultaneously to give
an interpenetrating network [22]. Different morphologies
are obtained depending on relative speeds of either forma-
tive reaction.

5.2.1. Silica Nanoparticle/Polymer
Silica is one of the most commonly used colloids for the syn-
theses of inorganic particle/organic nanocomposites. Poly-
mer systems such as polyaniline [306], polypyrrole [295],
4-vinylpyridine [307–310], PMMA [261, 262, 311, 312],
poly(methacrylate) [313–315], and polystyrene [296, 316]
have all been combined with silica nanoparticles to cre-
ate a wide variety of nanocomposites. Table 6 summarizes
several different silica particle/polymer nanocomposites, the
experimental methods that synthesized them, and novel
characteristics.

These techniques create composites with different mor-
phologies such as core–shell, raspberry, and currant-bun.
As shown in Figure 29, hexagonally ordered arrays of silica
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Table 8. Other particle/polymer nanocomposites

Particle/polymer Technique Characteristics Ref.

Titanium dioxide/PSS layer-by layer self-assembly of nanocomposite film of multiple [244]
cationic titania nanoparticles and alternating titania and PSS layers
anionic PSS polymers on N -2(2-
aminoethyl)-3-aminopropane
modified substrate

Iron oxyhydroxide/- -carrageenan and cellulose sulfate core/shell iron oxyhydroxide nanoparticles [324]
carrageenan and polysaccharides stabilize surface of 10 nm with tight crosslinked polysaccharide layer
cellulose sulfate iron oxyhydroxide nanoparticles

Iron oxide/PMMA thin layer of silica coats magnetic nanoparticle agglomeration avoided by [325]
iron oxide rods as small as 70 nm; magnetizing iron oxide; final nanocomposite
addition of nanoparticles to PMMA thin film composed of iron oxide/PMMA
solution and subsequent solvent
evaporation results in solid film

Cadmium sulfide CdS nanoparticles coated with silica nanocomposite films retain the [297]
(CdS)/PMMA and modified with initiator, photoluminescence of the CdS quantum dots

polymerize methyl methacrylate and show homogeneous nanoparticle dispersal
around nanoparticles or disperse
them in a PMMA matrix; cast
nanocomposites into films

CdS/MMA and CdS nanoparticles synthesized inside transparent solid polymer matrix containing [326]
DDAMA didecyldimethylammonium nonaggregated 20–80 nm CdS nanoparticles

methacrylate (DDAMA) reverse was formed
micelles in MMA organic phase;
after nanoparticle formation, MMA
and DDAMA were polymerized

CdS or ferrite/AOT CdS or ferrite nanoparticles stabilized phenols self-assemble into stacked fibers [327]
and isooctane in sodium bis(2-ethylhexyl) encapsulate CdS or superparamagnetic ferrite
organogel sulfosuccinate (AOT)/isooctane nanopaticles

reverse micelle system; addition of
�-chlorophenol formed organogel

Clay/styrene Silica gel and clay nanoparticles living anion polymerization demonstrated by [294]
functionalized with 1,1- formation of styrene-isoprene block
diphenylethylene (DPE) initiator; copolymer/nanoparticle composite material;
modified surfaces initiate styrene bound polymer has low molecular weight and
polymerization; other monomers such high molecular weight distribution
as isoprene added later

particles in polymer have also been demonstrated. Possible
applications of these silica particle/polymer nanocomposites
include biological assays, abrasive-resistant coatings, and
catalyst supports.

5.2.2. Metal Nanoparticle/Polymer
Metal nanoparticles have many unique properties due
to quantum size effects and a large number of unsatu-
rated surface atoms. Dispersing these metal nanoparticles
into a polymeric matrix provides processability, solubility,
and stability [266]. Platinum [317], silver [318, 319], gold
[320–322], and copper(323) nanoparticles have been incor-
porated into polystyrene, poly(2-vinylpyridine), poly(styrene-
b-2-vinyl pyridine) (PS-PVP), high density polyethylene
(HDPE), ultra-high-molecular-weight polyethylene, polypyr-
role, poly(amidoamine) dendrimer, and poly(acrylic acid)
polymer systems. Table 7 summarizes experimental meth-
ods and characteristics of several different metal parti-
cle/polymer nanocomposites.

5.2.3. Other Inorganic Nanoparticles/Polymer
Besides silica and metal colloids, nanoparticles such as tita-
nium dioxide [244], iron oxide [324, 325], cadmium sulfide
[297, 326, 327], and clay [294] have all been incorporated into
polymer systems such as poly(sodium 4-styrenesolfonate),
polysaccharides such as -carrageenan and cellulose sulfate,
PMMA, polystyrene, and sodium bis(2-ethylhexyl) sulfosuc-
cinate (AOT)/isooctane organogels.

The applications of these nanocomposites range from
photovoltaics, catalysts, sensors, and reverse osmosis memb-
ranes [286]. One of the major applications of semiconductor
nanoparticle/polymer composites is in the field of photo-
voltaics. Akimov et al. first demonstrated synthesis of con-
ductive polymer nanocomposites containing 2 to 50 nm CdS
nanocrystals, which were prepared in poly(vinyl alcohol),
poly(vinylpyridine), and photographic gelatin. The compos-
ites exhibited good photosensitivity and photoconductiv-
ity. Also, nonlinear optical properties of quantum confined
semiconductors are enhanced in polymer systems. Table 8
summarizes experimental methods and characteristics of
these particle/polymer nanocomposites.
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GLOSSARY
Amphiphile Molecule containing hydrophilic and hydro-
phobic regions.
Association colloid Micelle, emulsion, or liquid crystalline
aggregation of amphiphiles based on weak interactions such
as solvophobic interactions.
Biomimetic Observing natural solutions, extracting the
essential operational features, and applying them to new
engineered systems.
Bridged silsesquioxane Organometallic compound com-
posed of two alkoxysilance groups covalently bound together
by an organic ligand.
Capillary pressure Pressure differential inside a partially
filled pore with a narrow diameter due to a curved interface.
This pressure difference causes structural collapse in some
mesoporous materials during solvent removal.
Critical micelle concentration (CMC) Minimum surfac-
tant concentration for the formation of micelles.
Cubic mesostructure Bicontinuous two phase system that
can be formed from the close packing of spheres into a peri-
odic array.
Dip coating Immersion and controlled removal of a solid
from a solution to cover the surface with a uniform layer.
Evaporation induced self-assembly (EISA) Evaporation
of a solution containing inorganic precursors and surfactant
allows co-assembly of inorganic clusters with liquid crys-
talline phases in the synthesis of a mesostructured inorganic
material.
Gel A solution containing a solute that has formed a large,
entangled network so that the system viscosity is greatly
increased.
Hexagonal mesostructure A two phase system that con-
sists of long parallel cylinders packed together in an array so
that each cylinder is surrounded by six neighboring cylinders
with the other phase in the voids.
Intercalation The infiltration and filling of a lamellar
material with a guest species.
Lamellar mesostructure Consists of parallel alternating
layers of two phases.
Layer-by-layer sequential assembly Alternating layers of
anionic and cationic species are deposited on a substrate by
a cycle of dip-coats in the corresponding solvents.
Liquid crystal Aligned molecular array that can flow and
deform like a liquid.
Lyotropic liquid crystal An aligned molecular array that
contains multiple components such as aligned surfactant in
water.
Mesopore Pore with a 1 to 50 nm pore size.
Mesoscale Size scale of 1 to 50 nm.
Mesostructure Arrangement of material parts on the 1 to
50 nm size scale.
Micelle Roughly spherical pseudophase in an aque-
ous solution consisting of an aggregation of amphiphilic
molecules that align to expose hydrophobic tails inward and
hydrophilic heads outward.

Microemulsion Two phase system composed of small,
100 nm or less, droplets stabilized in a solvent by a
surfactant.
Nanocomposite Material composed of two or more com-
ponents that have at least one dimension between 1 to
100 nm.
Reverse micelle Roughly spherical pseudophase in an
organic solution consisting of an aggregation of amphiphilic
molecules that align to expose hydrophilic heads inward and
hydrophobic tails outward.
Self-assembly Spontaneous organization of components
into periodic or hierarchical structures based on noncovalent
interactions.
Sol A solution containing dissolved metal oxide clusters
such as colloidal particles.
Sol–gel process Useful synthesis route for metal oxide
solids reacting soluble metal alkoxide or metal halide pre-
cursors to form metal oxide sol clusters in solution. Cluster
size increases until a gel is created.
Solution precipitation For sol–gel systems, particles are
formed from a solution of inorganic precursors and surfac-
tant that interact and self-assemble together.
Supramolecule Atoms or molecules that aggregate toge-
ther based on a series of noncovalent interactions to create
a specific structure.
Surfactant A specific class of amphiphile often used as
detergents and soaps. Usually a surfactant contains a
hydrophobic head and a dydrophilic tail.
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1. INTRODUCTION
Porphyrin [1–3] is a macrocyclic molecule consisting of four
pyrrolic rings bridged by four methine groups. The pyrrolic
and methine CH groups are usually called as �- and meso-
positions, respectively, as shown in Figure 1A, and vari-
ous substituents can be introduced into these positions in
place of hydrogen atoms. Porphyrin is a highly conjugated
18�-electron system, which causes decrease of the HOMO-
LUMO bandgap energy, and therefore it is interesting in
view of visible-light absorbing and emitting materials as
desirable for electronic and photonic applications as well as
artificial photosynthetic building units. Another characteris-
tic feature is that porphyrin can incorporate various metal
ions in the central core surrounded by four pyrrolic nitro-
gen atoms to provide metalloporphyrins (Fig. 1A). In many
cases, the central metal ion such as zinc, magnesium, iron,
cobalt, and so on, can accept fifth or sixth ligation (denoted
as Ln in Fig. 1B) at axial position(s) to allow construction of
desirable supramolecular porphyrin architectures. The por-
phyrin skeleton is found in biological systems [4–15] such
as chlorophylls or hemes, which play important roles such
as light-harvesting, energy and electron transfer to convert

the light energy to chemical energy in photosynthesis [4–12],
transport and activation of molecular oxygen, and catalysis
of oxidation-reduction reactions [13–15].

Supramolecular chemistry [16–20] has developed rapidly
since the 1980s. Even complicated structures aiming novel
functions have been successfully assembled from simple
molecular units by the use of noncovalent interactions
such as hydrogen bonding, ligand-to-metal coordination,
hydrophobic, van der Waals interactions, and �-� interac-
tion between aromatic molecules as well. These organization
processes involving thermodynamic equilibria between sim-
ple units are called “self-assembly” or “self-organization.”
The most important feature of the supramolecular approach
is that small and simple subunits, which can be eas-
ily synthesized and do not show any significant functions
by themselves, are automatically assembled to produce
macromolecular systems exhibiting desirable functions. The
self-assembly plays important roles especially in biological
systems and finds so many relevant examples. Most typically,
complementary hydrogen bond formation is the source of
gene replication operating in DNA/RNA molecular recog-
nitions [13–15]. Three-dimensional structure formation of
polypeptides is based on their hydrogen-bonded �-helices
and �-sheets [13–15]. Hydrophobic interactions are the fun-
damental driving force of substrate binding to the active site
of many enzymes. Nature also uses coordination bonds as
the strongest among intermolecular forces. In the photosyn-
thesis system, chlorophylls are fixed to membrane proteins
by coordination of histidine-imidazole to their central metal
to construct the light-harvesting antenna complex [4–6] and
the special pair of chlorophylls [7–12].

Self-assembly allows the construction of complicated large
molecular system even in the porphyrin chemistry, in which
sometimes it may be difficult to synthesize such a com-
plex system by using covalent linking. In the 1990s, many
ideas of self-assembled porphyrins [20] have been pro-
posed to construct mostly the light-harvesting antenna com-
plex and the special pair models of photosynthesis and to
reveal the relationship between their structures and biologi-
cal roles. Although supramolecular approaches to synthesize
such porphyrin systems contain noncovalent interactions
as described, most systems have employed the idea of
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Figure 1. (A) Schematic representation of porphyrin and metallo-
porphyrin. (B) Stepwise complexation of metalloporphyrin with axial
ligands (Ln). Kn is defined as stepwise equilibrium constants.

ligand coordination to the outer metal or central metal
of porphyrin. Hydrogen-bonded porphyrin assemblies have
also been reported. Since porphyrins are usually dissolved in
nonpolar solvent such as chloroform, benzene, toluene, and
so on, linking of porphyrins by hydrogen bond is more effec-
tive and stable in such nonpolar media. Other interactions
such as hydrophobic, van der Waals, and �-� interactions
cannot be main driving forces, but may be used secondarily
or cooperatively to stabilize the porphyrin assembly.

Recent attentions are also directed to nanometer-scale
molecular fabrication to push forward the idea of molecu-
lar electronic and photonic devices [21–25]. Since miniatur-
ization of LSI built by metal-oxide-semiconductor (MOS)
is close to its absolute limit [24], a molecular-scale device,
which may provide high-performance computers [25], is
now definitely required. One of the important character-
istics required for the material to build up such a device
may be highly conductive organic molecules such as carbon
nanotube [26, 27] and multi-porphyrin array [28]. Since the
size of porphyrin molecule is around 1 nm square with a
0.34-nm height, nanometer-scaled architecture of technolog-
ical requirements can be built up by assembling less than
100 porphyrin building blocks.

At the same time, third-order nonlinear optical (NLO)
materials have also attracted attention because of potential
utilities for photonic applications such as ultrafast optical
switching and modulations [29–31]. Various types of organic
compounds have so far been designed and synthesized to
obtain materials with large third-order susceptibilities ��3�

[32–34]. Porphyrins are one of the most promising candi-
dates for such NLO materials in the view not only of the
largest class of the values attained hitherto, but of allowance
of versatile structural modifications and variations of central
metal ions to design ideal properties [28, 35–43].

As mentioned earlier, porphyrin has great potential to
demonstrate excellent properties as optical and electronic
materials toward the goal of single-molecular electronics.
Efficient conversion of light energy to chemical or electric
energy is certainly the most fascinating scientific challenge
to be met in this century. Porphyrin as a functional mimic
of chlorophyll should play central roles in elucidating the
mechanism of photosynthesis as well. In order to achieve
these targets, large numbers of chemists have been trying

to obtain multi-porphyrin systems based on covalent and
supramolecular approaches. In this review, we will intro-
duce methodologies and recent advances of self-assembled
multi-porphyrin systems by the use of noncovalent interac-
tions, especially focused on the self-assembly by introducing
unique substituents to the central porphyrin matrix in the
past few years.

2. SELF-ORGANIZATION VIA
COORDINATION TO OUTER
METAL IONS

Coordination of meso-substituted ligand, such as pyridyl,
2,2′-bipyridyl, phenanthroline, terpyridyl, crown ethers, and
8-hydroxyquinoline (oxine) as shown in Figure 2, to outer
metal ion(s), other than the central metal ion of por-
phyrin, has been employed in many literatures to construct
supramolecular architectures. Geometries of porphyrins in
the resulting supramolecule are determined by the coordi-
nation structure around the outer metal ion and can be con-
trolled by adjusting the coordination direction of ligand to
the metal ion. In general, the ligand used in constructing a
supramolecular porphyrin array contains electron-donating
atom such as oxygen, nitrogen, and sometimes sulfur, whose
affinity to the metal ion is determined by the rule of hard
soft acid base relation. In this section, self-assembly by com-
plexation of the ligand of porphyrin substituent with outer
metal ions will be introduced.

2.1. Coordination of Pyridyl Ligand
to Outer Metal Ion

Supramolecular formation by pyridyl coordination to Pd(II)
or Pt(II) has been extensively developed by Fujita [44–46]
to varieties of macrocyclic compounds. Porphyrin-containing
pyridines behaved similarly and multi-porphyrin macro-
cycles were reported along the line. One of the exam-
ples using meso-substituted 4-pyridyl porphyrin is shown
in Figure 3 [47]. When porphyrin 1 having two 4-pyridyl
substituents at 5,10-positions reacted with one equivalent
of cis-Pd(NCPh)2Cl2, the pyridyl ligand coordinated to Pd
ion by exchanging PhNC to form dimer 2. On the other
hand, reaction with trans-Pd(NCPh)2Cl2 provided tetrameric
square 3 with four porphyrins at the corners of the square.
Since Pd(II) or Pt(II) prefers square planar arrangement
with four ligands and PhNC is more labile than chloride

N N N

N
N

NN

N
O O

O O

O

pyridyl 2,2'-bipyridyl 1,10-phenanthroline

terpyridyl benzo-15-crown-5

N

OH

oxine

Figure 2. Structures of ligand for coordination to outer metal ion.
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Figure 3. Formation of porphyrin dimer 2 and tetramer 3 from
5,10-bis(4-pyridyl)porphyrin 1 with cis-Pd(NCPh)2Cl2 and trans-
Pd(NCPh)2Cl2, respectively [47].

or pyridyl, cis- and trans-Pd(NCPh)2Cl2 afford two respec-
tive supramolecules, 2 and 3. Contrary to 3, 5,15-bis(4-
pyridyl)porphyrin 4, in which two pyridyls are placed at two
facing meso-positions, gave different square organization 5,
as shown in Figure 4 [47]. In this case, porphyrins and cis-
PdCl2 parts occupy the edges and the corners, respectively.

The square made by 5,15-bis(4-pyridyl)porphyrinatozinc
and Re(CO)3Cl incorporated a 5,10,15,20-tetrakis(4-
pyridyl)porphyrin (H2TPyP) by axial coordinations of four
pyridyl groups to central zinc ions (Fig. 5) [48]. Formation
of pentamer 6 was confirmed by fluorescence measurement
with an association constant of 4 × 107 M−1 in CH2Cl2.
The fluorescence quenching of zincporphyrin moiety
(∼90%) and the growth of H2TPyP fluorescence with the
corresponding time scale were observed, indicating the
occurrence of energy transfer from zinc moiety to H2TPyP
within the complex 6.

The square porphyrin nonamer 7 (Fig. 6) was synthe-
sized from a mixture of trans-[PdCl2(NCPh)2] and three
different porphyrins: one central X-shaped unit (TPyP),
four T-shaped units on the edges (tris(4-pyridyl)porphyrin),
and four L-shaped units at the corners (5,10-bis(4-
pyridyl)porphyrin) [49]. The nonameric array was formed
in 90% yield at room temperature in a dilute chloro-
form solution (total concentration below 10 mM). The
nonameric structure was supported by 1H NMR titration,
light-scattering measurement with a radius of 5± 7 nm,
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Figure 6. Formation of porphyrin nonamer 7 [49].

size-exclusion chromatography, vapor phase osmometry
(VPO), and electrospray mass (ESI-MS) spectra with trica-
tionic and tetracationic molecular ions. The fluorescence of
a stoichiometric mixture of porphyrins without Pd(II) was
quenched over 90% by titration of Pd(II) salt to form the
nonamer 7. The fluorescence lifetime measurements also
showed that the average lifetime of a mixture of porphyrins
without Pd(II) in toluene was 12 ns and that of the array was
less than 1 ns due to the heavy-atom effect. Porphyrin tapes
8 and 9 (Fig. 7) were also synthesized in a similar manner to
that of 7. Addition of two equivalents of O-shaped mono(4-
pyridyl)porphyrin to one equivalent of I-shaped 5,15-bis(4-
pyridyl)porphyrin two equivalents of trans-[PdCl2(NCPh)2]
gave Pa(II)-assisted tape 8 as a mixture of dimer, trimer,
and tetramer. Tape 9 was made by mixing X-, L-shaped
porphyrins, and trans-[PtCl2(NCPh)2] (2:2:6) for 4–5 days
at 40 �C as a mixture of trimer, tetramer, and pentamer.
These formations were confirmed by ESI-MS measure-
ment. There have been some reports on supramolecular
porphyrins with similar dimeric or tetrameric structure by
using 4-pyridyl ligand and different metal sources, such as
Pd(dppp), Pt(dppp), Ru(II), and so on, where dppp denotes
diphenylphosphine [50–58].

Recently, Fujita et al. reported porphyrin trimer 11
constructed by complexation of 5,10,15,20-tetrakis(3-
pyridyl)porphyrin 10 with Pd(II) ion (Fig. 8) [59].
The reaction of porphyrin 10 with two equivalents of
[Pd(en)(ONO2�2] in H2O/MeCN at 80 �C for one day
allowed a purple solution of 11, which was isolated in a
96% yield by adding acetone to the solution. The trimeric
structure maintained in a MeCN/H2O (1:1) solution as
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supported by the evidences of 1H NMR and cold spray-
ionization mass (CSI-MS) spectroscopic analyses. One
NO−

3 ion could not be exchanged by PF−
6 ion even with

a large excess of NH4PF6 and was trapped by the trimer
supported by mass spectroscopic data. X-ray crystallography
revealed the prism structure of 11, in which six Pd(II) ions
were located at apical positions of the prism. The axial-
to-equatorial flipping of two Py-Pd-Py sites at a diagonal
position allowed the formation of a cavity, which would
be expected to incorporate a small organic guest such as
pyrene in an aqueous solution.

2.2. Chelate Formation to Give
Stable Assembly

Chelating complexations of 2,2′-bipyridyl, 1,10-
phenanthrolinyl, and terpyridyl with specific metal ions
provide a method to fix the porphyrin geometry with
large stability constants. The orientation of the porphyrins
directly linked by the chelating substituent should also
depend on the geometry around the chelated metal ion.
Porphyrin dimer 12, in which two porphyrin units were
connected directly to symmetrical 4,4′-positions of the
bipyridyl group, was designed and synthesized (Fig. 9) [60].
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Addition of 2.2 eq. of PdCl2 to 12 converted the freely
rotating bipyridyl conformation to the cofacial one giving
rise to the formation of bisporphyrin 13 with a dihedral
angle of 60�. The subsequent addition of 4,4′-dimethyl-
2,2′-bipyridine regenerated back the initial bisporphyrin 12.
Spatial geometries of two porphyrins could be regulated by
reversible complexation of the bipyridyl part with PdCl2.

Porphyrin dimer bridged by 1,10-phenanthroline moiety
has been synthesized and reacted with Cu(I) ion to afford
self-assembled porphyrin tetramer 14 with a tetrahedral
geometry (Fig. 10) [61]. Different metal ions Zn(II) and
Au(III) were inserted into two porphyrin centers of the
dimer to modulate the electron transfer rate, where, first, one
Au(III) ion was inserted to synthesize mono-metalated com-
plex and then Zn(II) ion was inserted. The electron transfer
reaction was investigated by transient absorption measure-
ment by using 30-ps pulse laser in dimethylformamide
(DMF). The rate of forward electron transfer reaction from
Zn(II) porphyrin to Au(III) porphyrin in tetrameric complex
14 was accelerated by 18 times relative to the uncomplexed
dimer due to the operation of superexchange mechanism of
the intervening Cu(I) phenanthroline complex.

2,9-Diphenyl-1,10-phenanthroline derivatives have also
been used to synthesize catenanes and rotaxanes [16–19].
Compound 19, the first report of porphyrin-containing cate-
nane, is represented in Figure 11 [62]. The first ring 17
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was incorporated with the second open chain component 16
through the coordination interaction with Cu(I) ion to give
a precursor 18. Further coupling of compounds 18 with 15
gave rise to the formation of catenane 19 in a 33% yield, in
which two porphyrin units were interlocked by complexation
of two phenanthroline moieties with Cu(I) ion. The absorp-
tion spectra of 19 resembled those of monomeric species
and indicated the absence of electronic interactions between
two porphyrins of a large spatial separation distance.

Sauvage has reported several asymmetric catenanes and
rotaxanes containing a Zn(II) porphyrin unit as an electron
donor and an Au(III) porphyrin unit as an electron acceptor
to investigate long-range electron transfer reactions. Cate-
nane 24, which consisted of Au(III) porphyrin and Zn(II)
porphyrin units, was synthesized according to a strategy sim-
ilar to the case of 19 with modified connection units, as
shown in Figure 12 [63]. In this case, too, no significant inter-
action between two porphyrins was observed in the absorp-
tion spectrum, but highly efficient fluorescence quenching
of Zn(II) porphyrin was observed. This quenching may be
responsible for the electron transfer from Zn(II) porphyrin
to Au(III) porphyrin, although the detailed mechanism has
not been reported yet.

The construction of rotaxane-like threaded porphyrin
assembly 26 was reported by the same author and co-
workers (Fig. 13) [64]. Reaction of an equimolar mixture of
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Zn(II) and Au(III) porphyrins each bearing phenanthroline
moiety in a closed ring, and string component 25 gave a
mixture of three porphyrin species: Zn(II)-Zn(II), Au(III)-
Au(III), and Zn(II)-Au(III) in the ratio of 2:1:1. The desir-
able hetero-complex Zn(II)-Au(III) 26 was separated by
chromatography and no scrambling was observed in a solu-
tion at room temperature. When threading was undertaken
for Zn(II) porphyrins, the isolated yields of Zn(II)-Zn(II)
complex depended much on the structure of the connect-
ing group L of 25, being 6, 60, and 95% for trimethylene,
1,2-phenylene, and 4,4′-diphenylene ether, respectively.
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The same author and co-workers have reported a real
rotaxane 29 without fixation by metal coordination [65].
Two terminals of the string were connected to Zn(II) por-
phyrins, and a ring part, which was threaded by the string,
had a Au(III) porphyrin, as shown in Figure 14. Reac-
tion of precursor 27 having two formyl groups with ben-
zaldehyde and dipyrromethane followed by zinc insertion
gave 28. Finally, 29 was obtained by the removal of Cu(I)
ion from 28 by treatment with KCN. Steady-state fluores-
cence measurement showed strong fluorescence quenching
of the Zn(II) porphyrin units by 87% indicating electron
transfer from the Zn(II) porphyrin to the Au(III) por-
phyrin. The electron transfer rate was estimated roughly as
3�5 × 109 s−1, which was slower than that of the covalently
linked Au(III) and Zn(II) bisporphyrin by 2,9-diphenyl-
1,10-phenanthroline [66] due to the lack of covalent bonds
between porphyrins in 29. In the case of rotaxane 30, the
distance between donor porphyrins and acceptor porphyrins
was controlled by reversible complexation and decomplex-
ation reactions at the phenanthroline units to generate
long distance and close proximity orientations, as shown in
Figure 15 [67]. The conformation of 30 was confirmed by
observation of NOE between H5,6 and Hpy showing a prox-
imity between the rear part of the 1,10-phenanthroline moi-
ety bridging two zinc porphyrin units and the gold porphyrin
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part. On the other hand, NOE measurement of the decom-
plexed form 31 demonstrated the close proximity between
Hm and Ho as well as Hpy and Ho′, as drawn schematically
in Figure 15. The estimated center-to-center (Au-Zn) sep-
arations from space-filling model are 19 and 7 Å for 30
and 31, respectively. Interesting photochemical properties
are expected, but not examined.

Another example of self-assembly via chelate formation
of 1,10-phenanthroline with tetrahedral Cu(I) or Zn(II) ion
to form porphyrin dimers (32, 33) is shown in Figure 16.
[68, 69]. In the case of 33 [69], different metal ions such
as Ni(II), Cu(I/II), Zn(II), and Li(I) were employed for the
complexation of the phenanthroline moiety and the changes
in the absorption spectra were measured. The binding of
all metal ions at the phenanthrolinic moiety perturbed the
porphyrin �-system to give red-shifts of all peaks. The Soret
and Q bands1 of Zn(II) and Cu(II) porphyrins were much
more sensitive to the variation of external metal ion bindings
than those of free base porphyrin.

Terpyridyl is a tridentate ligand with three pyridyl nitro-
gens and is known to form very stable complexes with
hexacoordinating metal ions such as Ru(II). Sauvage has
reported three chromophore complexes containing free base
or Zn(II) porphyrin, bis(terpyridine)Ru(II), and Au(III) por-
phyrin parts [70–72]. For example, triad 34 was synthesized
to investigate the energy transfer reaction between them, as

1 Porphyrin has electronic transitions absorbing the visible light. The
relatively weak transition from ground state (S0) to first excited state
(S1), which corresponds to the HOMO-LUMO bandgap, and the strong
one from S0 to second excited state (S2), are called Q band and Soret
band (or B band), respectively (see Fig. 20).
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shown in Figure 16 [72]. Terpyridyl substituted Au(III) por-
phyrin, por(Au), was reacted with RuCl3 followed by AgBF4
to form a por(Au)-Ru(terpyridyl)Cl2 complex, which was
then converted to 34 by the reaction with terpyridyl sub-
stituted free base porphyrin. Photoinduced energy transfer
from the triplet state of Au(III) porphyrin moiety to the free
base porphyrin site (center-to-center distance of 2.1 nm)
occurred in glassy media at low temperature with a rate
constant of 2�5 × 107 s−1. The energy transfer process was
mediated by the central bis(terpyridine)Ru(II) moiety and
was explained by an electron exchange mechanism [72].

Oxine is known to form extremely stable, neutral, and
rigid complexes with metal ions such as Al(III) and Ga(III)
by assembling three oxine units [73, 74]. Meso-oxinyl sub-
stituted porphyrin 35 afforded rigid gallium-tris(oxinyl)
complex 37, where three porphyrins were arranged like a
pinwheel, as shown in Figure 17 [75, 76]. This minimum
unit was extended to a dendritic structure 38 by introducing
another oxinyl group at the facing meso-position. Molecular
mechanics calculation (with MM+ force field) deduced the
most stable configuration and the center-to-center separa-
tion distances between two porphyrin units were estimated
as 15, 17 and 18.5 Å for a-b, b-c, and c-a, respectively. Inter-
estingly, the fluorescence intensities of both Ga complexes
37 and 38 were increased significantly compared with each
monomeric component 35 and 36. At the same time, [effi-
cient excitation energy transfer was found to occur between
component porphyrins through the analysis of fluorescence
anisotropy decay]. A rapid component of ∼10 ps appearing
in the complex was assigned to the energy transfer time con-
stant between the nearest porphyrin units in the complex
according to the Förster model. The excitation energy was
stored in the complex by repeating energy transfer roughly
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∼800 times within its lifetime of 8.6 ns among three por-
phyrins in the complex 37 behaving like a photosynthetic
light-harvesting complex [75].

2.3. Self-Assembly by Metal Ions
with Crown Ether

5,10,15,20-Tetrakis(benzo-15-crown-5)porphyrinatozinc 39
forms face-to-face porphyrin dimer 40 by sandwich-type
complexation of eight benzo-15-crown-5 substituents with
four metal ions such as sodium, potassium, magnesium,
calcium, and barium, as shown in Figure 18 [77–79].
Particularly, reaction with potassium ion gave the most
stable face-to-face dimeric complex with a stability constant
of 1023 M−5 in CHCl3-MeOH (1:1) and the interplanar
distance between two porphyrin rings was estimated as
4.2 Å. The complexation of 5,10,15-tris(benzo-15-crown-
5)porphyrinatozinc with potassium ion exhibited much
lower stability constant of ∼1016 M−4. Recently, the stability
constants of 5,15-bis(benzo-15-crown-5)porphyrins 41 with
potassium ion in CHCl3/MeCN (2:1) have been determined
as follows: 1.9, 2.2, 3.3, 3.5, 1.7, and 18�0 × 1018 M−3

for M = 2H, Zn(II), Co(II), Ni(II), Pd(II), and Cu(II),
respectively [80]. Further, this dimerization induced by
potassium ion has been applied to meso-meso linked
bis(porphyrinatozinc) 43, each porphyrin bearing two
benzo-15-crown-5 substituents [80, 81]. Bisporphyrin 43
was linked by complexation with potassium ion to form
polymer 44 in a mixed solvent of CHCl3 and MeCN (2:1).
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Figure 18. Self-assembled face-to-face porphyrin dimers (40 [77] and
42 [80]) and polymer (44 [80	 81]) by complexation of benzo-15-crown-5
substituents with potassium ion.

The mean molecular weight and aggregation number
were determined as ca. 105 Da and 50, respectively, by
light-scattering measurement.

3. SELF-ASSEMBLED PORPHYRINS
BY AXIAL COORDINATION

Porphyrin can incorporate many elements into the center as
shown in Figure 1A [82]. In many cases, the central metal or
nonmetal atom can accept one or two axial coordination(s)
from outer ligand(s) (Ln, in Fig. 1B). The stability constant
Kn and dynamic behavior of complexation between por-
phyrin center and axial ligand depends much on the nature
of the central atom and electron-donating properties of the
ligand. There are many possible combinations between cen-
tral metal and ligand, and the nanostructure with most desir-
able optical/electronic functions can be obtained by careful
choice of the best combination among these. Further, it is
interesting that axial coordination of the outer ligand to the
central element changes the spectroscopic and electrochem-
ical properties of porphyrin. Such spectroscopic change in
the visible light region varies the color of porphyrin and
may be applicable for chemical sensors [83]. Chlorophylls
both in the antenna complex [4–6] and in the special pair
[7–12] are also fixed by membrane proteins through axial
coordination of histidine-imidazole to their central Mg ions.
These arrangements successfully drive the important pho-
tosynthetic functions. In this section, several examples of
supramolecular architecture formation by axial coordination
to porphyrin center will be presented.
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3.1. Self-Assembled Porphyrin Dimer

Self-assembled porphyrin dimers by coordination of meso-
substituted ligand to another porphyrin center are summa-
rized with schematical drawing, as shown in Figure 19. In
these cases, coordination directions of meso-substituted lig-
ands such as 1-methyl-2-imidazolyl [84], 2-pyridyl [85, 86],
2-hydroxyphenyl [87, 88], and pyridyl groups connecting
through arylamide spacer [89, 90], are orientated to almost
perpendicular with respect to the porphyrin plane. As for
central metal ions, it should be commented here that most
transition-metal ions quench the excitation energy by the
presence of odd spin or facilitate effective singlet-triplet
intersystem crossing and no fluorescence is generally observ-
able. Zn(II) ion is almost a sole exception and behaves
similarly as Mg(II) in chlorophylls. Zn(II) is easily inserted
into the porphyrin framework and the product is stable
toward heat and acid. These facts cover almost completely
the drawbacks of a little less efficiency in energy/electron
transfer reactions since Mg(II) is difficult to incorporate and
labile toward the action of heat and acid. Therefore, vari-
eties of photosynthetic models have been constructed based
on porphyrin Zn(II) complexes. In 1996, Zn(II) analogs of
bacteriochlorophylls were found to be a main component
of photosynthetic reaction center in the acidiphilium bac-
teria living under acidic conditions (pH 2.5–6.0) [91]. The
principal nature of chlorophylls maintained in these Zn(II)
analogs. Although interest in supramolecular structure for-
mation sometimes introduces hexacoordinating metal ions
such as Ru, Co, Mn, Fe, and others, these metallopor-
phyrins cannot act as functional mimics of photosynthetic
energy/electron transfer reactions, but these metal ions may
play important roles in electric conducting materials by using
oxidation-reduction activities.

In the case of 1-methyl-2-imidazolyl substituent, por-
phyrin dimer 45 showed a large stability constant of over
1010 M−1 in chloroform [84]. 1H NMR showed that a half
of the porphyrin ring was affected by the strong ring current
effect of the facing porphyrin, and the UV/visible absorp-
tion spectrum gave split Soret bands with splitting energy
of 1035 cm−1 arising from exciton interactions of slipped
cofacial arrangement of two porphyrin units in a solution
(Fig. 20) [84, 92]. The large splitting comes from blue and
red shifts by exciton interactions of face-to-face and head-
to-tail transition dipoles, respectively (see Section 5). Since
zinc ion embedded in porphyrin framework accepts only one
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Figure 19. Dimerization of porphyrins by coordination of meso-substi-
tuted ligand to another porphyrin center [84–90]. Substituents of por-
phyrins have been omitted for clarity.
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nation dimer 45 in CHCl3, where substituent R is n-heptyl group.

axial coordination, further organization cannot proceed and
its chemistry becomes simplified to a great deal. From X-ray
crystallographic study [93], the interplanar distance and the
metal-to-metal distance were determined as 3.23 and 6.13 Å,
respectively, which resembled those of dimeric structure of
the native special pair in the bacterial photosynthetic reac-
tion center [7–12]. These data suggested strong interac-
tions between two chromophores which might have caused
changes in optical and electrochemical properties. Simi-
lar distances were also found in 2-pyridyl-substituted por-
phyrinatozinc dimer 46 as 3.30 (3.31) and 5.955 (5.859) Å,
respectively, determined by the X-ray study [85]. In this case,
the split of Soret bands with splitting energy of ca. 1040 cm−1

was observed too.
[Since Ru(II) ion is inert for ligand exchange reaction

compared with Zn(II) ion] and can accept hexacoordination
with high stability, 2-pyridyl-Ru(II)-porphyrin dimer 47 with
sixth ligation of CO or pyridyl was synthesized and their
spectroscopic and electrochemical properties were reported
[86]. Cyclic voltammogram measurements showed stepwise
oxidations for the first oxidation potential of porphyrin rings,
and for the Ru(II/III) ions of 47 due to strong interactions
between two porphyrins. Absorption spectrum showed one
broadened Soret band due to exciton interactions, but did
not split in contrast to the zinc dimer complexes 45 and 46.

2-Phenolate substituent in basic media could coordinate
to trivalent central metal ions, Fe(III) and Mn(III), to afford
neutral dimer complexes 48 [87] and 49 [88]. However, the
crystal structure of Fe(III) complex 48 showed that two por-
phyrin planes of the dimer were not parallel but inclined
with a dihedral angle of 13.5� and the average separation
between the two porphyrin rings was 4.09 Å, indicating
modest �-� interaction between two chromophores. Hunter
and co-workers have reported several self-assembled por-
phyrins by using pyridyl pendant groups and reported also
two types of dimer 50–52 exhibiting the stability constants
K in the range 106–108 M−1 in chloroform [89, 90]. Self-
assembled dimers by using pyridyl substituted porphyrin at
�-position have been reported (Fig. 21) [85, 94]. 1H NMR
spectrum of dimer 53 [85] in CDCl3 was broadened sug-
gesting the exchange reaction with monomeric species at
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dination of �-substituted ligand to another porphyrin center.

room temperature. The spectrum was sharpened at −35 �C
with a single set of dimer signals. The complexation reac-
tion was certainly concentration dependent and measure-
ments of absorption spectra undertaken in dilute CH2Cl2
solution (∼10−4 M) required lowering the temperature to
approximately −40 �C to observe the complete forma-
tion of dimer 53. 5,10,15,20-Tetraphenyl porphyrin (TPP)
derivative instead of alkyl substituent did not give dimeric
species due to significant intermolecular phenyl-phenyl con-
tact. Burrell and co-workers [94] synthesized �-substituted
4-pyridyl-vinyl-TPP with trans (62%) and cis (20%) alkene
linkages. Two isomers were different in the coordination
direction of pyridyl nitrogen. Therefore, these zinc com-
plexes gave polymeric species 54 and dimer 55 for trans and
cis isomers, respectively. Both assembled structures were
determined by single-crystal X-ray analyses. Two porphyrin
planes of dimer 55 were not parallel with a dihedral angle
of 32� due to geometrical requirements of the cis alkene
linkage. The polymer 54 was converted into dimer 55 by
irradiation with UV light.

3.2. Cyclic Porphyrin Oligomer

When 3-pyridyl group was introduced into the side arm
instead of 4-pyridyl in 50, the angle between coordination
direction and porphyrin plane changed from 90� to near 150�

to give porphyrin trimer 56, as shown in Figure 22A [95, 96].
The 1H NMR spectrum of 56 in CDCl3 was concentration
independent. The pyridyl protons were shifted upfield to a
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Figure 22. Cyclic trimer (A) [95–97] and tetramer (B) [95	 98–100] of
porphyrins by coordination of meso-substituted ligand to another por-
phyrin center. The bold bar represents the side view of porphyrin plane.

great deal at around − 6�4 to − 0�9 ppm due to the por-
phyrin ring current. The molecular weight corresponding to
trimer was obtained from VPO measurements in CHCl3 at
the concentrations from 3 to 20 mM. The absorption spec-
trum of 56 in CH2Cl2 depended on the concentration; at
lower concentration of 10−7 M, the spectrum correspond-
ing to monomeric species was obtained, but a split of the
Soret band by 9 nm in same intensity was observed at higher
concentration of 10−4 M. The split of the Soret band at
higher concentrations indicated the exciton coupling inter-
action [92] among three porphyrins. The stability constant
of trimer 56 was determined as 5 × 1012 M−2. A split of the
Soret band of self-assembled porphyrin trimer 57 by coordi-
nation of meso-substituted pyrazolyl ligand was also reported
[97]. In this case, the trimeric structure was cooperatively
stabilized by coordinations of pyrazolyl to central metal ion
and hydrogen bonds between pyrazolyl NH and carbonyl
oxygen of another meso-substituent, as shown in Figure 23,
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Figure 23. Cooperative stabilization of porphyrin trimer 57 by coordi-
nations of pyrazolyl to central zinc and hydrogen bonds [97].
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exhibiting the stability constant of 6 × 1013 M−2 at 22 �C.
The trimeric structure was supported by 1H NMR, ESI-MS,
and VPO measurements.

Further, in order to obtain a square tetramer 58, the
angle was turned to 180� by changing the meso-substituent to
4-(isonicotinamide)phenyl, as shown in Figure 22B [95, 96].
The stability constant of tetramer 58 was determined as ca.
1013 M−3. The tetrameric structure was also characterized
by 1H NMR, VPO, and absorption spectrum measurements.
An attempt for construction of cyclic tetramer by meso-4-
pyridyl porphyrinatozinc 59 was unsuccessful by the evidence
of X-ray crystallographic study, which revealed the poly-
meric structure of (4-pyridyl-porphyrinatozinc)n [98]. How-
ever, by using inert Ru(II) ion instead of labile Zn(II) as the
central metal ion, the formation of tetramer 60 in solution
was confirmed by NMR and FAB-mass spectrometries [99].
Variable temperature NMR study revealed that 4-pyridyl-
porphyrinatozinc produced the polymeric species at room
temperature. The result may be compatible with this X-ray
study. However, cyclic tetramer 59 could form as a major
product only by lowering the temperature to −40 �C [99].
Finally, the crystal structure of cyclic tetramer 59, which was
obtained from a benzene solution, was reported [100].

The natural light-harvesting antenna complexes in photo-
synthetic bacteria [4–6] have a higher-ordered macrocyclic
ring structure composed of many chlorophyll molecules. In
the first step of the photosynthesis reaction, the antenna
complexes play important roles to absorb light and to trans-
fer the absorbed light energy into the reaction center. There-
fore, many chemists have desired to construct the porphyrin
macromolecule as artificial antenna complexes by covalent
as well as noncovalent approaches. Hunter and co-workers
have synthesized monomeric cobalt-porphyrin having two
side arms different in coordination direction and length,
which may facilitate the coordination with a bend angle
of about 30� between two porphyrin planes, to afford a
large cyclic complex with approximately 12 porphyrin units,
as shown in Figure 24 [101]. Here, the mass spectromet-
ric study (FAB, ES, and MALDI) to detect the oligomeric
species 61 was unsuccessful and only monomer peak was
observed. The structural estimation was obtained from GPC
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Figure 24. Cyclic porphyrin oligomer assembled by two different sub-
stituents inducing a bend angle of 30� between porphyrin planes [101].

(gel permeation chromatography) data, which were cali-
brated by using Co-porphyrin compounds as the reference,
and estimated the number of monomer units to be 11.5.

Recently, a large macrocyclic antenna mimic by connect-
ing imidazolyl-zinc coordination units, as explained in dimer
45, and m-phenylene bridging parts has been successfully
synthesized [102]. As shown in Figure 25, zinc insertion into
free base gable porphyrin 62 gave a mixture of polymeric
species 63, macrocyclic pentamer 64, and hexamer 65 by
the evidence of GPC analysis (Fig. 26, thin line). Although
polymeric mixture 63 with broad distributions of relatively
higher molecular weight was observed, two separate peaks
were detected at longer retention times corresponding to
macrorings 64 and 65. After the reorganization experiment,
where the mixture was diluted in CHCl3:MeOH = 7:3 to 1:1
mixture (down to 3.5 �M) to dissociate the coordinate bond
and then the solvent was slowly evaporated at 25 ± 1 �C, the
higher-molecular-weight part disappeared and converged to
the two peaks (Fig. 26, bold line). Atomic force microscope
(AFM) observation of the converged sample confirmed the
presence of round-shaped particles with uniform height of
ca. 1.5 nm, as shown in Figure 27. Small-angle X-ray scat-
tering measurements were undertaken to determine the
molecular size of 65, which was isolated from the converged
mixture by preparative GPC separation. The Guinier analy-
sis of the scattering data gave diameters of 42.36 and 40.26 Å
for sphere and cylinder approximations, respectively, accord-
ing well with the outer diameter of cyclic hexamer ca. 41 Å
estimated from molecular mechanics calculation. The fluo-
rescence quantum yield of 65 was determined as 0.51 rel-
ative to that of the monomeric bis-zinc gable-porphyrin.
Similar relations have been observed between the natu-
ral light-harvesting complex and its dimeric subunit [103].
This porphyrin macroring is regarded as the first successful
antenna mimic to investigate the light-harvesting in photo-
synthesis.

3.3. One-Dimensionally Self-Assembled
Porphyrin Polymer

One-dimensional multi-porphyrin array is one of the candi-
dates for single-molecular electric wire. Therefore, several
interesting researches on construction of such a molecular
wire by noncovalent as well as covalent approaches have
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been reported in recent years. In this section, one-
dimensional multi-porphyrin arrays by coordination of meso-
substituted ligand to another porphyrin center will be
reviewed.

One of the examples is porphyrin aggregate by the
complementary coordination of imidazolyl to Mg ion (66)
with strong interaction between porphyrin rings (Fig. 28)
[104–106]. As described in Section 3.2, zinc ion accepts only
one axial coordination to provide dimer 45 and further orga-
nization of trans-bis(1-methyl-2-imidazolyl)porphyrinatoZn
could not proceed. Therefore, Mg(II), which could accept
the hexacoordination, was introduced into trans-bis(1-
methyl-2-imidazolyl)porphyrin. NMR study of the self-
organized complex of Mg porphyrin 66 in CDCl3 showed
a growth of the coordination structure by the continuous
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Figure 27. (a) AFM image of self-assembled porphyrin macroring spin-
coated on a mica plate. (b) Cross section along the line in (a).
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Figure 28. Linear porphyrin polymers 66 [104–106] and 67 [90] by coor-
dination of meso-substituted ligand to other porphyrin centers, and
oligomer 68 [90] terminated by mono-substituted chain stopper.

repetition of hexacoordination and was suggested by signifi-
cant up-field shifts of protons due to the strong ring current
effect and split Soret bands as well. The evidence of the
elongation of organized structure could be obtained from
electrospray ionization mass spectrum, which showed the
existence of the assembly up to heptameric species [106].

Hydroquinone was introduced into a meso-position to
obtain another type of one-dimensionally propagated array
of Mg porphyrins, as shown in Figure 29 [107]. Figure 30
shows 1H NMR spectra of free base 69 (A) and Mg com-
plex 70 (B). The spectrum of 70 showed larger splits of
�-pyrrole protons and tolyl protons than 69 due to increas-
ing asymmetry by complexation. The protons assigned to
the hydroquinone part shifted more characteristically from
7.21–7.45 to 6.58–6.38 ppm. Temperature-dependent NMR
study down to −40 �C elucidated considerable upfield shifts
for all protons in the following order:

Ha ≈ Hc > Hb ≈ H�′ > H�′′ ≈ Hi

≈ Ho > Hi′ > Ho′ > H�
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Figure 29. A proposed structure of mono(hydroquinonyl)-porphyrin
Mg complex 70 (R = p-tolyl) [107].
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The largest shifts were observed for hydroquinonyl peaks Hc
and Ha suggesting the molecular organization of Mg por-
phyrin in a slipped cofacial arrangement.

Bis(m-(isonicotinamide)phenyl)-porphyrinatoCo allowed
the formation of polymer 67 by coordination of pyridyl lig-
and to the central cobalt ion (Fig. 28) [90]. Cobalt ion can
also accept the sixth coordination to afford the construction
of a linear array in a way similar to the case of 66. The
pulse-gradient spin-echo NMR diffusion experiments, which
give the information of relative molecular sizes, showed that
the diffusion coefficient of 67 was much smaller than that of
monomeric Co porphyrins, suggesting a large polymer. GPC
analyses of 67 revealed the degree of polymerization of 95 at
7 mM concentration. A mixture of 67 and mono-substituted
porphyrinatoCo 52 (Fig. 19), which acted as a chain stopper,
gave oligomeric mixture 68 in solution. The length of the
oligomer 68 decreased with the use of increasing amounts
of the chain stopper 52.

We succeeded in constructing one-dimensionally self-
assembled giant porphyrin array 72 (Fig. 31) by coupling
of the complementary coordination unit of imidazolyl to
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Figure 31. Formation of one-dimensional giant porphyrin array 72 and
terminated oligomer 74 by the complementary coordination of imida-
zolyl to the central zinc(II) ion [108].

central zinc ion like 45 [108]. Here, the functional target
was photosynthetic energy/electron transfer reactions and
the central metal ion was limited to Zn(II) due to the reason
already discussed. Molecular weight of 72 was determined
by GPC analysis. Figure 32 illustrates chromatograms of 72
along with those of polystyrene standard mixtures. The dis-
tribution peak maximum appeared at around 1 × 105 Da
corresponding to 160 porphyrin units of 71 and molecular
length of 110 nm. Since elution of 72 started even before
the exclusion limit of MW 5 × 105, the largest molecular
weight was at least 5 × 105 Da corresponding to 800 por-
phyrin units and a 550 nm molecular length. AFM image of
72 dispersed on a mica plate from a chloroform solution in
2�5× 2�5 �m range revealed that wirelike structures propa-
gated as a single molecule several hundreds nanometers in
length and around 1.3 nm in thickness, corresponding to the
single-molecular chain of polyporphyrin (Fig. 33). Even such
a stable structure forming polyporphyrin 72 could be disso-
ciated into bisporphyrin unit 71 by the addition of MeOH or
pyridine (see Section 5). A mixture of (73)2 and 72 dissolved
in a 1:5 molar ratio in chloroform was analyzed by GPC
with the column having an exclusion limit of MW 7 × 104

(Fig. 34, line (a)). Two isolated peaks at 8 min (exclusion
limit) and 14 min were detected indicating no scrambling
between these components. The same mixture was dissolved
in chloroform-methanol (1:1), followed by evaporation to
reorganize. Then, a series of oligomers 74 marked by 1, 2,
3, and more (Fig. 34, line (b)) was observed. This reorga-
nization process becomes important in the systems such as
photocurrent generation [109, 110] and nonlinear optics [43,
110], where specific functional group R′ of 73 is required
for facilitating electron transfer and molecular polarization,
as well as the construction of large macrocyclic porphyrin
arrays 64 and 65 as light-harvesting antenna complex model
as discussed in Section 3.2. The photocurrent generation and
NLO property will be discussed in Section 6.

3.4. Other Porphyrin Assemblies
by Axial Coordination

4,4′-Bipyridyl, 1,4-diazabicyclo[2.2.2]octane (DABCO), and
mono- to tetra-pyridyl-appended porphyrins have been
employed widely to construct a variety of unique porphyrin

Figure 32. GPC chart of 72 (bold line) and mixtures of polystyrene
standard (dotted line, the numbers indicate molecular weight) with a
column of exclusion limit 5× 105. The eluent was EtOH-free CHCl3.



574 Self-Assembled Porphyrin Arrays

Figure 33. AFM image of linear multi-porphyrin array 72 dispersed on
a mica plate.

architectures by axial coordination to other porphyrin cen-
ters. In many cases, Zn(II) was selected as the central metal
ion to accept the axial coordination. Its relatively strong
affinity constants especially to pyridyl gave various examples.
Simple coordination chemistry by the acceptance of only one
axial ligand, and its light-emitting property, are their charac-
teristics. Many examples have been reported to push forward
such noncovalent chemistry for controlling nanostructures
and will be introduced in this section (some of these are
already introduced in the discussion as seen in Fig. 5 and
Sections 3.1–3.3).

One of the early examples conducted by Anderson et al.
is shown in Figure 35 [111, 112]. Two zinc porphyrins
connected by flexible alkoxycarbonylalkyl chains containing
pyromellitdiimide, which is a strong electron acceptor, were
synthesized to incorporate some guest molecules in the cav-
ity. 5,15-Bis(4-pyridyl)porphyrin was bound by axial coordi-
nation of 4-pyridyl group to two zinc porphyrins as well as by
�-� interactions between free base porphyrin and pyromel-
litdiimide units to give relatively large association constant

Figure 34. GPC chart of a mixture of 72 and (73)2 in a 5:1 molar ratio
(a) and the same sample mixture once dissolved in CHCl3-MeOH (1:1),
then evaporated, and redissolved in CHCl3 (b). The exclusion limit of
the column employed was 7× 104.
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Figure 35. Self-assembled porphyrin trimer 75 stabilized by two axial
coordinations and �-� interactions between free base porphyrin and
pyromellitdiimide [111, 112].

of 2�6 × 105 M−1. The fluorescence of free base porphyrin
in 75 was quenched due to electron transfer to the pyromel-
litdiimide part. Chernook et al. synthesized self-assembled
porphyrin systems 76 and 77 (Fig. 36), in which trans-bis(3-
pyridyl)- and cis-bis(4-pyridyl)-substituted free base por-
phyrins bound to coplanar bis(porphyrinatozinc) by 2-fold
coordination, respectively [113]. The complexation constants
of both systems were in the range 106 to 107 M−1 in
CH2Cl2 determined by absorption and fluorescence titra-
tion experiments. The emission from zinc porphyrin units
within the complex was quenched and that from the free
base increased, indicating the occurrence of singlet-singlet
energy transfer between the components.

Hunter reported a self-assembled porphyrin trimer con-
taining a naphthalenediimide bridging group as the electron
acceptor 78 and its reference compound without a diimide
grouping 79 [114]. Free base porphyrin was loaded onto
bis(porphyrinatozinc) by two pyridyl arms (Fig. 37). These
structures were confirmed by VPO, 1H NMR , and absorp-
tion spectra showing a discrete and stable 1:1 complex at the
concentration range of 10−2 to 10−7 M. The stability con-
stant of 78 was determined as 3 × 108 M−1 in CH2Cl2 by
using fluorescence titration technique. Photoinduced elec-
tron transfer to diimide quenched 70% fluorescence of free
base porphyrin. The weak fluorescence from uncomplexed
zinc porphyrin parts was not changed by the acceptance of a
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Figure 36. Self-assembled porphyrin trimers 76 and 77 [113].
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and energy transfer processes [114].

free base porphyrin as a guest. This indicated that fast elec-
tron transfer from zinc porphyrin to diimide units occurred
concurrently in 78. On the other hand, complex 79, having
no acceptor, showed energy transfer from zinc porphyrin to
free base porphyrin. The electron and energy transfer pro-
cesses are summarized schematically in Figure 37 [114].

Anderson has reported double-strand [42, 115, 116] and
triple-strand [117] porphyrin ladders (80 and 81), as shown
in Figure 38. The linear porphyrin arrays are conjugated
by diacetylene linkages. Bridging reagents employed were
4,4′-bipyridyl and DABCO for 80, and diacetylene linked
free base 5,5′,15,15′-tetrakis(4-pyridyl)-bisporphyrin for 81.
In all cases, 1H NMR spectra showed that all the pro-
tons of the bridging ligand were shielded by porphyrin
ring current effect to give large up-field shifts. In the case
of conjugated dimer 80 (n = 2) with DABCO, aggrega-
tion became much stronger with an equilibrium constant of
1�2 × 107 M−1 for the formation of bimolecular porphyrin
aggregate relative to that of monomer (3�8 × 102 M−1�
in CH2Cl2 [115]. The stability constant for 2:2 complex
was determined as 4× 1021 M−3 in CH2Cl2. The double-
strand conjugated polymer with 4,4′-bipyridyl exhibited nine
times larger third-order optical nonlinearity than the single-
strand one by holding the �-conjugation in a coplanar form
[42]. The absorption spectrum of triple-strand 81 was not
a simple sum of those of the components and the stability
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Figure 38. Double-strand conjugated porphyrin ladders 80 [42, 115,
116] and triple-strand 81 [117].

constant could not be determined accurately in CH2Cl2
(1016–1019 M−2� [117]. The spectral changes by the forma-
tion of 80 and 81 will be discussed in Section 5.

Alessio and co-workers synthesized a dimeric zinc
porphyrin building block possessing the structure sim-
ilar to compound 2 shown in Figure 3 by using
Ru(II) instead of Pd(II) ion. Higher-order assemblies
82 and 83 were constructed from this building block
by axial coordination of bridging ligand 4,4’-bipyridyl
and 5,15-bis(4-pyridyl)porphyrin, respectively, as shown in
Figure 39 [54]. One-dimensional, two-dimensional, and
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Figure 39. Molecular sandwiches 82 and 83 constructed by axial coordi-
nation of bridging ligand to Ru(II)-assisted dimeric porphyrin building
block [54].
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variable-temperature NMR investigations indicated assem-
bly formation of sandwich-like 2:2 complex quantitatively
in a CDCl3 solution. Single-crystal X-ray analyses showed
that 83 was a discrete assembly of two dimers connected by
bridging free base porphyrins. The two bridging porphyrins
oriented in a coplanar arrangement with a distance of ca.
11.4 Å.

The same authors have reported a discrete porphyrin
tetramer 85 constructed by two-point self-coordinations of
Ru(II)-assisted bis[5,10-bis(4-pyridyl)porphyrinatozinc(II)]
(Fig. 40) [118]. Free base bisporphyrin 84, which was com-
plexed by Ru(CO2�Cl2 at each 4-pyridyl substituent and
had one unbound 4-pyridyl residue on each porphyrin, as
a building block was expected to form the tetramer 85 by
insertion of Zn(II) ion into two porphyrins. 1H NMR spec-
trum of the crude product showed sharp signals correspond-
ing to discrete self-assembly as a main species and minor
broad peaks attributed to oligomer. The pure 85 was iso-
lated by silica gel chromatography and crystallized by slow
diffusion of n-hexane into CHCl3 solution. The single-crystal
X-ray analysis revealed a propeller-like arrangement consist-
ing of four porphyrins with a S4 symmetry along the rota-
tion axis passing through two Ru(II) ions. The cooperative
interaction of four axial coordinations of pyridyl substituent,
which was arranged in a cis form (substituted at 5 and 10
positions of porphyrin), gave a discrete assembly by recog-
nizing the building block.

At the same time, meso-meso linked bis(5-(4-
pyridyl)porphyrinatozinc) 86 and its cyclic tetramer 87 have
been reported (Fig. 41) [100]. The boxlike assembly 87 has
a cavity of ca. 10 × 10 × 8 Å3. 1H NMR spectrum gave
sharp peaks and pyridyl protons were upfield-shifted by the
effect of porphyrin ring current, suggesting the existence
of a self-assembled cyclic tetramer 87 from 86 in CDCl3.
A GPC analysis of 87 showed a sharp elution peak with
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Figure 41. Meso-meso linked bis(5-(4-pyridyl)porphyrinatozinc) 86 and
its cyclic tetramer 87 [100].

a shorter retention time than that of monomer indicating
discrete cyclic assembly. The CSI-MS measurement in a
THF solution observed the parent ion of tetramer 87 as
the major peak with a much smaller peak corresponding
to monomer. The association constant was estimated as at
least 1025 M−3 in CHCl3 from fluorescence spectrum, which
did not depend on the concentration down to 1�6× 10−8 M.

Imamura and Alessio and co-workers have developed
a self-assembled porphyrin system by using Ru(II) or
Os(II) ion as the central metal ion to construct kineti-
cally stable architectures. Figure 42 represents a series of
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porphyrin arrays constructed by using coordination of meso-
substituted pyridyls to central Ru(II) or Os(II) [119–124].
Alessio et al. prepared pentamer 88 by combination of
four Ru(CO)-TPP walls with one central free base or zinc
tetrapyridyl porphyrin as a bridging ligand [119]. Reaction
of Ru(CO)(EtOH)-TPP with tetrakis(4-pyridyl)porphyrin
was carried out in chloroform at room temperature to
afford 88 rapidly and quantitatively as confirmed by 1H
NMR measurement. Imamura and co-workers reported a
series of porphyrin assemblies 88–93 by using Os(CO)-
or Ru(CO)-porphyrins as walls [120–122]. In these cases,
Os(CO)(EtOH)- or Ru(CO)(MeOH)-porphyrins were used
as the precursor of the wall and reacted with pyridyl
porphyrin in toluene under Ar atmosphere and reflux
conditions. The organizations were also confirmed by 1H
NMR measurement. The cyclic voltammogram and elec-
tronic spectral measurements of the oligomers indicated that
there was no distinct interaction within the macrocycles. Two
authors also reported porphyrin assemblies 94 by using an
axial coordination of meso-substituted 3-pyridyl-porphyrin to
Os(II) or Ru(II) center [123, 124].

Imamura and co-workers have reported porphyrin
tetramers 95, 96 [86], and octamer 97 [125], as shown in
Figures 43 and 44, respectively. The substitution of axial CO
ligands in dimer 47 (Fig. 19 in Section 3.1) and tetramer 60
(Fig. 22 in Section 3.2) with free base 4-pyridyl- or 3-pyridyl-
porphyrin by the photolysis of CO by medium-pressure
mercury lamp in toluene followed by pyridine coordination
gave the desirable higher-ordered assemblies, whose struc-
tures were analyzed by elemental analyses and FAB- or
ESI-MS measurements. 1H NMR spectra also revealed the
tetrameric and octameric structures. Integral intensities of
NMR signals agreed with the 1:1 composition of Ru(II) and
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photoirradiation [86].

Ru Ru

RuRu

N

N

N

N

H2N

C
O

C O

CO

C
O

Ru Ru

RuRu

N

N

N

N

H2

N

H2

N

H2 N

H2 N

97

60

hν
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free base porphyrins (2:2 for tetramers 95, 96 and 4:4 for
octamer 97). The pyridyl and �-pyrrolic protons of the newly
introduced axial porphyrin unit were shifted to up-field due
to the ring current effect of the ruthenium porphyrin part.

Sanders and co-workers have also reported self-assembled
porphyrin systems by using axial coordination to Ru(II)
and other metal ions. Figure 45 illustrates dendritic multi-
porphyrin arrays 98 and 99 [126]. Compound 98 was
synthesized in two steps, in which monomeric Ru(II) por-
phyrin Ru(CO)(solvent)-por and 1 eq. of free base trimer
(por)3 were reacted in benzene at room temperature to form
[Ru(CO)-por �(por)3] and then [Ru(CO)-por �(por)3] and
(por)3 were coupled by photoirradiation to give [(por)�3Ru-
por �(por)3] 98. Free base trimer having three 4-bipyridyl
substituents was treated with monomeric Ru(CO)(solvent)-
por in chloroform to give rise to the formation of 99.
The NMR measurements supported these structures. Crys-
tals of 99 suitable for single-crystal X-ray analysis were
not obtained, but tripyridyltriazine(Py3T)-assisted trimer 100
could be crystallized by slow diffusion of methanol into a
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toluene solution. The X-ray structure of 100 showed that the
angles of Py3T nitrogens and porphyrin plane were ranged
from 85� to 90� and the distances between Ru(II) and nitro-
gens of Py3T were 2.15 to 2.22 Å.

Self-assembled heterometallic oligoporphyrins 101 and
102 constructed by cooperative Zn(II) N, Ru(II) N,
and Sn O coordination bonds have been reported by the
same group, as shown in Figure 46 [127]. The heterometal-
lic porphyrin oligomers were designed to exhibit comple-
mentary geometries and cooperative binding properties by
using different affinities toward ligand species. Here again,
Ru(II) ion forms inert complexes with nitrogen ligands
with hexacoordination, while Zn(II) porphyrin prefers nitro-
gen atoms with kinetically labile pentacoordination. On the
other hand, Sn(IV) porphyrin prefers oxygen atoms with
a hexacoordinate octahedral geometry and exhibits rela-
tively slow ligand exchange rates. Therefore, carboxylate
groups extended from a meso-phenylene position of Zn(II)
or Ru(II) porphyrin bound to the Sn(IV) center of bis(4-
pyridyl)porphyrin and at the same time two pyridyls of the
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Figure 46. Self-assembled heterometallic oligoporphyrins constructed
by cooperative Zn(II)—N, Ru(II)—N, and Sn—O coordination bonds
[127].

Sn(IV) porphyrin coordinated to Zn(II) or Ru(II) centers in
a cooperative fashion. These structures were determined by
1D and 2D (COSY and NOESY) NMR techniques.

Recently, Rh(III) porphyrin has been employed for
building blocks of nanoarchitectures [128	 129]. Reaction
of Rh(III) porphyrin monomer, whose axial positions
were coordinated first by an iodide ion and a MeOH
molecule, with 4,4′-bipyridine, DABCO, 4,4′-bipyrimidine,
2,7-diazapyrene, and 5,5′-dicyano-2,2′-bipyridine could give
dimeric species 103 with these bridging diaza ligands
by substitution of MeOH (Fig. 47). X-ray crystal struc-
tures of dimeric complexes with DABCO, 2,7-diazapyrene,
and 5,5′-dicyano-2,2′-bipyridine were analyzed successfully.
Porphyrin trimer 104 and pentamer 105 were synthe-
sized by using a combination of carboxylate coordina-
tion to Sn(IV) and pyridine coordination to Rh(III)
porphyrins. The ligands bridging Sn(IV) and Rh(III)
porphyrins were isonicotinate and free base 5-(4-pyridyl)-15-
(4-benzoate)porphyrin for 104 and 105, respectively. X-ray
crystal analysis of 104 showed that two Rh porphyrins
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Figure 47. Supermolecules from Rh(III) and Sn(IV) porphyrins by
using axial coordinations [128].
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were equivalent through an inversion center of Sn atom
and almost planar. The isonicotinate molecules were also
planar and directed perpendicularly to the Rh porphyrin.
An eleven-porphyrin array 106 was constructed by using
three different metalloporphyrins: Sn(IV), Rh(III), Ni(II),
and free base (Fig. 48) [128]. A Sn(IV) porphyrin acted
as a core which was coordinated by two carboxylate sub-
stituted porphyrin trimers. Four Rh(III) porphyrins were
bound to pyridyl groups at the four terminals of this array.
The porphyrin array 106 was analyzed by 2D NMR tech-
niques (COSY, NOESY, and TOCSY) to obtain spatial
information. A cyclic porphyrin tetramer 107, consisting of
two bis(diphenylphosphine)-substituted zinc(II) porphyrins
and two Rh(III)TPP units, was also constructed (Fig. 49)
[129]. When Rh(III)-TPP was mixed with a same equiva-
lent of bis(diphenylphosphine)-substituted Zn(II) porphyrin
in CDCl3, 1H and 31P NMR spectra suggested the formation
of mixtures of several different species. When 0.5 equivalent
of 4,4′-bipyridyl was added to the solution, cyclic porphyrin
tetramer 107 was formed quantitatively. This process was
monitored by 1H NMR and all the information from 1H,
COSY, NOESY, and 31P NMR spectra proved the existence
of 107 as a single species.

Anderson et al. have developed a template-directed syn-
thesis of cyclic porphyrin oligomers [130–132]. The synthe-
sis of cyclic porphyrins by the use of appropriate templates
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Figure 48. Self-assembled porphyrin 11-mer constructed from Rh(III)
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Figure 49. Self-assembled cyclic porphyrin tetramer 107 by coordina-
tion of phosphine to Rh(III) center and bipyridyl bridging [129].

enabled to increase the yield significantly. The key step was
the first process to self-assemble the substrates in a juxta-
position for the reaction, and then the desirable porphyrin
macromolecule was produced by intramolecular covalent
bond formation. As shown in Figure 50, 4,4′-bipyridyl was
added to two zinc porphyrins to facilitate the closed confor-
mation. The Glaser coupling reaction at two terminal acety-
lene groups of linear porphyrin dimer 108 produced cyclic
dimer 109 in a 83% yield. The untemplated reaction gave
only 21% of 109 with large amounts of other higher cyclic
oligomers. On the other hand, a larger template reagent,
tetrapyridyl-porphyrin, effectively promoted the formation
of cyclic tetramer 110 containing one free base porphyrin
with a high yield of 77%. In a similar way, the coupling
reaction of monomer 111 in the presence of tridentate lig-
and Py3T as the template gave a symmetric cyclic porphyrin
trimer 112 in a 55% yield (Fig. 51).

4. SELF-ASSEMBLED PORPHYRINS
BY HYDROGEN BONDS

Hydrogen bond formed between hydrogen atom adjacent
to electronegative element and lone pair electron of mainly
oxygen, nitrogen, and sulfur atoms is relatively weak interac-
tion of 20 kJ/mol at most. However, stable aggregations can
be formed through cooperative hydrogen bonds at multiple
sites as seen in biological systems. For example, a double
helix of DNA is built up by a lot of hydrogen bonds between
nucleic acid base (nucleobase) pairings [13–15]. Sessler and
co-workers have introduced cytosine and guanine deriva-
tives, which can form a stable nucleobase pair of C-G by
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triple hydrogen bonds, into each meso-position of respec-
tive porphyrins, as shown in Figure 52 [133]. Association
constant of dimer 113 . 114 was determined to be 210 ±
40 M−1by fluorescence lifetime measurement in a CHCl3
solution. However, the photoinduced singlet-singlet energy
transfer reaction within the hydrogen-bonded complex was
not observed because of intracomplex diffusional encounter
quenching between donor 113 and acceptor 114. In order
to suppress the flexibility, more rigid supramolecules have
been developed by the combination of 115–117 [134]. In
these systems, the donor and acceptor molecules were con-
nected through para-phenylene linkages to hydrogen bond-
ing units of guanosine (G) and cytidine (C), respectively.
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Figure 52. Self-assembled porphyrins by triple hydrogen bonds in a
nucleobase pairing [133	 134].

Association constant of dimer 115 . 116, which was arranged
side-by-side with an interplanar angle of ca. 90� and with the
center-to-center distance of ca. 22.5 Å, was determined as
22,000± 2000 M−1 by 1H NMR study in a CD2Cl2 solution.
The photoinduced singlet-singlet energy transfer occurred
within both dimer 115 . 116 and trimer 116 . 117 . 116, and
quantum yields were determined as 0.57–0.64.

Uracil derivatives have also been used in the construc-
tion of a triply hydrogen bonded self-assembly. Two 5,15-
bis(5-uracil)porphyrinatoZn, in which two uracil substituents
orientated in the cis arrangement as shown in Figure 53,
formed a face-to-face dimer 118 by cumulative 12 hydro-
gen bonds bridged by two triaminopyrimidine molecules
[135]. The interplanar distance between two porphyrins was
estimated to be 10 Å providing a cage cavity to incorpo-
rate a host molecule such as 4,4′-bipyridine. Recently, five
2,6-diacetamido-4-pyridyl and four 6-uracil meso-substituted
porphyrins have been synthesized for building up various
types of multi-porphyrin supramolecules by triple hydro-
gen bonds between 2,6-diacetamido-4-pyridyl and uracil
[136]. Two equivalents each of 5,10-bis(2,6-diacetamido-4-
pyridyl)porphyrin and 5,10-bis(6-uracil)porphyrin in THF
gave square tetramer 119 (Fig. 53). Formation of the
tetramer was confirmed by 1H NMR, dynamic light-
scattering, ESI MS, and VPO measurements. 1H NMR study
showed the association constant of 6× 1012 M−3 in THF-d8.

Supramolecular multi-porphyrin macrocycle 120 by alter-
nating disposition of three 1,3,5-triazine-bridged bis-
porphyrin units and three barbituric acid units by eighteen
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N—H· · ·N and N—H· · ·O hydrogen bonds was synthesized
(Fig. 54) [137]. ESI-MS measurement of a 1:1 mixture of
bisporphyrin and barbituric acid in CH2Cl2 afforded the
dicationic parent peak of 120 and VPO measurement sug-
gested the molecular weight consistent with the assembly
of three bisporphyrin and three barbituric units. 1H NMR
and NOE experiments indicated the formation of a dis-
crete supramolecular structure rather than polymeric species
and diffusion-ordered 2D NMR, which displays 1D chemical
shift spectrum with a diffusion spectrum in the other dimen-
sion and gives information on the molecular radius [138],
showed that over 90% of the two components were assem-
bled to form assemblies of an approximately 2.5 nm size.

Two porphyrins bearing 4-pyrazolyl and 3,5-dimethyl-
4-pyrazolyl substituent have been synthesized [139]. 3,5-
Dimethyl-4-pyrazolyl-substituted porphyrin provided cyclic
tetramer 122 as shown in Figure 55 with an association
constant of 9�3 × 103 M−3 in CDCl3. On the other hand,
4-pyrazolyl derivative without a methyl group favored the
formation of dimeric species 121 and association constant
was determined as 39 M−1. The structural characterizations
in both cases were performed by 1H NMR, IR, and ESI-
MS measurements. In the case of 121 without the methyl
group in the pyrazolyl group, the rotational barrier between
pyrazolyl and porphyrin plane was relatively low, and there-
fore steric hindrance between methyl groups at other meso-
substituted tolyl groups might have prevented the formation
of higher-ordered oligomer.

Self-assembled porphyrin dimer 123 through hydrogen
bonds between two carboxyl groups with an association con-
stant of 107 M−1 has been reported (Fig. 56) [140]. This
dimer fabricated a cavity to incorporate a pyrazine molecule
by coordination to two facing porphyrin centers of 123.
This molecular recognition has been applied to construct a
multi-porphyrin system [141]. Thus, the free base porphyrin
bearing four pyrazine arms 124 and dimer 123 allowed the
formation of nonameric porphyrin assembly 128 with each
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binding constant of 4 × 107 M−1, as shown in Figure 57.
Within the resulting complex, photoinduced energy trans-
fer from zinc porphyrin moiety to free base porphyrin
was observed with the energy transfer efficiency of 82%.
The same authors synthesized three multi-porphyrin arrays
assembling 16 porphyrin units 129–131 from three types of
free base porphyrin having eight pyrazine substituents 125–
127 by the same methodology [142]. The assemblies 129 and
130 were in a parallel configuration, while 131 was in a serial
arrangement. All titration experiments for the formation of
these assemblies showed similar complexation behavior and
the binding constants of the inner and the outer pyrazine
could not be separated. The existence of free 123 in solution
was estimated to be less than 8% considering the binding
constant. The energy transfer efficiencies were calculated
from the fluorescence quenching of zinc porphyrin moieties
in the complex as 61, 80, and 55% for 129, 130, and 131,
respectively. The reasons for the lowest efficiency observed
in 131 having a serial arrangement of antenna units were
considered as (i) the single-strand orientation of a side chain
by two bulky antenna units constrained the farthest antenna
units far from the central free base porphyrin, (ii) the energy
transfer between inner and outer antenna units interfered
with that from the antenna to the central porphyrin.

Two monomeric Cu(II) porphyrin units of 132 bear-
ing four ammonium cations were tied by four bis-
p-phenylene-[34]crown-10 molecules to give cofacially
arranged supramolecular Cu(II) porphyrin dimer 133, as
shown in Figure 58 [143]. The X-ray analysis of single
crystals of 133 with eight PF−

6 from an acetonitrile solu-
tion revealed a dimeric structure. The mean interplanar
separations between two porphyrins and Cu-Cu separation
were 3.65 Å and 4.76 Å, respectively, showing �-� stack-
ing in a slipped cofacial orientation. In addition to the
�-� interaction between porphyrins, the supramolecular
assembly was stabilized by [N+—H· · ·O] and [C—H· · ·O]
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Figure 57. Formation of a porphyrin nonamer and 17-mers by stepwise
complexation of 123 with 124–127 [141	 142].
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hydrogen bonds between the dibenzylammonium sites of
porphyrinsubstituent and the oxygen atoms of macrocyclic
polyether linkages.

Supramolecular assembly by imidazolyl-imidazolyl hydro-
gen bonds afforded stacks of porphyrins [144, 145]. Bis(4(5)-
imidazolyl)porphyrin 134 was synthesized to investigate
the formation of cooperatively hydrogen-bonded aggrega-
tion (Fig. 59A) [144]. Porphyrin-porphyrin interaction in
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the resulting assembly of 134 reflected sensitively in their
UV spectra. In nonpolar solvent such as toluene and
cyclohexane, significant broadening of the Soret band was
observed. This observation can be explained by the exci-
ton coupling theory for two porphyrin chromophores. Since
mono- and non-imidazolyl substituted porphyrins did not
show such peak broadenings, cooperative hydrogen bonds
and �-stacking interactions were necessary to form this
supramolecular structure. 1H NMR spectrum of 134 in
CDCl3 gave broad peaks, which were sharpened gradu-
ally by the addition of MeOD. Figure 60 shows the titra-
tion behavior of chemical shifts of imidazolyl, pyrrolic,
and aromatic protons. The down-field shift with increas-
ing CD3OD amount was observed indicating gradual break-
age of hydrogen bonds between imidazolyl groups. Energy
and/or electron transfer reactions were examined from the
supramolecule to the externally added acceptor, such as
benzoquinone or Mn(III)porphyrin. The increased efficiency
by a fact observed for the supramolecule compared with
monomeric species was ascribed to delocalization of excita-
tion energy over the whole space of the supramolecule.

This idea of supramolecular organization by imidazolyl-
imidazolyl hydrogen bonds has been applied to form
liposome by their own intermolecular interactions alone
without assistance of any other lipid components [145].
Therefore, amphiphilic bis(imidazolyl)porphyrin 135 having
two meso--carboxyalkoxyphenyl substituents as hydrophilic
head groups was synthesized. Compound 135 was dispersed
in water by sonication and subjected to a gel filtration col-
umn separation to isolate the fraction corresponding to
small unilamellar vesicles (Fig. 59B). The formation of lipo-
some with a mean diameter of 27 ± 8 nm was supported by
dynamic light-scattering (DLS) measurements. Figure 61a
shows a top view of the AFM image and Figure 61b the
side view along the line in Figure 61a. The observed width
at the baseline level was 26 nm. A TEM image of the lipo-
some dispersions showed many particles of diameters in
the range 20–30 nm corresponding to the size distribution
obtained by the DLS measurement, as shown in Figure 61c.
The liposome possessed a cavity containing an interior aque-
ous phase and could keep polar solutes inside the liposome.
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Figure 61. AFM image of dispersion prepared from 135 developed on
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TEM image of negatively stained samples of dispersion from 135 with
uranyl acetate.

The liposome obtained solely from porphyrin amphiphiles is
regarded as a huge light-harvesting antenna, which could be
regulated in a nanometer-scaled structure.

5. SPECTROSCOPIC CHARACTERIZATION
OF SELF-ASSEMBLED
PORPHYRIN ARRAYS

If the interaction between porphyrin chromophores in the
resulting multi-porphyrin array is strong enough to induce
the exiton couplings [92], its absorption spectrum is changed
from that of a monomer or subunit, depending on the
distance and orientation between porphyrin chromophores.
In the self-assembled systems, porphyrins in the array are
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arranged in various orientations to each other and investi-
gation on spectral changes allows structural information of
the assembly. Furthermore, the absorption and fluorescence
spectra shift to longer wavelengths by fifth and sixth axial
ligation to metalloporphyrin [146]. Here, we introduce two
examples of our self-assembled porphyrin arrays to explain
the exciton interaction between porphyrin chromophores.

Figure 62 shows absorption spectra of slipped cofacial
dimer 45 (solid line) and its free base monomeric porphyrin
136 (dashed line) in CHCl3 with a schematic representation
of two perpendicular transition dipoles, Mx and My . In the
case of monomeric porphyrin, these transitions are almost
degenerated and therefore a single Soret band appears at
414 nm. On the other hand, the Soret band of dimer 45 split
into two peaks to appear at 408 and 430 nm, as a result
of blue- and red-shifts from the degenerated band, respec-
tively. This splitting behavior can be explained by the exciton
theory [92]. As shown in Figure 63, the interaction between
two dipoles of Mx orienting along the head-to-tail direction
induces two exciton states and the in-phase transition (in
the same direction) is allowed, but the out-of-phase tran-
sition (in the opposite direction) is forbidden, resulting in
the red-shift. In a similar way, the interaction between two
My components in a face-to-face arrangement causes a blue-
shift of the Soret band. These explanations accord with the
observed spectrum and may apply to other self-assembled
systems arranged in face-to-face or head-to-tail geometry.

In Section 3.3, we discussed the multi-porphyrin array 72
prepared by coupling of the complementary coordination
unit of imidazolyl to central zinc 45. The one-dimensional
polymer 72 has a huge molecular weight in chloroform and
exhibits large split of the Soret band appearing at around
410 and 490 nm; splitting width was approximately 80 nm,
as shown in Figure 64. The splitting behavior of 72 can
be explained again by using the exciton interactions caused
by meso-meso coupling and coordination. Covalently linked
porphyrin array at meso-positions has been developed first
by Osuka and co-workers and its splitting behavior of the
Soret band was explained by exciton interaction between
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Mx components inducing a large red-shift, with no interac-
tion for My and Mz due to the orthogonality [147–149]. For
example, the Soret band of meso-meso coupled free base
porphyrin dimer (demetallated 71) was split into 415 nm
for My and Mz components and 453 nm for the Mz compo-
nent; splitting width was 38 nm [108]. The complementary
coordination in 72 induces another exciton interaction in
a slipped cofacial arrangement. As mentioned earlier, the
interaction of My ’s or Mz’s components in a face-to-face ori-
entation gives a blue-shift of the transition to 410 nm. On
the other hand, Mx’s components are shifted to a longer
wavelength up to 490 nm by interaction with those of the
neighboring porphyrin units. The shift at longer wavelength
should depend on the degree of coordination. Therefore,
the effect of addition of MeOH, which is a competing ligand
to break the zinc-imidazolyl coordination bond, to a CHCl3
solution of 72 was examined by monitoring the absorption
spectrum (Fig. 64). The splitting width of the Soret band
decreased with the addition of MeOH, resulting in an obvi-
ous blue-shift of the longer Soret band passing through a
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clear isosbestic point at 478 nm and a smaller red-shift of
the shorter Soret band. On the addition up to 30% MeOH,
the shift reached almost the saturation point with the split-
ting of 41 nm corresponding to that of isolated 71. These
results clearly show that the addition of competing ligand
such as MeOH can simply and reversibly control the length
of self-assembled porphyrin array.

Conjugation of diacetylene linked porphyrin array con-
ducted by Anderson could be controlled by the axial lig-
and to construct and to break ladder complexes 80 and
81 (see Fig. 38) [42, 115–117]. The ladder formation was
expected to force coplanar arrangement in neighboring por-
phyrin units, and might increase the conjugation between
porphyrins inducing red-shift in absorption spectrum due to
the decrease of HOMO-LUMO bandgap energy. As shown
in Figure 65, the ladder complex 80 (n= 6 and L =DABCO)
exhibited red-shifted Q-band at around 840 nm and Soret
bands of a larger split width [116]. The spectral features were
changed by the addition of excess DABCO breaking the lad-
der complex. The blue-shifted Soret band due to weak face-
to-face interaction in the ladder complex shifted to longer
wavelengths indicating the dissociation of the stack. At the
same time, the longest Q band in the ladder shifted to shorter
wavelengths because of the lack of conjugation by free rota-
tion about the diacetylene bonds. When 4,4′-bipyridyl was
chosen as the bridging ligand L, Q band became sharper and
was red-shifted by 16 nm relative to that of the complex with
DABCO, indicating more planar arrangement due to the
elimination of the steric hindrance between the interstrand
aryl groups. Figure 66 compares the absorption spectrum
of free base dimer 138 (a), zinc dimer-pyridine complex
137 · (pyridine)2 (b), and triple-strand 81 (c) in CH2Cl2. The
spectrum (c) was not represented by the simple sum of spec-
tra (a) and (b) indicating that the conformations of 137
and 138 were changed by the formation of the triple-strand
81. The splitting width of the Soret band increased and the
Q band shifted to longer wavelength showing expansion of
conjugation due to increase of the planarity too.
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6. PROPERTIES OF SELF-ASSEMBLED
PORPHYRIN ARRAYS

One of the goals of research on self-assembled porphyrin
array is to develop practically useful materials in the molec-
ular electronic and photonic devices as well as artificial
photosynthetic system to convert light energy to electric
power. Various types of self-assembled porphyrin arrays fab-
ricated in nanometer-scale have been reported and intro-
duced in this chapter. However, the technology to realize the
molecular-sized electronic devices has not been achieved yet
by using the multi-porphyrin array as well as other conduc-
tive organic molecules. On the other hand, NLO property
and photocurrent generation by using multi-porphyrin arrays
have been studied extensively in recent years. In this section,
we will introduce the importance of noncovalent assembly
of porphyrins to develop the NLO materials and highly effi-
cient photocurrent generation system.

Third-order NLO materials with a large real part of
susceptibility �

�3�
real are useful for ultrafast optical switch-

ing and light modulation device to realize the all-optical
networking [29–31]. Furthermore, two-photon absorption
(TPA) is one of the third-order NLO phenomena corre-
sponding to the imaginary part �

�3�
im and is a nonlinear

absorption process depending on an incident light inten-
sity [150]. TPA materials could find useful applications for
3D optical memory, photodynamic therapy, optical power
limiting, 3D microfabrication, and fluorescence microscopy.
The strong optical nonlinearities are given in principle by
large �-conjugated molecules. Additionally, introduction of
donor/acceptor groups at the molecular terminals increases
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its polarizability and induces much larger NLO response. As
mentioned in Sections 3.4 and 5, the third-order NLO prop-
erties of �-conjugated multi-porphyrin arrays of diacetylene
linkage have been studied [40–42]. Double-strand polymer
80 (L = 4	 4′-bipyridyl) exhibiting larger conjugation due to
planarity between porphyrin units than that of single-strand
polymer 139 (Fig. 67) was used for the NLO study to test
the effect of increased conjugation on the optical nonlinear-
ity by degenerate four-wave mixing measurement with 50-ps
pulse laser at 1064 nm [42]. The number average molecular
weights (Mn� of 139 and 80 were determined as 2�1×104 and
5�6 × 104 Da, respectively, by GPC analysis. The real part
of molecular polarizability per porphyrin unit ��xyyx�/N of 80
was determined as 7�6× 10−45 m5 V−2, which was nine times
amplified relative to that of 139 (0�84×10−45 m5 V−2� by the
formation of ladder structure, where SI units of m5 V−2 may
be converted to esu unit by multiplying �4�/9�× 10−8 [41].
Further, a large two-photon absorption cross section was
observed at 1064 nm for 80 as 5× 104 GM, which was also
seven times enhanced by ladder structure formation. These
observations were explained by a reasonable assumption of
three-level model [40–42] and showed that the self-assembly
of double-strand formation might be useful for nonlinear
optics.

In addition to expansion of �-conjugation, introduction
of donor/acceptor substituents into the array structure to
induce higher polarizability is another important factor to
increase the NLO property. The self-assembled linear por-
phyrin array 72 (Fig. 31) can scramble with a specific
terminator porphyrin 73 in CHCl3/MeOH or pyridine to
afford oligomers 74. Since the molecular polarizability of
the oligomer is expected to increase by choosing the accep-
tor groups at both molecular ends, two series of porphyrin
oligomers were simply synthesized by the reorganization
process. One of the series had no acceptor (R′ = n-heptyl)
140–142 and the other was terminated with porphyrins as an
acceptor 143–145 (Fig. 68) [43]. Table 1 summarizes results
of optical Kerr effect (OKE) measurement with 150-fs pulse
laser at an off-resonant wavelength of 800 nm. The ��yyyy�
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values of oligomers 140–142 were in the range from 10−31 to
10−30 esu, while the ��yyyy� of the series of compounds 143–
145 were extremely large, ranging from 10−30 to 10−29 esu,
10 times larger than those of 140–142. The large enhance-
ments of the ��yyyy� values were observed when free base
porphyrins were attached at the terminal positions of core
zinc porphyrin arrays. The terminal free base should have
acted as an acceptor with respect to inner zinc porphyrin.
The complementary coordination structure must also have
contributed to such a large increment of nonlinear response.
There are several reports on NLO materials, but the values
are difficult to compare, because methods and conditions
are different in each experiment. Here, NLO properties of
organic molecules measured under similar conditions to the
above, that is, employing an OKE technique with femtosec-
ond pulse laser at off-resonant wave length, will be com-
pared [151, 152]. The � values, corresponding to ��yyyy�,
of C60 derivative with electron donor, -(NH2�2CNCN, was
determined to be 3�5 × 10−32 esu as the largest among C60
derivatives [151]. A donor-acceptor conjugated copolymer
consisting of 2,7-diethynylfluorene as the acceptor unit and
tetraphenyldiaminobiphenyl as the donor site with average
molecular weight (Mw� of 17,600 (Mw/Mn = 2�8) showed
the � value of 450 × 10−32 esu [152]. These values may
be comparable to those of the porphyrin system summa-
rized in Table 1. There is a possibility to obtain large non-
linearities by covalent approach to connect donor/acceptor
substituents to porphyrin, but it means a difficult synthetic
target to develop such systems. The methodology of simple

Table 1. NLO properties of porphyrins by optical Kerr effect
measurements.

��yyyy� �real/unit ���3�
yyyy� �

�3�
real Conc.

(10−32 esu) (10−32 esu) (10−15 esu) (10−15 esu) (10−6 M)

Porphyrins
(no. of

units)

140 (4) 13 55 200
141 (6) 61 38 30
142 (8) 120 39 15
143 (4) 180 55 50 57 13
144 (6) 950 120 165 130 8�3
145 (10) 1300 150 163 150 5�0
146 (1) 14 91 320
147 (2) 8 24 150
148 (2) 7 4 25
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Figure 69. Schematic representation of self-assembled monolayer
(SAM) of thiolate and imidazolyl appended monomeric porphyrin
and multilayer prepared by accumulation process with bis(imidazolyl-
porphyrinatoZn) 71 [109].

reorganization process in the self-assembled system pre-
sented here may afford a facile structural modification to
gain even further large nonlinearities. This optical nonlin-
earity observed in a femtosecond time scale is a candidate
for the application to ultrafast optical switching.

The self-assembled porphyrin system by complementary
zinc-imidazolyl coordination has been applied to photocur-
rent generation [109]. Thiol group, –SH, is well known to
be attached to gold surface to produce stable S Au
bonds. Terminal monomeric porphyrin 73 bearing an -
mercaptoalkyl substituent (R′ = -OC6H12SH) was attached
onto gold electrodes to obtain a self-assembled monolayer,
SAM (Fig. 69). Multi-porphyrin array 72 then propagated
on this SAM simply by accumulating bisporphyrin 71 as fol-
lows: an aliquot of 72 dissolved in a 1:1 mixture of pyri-
dine/nitrobenzene in order to dissociate the array structure
into monomeric 71 was applied dropwise to the electrode
and pyridine was evaporated to develop the complemen-
tary coordination of imidazolyl to the central zinc. Another
aliquot of porphyrin was applied again and the accumulation
procedure was repeated. Absorption spectrum of this mul-
tilayered electrode showed an increase of light absorption
depending on the repeated number of the deposition cycles

Figure 70. AFM image of multi-porphyrin array propagated from SAM
on gold electrode.
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Figure 71. The action spectrum (square plot) with absorption spectrum
(dotted line) of multilayered electrode.

in the range of 350 to 750 nm [109, 110]. AFM measure-
ment confirmed long porphyrin assemblies extending from
the surface of the electrode (Fig. 70). The heights were not
homogeneous with a broad distribution and some assemblies
reached a scale of a few hundred nanometers. Irradiation
of the multilayered electrode generated photocurrent more
efficiently compared with simple SAM. The action spectrum,
which was obtained by plotting photocurrent as a function of
the irradiating wavelength, resembled the absorption spectra
of porphyrin-assembled electrodes in the whole range of 350
to 750 nm (Fig. 71). Photocurrent quantum efficiencies [153]
at the respective absorption peaks were estimated as 0.14%
(430 nm), 0.11% (490 nm), 0.10% (580 nm), and 0.26%
(650 nm). Photocurrent values of SAM and multilayered
electrodes (a)–(d) are plotted as a function of the absorp-
tion area (A�) integrated over the range of 350 to 750 nm in
Figure 72. The photocurrent density linearly increased with
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Figure 72. Plot of photocurrent density of SAM and other electrodes
as a function of the absorption area integrated over the range 350–
750 nm. Concentration and repetition cycles are (a) 1 mM and once
(n = 2), (b) 0.1 mM and three times (n = 4), (c) 1 mM and three times
(n = 13), and (d) 1 mM and four times (n = 16), respectively.
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the increase of the absorption area especially in the range
0–20 A�. This increase came from the improved efficiency in
absorbing light energy and the excitation energy transfer by
perpendicularly accumulated porphyrins from the surface.
Further, effective charge separation and electron/hole trans-
fer along the multi-porphyrin chains may be contributing to
the photocurrent generation. Although the SAM technique
has opened an excellent way to lead realistic materials, the
single-molecular layer on the surface is limited by the low
efficiency of light absorption. The process by self-assembly
accumulating the chromophore to multiply light absorption
may propose a strategy for solving the problem.

7. SUMMARY
In the past few years, much attention has been focused
on nanostructure generation and nanotechnology, and large
bodies of porphyrin architectures have been constructed by
using covalent and noncovalent linking methodologies. In
this review, we have presented self-assembled porphyrin sys-
tems toward photosynthetic mimics and single molecular
devices constructed by noncovalent interactions of hydrogen
bond, �-� interaction, coordinations of meso-substituted lig-
and to outer metal and other porphyrin centers. In order to
build desirable nanostructures with specific function for the
practical use, there are several important points on designing
porphyrin assemblies: (1) Direction to connect porphyrins
is determined by the coordination direction of the meso-
substituted ligand and coordination geometry around the
metal ion. The same is true for multiple hydrogen bonding
interactions. (2) Stability of the porphyrin-porphyrin con-
nection depends on the number of interactions, that is,
cooperatively multiple bindings are more effective than sin-
gle binding. (3) If transition metal ions with unoccupied
d-orbitals are chosen as the porphyrin center, singlet exci-
tation energy is quenched and therefore fluorescence and
photocurrent generation will not be expected. Instead, vari-
able oxidation states of the transition metal are thought
to be advantageous for electric conduction and switching
of the coordination properties. (4) Strength of the interac-
tion between neighboring porphyrins increases with decrease
of the interplanar distance, and then strong interaction
causes change in their spectroscopic features and reduction-
oxidation properties.

Synthesis and purification of porphyrins are not easy tasks
considering their preparative methods associated with low
yields and large amounts of by-products. Even so, the por-
phyrin building block fascinates researchers because of its
high �-conjugation system assembled in one nanometer-
sized building block. Porphyrins accommodate various metal
ions into the center acting as molecular recognition site and
allow the introduction of various functional groups at meso-
and �-positions to construct wonderful nanoarchitectures.

GLOSSARY
Atomic force microscopy (AFM) One of the scanning
probe microscopies by detecting the local force operating
between sample surface and probe tip. The spatial resolu-
tion is usually a few nm.

Association constant Equilibrium constant of forward
complexation reaction; L+M= LM, K = �LM�/��L�× �M��.
Synonymous with stability constant. Reciprocal of dissocia-
tion constant.
Chelate Metal complexation by multidentate ligand. The
word “chelate” came from craw of crab in Greek.
Chemical shift In the NMR spectroscopy, the resonant
frequency depends on the effective magnetic field around
the nuclei, which are affected by induced magnetic field
by electron. The shielding effect increases with an electron
density. The chemical shift is proportional to strength of the
magnetic field and represented as the ratio of frequency with
that of reference in ppm.
Cyclic voltammetry Electrochemical method to determine
the oxidation/reduction potential.
Dendrimer Well-regulated highly branched polymer.
Dynamic light scattering (DLS) Characterization of parti-
cle size from diffusion coefficient given by the light scatter-
ing measurement.
Fluorescence Emission of light from excited singlet state
after the absorption of light energy.
Fluorescence anisotropy decay The measurement of aniso-
tropy as a function of time by laser pulses provides the rate
of the excited energy transfer or migration.
Fluorescence quantum yield A ration of the number of
emitted photons to the number of absorbed photons.
Förster model Energy transfer theory explained as dipole-
dipole interaction between donor and acceptor. In this
model, the emission band of donor must overlap with the
absorption wavelength of acceptor.
Gel permeation chromatography (GPC) Analytical or pre-
parative method to separate a mixture based on difference
in molecular size or shape. GPC analysis gives an informa-
tion on molecular weight by comparison with appropriate
standard samples.
Hard-soft-acid-base rule (HSAB rule) One of the mea-
sures for relative strengths of acids and bases. An acid, usu-
ally a metal ion, prefers the bases having similar softness or
hardness.
Heavy-atom effect See the singlet-triplet intersystem
crossing.
Highest occupied molecular orbital and lowest unoccupied
molecular orbital (Homo-Lumo) Usually, HOMO and
LUMO correspond to the ground state (S0) and the lowest
excited state (S1), respectively.
Hydrophobic interaction Hydrophobic solutes strongly
interact with each other in hydrophilic media such as in
water.
Liposome Spherical bilayer membrane structure entrap-
ping inner aqueous phase with a size of around a few nm to
a few �m.
Mass spectroscopy Determination of molecular weight by
detecting the positively or negatively charged molecular ion.
There are several ionization methods such as FAB (fast-
atom-bombardment), ESI (electrospray ionization), MALDI
(matrix-assisted-laser-desorption-ionization), and so on.
Molecular mechanics calculation A calculation method
giving optimized-structure and energy for conformations of
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molecules based on the empirical bond lengths and angles,
strain, torsion, steric repulsion, van der Waals interaction,
and electrostatic interaction.
Nuclear magnetic resonance spectroscopy (NMR) NMR
gives information on the chemical environment around
nuclei. The nuclei having no spin such as 12C exhibits no
magnetic resonance, but if net spin is not zero as seen
in 1H and 13C, we can observe NMR signals allowing
information about chemical structure such as chemical shift,
spin coupling, and integration.
Optical kerr effect (OKE) Refractive index of molecule or
media is proportional to the incident light intensity.
�-� interaction �-Stacking interaction due to overlapping
of �-electron cloud between aromatic groups.
Peptide Amide bond, -NH-CO-, formed from amino group
of an amino acid and carboxy group of another amino acid.
Ring current effect The shielding effect, which comes
from the magnetic field generated by �-electron system.
Effective magnetic field of nuclei is shielded by this effect
to reduce the chemical shift.
Singlet-triplet intersystem crossing Transition from single/
triplet state to triplet/single state. In principle, single-triplet
transition can not occur due to spin-forbidden. However, we
can observe the triplet state transition from the singlet state
mostly by the presence of spin-orbit coupling. Facile inter-
system crossing can be expected when a molecule contains a
heavy atom because of large spin-orbit coupling (heavy atom
effect).
Small-angle X-ray scattering measurements (SAXS) SAXS
provides information on the size and shape of macro-
molecule or colloid in the spatial range from 1 to 300 nm.
Space-filling model Same with CPK model developed by
Corey-Pauling-Koltun. The tool for molecular graphics and
modeling based on van der Waals radii.
Superexchange mechanism Electron transfer reaction,
which occurred through chemical bond allowing long-range
electron transfer even at low temperature. Molecular orbital
of bridging or spacer group might be used as the electron
path from donor to acceptor.
TEM (transmission electron microscopy) TEM works like
a optical microscope by using electrons instead of light.
The shade of transmitted electrons through the sample was
detected by fluorescence screen attaining a possible spatial
resolution higher than 1 nm.
Transient absorption measurement Time resolved absorp-
tion spectrum measurements providing information on an
excited state of a molecule and a lifetime of excited state or
charge separated state by using laser pulses as the excitation
light.
van der Waals interactions Interactions between instanta-
neous electrical polarization induced by electron movement
in the molecule, called van der Waals dispersion forces.
Vapor phase osmometry (VPO) Determination of a mean
molecular weight by vapor-pressure and osmometric mea-
surements of a sample solution.
X-ray crystallography Powerful tool for determination of
three-dimensional structure of molecule by measuring

X-ray diffraction of a single crystal. Precision atomic coor-
dinates, thermal parameters, and symmetric properties can
be obtained.
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1. INTRODUCTION
The manifold applications of porphyrins, porphyrazines, and
phthalocyanines derive from their photophysical and elec-
trochemical properties, their remarkable stability, as well
as their predictable and rigid structure. These applications
range from oxidative catalysts, to photonic materials, to ther-
apeutics. The properties of all three pigments are modulated
by appending various chemical moieties onto the macro-
cycles, by choice of metallo derivative, and by the choice
of environment. In materials containing multichromophoric
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systems, furthermore, the relative orientation of the chro-
mophores, the nature of the linker, and the size of the sys-
tem also dictate the properties and functions. Nanoscaled
assemblies, aggregates, or crystals composed of these dyes
display photonic properties unobtainable either by single
molecules or by bulk materials. With these concepts in mind,
there has been considerable effort in the design and synthe-
sis of chromophores that self-assemble or self-aggregate into
predictable, precisely positioned structures. Although this
chapter focuses on porphyrinic systems, many of the same
concepts and methodologies are applicable for the latter two
pigments.

1.1. Porphyrinoids

Porphyrins are tetrapyrrole macrocycles that are found in
nature in systems such as hemoglobin and various photosyn-
thetic systems [1], but a very large number of derivatives have
been synthesized in the laboratory. Historically, the phthalo-
cyanines were discovered early on in synthetic dye industry,
and the porphyrazines came later. Though all three types of
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macrocycle have related photophysical properties, the por-
phyrins have been the primary focus of research because of
synthetic accessibility and greater solubility in organic sol-
vents. While much of the research in the past decades on
multiporphyrin systems has been directed toward under-
standing electron/energy transfer processes in biology [2–8]
and to a lesser extent in polymers [9–14], more recently,
some of the focus has shifted toward other applications such
as components of molecular electronic and photonic mate-
rials [3, 15–19]. Other applications exploit both the pho-
tophysical properties and the rigid structure of porphyrins
to make materials such as molecular sieves [20–22], cata-
lysts [23], sensors [24], actuators [25], and nonlinear optics
[26]. Much elegant organic synthetic work has yielded dis-
crete multiporphyrinic systems held together by covalent
bonds, especially with acetylene and phenyl acetylene link-
ers [13, 27–46], and by direct bonding or fusion of the
porphyrin macrocycles [29, 47–52]. The physical character-
ization of these types of molecules has provided insights
into the complexities of electron/energy transfer processes
[28� 32� 33� 53]. The Achilles’ heel of most discrete molecu-
lar systems containing more than a few porphyrins is that the
overall yield is too low to be commercially viable. Similarly,
the synthesis of porphyrin polymers, either by themselves or
grafted onto/into a variety of well-established polymeric sys-
tems, has also yielded interesting materials that have a dis-
tribution of properties due to polydispersity [9–12]. In most
cases, the precise positions of the photoactive moieties in
polymers are neither predictable nor precise. Both the rela-
tive positions of the macrocycles and the nanoscaled size of
the system are necessary for the function of many photonic
materials [54]. Thus, many labs have exploited supramolec-
ular chemistry to self-assemble and self-organize porphyrins
into a large variety of nanoscaled arrays, aggregates, or crys-
tals that serve as the active components of materials with
diverse functions [19, 35, 55–58]. Since the supramolecu-
lar chemistry of porphyrins is by far the most developed,
the focus of this chapter is on the recent developments in
functional, supramolecular, porphyrinic materials. However,
studies on the assemblies of porphyrazines and phthalocya-
nines have yielded interesting results [59].

The opportunity to provide a perspective on self-
assembling and self-organizing porphyrinic materials is both
exciting because of the tremendous progress in the field
(Graph 1), and daunting because of the limited time and
space to accomplish the task. Thus, boundaries must be set.
The primary focus of this chapter will be on the develop-
ments of the last few years since there are several reviews
and chapters that cover the large body of work on the chem-
istry, the properties, and application of porphyrins up to
early 2000 [35, 56–61]. There are also a variety of reviews on
both self-assembly and multiporphyrin systems [55, 56, 61–
68]. Unfortunately, the excellent work on covalently bound
multiporphyrin arrays, dendrimers [33, 69–72], and polymers
such as phenylacetylene linked arrays of Lindsey [27, 28, 31–
34, 37, 38], the directly linked and fused systems of Osuka
and others [29, 47–51, 73], the acetylene linked arrays of
Therien [39–46] and Anderson [74, 75] or the polymeric
materials of Jones [9–12, 76, 77], and the multichromophoric
photosynthetic mimics of Gust [78, 79] among others, is
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Graph 1. The number of papers cited in chemical abstracts on self-
assembling porphyrins is increasing exponentially. Key papers include
the electrostatic assembly of an ion-conducting chain (A) [257], a dis-
crete dimer by H-bonding (B) [237], and discrete arrays by metal ion
coordination (C) [140]. ∗ = Projected.

also beyond the scope of the present review.1 There are
also numerous reports on the incorporation/encapsulation
of porphyrins into gels and other matrices [80]. All of these
covalent or aggregated systems have provided a wealth of
knowledge on the chemistry, photophysics, and potential
applications of porphyrins to modern materials. The design
and synthesis of supramolecular porphyrinic materials build
upon our understanding of the biological and covalent ana-
logues, in the hope of understanding or mimicking the for-
mer, and improving or finding new properties compared to
the latter.

1.2. Biological Inspiration and Current Uses

Any discussion of porphyrins must acknowledge that the
initial inspiration for research in the field arises from the
diverse functions of these molecules in various biological
processes. Photosynthesis is the source of most of the free
energy that makes life on earth possible—both in terms of
stored energy and in the production of dioxygen. Porphyrins
[1] are the chief arbitrator of solar energy in photosynthe-
sis; therefore life depends on these molecules. A variety of
diverse organisms exploit porphyrins in extraordinarily dif-
ferent ways because of their stability, their photo- and elec-
trochemical properties, and the ability to fine-tune these
functions by modifications of either the tetrapyrrole macro-
cycle or environmental factors. These functions include: (1)
chlorophylls are used in the collection and conversion of
solar energy into chemical potential in photosynthesis [6],
(2) iron porphyrins are used as oxidation catalysts such as
in cytochromes P450 [81], (3) iron porphyrins serve as elec-
trical conduits or shuttles such as in cytochromes C, (4)
nickel porphyrinoids are used as reducing agents such as in
methyl-coenzyme-M reductase [82], (5) iron porphyrins act
as the transporter of small molecules such as in hemoglobin
and myoglobin. It is not surprising, then, that the chemistry,

1 Our aim is to derive general themes from the “mis-shapen chaos of
well-seeming forms!” (W. Shakespeare, Romeo and Juliet I, 1, 184).
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structure, and function of porphyrins continue to be of inter-
est even after over 150 years of research [1].

Porphyrins also form the basis of many commercial prod-
ucts that serve, among other things, as catalysts, sensors, and
therapeutics. The synthesis and application of porphyrins
and porphyrinic materials to circa 2000 has been exten-
sively reviewed [60]. At present the porphyrins in these
products are either monomers or short conformationally
dynamic oligomers, and the function arises from the afore-
mentioned diverse photo- and electrochemical properties of
the macrocycle as well as their robustness. In contrast to
the commercial products, the function of biological photo-
synthetic systems relies on arrays of several to hundreds of
porphyrins in a precise structural arrangement [2, 6, 83–86].
These nanoscaled solar energy converters are nearly quan-
tum efficient! Inspired partly by biology and partly by the
need for technological innovation to make materials with
new functions, there has been substantial effort to synthe-
size multiporphyrinic systems by both covalent, vide supra,
and non-covalent bonds. For reviews to 2000, see [35, 55, 56,
58, 60, 61, 65, 67, 87–93]. Both routes have advantages and
disadvantages. Covalently linked multichromophore arrays
(see, e.g., [19, 28, 29, 37, 49, 50, 61, 94, 95]) are discrete
molecules and can be purified, thus facilitating characteri-
zation of both structure and function. These covalent sys-
tems have been pivotal in our understanding of the photo
and electronic (photonic) properties of large dye-containing
molecules. Most large, complex multiporphyrinic structures
are difficult to make in appreciable quantities and yields via
synthetic organic chemistry, and this is a major impediment
to their use in commercially viable products.

1.3. Self-Assembly and Self-Organization

Supramolecular chemistry uses designed intermolecular
interactions (non-covalent bonds) and shape complemen-
tarities to self-assemble or self-organize simpler molecules
into more complex structures that are often unobtainable
by synthetic organic chemistry (see, e.g., [89, 96, 97]).
Intermolecular forces are heuristically divided into several
sometimes-overlapping types, but all arise from the distribu-
tion of electrons on the molecule or atom. The self-assembly
and self-organization of molecules into ever more complex
structures relies on the molecular information programmed
into the component molecules in terms of specific and non-
specific intermolecular interactions [97]. Conceptually, spe-
cific intermolecular interactions (such as metal ion coordi-
nation and hydrogen bonding) tend to be directional and
more predictable than nonspecific intermolecular interac-
tions (such as van der Waals and other electrostatic forces)
which tend to be nondirectional and have a broader range
of interaction energies and distances [54]. In general, self-
assembly refers to the synthesis of discrete or highly ordered
systems wherein there is little tolerance for error. In con-
trast, self-organization tends to entail the organization of
many copies of molecular or supramolecular subunits, and is
more tolerant of error [98]. Both self-processes are stochas-
tic and dynamic in the sense that the molecules search con-
formational, dynamic, and associative space as they evolve
into a structure or structures that represent a thermody-
namic minimum. Intermediate kinetic products with differ-
ent structures may sometimes be observed and isolated.

An elegant essay by Lehn [97] further discusses molecular
informatics. Since supramolecular entities are usually ther-
modynamic products formed from equilibrating solutions,
the problem with this approach is that the structure often
changes as conditions vary. However, the photonic prop-
erties of several robust supramolecular porphyrinic systems
have been reported (see, e.g., [54, 77, 99–103]).

Supramolecular materials and devices have hierarchical
structure, and in analogy to the terms used in structural
biology, these can be classified as the primary, secondary,
tertiary, and quaternary structure of a system (Fig. 1) [98,
100, 104]. The primary structure is the individual molecu-
lar components. The secondary structure is the designed,
supramolecular entity formed by self-assembly processes.
Though there is much to be discovered, synthetic chemistry
and synthetic supramolecular chemistry are well-developed
fields. The tertiary structure then describes the structural
relationship of the supermolecule to its immediate envi-
ronment, as in crystal packing and aggregation where the
supermolecules self-associate, or in another modality, how
the supramolecular system positions into/onto substrates.
Though there has been notable progress especially with
porphyrin tectons for crystal engineering [20, 21, 105–110],
there is much to be learned in this arena, as we are unable
to a priori predict the packing of unit cells into crystals
[111–113] or to control aggregation such that the product is
monodispersed. Finally, the quaternary structure describes
how the self-assembled or self-organized material is incorpo-
rated into a device via another self-process (as opposed to,
e.g., manipulation of individual structures with a scanning
probe microscope tip). The interconnections to the macro-
scopic world may also be a part of the quaternary struc-
ture. This last structural descriptor is especially important
for molecular electronics and nanoscaled devices, and is per-
haps the least understood and developed.

In many ways the self-assembly of supramolecular por-
phyrinic materials has the opposite benefits and deficiencies
as those made by synthetic methods—ease of synthesis from
smaller components in greater yields, but added difficul-
ties in characterization of both structure and function. Since

Figure 1. Levels of organization of functional materials.
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supramolecular entities are usually thermodynamic products
resulting from oftentimes-complex equilibria, characteriza-
tion of self-assembled and self-organized systems can be
difficult. Structural characterization of many supramolecu-
lar systems relies heavily on crystallography [20, 21, 105–
113], but the structure in the crystal may or may not be
relevant to the structure in solution. Several mass spec-
tral techniques have been particularly useful in solution-
phase characterization of self-assembled structures [114].
However, since most noncatalytic applications require solid-
state porphyrinic materials such as crystals, colloids, or solids
on surfaces, the solid state is of greatest concern. Recent
developments in supramolecular porphyrin chemistry have
begun to address this issue by correlating the structures in
both liquid and solid phases [20, 99, 100]. Though generally
not specifically addressed by practitioners of supramolecu-
lar chemistry, if the material must be crystalline in order to
function as designed, the yield of crystals should also be con-
sidered. An approach used by many researchers is to design,
synthesize, and study smaller supramolecular systems and
use these results as a guide to form more complex structures
with the same or similar molecular building blocks.

The practical applications of any nanoscaled photonic
material based on organic substituents must thoroughly
address three major stability issues: thermal fluctua-
tions, oxidation/reduction reactions, and sensitivity to
dioxygen. The structural fidelity of self-assembled and/or
self-organized materials both in terms of deposition onto
surfaces and in terms of thermal fluctuations is a major
design criterion that has only recently begun to be addressed
[115]. Porphyrins, phthalocyanines, and porphyrazines can
be exploited to address all of these issues [60]. More
recently, there has been a shift from synthetic supramolecu-
lar chemistry towards the design of nanoscaled systems that
perform functions that rely on supramolecular structure [54,
55, 116]. For porphyrins [104], these applications include
molecular electronics [16, 18, 19, 79, 117, 118], sensors [119–
121] or sieves [20, 68, 106, 108, 122], receptors [123, 124],
magnets [125–127], and molecular capsules for systems such
as fullerenes [128–130].

1.4. Nanoscaled Photonic Materials

It is well established that the function of many materi-
als depends on the geometric order of the component
molecules and/or atoms as well as the molecular dynamics
[54, 55, 97, 115, 116]. This is especially true of materials—
biological or man-made—that are used to conduct electrons
and/or photons (photonic materials), since these functions
exquisitely depend on the relative alignment and rela-
tive energies of the molecular orbitals of the component
molecules. Beyond the choice of molecule and the solid-
state structure, the photonic properties of a system can be
fine-tuned by making components that are on the scale of
tens to hundreds of nanometers. Indeed, for the case of
photonic materials, nanoscaled devices have properties that
can be obtained neither by the component molecule nor by
the “bulk” material. The unique properties of nanoscaled
photonic materials arise from the confinement of the elec-
trons to a volume with dimensions much less than the wave-
length of light. There are numerous reviews on this topic,

for example, for systems assembled by coordination chem-
istry [65, 101, 104]. The applications of porphyrin-based
nanoparticles, assemblies, and layers may make inroads first
as component devices for highly specialized applications, but
as the field of nanoscaled photonics matures they will find
further applications that disrupt the current technologies
[131]. There are two fundamentally different approaches to
self-organization: one uses designed interactions between
molecules/ions to build up a three-dimensional structure,
and the other uses an external mold such as aerogels to dic-
tate the aggregation of the building blocks, which potentially
can synthesize materials over “all length scales” [132]. The
second method has been used mostly for inorganic materi-
als, but these new methods are incorporating more complex
organic molecules. This latter method also affords geome-
tries not possible by simple self-assembly processes.

2. SELF-ASSEMBLED AND
SELF-ORGANIZED PORPHYRINIC
MATERIALS—NOMENCLATURE
AND DESCRIPTORS

Given the above, the goal of much of the research on
supramolecular chromophoric materials is to design materi-
als with functions and properties that are beyond the range
of covalent arrays and polymers. The formation of nonlin-
ear optical (NLO) materials is often cited as a goal because
of the need for non-centrosymmetric crystals (see, e.g., [26,
74] for recent porphyrin-based examples). Other applica-
tions include shape-selective catalysts, molecular sieves, sen-
sors, actuators, and molecular electronics. The focus of
this perspective is to provide insights into the formation
and utilization of self-assembled and self-organized por-
phyrinic materials with special emphasis on the relationship
between structure and function. Furthermore, we have gen-
erally limited the scope to papers published in the last three
years since there are several excellent reviews up to circa
2000 vide supra. The perspective is divided by the mode of
assembly/organization (e.g., metal ion coordination, hydro-
gen bond, electrostatic) and into discrete, open, and poly-
meric systems.

We have attempted to group the structures found in the
literature into several broad, and occasionally overlapping,
topological categories in order to discern trends in synthetic
methodologies, structure, and function. “Discrete” means
that the self-assembling building blocks are designed to
result in only one supramolecular product albeit with varying
yields. “Closed” describes a system that encompasses an area
or volume wherein each molecule is at least ditopic, and is
a subset of discrete systems. Conversely, “open” indicates a
linear or branched system with obvious ends that in principle
can be polymeric or discrete. Generally, at least one com-
ponent of topologically open systems is monotopic. Discrete
systems tend to be assembled from specific intermolecular
interactions and tend to be topologically saturated, but this
is not a requirement. The mode of self-assembly via directed
or specific (H-bond, metal coordination) and nonspecific
(electrostatic, van der Waals, etc.) intermolecular interac-
tions is also an essential feature not only of the structure
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but of the material’s function, vide infra. The stylized rep-
resentation of the multiporphyrin systems in the figures will
aid in the discussion, and the key is presented in Figure 2.
There have been several attempts to develop a systematic
nomenclature for self-assembled supermolecules—especially
those assembled by coordination chemistry [63, 133], but
simple schematic representations better serve the purposes
of structural identification and this review. The choice of
assembly method, metalloporphyrin, the directionality of the
linkers or recognition moieties, and the exocyclic and/or
auxiliary ligands are all used to design porphyrin arrays of
varying degrees of complexity. Some supramolecular enti-
ties are constructed in more than one step or reaction, but
in general this is not a hierarchical assembly process. The
hierarchical organization of supramolecular arrays—tertiary
structure—can be accomplished either in a second step by
the addition of auxiliary chemical entities designed to stitch
the supermolecules into some higher-order structure, by
imbedding them in a matrix that organizes them into an
aggregated structure, or in-situ by secondary self-processes.
The packing of supramolecular entities into a crystal can
belong to more than one of these overlapping categories
depending on the design and nature of intermolecular inter-
actions. In some cases, the hierarchical organization of por-
phyrinic arrays is concomitant with their incorporation into
a device—quaternary structure.

The chemical and photophysical properties of porphyrins
and metalloporphyrins can be adjusted to perform a variety
of functions that can be fine-tuned in several ways. Substitu-
tions on the macrocycle (such as meso-tert-butyl and meso-
adamantyl) that distort the otherwise planar structure can
modulate the ground-state absorption spectra as well as the
spectral dynamics of the excited state by six orders of mag-
nitude [134, 135]. Supramolecular assemblies of porphyrins
with various quenchers have been used to study intermolec-
ular electron transfer [8]. Transition metals with appropriate
redox potentials can also modulate the porphyrin excited-
state lifetime [28, 33] by transient intramolecular electron

porphyrin

rigid linker

flexible linker

exocyclic metal

H-bond

covalently attached ligand such as 
2-imidazole or 2-pyridyl (<180o from linker)

metal or free base

face side

covalently attached exocyclic ligand such 
as 4-pyridyl (180o from linker)

Figure 2. Key to symbols used in figures.

transfer reactions such that the complete quenching of lumi-
nescence is observed for Ni(II) porphyrins [134, 135]. Nonlu-
minescent species are of interest for optical limiting devices
[26, 52, 74]. Halogenation of the macrocycle and/or its sub-
stituents can modulate both spectral properties and the
redox potential of ligated metals [60]. The desired properties
of porphyrinic materials can thus be modified as well.

3. ASSEMBLIES MEDIATED BY
COORDINATION CHEMISTRY

The well-understood coordination geometries of transi-
tion metals (e.g., [136]), coupled with multitopic lig-
ands designed with complementary geometries, have
yielded a very large number of discrete, cyclic nanos-
tructures [88, 137]. Coordination chemistry is by far the
most used method to assemble porphyrins into vari-
ous structures—discrete and polymeric—and porphyrins
bearing pyridyl groups are the basis of much of these
[19� 25� 56� 61� 63� 65� 67� 87� 92� 93� 133� 138]. The square
planar geometry of the macrocycle, plus the axial positions
of metalloporphyrins, plus the coordination chemistry of the
various transition metals that can serve as linkers, allow for
the design of a very large number of self-assembled species.
There are many variations on this general theme in the for-
mation of crystalline solids wherein at least the unit cell
is designed [20� 21� 106� 108� 110]. It should be noted that
coordination polymers and materials have a long, rich his-
tory. Virtually all porphyrinic materials assembled by transi-
tion metals have different photophysical properties than the
individual porphyrinic building blocks because of the heavy-
atom effect [99, 115, 139]. Additionally, the metal ion linkers
may have redox potentials that are appropriate to accept
or donate electrons from the excited-state porphyrin. The
potential applications of both porphyrin-based and other
transition-metal assembled systems for optoelectronics have
been well established [101].

3.1. Closed Multiporphryin Arrays

The formation, characterization, and exploitation of closed
multiporphyrin systems mediated by metal ion coordination
has been the central theme of several research groups for
the last few years as these are generally quite easy to make
and are the thermodynamically favored product. As initially
reported, porphyrinic squares can be formed in two ways
[140]: (1) when the porphyrins serve as the corners and
metal ions as the sides (Fig. 3A), and (2) when the por-
phyrins constitute the sides and the metal ions the corners
(Fig. 3B). One of the obvious applications of these closed
systems is that they can serve as tailor-made hosts for a
variety of guests. The size of the cavity can be tuned by a
variety of ways, and the use of metalloporphyrins further
diversifies the potential uses as sieves, sensors, and catalysts.
The metal ion linkers have included Pt, Pd, Ru, and Re,
but many others can also be used depending on their coor-
dination geometry, ligand substitution patterns, and desired
functional properties [23, 102, 104, 122, 139–151]. These
structures are quite predictable and are almost unavoidable
as long as labile cis or equatorial metal ion positions are
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Figure 3. Closed arrays.

available for Figure 3B, and labile trans or axial metal ion
positions are available for Figure 3A. The porphyrins in
supramolecular arrays such as Figure 3A are less conforma-
tionally dynamic and are on average co-planar because of
the 90� coordination topology of the macrocycle. These fea-
tures make Figure 3A-type metalloporphyrin squares ideal
candidates for secondary self-assembly steps mediated by
180� ditopic ligands such as 4,4’-bipyridine, DABCO, etc.
to form layered structures wherein each layer is in reg-
ister (exactly aligned) [140]. Alternatively, secondary self-
organizational processes, such as pi-stacking, can result in
nanoscaled aggregates [115]. Self-organization of 3A-type or
3B-type assemblies is also possible by appending long-chain
hydrocarbons to the periphery, which allows thin films of
these materials to be deposited onto surfaces (see Section
6.2.3).

The porphyrins in squares of the type found in Figure 3B
can rotate to some extent, presenting a face toward the
inside of the array, and thus enclose a greater volume
which can be exploited to bind guests for molecular recog-
nition or catalysis [23, 102, 104, 122, 145–151]. These
reports have shown that 3B-type assemblies can be incorpo-
rated into devices or perform a function. Microporous films
containing 3B assemblies serve as a chemical sensor, the
assumption being that the analyte resides in the host, and
the signal transduction mechanism relies on the diffraction
of visible light because of refractive index changes. Por-
phyrinic squares such as Figure 3B have been incorporated
into other films and devices that demonstrate that they can

act as molecular sieves. When the sides of Figure 3B are
metalloporphyrins, di- tri- and tetratopic guests of appro-
priate size (such as other porphyrins shown in outline in
Fig. 3B) are readily incorporated [122] as would be expected
from crystal structures of similarly arranged lattices of por-
phyrins. Tetra- and tritopic porphyrin guests will be perpen-
dicular to the sides and will enhance the structural integrity
of the square and curtail the conformational dynamics.
Since the guest porphyrin can have a redox active metal,
this arrangement could be used as an oxidation catalyst
that would lessen the self-oxidation reactions that ham-
per the applications of catalysts based on single porphyrin
molecules. The large ∼ 2.5-nm2 area on each face precludes
regio-specific reactions. Conversely, 180� ditopic guests can
rotate such that the porphyrin square host affords two
smaller cavities and regio-specific reactions are favored. This
approach to the design of new catalysts is facile because
each of the building blocks can be systematically altered to
optimize the activity or selectivity.

Figure 3B-type squares assembled using transition metals
bearing chiral BINAP ligands afford a means to modulate
the function of the array [88, 92, 93, 152–154]. Even though
the chiral moieties are outside the central cavity, substan-
tial circular dichroism effects in the porphyrin region are
observed, indicating that the photonic properties are sub-
stantially different than the nonchiral nanoscaled material.
The added feature of this approach is that the supramolec-
ular species is more soluble in organic solvents. A variant
of the Figure 3A motif that extends the cavity size utilizes
the organometallic 1,4-di-platinate of benzene [152]. The
luminescent transition metals used as linking ions afford
yet another way to modulate the functionality. The co-
crystallization of C60 with Figure 3B-type arrays has yielded
pillared systems [130].

Figure 3C-type squares represent a simple square self-
assembled from one building block linked by axial coordina-
tion of exocyclic ligand [155, 156]. These and similar systems
are self-complementary because of their shape and ligand
direction. For rigid, exocyclic 90� ditopic ligands, squares are
the major product (given the usual caveats of self-assembly
thermodynamics), but with more flexible external ligands,
oftentimes there are significant amounts of the open poly-
mer or supramolecular macrocycles with different numbers
of subunits n �= 1, depending on the thermodynamics of
the intermolecular bonds, rotation energetics, etc. [157–159].
A 3C square using ruthenium metalloporphyrins leaves the
sixth axial site open for further derivatization, and when four
equivalents of a free base monopyridylporphyrin are added,
which bind the four available axial sites, an assembly con-
taining eight porphyrins is obtained [160]. A variant of this
mode of assembly uses ∼90� covalently linked metallopor-
phyrin dimers with axial coordinating ligands at the corner
of the link such that self-dimerization results in a closed
capsule with four porphyrins [161].

Simple dimers composed of two porphyrins and two metal
ions (such as in Fig. 3D) can be considered closed in that
they enclose a space [140], but these types of self-assembled
porphyrinic systems can also be considered the first gen-
eration of linear polymers (see Section 3.2). These dimers
are useful as a basis for characterization of larger struc-
tures and as building blocks to form hierarchical structures



Self-Assembled Porphyrinic Nanoarchitectures 599

[141–143, 152, 153, 162]. The exocyclic metal ions need not
be only structural, but can add to the functionality of the
system such as the modulation of redox properties [141].
Assemblies containing emissive rhenium linkers [150] also
modulate the photophysics [139]. The linkers may also serve
as a means to dictate the packing of unit cells in a crys-
tal lattice [20, 106, 108]. Another capsule is formed by the
dimerization of porphyrins bearing ligands 120� from the
porphyrin plane and by four linking metal ions to give a
structure with cofacial porphyrins [163]. As an example of
guest-assisted assembly, a porphyrin trimer that encapsulates
a prism-shaped space has been reported [164]. When two
metalloporphyrins are covalently linked with an appropriate
spacer, they can be coordinated by a porphyrin bearing two
exocyclic ligands [118,165].

The initial report on the self-assembled dimers and
squares of types 3A, 3B, and 3D [140] also described a
secondary self-assembly step. Two 180�-linked-type dimers
with zinc metalloporphyrins were assembled into a square
structure (or a two-rung ladder) by the addition of 4,4’-
bipyridine (Fig. 4A). Similarly, two 3B-type supramolecu-
lar squares were assembled into a cubic structure (Fig. 4B)
by the addition of the same ditopic ligand [140] to make
a supramolecular species with eight porphyrins—each in an
exactly defined geometry. Other later examples of this strat-
egy include ruthenium linked dimers [162].

Another mode of forming porphyrinic squares is to rigidly
bond two metalloporphyrins via a variety of organic moi-
eties and then link two of these molecules by a vari-
ety of 180� ditopic ligands (n = 0 in Fig. 3E) [166].
The ditopic ligands can be chosen for their binding
strength to the metal center of the porphyrin, and include
4,4′-bipyridine, DABCO, pyrazine, and terephthalic acid.
When n is greater than 0, porphyrin ladders are formed
where the binding of the sides increases as the number
of rungs increases [74, 75]. Two zinc porphyrins cova-
lently attached by diacetylene can form a square 3E-type

A

B

Figure 4. 180� ditopic ligands can can be used in secondary self-
assembly steps to link two one-dimensional arrays to form a ladder (A),
and two two-dimensional arrays to form a cube.

where n = 0 upon addition of two equivalents of a rigid
180� ditopic bipyridyl acetylene derivative, or form open
oligomers when the bipyridyl linkers are flexible [167].

It is well established that the synthetic yield of large cyclic
molecules increases dramatically by incorporation of a tem-
plate into the reaction mixture. This can be considered an
assembly process because the guest directs the synthesis of
the host. The methodology has been employed to make
macrocycles containing two to six porphyrins (Fig. 5A, B, C)
[13, 168–170].

By taking advantage of well-known differences in the lig-
and affinities of different metals, it is possible to gener-
ate more complex closed nanostructures such as Figure 5D
in a combinatorial [171] process, wherein the differences
between zinc and rhenium metalloporphyrins for pyridyl and
phosphine ligands preferentially form a symmetric cyclic
structure. This differential metal coordination strategy has
been used to form open arrays as well (see Section 3.2).

A 21-component porphyrin nonamer (Scheme 1) can be
assembled from three types of porphyrins (4 corners, 4 sides,
1 center) and 12 PdCl2in good yields [99, 115]. This is the
next generation up from the squares, but it may represent
the ultimate discrete, closed array that can be made by this
method because many attempts to form the next generation
array have resulted in poor yields of what is likely the dis-
crete array of 16 porphyrins (4 corners, 8 sides, 4 centers).
In the same secondary self-assembly method used for the
dimers and squares, 4,4’-bipyridine can be used to assem-
ble two nonamers to yield a sandwich of 18 porphyrins—
all in a precise location in the supramolecular architecture.
Without the bipyridine, these nonamers can self-organize
into aggregates that have properties unique to this scale
(see Section 7.2).

3.2. Open Multiporphyrin Arrays

Discrete open systems generally contain one or two types
of porphyrin building block, but occasionally higher-order
oligomers are formed. The latter case is usually accom-
plished by capping the open ligands of a central porphyrin
or by a multistep supramolecular synthesis, which combines
dimers and/or trimers with different metal ligand affinity

A
B

C
D

Figure 5. Template-assisted formation of multiporphyrin macrocycles.
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21-particle nonamer

Scheme 1.

strategies [56, 63, 88, 133]. Supermolecules with more than
one type of porphyrin and/or metal ion linker can exhibit
a broader range of functions [8, 101]. Some of the solid-
state structures fall in this category [20, 108, 109]. This lim-
ited range of discrete open self-assembled systems results
from the fact that merely adding “stopping” units still results
in statistical mixtures where the average length is dictated
by the thermodynamics of the intermolecular interactions.
Most of these systems are conformationally dynamic because
of one or more monotopic interactions (Fig. 6).

Conceptually, the discrete open arrays that assemble more
than one porphyrin around a central metal ion (Fig. 6A)
are similar to the simple dimers using the same strategy
using Pt(II) or Pd(II) metal ions [140]. In addition to other
reports using these square planar metals [92, 152, 173], ruthe-
nium has been widely exploited (see, e.g., [139, 144, 174])
to form dimers with porphyrins at 90� or 180� angles. These
three metals have also been used to form tetrameric 6A-type
arrays (e.g., [173]). There are a variety of ligands other than
pyridine that can be appended to the porphyrin macrocycle

oxygen ligand
nitrogen ligand

A

C

B

D

Figure 6. Open arrays.

that facilitate self-assembly mediated by metal ion coordina-
tion, and one of the most common is the terpyridyl moiety.
Thus, two porphyrins bearing a single terpyridyl group can be
dimerized by addition of a wide variety of metals [175–178].

In a similar approach, coordinating metalloporphyrins
around a central chemical entity that bears more than one
ligand capable of coordinating in the axial position can make
discrete open multimers of porphyrins. If the central mul-
titopic ligand is tetra-4-pyridylporphyrin (TPyP), then four
ruthenium porphyrins can coordinate to make a pentamer
(Fig. 6B) [139, 144, 179, 180]. The pyridyl groups can also
be in the 3-position to give a pentamer with two porphyrins
on each side of the central macrocycle [181]. Covalently
linked metalloporphyrin dimers can be assembled with a
free base porphyrin bearing flexible amine ligands [182]. The
advantage of this strategy is that the free base porphyrin
can act as an electron/energy trap and the peripheral por-
phyrins as antennae. Other multitopic central ligands have
included 4,4′-bipyridine, DABCO [179, 183], and recently
several cross-conjugated macrocycles bearing pyridyl moi-
eties at a 180� angle [184] have been reported. These lat-
ter ligands are much larger supramolecular building blocks
than the former. 2,2′-Bipyridines bearing porphyrins can be
used to assemble arrays when the bipyridine binds a metal
ion. Thus, when each half of the bipyridine is linked to
a porphyrin via vinyl groups [185], or each half is directly
attached to either the 4 and 4′ [186, 187] or the 5 and 5′ posi-
tions [187] (Fig. 6D), arrays of four porphyrins are formed
upon the 2,2′-bipyridyl subunit binding to tetracoordinate
metals. When the porphyrins are on the 4,4′-positions and
a hexacoordinate metal is used, in principle a trimer bear-
ing six porphyrins would be formed. Terpyridines bearing
a 4′-pyridyl moiety have been used; in this case, when the
terpyridyl unit binds a metal ion and the pyridyl units bind
ruthenium porphyrins, a dimer is formed [188], and the same
type of strategy works with bipyridyl linkers [189].

Figure 6B-type arrays are the parent structures for both
lattices and linear polymers in which the metalloporphyrin
is hexacoordinate and/or only the TPyP is used, vide infra.
Several metalloporphyrins are hexacoordinate (e.g., Fe, Cr)
and in principle the Ru porphyrins in the cited examples can
be made hexacoordinate by photolytic removal of the CO
ligand. These discrete systems have been used to examine
the effects of heavy atoms and the assembly conformation
on the photophysical properties [139, 141, 144, 162, 180]
of ruthenium porphyrin oligomers. Other examples of this
mode of assembly include a tripyridylphosphine [190] that is
itself a ligand for a rhodium carbonyl catalyst.

Another route to discrete but open porphyrin architec-
tures uses essentially three supramolecular synthetic steps
and knowledge of the concept of hard-soft ligand-metal
binding interactions. The propensity of tin porphyrins to be
hexacoordinate and their preference for hard ligands such as
oxygen, can be used in conjunction with metalloporphyrins
with metals (such as ruthenium, zinc, or rhodium) that pre-
fer softer ligands (such as pyridyl), to build complex multi-
porphyrinic structures. An elegant example can be found in
Figure 6C, wherein two building blocks bearing three cova-
lently bound porphyrins (two with a pyridyl group and one
with a benzoic acid group) are dimerized by the coordination
of benzoate to a tin porphyrin, and the four terminal pyridyl
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groups on this dimer then axially coordinate to four metal-
loporphyrins [183]. Complex multiporphyrin arrays, such as
shown in Figure 6C, can be built in reverse order as well
by capping the two exocyclic pyridyl groups on a covalently
bound trimer with Ru porphyrins to form an intermediate
with a carboxyphenyl group free. In a second step, stitching
two of these together via coordination of both axial sites on
a Sn(IV) porphyrin results in a system with 11 porphyrins of
four different types. 4-Carboxypyridine can be used with one
tin porphyrin and two rhodium porphyrins to form a linear
trimer [183, 191–193].

3.3. Porphyrin Polymers and Aggregates

What distinguishes the simple open multimers from the
polymers discussed in this section is largely the fact that two
or more of the components of the self-assembling system
are at least ditopic. Though they have a long, rich history,
coordination polymers are of renewed interest in nanoscaled
materials (see, e.g., [194]). The simplest cases, (Fig. 7A,
B, C) are merely polymeric forms of the dimers discussed
earlier, but more complex polymers can be formed (such
as in Fig. 7D and E). Again, since the photonic properties
of multiporphyrinic systems depend exquisitely on the rel-
ative size, orientation, and mode of assembly, each of the
linear polymers is expected—and observed—to have differ-
ent properties. It is well known, for example, that face-to-
face aggregates have different optical properties than the
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Figure 7. Polymeric arrays.

side-to-side aggregates. The parent dimers to 7A and C
were reported along with the porphyrin squares [140], and
subsequent papers described tape 7C [99]. Tapes such as
7D (e.g., [195]) and 7E have been found to have large
third-order nonlinear optical properties [26, 196]. These lat-
ter modes of self-assembly may be somewhat related to
the autocatalyzed self-aggregation of certain bacteriochloro-
phylls in nonpolar solvents where a secondary alcohol on
a pyrrole axially coordinates the magnesium (e.g., [197]).
Many of the structures of these types of systems (Fig. 7A–E)
have been characterized by single crystal X-ray analysis and
other solid-state methods [21, 109, 198–200]. A 7C-type
polymer that forms a two-dimensional network of hexacoor-
dinated zinc porphyrins was recently reported [201]. Many
of the earliest publications on porphyrin crystal engineer-
ing relied on metallotetrapyridylporphyrin self-coordination
or on free base tetrapyridylporphyrin coordination to exter-
nal metal ion linkers [20� 21� 106� 108� 110]. Hexacoordinate
metallotetraphenylporphyrin derivatives with flexible pyridyl
ligands at the 3-position of the 5� 15 phenyl groups can
self-organize into 7D-type linear polymers, which under
the right conditions can close to form a ring [202].
More rigid 5,15-bis(imidazolyl)-10,20-(4-dodecyloxyphenyl)-
porphyrinato zinc molecules self-assemble into rigid 7D-
type polymers [4]. The self-complementary coordination of
2-aminophenyl-porphyrinato zinc subunits to form a 7D-
type n=0 dimer is in equilibrium with the open oligomers
[203]. Hydrothermal processing continues to provide crystals
with more rigid structures, likely the thermodynamic prod-
ucts, of porphyrins with a variety of metal ions. A recent
example uses tetracarboxyphenyl groups and Ca(II) to make
an interpenetrating network which is further organized by
strong hydrogen bonds [22]. This illustrates the fact that
even in solid-state crystals there may be many different poly-
morphic structures using the same or similar supramolecular
design principles.

One interesting method to make polymeric multipor-
phyrin arrays combines both the synthesis of covalently
bound polymers of tin metalloporphyrins, and the axial coor-
dination of these subunits by porphyrins bearing a single
benzoate group (Fig. 8A) [193]. The hybrid approach of
combining second types of synthetic porphyrin oligomers
followed by coordination of these oligomers by other por-
phyrins [179, 204] or other chromophores promises to
greatly expand the repertoire of porphyrin self-assembly,
as it bridges several levels of self-assembly and self-
organization [97, 98]. Polymers of type 8B and 8C are readily
accessible as well. Recently reported is a method for making
porphyrin derivatives with the coordinating exocyclic ligand
built directly on (a part of) the macrocycle [205–208]. This
allows for the formation of coplanar dimers and multimers
where the macrocycles are “conjugated” via the metal ion
coordinating bonds (Fig. 8C). These dimers, for example,
have photonic and electrochemical properties not seen by
other means of self-assembly. This approach, combined with
other modes of self-assembly, may afford interesting mate-
rials with complementary photonic properties. An 8C-type
structure is an intermediate in the synthetic pathway to
[2]porphyracene (a fused porphyrin dimer) [52� 209].

Mesogenic systems formed from self-assembled por-
phyrin dimers (Fig. 7A, n = 0) appended with long-chain
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Figure 8. Other polymers.

hydrocarbons have been found to form ringlike domains of
greatly varying size, thickness, and height [210–212]. A vari-
ety of mesogenic systems have been reviewed [66, 67, 213–
215], and a few will be discussed in Section 6.2.3.

3.4. Porphyrins Linked by Mechanical Bonds

Rotaxanes and catenanes are chemical entities where a
mechanical bond joins two different molecules; minimally,
the former involves a linear guest and a ring-shaped host
(Fig. 9), while the latter links two rings as in a chain [216].
Most of the self-assembled multiporphyrinic systems to date
are rotaxanes, and coordination chemistry is generally the
method to string the linear guest molecule through the host
macrocycle to result in systems like Figure 9A and B [159,
175, 217–221]. Alternatively the ring may be formed around
a template. In addition to examining electron/energy trans-
fer in systems held together by mechanical bonds, the por-
phyrins act as a probe of the molecular and mechanical
dynamics of these systems [87, 217, 222]. The rearrange-
ment of these molecules represents prototypical molecular
machines in that they can serve as nanoscaled “ball and
socket” joints, “universal” joints, and wheel and axles [216].
Rotaxane systems have been widely proclaimed to be part
of the initial foray into molecular based nanoscaled elec-
tronic devices [15, 16, 55, 223, 224], but much remains to
be solved—especially the interconnections between devices.
Another mode of rotaxane formation is to use coordination
chemistry to stopper the rotaxanes (Fig. 9C) [225, 226]. The
9C-type rotaxanes afford an avenue toward the synthesis of
more complex multiporphyrinic arrays by exploiting the dif-
ferential metal ion coordination strategy, or the stoppers
themselves may be arrays of porphyrins.

A

B

C

Figure 9. Arrays made with mechanical bonds.

3.5. Themes and Trends

These structures rely on the coordination chemistry of the
metalloporphyrin and the coordination of external metal
ions by exocyclic ligands as separate but designable building
blocks that assemble in essentially one step. For the closed
multiporphyrin arrays, one of the most common themes is
that these types of structures are excellent hosts to a variety
of guests. The size of the internal cavity can be fine-tuned
by many means, including the size (length) of the exocyclic
ligand, secondary self-assembly steps, and the formation of
structures that are larger than the most common square
tetramer. Metal mediated self-assembly of porphyrin arrays
yields structures that are more robust, and the design of
specific structures for a given function is more predictable
than for other means of self-assembly or self-organization.
Fullerenes are an example of large, chromophoric guests for
which self-assembled arrays and dimers (Fig. 10) have been
tailor-made [128–130] or incorporated into self-assembled
structures [227]. Therefore, it is likely that this mode of
assembly will continue to dominate the organization of
molecules by both selfprocesses. In addition to tailoring the
cavity to the size and shape of target guests, the various
photonic properties of these nanoscaled materials can be
exploited for redox catalysts, sensors, and sieves.

4. ASSEMBLIES MEDIATED
BY HYDROGEN BONDING

One of the overarching themes in nature is the organiza-
tion of matter into ever more complex structures that, when
properly arranged, function as viruses, cells, and organisms.
One of the underlying principles of this organization is
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fullerene

Figure 10. Self-assembled host binding a guest.

shape and intermolecular bond complementarity—the infor-
mation contained in the molecule is ultimately sufficient for
molecular self-assembly. Though more complex structures
often require enzymes or templates, the fundamental build-
ing blocks do not. Of the specific intermolecular interac-
tions, hydrogen bonding is by far the most exploited for
both defining structure and storing information. The role of
hydrogen bonds in these functions arises from their num-
ber, energetics, and their directionality. For example, the
complex topological structure and function of proteins rely
heavily on hydrogen bonds, as do the base pairs in nucleic
acids DNA and RNA. These structures form and are stabi-
lized via the cooperative interactions of many complemen-
tary hydrogen bonds (see, e.g., [228]). Nature relies on the
fact that these interactions are reversible so that mistakes in
structure can be reversed and corrected. It is from biology
that scientists take their initial inspiration in the design and
exploitation of complementary hydrogen-bonding entities to
self-assemble molecules into various nanoscaled materials.
The structure and function of these materials arise from the
molecular and supramolecular structure as well as the mode
of assembly. The design, strength, and uses of hydrogen
bonds in supramolecular chemistry have been well reviewed
[111, 229–234].

The rigid structure of the porphyrins make them ideal
scaffolds to append hydrogen-bonding groups that allow
self-assembly upon addition of the complementary hydrogen
bonding motif. Functional biomimetics continues to drive
much of the research on porphyrin materials and receptors
(see, e.g., [235, 236]). The nanoscaled structures resulting
from the self-assembly and/or self-organization of multi-
porphyrinic arrays and materials mediated by complemen-
tary hydrogen-bonding groups, like the metal ion mediated
counterparts, can be closed, discrete, open, or polymeric.
There are many fewer reports on self-assembling porphyrin
arrays mediated by H-bonds because these intermolecular
interactions are much weaker, which hampers characteriza-
tion in solution. Also, the solid-state structures may be dif-
ferent than those in solution. (Thus many of the reports of
porphyrin assembly via hydrogen bonds are solid-state struc-
tures [20� 21� 107� 108] because of the difficulties in char-
acterization.) Hydrogen-bonding motifs are directional, but
they may also be ditopic in that more than one complemen-
tary group can bond to the same moiety. When the com-
plementary molecule is a porphyrin, multiporphyrin arrays
result.

4.1. Closed Multiporphyrin Arrays

H-bonds are directional and the cooperative formation of
closed self-assembled arrays can result in sometimes surpris-
ingly stable materials (Fig. 11). These relatively weak inter-
molecular interactions can be exploited in materials wherein
responses to thermal or solvent polarity are desired. Other
than temperature and solvent as factors in the assembly,
the concentration range for the closed structures is lim-
ited. As is well known in biology, open polymeric struc-
tures are favored at high concentrations, and of course at
low concentrations monomers or partially assembled species
are present. Another feature of many hydrogen-bonding
groups is that there are specific sequences of hydrogen bond
donors (D) and acceptors (A); for example the DAD triple
H-bonding potential of a triaminotriazine is complementary
to that of the ADA motif of barbituric acids. But because
of the reversibility of H-bonding interactions, slipping these
two complementary groups by two hydrogen bonds results
in a system whereby the two entities remain bound, but
with only hydrogen bond. The consequence of this is that
even the closed arrays are still dynamic in solution under
the best of circumstances. Limited interporphyrin charge
and energy transfer has been observed in squares assembled
by H-bonds (Fig. 11A), but in general the porphyrin pho-
tophysics is more similar to the monomers than is found
for the coordination arrays. The early examples of these
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Figure 11. Closed arrays.
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closed arrays used uracylic and triazine moieties along with a
nonporphyrin complementary hydrogen-bonding group (tri-
angles) to form a supramolecular cage (Fig. 11B) [237].
A rosette with three co-facial porphyrin pairs (Fig. 11C)
[238] is formed from a bisporphyrintriazine and a variety
of barbituric acid derivatives. It is possible to design closed
square arrays of porphyrins (Fig. 11A) by placing two copies
of one type of a monotopic hydrogen-bonding moiety at
90� on one porphyrin (a in Fig. 11A) and two copies of
the complementary monotopic hydrogen-bonding group at
90� on another porphyrin (b in Fig. 11A) [239]. Since the
hydrogen-bonding groups in 11B and C are ditopic, several
possible structures can result, but conditions are chosen so
that the predominant form of the supermolecule is closed.
It is also possible to exploit the aforementioned dynamics
of complementary hydrogen-bonding systems to design and
synthesize squares that are formed via self-complementary
interactions (Fig. 11A, where a = b) [172]. In this particular
case the intermolecular forces are about an order of mag-
nitude weaker than the square made via heterocomplemen-
tary H-bond groups [239]. Comparing the thermodynamics
of forming the closed arrays (90� ditopic porphyrin) with the
thermodynamics of forming the open arrays (180� ditopic
porphyrin) mediated by the same complementary H-bonding
groups allows the assessment of the role of cooperativity in
the formation of closed structures without changing recogni-
tion motifs or molecular dynamics. There are other reports
of closed 11C-type structures [240]. More robust 11B-type
cage structures are formed by the �4 rotamer (all directed
towards the same face) of tetra-(2-carboxyphenyl)porphyrins
wherein the carboxy moieties bind the two porphyrins with
four sets of self-complementary double H-bonds [241, 242].
When four equivalents of these metalloporphyrin cages are
combined with a porphyrin bearing four pyrazines flexibly
attached to four meso phenyl groups, a secondary self-
assembly step occurs wherein each pyrazine group coordi-
nates both of the zinc centers of the cage. Encapsulation of
all four meso-appended pyrazine derivatives results in a non-
americ array [243], and the antenna effect on energy transfer
for these nonameric arrays was studied. The porphyrins used
for 11B-type cages generally have two or more rotameric
conformations (atropimers), but the supramolecular cage
traps the conformation with the hydrogen-bonding groups
on the same face [237]. While closed structures 11A and
11C are relevant to electron/energy transfer across hydrogen
bonds, 11B-type cages may be exploited for guest recogni-
tion or catalysis. H-bonds and ion-pairing can be used to
make structures with porphyrins and iron terpyridine [244,
245]. A square can be formed from two 180� covalently
linked zinc porphyrins when 4(3-H)pyrimidone is added,
where the nitrogen on the heterocycle binds axially to the
zincs and the amido positions serve as self-complementary
H-bond units. This is an H-bond version of a 3E-type square
(n = 0) [246].

4.2. Open Multiporphyrin Arrays

As mentioned earlier, the same set of porphyrins assem-
bled by hydrogen bonding can be monomeric, polymeric, or
closed depending on conditions. Other than simple dimers
[239, 240], there are few examples of open multiporphyrinic

systems that are discrete. The problem with forming open
multiporphyrinic systems via hydrogen bonding is that the
intermolecular interactions are so weak, that tapes such as
a trimer (Fig. 12A, n = 1) are formed in low yields and
are only one of several supramolecular entities in the solu-
tion. In the solid state, X-ray studies reveal that a variety of
other nonspecific intermolecular forces (pi stacking, van der
Waals, etc.) reinforce the structure mediated by hydrogen
bonds (see, e.g., [22, 68, 107, 229, 233, 239, 247–249]).

4.3. Porphyrin Polymers and Aggregates

Because sugars have a variety of recognition functions in liv-
ing systems, porphyrins appended with a variety of sugars
have been the focus of several research groups. The multi-
ple hydroxy groups on sugars make them ideal candidates
for the formation of porphyrin aggregates and polymers
(e.g., [250]). Several reports on the formation of gels and
fibers from porphyrins bearing sugar groups (Fig. 12B) have
appeared [251, 252]. Imidazole-imidazole hydrogen bonding
has been used to make 12C-type polymers [196, 253, 254].
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Figure 12. Polymers by H-bonds.
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There are many solid-state examples of porphyrins assem-
bled by hydrogen bonding. Though the crystals are not
nanoscopic, the specific intermolecular interactions that are
exploited to place the porphyrins in a designed geometry and
order often result in nanoscaled channels, or cavities that
can be used to recognize guests (sensors), act as molecular
sieves, or as shape and size selective catalysts [20, 67, 68,
105–108, 249]. In addition to the one-dimensional structures
in Figure 12, there are a variety of structures with designed
two- and three-dimensional interactions such as those in
Figure 13 [105, 106]. The crystal structure of 12C-type colum-
nar aggregates reveals remarkably stable channels [249].

4.4. Themes and Trends

Though each individual hydrogen bond is only worth a few
kcal/mol, there are many complementary organic groups that
are capable of more than three H-bonding interactions (e.g.,
[255]). The >8-kcal/mol total interaction energy between
these latter groups in nonpolar solvents is more than suf-
ficient to make robust self-assembled materials, though
complementary groups with more than three H-bonding
sites have not been generally applied to porphyrin mate-
rials chemistry. The weak intermolecular interactions can
be exploited as structural sensors to environmental factors
such as temperature and solvent, wherein the resultant mod-
ulation of interchromophore distances alters the photonic
properties which report on the status of the assembly. The
aggregates of porphyrins are also relevant to the formation
and activities of photosynthetic antenna complexes, which

Figure 13. Lattices and arrays by H-bonds.

may or may not use a protein scaffold to maintain structural
integrity of the chlorophyll arrays.

5. ASSEMBLIES MEDIATED
BY ELECTROSTATICS

For the purpose of discussion in this review, electrostatic
assembly is defined as arising from the interactions of
full or partial charges (ions and dipoles) on the compo-
nent molecules, though other intermolecular forces such as
hydrogen bonding and metal ion coordination certainly have
electrostatic contributions. Charge-charge interactions are
usually neither specific nor directional, but dipolar inter-
actions are directional. The specific placement of charged
groups in proteins, lipids, and other biological molecules
or biopolymers is an important aspect of both tertiary and
quaternary structure, as well as of function. Phosphatidyl-
choline lipid bilayers, for example, are formed by a vari-
ety of nonspecific intermolecular electrostatic interactions
[256]: (1) electrostatic interactions in the charged head
groups, (2) dipolar interactions in the ester region, (3) and
van der Waals interactions amongst the hydrocarbon tails.
These nonspecific interactions are necessary in membranes
to assure that they are structurally dynamic, that is, fluid.

5.1. Porphyrin Polymers and Aggregates

There have been numerous papers on the mixing of
positively charged porphyrins with those bearing nega-
tive charges, or with other molecules with complemen-
tary charge. One of the first examples of porphyrin
self-organization (as opposed to uncontrolled aggrega-
tion or crystallization) by any means used transiently
formed porphyrin cations with lipophilic anions such
as tetraphenylborate to create “linear” chains that con-
ducted ions across a lipid bilayer [257, 258]. This was
an early example of a working molecular electronic
device, and it performed as a photogated ion-conducting
transistor (see Section 7.1) [259]. Charged porphyrins
include the anionic forms tetra-carboxyphenylporphyrins
(TCPP), tetra-phosphonatophenylporphyrins (TPPP), and
tetra-sulfonatophenylporphyrins (TSPP), the cationic tetra-
N-methyl-pyridiniumporphyrins (TMePyP), and the tetrakis-
tri-alkylanalyniumporphyrins (TAAPP). Mixing solutions of
TSPP and TMePyP along with a surfactant results in specific
types of aggregates [260], where the size depends on sur-
factant, solvent, temperature, and concentration, just as it
does for other self-assembled aggregates such as those made
by hydrogen bonding. Without the surfactant, these species
aggregate as well to form what are likely more ordered struc-
tures in solution [261, 262]. TSPP has been found to interact
with phthalocyanine dyes [263]. The addition of an amino
acid such as phenylalanine to a mixture of cationic and
anionic porphyrins induces them to form chiral aggregates
[264]. The anion-controlled assembly of porphyrin-bicyclic
guanidine conjugates, which are much less symmetric than
the porphyrins described earlier, results in chiral aggregates
[265]. This latter system is noteworthy because there is more
information designed into the molecule, so more structural
information is read out and expressed in the aggregate struc-
ture. Also reported, is the formation of chiral aggregates
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of less symmetric charged porphyrins by vortex mixing [266,
267], where the vortex is somewhat akin to a chiral mold or
template such as porphyrin-DNA assemblies [268, 269]. Sul-
fonated C60 has been mixed with TMePyP to form electro-
static assemblies on chitosan films [270]. Several solid-state
materials have been reported where the structures of the
system arise at least in part by electrostatic interactions, for
example, between porphyrins with carboxylate anions and
potassium anions [20]. Irregular, polydispersed aggregates
are also formed from TSPP in solution [261, 262], and even
from neutral porphyrins such as TPP and TPyP [271–273].
In addition to porphyrins bearing charges on the peripheral
groups, the protonated diacids of some porphyrins in solu-
tion [274] undergo structural changes that result in the meso
aryl groups possessing a smaller dihedral angle with the
macrocycle, which allows aggregation of zwitterionic deriva-
tives. The electrostatic association of TSPP with cationic
polyamines forms pH-dependent species at lower pH values
[275], and the charged polymer has been used to adsorb this
porphyrin onto glass substrates (see Section 6.2.4).

5.2. Themes and Trends

The electrostatic association of porphyrins to other dye
molecules, to polymers, and to charged particles continues
to be a fruitful strategy to make nanoscaled materials. How-
ever, the relative orientation of the chromophores, the size
of the particles/aggregates, and the polydispersity of these
systems are difficult to control and make them difficult to
incorporate into nanoscaled devices. A related method is
the layer-by-layer deposition of charged porphyrins, met-
alloporphyrins, and charged polymers. These systems are
remarkably robust and afford a greater degree of control of
molecular position (see Section 6.2.4).

6. PORPHYRINS ON SURFACES
Despite the advantages of using the processes of self-
assembly and self-organization to construct materials that
can serve as components of nanoscaled devices, several
significant obstacles must be overcome. The advantages
include efficient use of chemicals, and the ability to orga-
nize molecules in a precise architecture. But because of
the reversibility of the intermolecular interactions that allow
self-assembly and self-organization to result in thermody-
namic products in high yields, the major obstacles to employ-
ing such materials are issues of stability. Device stability to
thermal fluctuations, to redox chemistry, to environmental
changes such as humidity, and to dioxygen is crucial. But, all
of these factors can affect the equilibrium of self-assembled
systems, thus the structure and function. Another issue is
that most structures formed by self-processes take place in
solution, and the deposition of these structures onto surfaces
with high structural fidelity is not necessarily straightforward.
Most applications require the removal of the solvent, and
the inherent concentration changes often perturb the equi-
librium, which results in structural rearrangements of the
supramolecular system. Scanning probe microscopies, such
as atomic force microscopy (AFM) and scanning tunneling
microscopy (STM), are some of the best methods to evalu-
ate structures on surfaces [276]. There are a few examples

of self-assembled (discrete, monodispersed) systems that can
be deposited onto surfaces with high structural fidelity and
are stable at room temperature. As one might expect, these
successful systems are largely assembled via metal ion coor-
dination, as hydrogen bonding is generally too weak. There
is a large body of work on forming self-organizing systems on
surfaces, including monolayers, liquid crystals, layer-by-layer
electrostatically formed films, and chemisorbed materials.
The synthesis and characterization of electropolymerized
thin films of tetra(4-aminophenyl)porphyrin from an aque-
ous solution onto electrodes to form an emeraldine-type
polymer was reported [277] though the morphology of the
film was not well defined.

6.1. Self-Assembled Structures

One of the first examples of self-assembled porphyrin arrays
that address the above issues is a self-assembled nonamer.
The 3× 3 tessellation of nine porphyrins of three topologies
(+, T, and L-shaped) is mediated by the trans coordination
geometry of Pd(II) in a variety of organic solvents (Scheme
1). These nonamers (the next generation of a 3A square)
can then self-organize into columnar stacks of 1 to ∼ 20 lay-
ers to form 6.5 nm× 0.5 nm to 10 nm nanoscaled aggregates
[99]. The length of the columnar stack can be fine-tuned by
choice of appended alkane, by choice of solvent, by choice
of metal, and by kinetics [100, 115]. These stacks can be
deposited onto glass surfaces without any observable change
in structure or function because of the weak interactions
between the aggregate and the substrate and the strength
of the intermolecular forces holding the nonamer and the
stack together. The individual (nonaggregated) nonamer can
be deposited on a Au 111 surface—an example of a purely
self-assembled structure deposited on a surface (a 14G-type
of arrangement). Most importantly for applications, all of
these constructs, and their photonic functions, are stable in
air at room temperature for years [100, 104, 115]! The next
step will be to self-organize the self-assembled nonamers
into two-dimensional arrays on surfaces. An elegant use of
electrochemical potential of an electrode surface that mod-
ulates the surface mobility of adsorbed molecules allows for
the self-assembly porphyrin arrays has been reported [278].

6.2. Self-Organized Structures

Because self-organized systems are generally less ordered
and more tolerant of defects than self-assembled systems,
both in solution and on surfaces, these types of systems are
generally easier to make and characterize. Most of these sys-
tems can be divided into three general categories: (1) the
macrocycles can be chemically bound to the surface, such as
porphyrins bearing hydrocarbons terminated with thiols; (2)
the macrocycles can be bound to the surface by coordination
chemistry, such as when ligands are attached to the surface
either chemically or by adsorption; and (3) self-assembly by
direct adsorption on the surface under controlled conditions
or by using moieties that impart liquid-crystal properties to
the molecules. Some of the applications for these types of
layered films are to modify electrodes to make them selec-
tive for various analytes, and to modify fibers for detection
of analytes by optical absorption or emission. The placement
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of long-chain hydrocarbons allows for the two-dimensional
organization of porphyrins [279] and phthalocyanines [103,
280, 281] on surfaces that can be characterized by scanning
probe microscopy [276, 282].

6.2.1. Chemically Bound
Though commonly referred to as self-assembled monolay-
ers (SAMs), these materials are more accurately described
as self-organizing systems (Fig. 14A, B, E, F, where ‘x’ =
S or other reactive group). There has been considerable
research on SAMs and there are numerous reports on por-
phyrin containing monolayers. One of the most common
avenues into these materials is to chemically bind (Fig. 14A)
a hydrocarbon-bearing thiol group to a gold surface [95,
283–288]. Other substrates such as indium-tin oxide (ITO)
[287] and polypyrrole [289] have been used. The nature
of the hydrocarbon linker modulates the physical and pho-
tonic activity of the monolayer. More complex (structurally,
redox, and optically) photonic triple-decker molecules con-
taining porphyrins, phthalocyanines, and both porphyrins
and phthalocyanines have been used to form monolayers
with more complex redox and optical properties [36, 95, 290–
295]. The increased physicochemical complexity affords an
opportunity to design and characterize devices that act as
multistate counters for molecular electronics applications.
Thiol bound monolayers terminating with a porphyrin bear-
ing an imidazole facing away from the surface can serve
as a template to construct 7E-type multilayers, but as with
other multilayers, the length of the self-coordinating polymer
varies, the dispersity increasing as each layer is added [296].
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Figure 14. Self-assembled porphyrinic structures on surfaces.

The interaction of carboxylate moieties with surfaces
(Fig. 14B, C, D) has also been used to form monolayers
on gold [200, 279, 297, 298], mica [299], and at the air-
water interface [300]. The weaker substrate-molecule inter-
actions of these systems allow more facile modification of
the surface. When porphyrins bear reactive groups (poised
to form supramolecular or covalent bonds) on the side or
edge facing away from the surface, more layers may be
added with varying degrees of structural fidelity to the ini-
tial layer. Characterization of multilayer systems is often
more difficult. A hybrid system with octacarboxlyate por-
phyrins adsorbed face-down onto a gold surface surrounded
by a bolaamphophile or other monolayers has been reported
[301–303]. The motivation behind this work is to make
nanoscaled test tubes on the surface for further reaction or
sensing applications.

6.2.2. Coordination
There are several examples of 14E-type monolayers where a
ligand is covalently attached to the substrate and this binds
to an axial position of a metalloporphyrin [304–310]. This
method to make monolayers on surfaces generally orients
the plane of the porphyrin parallel to the plane of the sur-
face, but there is a lot of room for the macrocycle to tilt
so that there is a range of orientations. This method allows
for studies by surface plasmon resonance, surface-enhanced
Raman scattering, and surface-enhanced infrared absorp-
tion. Again, one of the potential applications of these sys-
tems is the use of surface-modified electrodes for analytical
chemistry.

As mentioned earlier, the relative orientation of the por-
phyrin rings with respect to each other and with respect
to the surface is of paramount importance to the photonic
properties of the system. An elegant way to use coordina-
tion chemistry to orient metalloporphyrins perpendicular to
the surface is to make monolayers with flexible linkers and
ligands that generally are poised to bind 6-coordinate metal-
loporphyrins in both axial positions, resulting in layers with
the plane of the macrocycle perpendicular to the surface
[311, 312].

6.2.3. Thin Films Using Liquid-Crystal-Type
Interactions

One of the early successes in the self-organization of a
porphyrin-based device utilized liquid-crystal-type interac-
tions to form thin films of a photoconducting zinc porphyrin
with eight dodecyloxy groups on the pyrroles [117, 313, 314].
Electron-hole pairs are generated upon irradiation of a sec-
tion of a device that has this porphyrin derivative placed
between two optically transparent electrodes with an applied
electric field. The device then performs as a high-density
nanosecond charge trap that can be used as an optical mem-
ory device. Similar porphyrins were used to make liquid-
crystal thin films between ITO coated glass slides, which
displayed electric-field modulated near-field photolumines-
cence [315]. These studies show that there is a correlation
between the device’s physical properties and the morphol-
ogy of the self-organized, photoactive, organic layer. Other
liquid-crystal-forming porphyrins with properties dependent
on the nature and position of the hydrocarbon have also
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been reported [316–318]. There are several examples of
discrete multiporphyrin arrays (such as 3A-type, 3B-type
without the guest, and 6A-type) that have long-chain hydro-
carbons appended on the periphery that form monolayers
by the Langmuir–Blodgett method (e.g., [319]), which then
can be transferred to surfaces such as glass with reasonable
structural integrity [320]. These films are an early example of
using a secondary procedure to self-organize self-assembled
supermolecules. A good example of an alternating-current
light-emitting device based on Langmuir–Blodgett films of
porphyrins was reported [321], where the transient charac-
ter of electroluminescence is explained in terms of a space-
charge assisted electron injection.

Solid vesicle membranes made of bixin-porphyrin deriva-
tives have been reported to form stable colloidal solutions,
which can be photopolymerized to yield 30- to 120-nm
spheres [322] which can then be cast onto surfaces. Self-
assembled fibrillar networks are formed from porphyrins
bearing two lipid groups on the same side [323].

6.2.4. Layer-by-Layer Deposited Films
Only a few examples of films containing porphyrins made
by the layer-by-layer technique are cited, because to date
the degree of organization after the first layer is somewhat
limited. Briefly, the process involves dipping a charged sub-
strate into a solution containing an organic molecule or
polymer of the opposite charge. After annealing and rins-
ing, it is dipped into a second solution that has molecules
or polymers with the opposite charge as the first. This can
be repeated, but the structural fidelity generally decreases
with increasing number of layers. The density of defects
in each layer is a major issue for most layer-by-layer sys-
tems, but is not generally reported. For porphyrins, an early
example used TSPP (tetra anionic) and TPyP appended with
four cationic RuBiPy2 units [324]. Two-dimensional arrays
formed from TPyP and cadmium ions made by Langmuir–
Blodgett methods and deposited on surfaces [325], or the
equivalent palladium ion linked array made with the layer-
by-layer method [326], are two of the best examples of
self-organized two-dimensional layers using specific inter-
molecular interactions. The stepwise self-organization of a
bis-bipyridinium–porphyrin dyad and gold nanoparticles on
a conductive ITO surface results in a system where the
redox properties are significantly different than the compo-
nent molecules [327]. A cationic polyamine adsorbed onto
glass promotes adsorption of anionic TSPP [275] and sim-
ilar systems [328]. The association of tetrapyridyl cobalt
porphyrin coordinated to four Ru(BiPy)2 associates with
anionic Zn(II)TSPP in layer-by-layer films on electrodes
has been used to examine nitrite oxidation as an analytical
application [329]. ITO electrodes modified with porphyrin-
fullerene dyads as the active layer gives rise to improved
light-harvesting properties in the visible region [330].

6.3. Themes and Trends

The ability to deposit specifically designed self-assembled
(discrete) supramolecular structures onto surfaces without
change in structure or function remains a significant chal-
lenge for the exploitation of this methodology in real-world
applications and devices. Self-organized monolayer systems,

on the other hand, are more accessible because of the tol-
erance for local defects, but the horizontal dimensions of
these are generally quite large. The layer-by-layer method
has both advantages (ease of preparation) and disadvantages
(greater defect density than SAMs), but may find numerous
applications as sensors, and other systems requiring surface
modification. The adsorption of a La(III)(TPyP)−2 sandwich
compound onto a liquid Hg surface can provide access to
two-dimensional arrays on this and other surfaces when
they are chemically cross-linked with a dibromo hydrocarbon
[331, 332]. The overall structure of these systems is likely a
grid, but since the cross-linking step results in kinetic rather
than thermodynamic products, the degree or order is likely
not comparable to self-assembled/organized systems. This
work is notable since it is an attempt to organize porphyrin
sandwich compounds on surfaces with greater structural
stability and arrangement unobtainable by self-assembled
monolayers of similar compounds (see Section 6.2.1).

7. MISCELLANEOUS MULTIPORPHYRIN
ASSEMBLIES AND AGGREGATES

There are several applications for nanoscaled porphyrin
aggregates where the architectural order of the macrocycles
is of little consequence or indeed undesirable. For exam-
ple, nanoparticles are used for drug delivery, or as nonspe-
cific sensor elements in cross-reactive or stochastic sensor
arrays. A recent report describes the formation of 10- to
75-nm radius porphyrin nanoparticles using methods similar
to those used to make inorganic nanoparticles [333], specif-
ically, by injecting an organic solution containing the por-
phyrin and a small percentage of a short polyethylene glycol
(PEG) into water (Scheme 3B). The solvent ratio, the spe-
cific PEG, and the rate of mixing, all affect the particle size.
Dynamic light scattering and the optical spectra in solution
characterized the particles. But more importantly for device
applications, many of the particles can be deposited on glass
surfaces without agglomeration, and without disrupting the
nanoparticles. It was shown that iron porphyrin nanoparti-
cles catalyze the oxidation of cyclohexene with about 1000
times the turnover of the individual porphyrin (normalized
to the same number of porphyrins). The product ratios were
close to those of the individual porphyrin, but it remains to
be seen if the nanoparticle catalysts exhibit regioselectivity
on more complex substrates.

A porphyrin appended with four meso perylene imides
also aggregates to form nanoparticles, but in this case there
is likely a much greater degree of organization than in the
previous system [104, 334]. These particles display photonic
properties that depend on the aggregation state as well as
the component molecule. Porphyrins have also been used as
a means to organize Au nanoparticles [335].

7.1. Membranes: Molecular Electronics

Molecular ionic transistors. Lipid bilayer membranes and
vesicles are self-organizing systems that mimic cell and
organelle walls. The trans-membrane distance is ∼8 nm.
Again, mostly because of the relevance to photosynthesis,
the reactivity and function of porphyrins in bilayer mem-
branes and vesicles have been studied for more than 30 years
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[336, 337], especially in terms of interfacial electron trans-
fer, trans-membrane electronic and ionic currents, and redox
chemistry. Early on it was realized that porphyrins parti-
tion into the bilayers with some degree of order—into the
polar, ester group region of the head-group and perpendic-
ular to the bilayer-water interface. The somewhat serendip-
itous discovery of a photo-gated ion-conducting transistor in
the late 1980s [257–259] dovetailed well with the electrical
circuit models of lipid bilayer function first proposed almost
two decades earlier (e.g., [336, 337]). The charge-sensitive
ion-conducting device (CSIC) was composed of lipophilic
anions and porphyrins in a lipid bilayer. In the dark, with
an applied potential of 40 mV, there is a space-charge lim-
ited conductance of the lipophilic anions [256]. Upon illu-
mination with laser light in the absorption region of the
macrocycle or white light, interfacial electron transfers from
the lattice of porphyrins on both sides of the bilayer to
aqueous electron acceptors resulted in two phenomena that
allowed the conductance of the system to increase by sev-
eral orders of magnitude. (1) The resultant porphyrin cation
lattices (one on each side) significantly reduced the space-
charge that limited the conductance of the lipophilic anions
across the bilayer; and (2) the porphyrin cations now paired
with the lipophilic anions to form an ‘ion chain’ which fur-
ther reduced the barrier for ions crossing the hydrocarbon
core of the membrane [259, 338]. Of course the stability of
this system is limited by the stability of the membrane, and
the response time is limited by the dynamics of assembling
the ion chain. The inclusion of a protonophore results in
a system that can photochemically pump protons to form
a potential gradient [339, 340] across the membrane—one
of the first self-organizing mimics of the essential outcome
of photosynthesis which drives the synthesis of ATP. Other
bilayer conducting systems with C60 and C70 fullerenes also
serve as a basis for molecular electronics designs [341].

A molecular electronic transistor. The inclusion of a self-
assembled membrane-spanning tape of porphyrins results in
a significant improvement of the above system (Scheme 2)
[98], and represents a molecular electronic device with all
four levels of structure described in the introduction. By pre-
assembling the conducting supermolecule, the gating time
is significantly reduced, and the system need not rely on
the movement of large ions across the viscous bilayer. Thus,
when an electron donor is placed on one side of the bilayer
and an electron acceptor on the opposite side, there is a
chemical potential defined by the redox potentials of the
donor and acceptor. Applying a voltage to this system results
in no measurable conductance. Upon illumination with
white light, the electronic conductance across the membrane
increases by 50- to 1000-fold over controls without the donor
or without the acceptor and with no applied voltage. This is
an example of a self-organized, molecule-based photo-gated
transistor, in this case driven by the electrochemical poten-
tial between the donor and acceptor. The self-assembled
tapes are formed either by complementary H-bonds or by
metal ion coordination. In addition to the advantages and
limitations stated in the introduction, the benefit of self-
assembly in this case is that the length of the tape is dictated
by the width of the membrane. The water, phosphates, and
esters compete for the hydrogen bonds and destabilize the
coordination bonds. The electron donor and acceptor serve
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Scheme 2. Type-7C self-assembled linear polymers span an ∼8 nm lipid
bilayer parallel to the hydrocarbon chains (top and bottom). Not all
supermolecules span the bilayer (center). Upon illumination with white
light, the excited-state zinc porphyrin transfers an electron to an aqueous
electron acceptor anthraquinone sulfate (A). The hole then hops across
the supermolecule until quenched by an electron donor K4Fe(II)(CN)6
(D). Saturated calomel electrodes (E) reside in 0.1 M KCl solutions on
each side of the bilayer, and an operational amplifier (R) measures the
conductance. Conductance from 7A-type tape (top), and 7C-type tape
(bottom). The baseline traces represent controls with no acceptor.

as the source and the drain, respectively, and the system is
gated by light. This system also demonstrates that the inter-
connections to nanoscaled devices need not be nanoscaled
a priori.
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7.2. Vesicles

Another elegant example of the formation of potential
gradients across membranes of vesicles uses a covalently
bound porphyrin-vinyl-fullerene triad and similar molecules.
Though these are molecular entities, they can be self-
organized in bilayers of vesicles so that they mediate trans-
membrane electrical currents upon illumination. The current
then generates a potential that can drive the synthesis of
ATP [78]. This is a dramatic example of the combined power
of organic synthesis (primary structure) coupled with the
self-organizing properties of lipids. Through the years there
have been many other reports on the activity of porphyrins
in membranes such as cytochrome P450 mimics (e.g., [81,
211]). A porphyrin bearing eight dendrons terminated with
eight acetylenes can be self-encapsulated upon polymeriza-
tion of the acetylenes using a Grubb’s catalyst. The removal
of the porphyrin core leaves a hollow dendrimer capable
of recognizing a variety of porphyrins [71]. This remarkably
effective example of molecular imprinting works because of
the three-dimensional molecular organization of the den-
drimer. But, the focus here is on self-assembled multipor-
phyrinic systems. Liposomes composed of porphyrins bear-
ing long-chain hydrocarbon-substituted imidazoles [253, 342]
have been reported.

7.3. Aggregates of Supermolecules

Remarkably, the self-assembly of 3 × 3 nonameric arrays
can be accomplished by the stoichiometric addition of 12
Pd(II) ions to four “L”-shaped porphyrins that serve as cor-
ners, four “T”-shaped porphyrins that constitute the sides,
and one “+”-shaped central porphyrin (see Section 3.1)
[99]. These nonameric arrays can then stack to form colum-
nar aggregates (Scheme 3A) that are ∼7 nm in diameter
by ∼1 nm tall [100, 115]. These columnar stacks exhibit
properties unique to this scale and degree of supramolec-
ular order in that they are remarkably luminescent [104].
There are numerous papers on the aggregation of var-
ious porphyrin derivatives (neutral, negatively, and posi-
tively charged) where the quantum yield and lifetimes are
∼10 times less than the individual porphyrin (e.g., [80, 262,
271–273]). This is in marked contrast to the self-assembled
nonamers and columnar stacks of nonamers where both
the heavy atom effect and aggregations should lead to
quite meager luminescence, but instead the luminescence
is only quenched by ∼ 50%. This observation further indi-
cates a high degree of order in the columnar stacks. These
nanoscaled materials are stable in air at room temperature
for years without detectable changes in their optical or mor-
phological character [104].

7.4. Themes and Trends

Porphyrins have been known to aggregate since their first
isolation and synthesis. The efficiency in harvesting solar
energy, for example, arises from the specific alignment and
organization of chlorophyll pigments in antenna complexes
and reaction centers. Since many nanotechnological appli-
cations of porphyrins require narrowly dispersed nanoaggre-
gates, there is a need to predictably and reliably control
the size of the particles. Encapsulation of aggregates is an

Nanoparticles (10-90 nm)

21-particle nonamer

arylporphyrins in
 DMSO/PEG

1-20 layers (6nm  x  0.5 to 10 nm)

B

A

=perylene

C

Scheme 3. Other porphyrin aggregates.

obvious method, but this may not be appropriate for all
applications. There have been a few recent reports on the
controlled formation of porphyrin nanoparticles with pre-
dictable size without resorting to an external matrix.

Monotopic

Ditopic (900 and 1800)

Tritopic ('T' and cubic corner)

Tetratopic (square planar, see-saw, '+')

Pentatopic (square pyramid)

Hexatopic (octahedral)

Figure 15. Topologies of a metalloporphyrin bearing four intermolecu-
lar binding motifs at the meso positions.



Self-Assembled Porphyrinic Nanoarchitectures 611

8. SUMMARY
After nearly 40 years of intense research, synthetic
supramolecular chemistry has developed a wide variety of
tools, methods, and strategies to form a staggering number
of self-assembled and self-organized nanoscaled entities with
diverse functions. Because porphyrins are rigid molecules,
they have predictable shapes and orientations; therefore,
these molecules are very often used as techtons. Porphyrins
can act as monotopic caps, as linear linkers, as 90� turns, as
bifurcating “T”-shaped crossroads, as square planar linkers
or centers, and metalloporphyrins can serve as square pyra-
midal components, or as octahedral components (Fig. 15).
Obviously, incorporating more complex moieties capable of
more than one intermolecular interaction (such as meso
3,5-dicarboxyphenyl- and 3,5-dipyridylphenyl-) or attaching
these molecular recognition moieties to the pyrrole posi-
tions will significantly increase the number of topologies
available for the design of supramolecular porphyrinic sys-
tems. Coupling these porphyrin topologies with the vari-
ous coordination geometries of transition metals and/or the
various geometries of other multitopic ligands can result
in supramolecular systems that are only limited by one’s
imagination. The requirements of the application dictate the
design of self-assembled or self-organized systems such as
porphyrins, but because of the rich supramolecular chem-
istry of porphyrins these requirements can be met. The
resultant nanoscaled materials can have a wide variety of
properties as photonics, catalysts, sensors, and sieves—each
of these functions can be fine-tuned by modifications of
either the macrocycle or the bound metal ions.

Recent endeavors into the formation of dynamic combi-
natorial libraries may afford a new means to find multipor-
phyrin arrays that have unimagined or optimal structures,
with unimagined or optimal functions [171, 343]. Materials
that switch their structure as a response to some environ-
mental factor or a chemical entity [97, 344] can also be
formed with porphyrinoids, which would then serve as a
reporter of the structural change. Finally, methods of por-
phyrin synthesis have facilitated their use both in the lab and
for commercial applications [94, 345].

GLOSSARY
Photonic The interplay between photophysical properties
of a molecule or material and the electronic properties of
the material, such as in photoinduced electron or energy
transfer.
Self-assembly The spontaneous association of molecules
and/or ions to form a specific supramolecular entity.
Self-organization The spontaneous association of molecules
and/or ions to form polymeric materials, or dynamic two-
dimensional systems such as liquid crystals.
Supramolecular Referring to a discrete entity containing
two or more molecules/ions associated by intermolecular
forces (such as hydrogen bonding, coordination chem-
istry, and electrostatic interactions) in a specific geometric
arrangement.
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1. INTRODUCTION
The emerging fields of nanoscience and nanoengineering
are leading to unprecedented understanding and control
over the fundamental building blocks of all physical matter.
Today, nanophase engineering expands in a rapidly growing
number of structural and functional materials, both inor-
ganic and organic, allowing the manipulation of mechan-
ical, catalytic, electrical, magnetic, optical, and electronic
functions. The synthesis of nanophase or cluster-assembled
materials is usually based upon the creation of separated
small clusters which are then fused into a bulk-like material
or as a thin film or even by embedding into a solid matrix,
materials like polymers or glass either in a disordered man-
ner or in an ordered array.

There is a need to learn how to manipulate nanosized
particles and form the ensemble into periodically ordered
particulate materials for application into devices making use
of the special physical properties that arise due to the nano-
metric crystallite sizes, like the quantum effects, for example.
From recent developments in the cluster source technolo-
gies (thermal, laser vaporization, aerosol techniques, chemi-
cal vapor deposition, and sputtering) [1–4], it is now possible
to produce intense cluster beams of any materials, even the
most refractory or complex systems, for a wide range of sizes
from a few atoms to a few thousand atoms [5].

Significant progress in the organization of semiconduc-
tor quantum dots (QD) has been made by employing
a variety of microelectronic fabrication techniques [6–10],
but the most widely used strategy employs the deposi-
tion of a narrower bandgap, compressively strained epi-
layer over a wider bandgap substrate, which results in
the spontaneous nucleation (self-assembly) of coherently
strained three-dimensional islands on top of a thin (∼1 nm),
two-dimensional “wetting layer.” Subsequent deposition of
substrate material to encapsulate the QD produces a fully
three-dimensional confinement potential. This approach
however, is, outside the scope of the present review where
we will concentrate on the fabrication of ordered layers or
structures from colloidal particles.

An elegant method to organize nanometric particles
is by the so-called “self-assembly methods often inspired
by nature (biomimetic processes). When self-assembly is
used to organize nanomaterial into a useful form, irre-
spective of whether the structures so formed are points,
lines, layers, or composites, they are going to be peri-
odic in arrangements, since such arrangements minimize the
free energy of the systems. Methods developed to produce
three-dimensional, bulk-like hierarchical structures include
biomimetic methods, which use polypeptides as building
blocks, and amphiphile and colloidal templating, which use
amphiphilic or colloidal mesophases as templates for inor-
ganic mesoporous materials. Designing finite mesostruc-
tures with a given geometry is the future challenge to
make use of the special properties arising due to the scal-
ing of the particle sizes for applications. Ordered assemblies
of nanometer-sized particles are thus an interesting class of
nanomaterials that provide exceptional potentials to achieve
one-two-and three-dimensional structures for a wide variety
of applications ranging from photonic devices to memory
devices, two-dimensional arrays of magnetic nanoparticles
[11–13], or single-electron microelectronic devices, amongst
others [14–16]. In order to make full use of this potential
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for materials engineering, it is important to identify and gain
control over the relevant growth and ordering parameters
both during the formation of ordered structures as well as
after the growth process, so that the structures so formed
do not get distorted.

This is a field in its nascent stage and experimentalists
are still struggling to build up on the ideas propagated by
the theorists to develop the complex technology required to
give two- or three-dimensional structures to a material on
the nano or micron scale (in this case the primary materials
are of nanoscopic length scales). More and more interesting
structures, prepared by a variety of methods twinned around
“self-assembly” methods, are being reported regularly in the
literature. Self-assembly and self-organization are concepts
that are broadly used over a whole range of fields includ-
ing physics, chemistry, biology, and engineering. Nanoscale
self-assembly is a concept that nature has been making use
of since the beginning of life, and it is only recently that
we have started realizing the potential of utilizing this phe-
nomenon for the artificial control of matter [17].

Letting aside the self-assembly or self-organization pro-
cesses, even nanotechnology did not emerge as an exper-
imental science before the 1980s due to the unavailability
of suitable tools to allow researchers to observe—let alone
manipulate—individual atoms. It evolved dramatically with
the invention of two new microscopy techniques: atomic
force microscopy (AFM) and scanning tunneling microscopy
(STM). Both these techniques were a radical departure from
previous types of microscopy, which worked by reflecting
either light (in the case of optical microscopes) or an elec-
tron beam (in the case of electron microscopes) off a sur-
face and onto a lens. But no reflective microscope, not even
the most powerful, could image an individual atom. The
discovery of the STM got scientists and engineers to look
into the self-organization processes of nanoscopic matter
more closely, as STM brought in the possibility of visual-
izing at the nanoscopic levels and also the possibility of
moving atoms to structure them into useful forms. Direct
writing of nanoscopic features with atoms is a very slow
process that is normally achieved, for example, by utilizing
tools like the scanning probe microscope (SPM). Thus, a
more practical method is albeit—the use of natural forces to
structure nanoscopic features. With the discovery of other
microscopic tools like AFM, and the improvement of the
electron microscopy tools further developed the possibilities
of visualizing and implementing the experiments designed
by researchers which has given boosted efforts to explore
the immense possibilities this field has in reserve.

Two approaches for the building up of nanoscopic fea-
tures have been envisaged: the so-called “top-down” method
and “bottom-up” methods. In the “top down” methods, the
features are written directly onto a substrate, for exam-
ple, by electron beams, and then by applying appropriate
etching and deposition processes, the nanoscopic features
are engraved. In the “bottom-up” approach, nanocompo-
nents are made from precursors in the liquid, solid, or gas
phase employing either chemical or physical deposition pro-
cesses that are integrated into building blocks within the
final material structure. The “bottom-up” approach, or sim-
ply the assembly from atoms, include wide-ranging meth-
ods encompassing supramolecular chemistry to biomimetic

processes to template synthesis, amongst others. The aim
of this article is to consider the “bottom-up” approach for
building up nanostructures focusing on some of the self-
organization methods that are used in structuring colloidal
nanoparticles into regular films, arrays, or three-dimensional
structures. This article will attempt to distinguish between
the self-assembly processes (that is often misconceived in
some experiments reported in the literature) from the self-
organization of colloidal nanoparticles.

2. SELF-ASSEMBLY AND
SELF-ORGANIZATION

Organization during self-assembly processes is driven mainly
by competing molecular interactions like hydrophobic ver-
sus hydrophilic components, gravitational, van der Waals, or
Coulombic interactions. Self-assembly is an assembly pro-
cess in which only the constituents of the final structure take
part, that is, get incorporated into the resulting structure
[18]. Self-organization, in retrospect, is defined as a mech-
anism for building patterns, processes, and structures at a
higher level through multiple interactions among the com-
ponents at the lower level(s), where the components interact
through local rules that do not explicitly code for the pat-
tern [19–20]. In colloidal materials, self-assembly process has
often been related to describe the growth of nanoparticles,
for example, of controlling the size of the particles by self-
organization of polymers on these growing particles and has
to be clearly differentiated from the self-organization pro-
cesses of the colloidal particles into either two- or three-
dimensional structures.

The phenomena of pattern formation and self-organization
occur as natural responses of complex systems to strong
external stimulation. The collective interaction between
system components under external driving forces, which
drive the system far from equilibrium, results in the self-
organization of its constituents [21–22]. Some of the salient
features of this viewpoint can be found in the behavior
of chemical [23–24], liquid crystal nematics [25–26], and
fluid systems [27]. It has also been recognized that con-
densed matter systems show a rich variety of patterns and
self-assembled microstructures under conditions as diverse
as solidification [28], electro-chemical deposition [29], plas-
tic deformation [30–31], surface modifications [32], rapid
laser heating [33], irradiation by energetic particles [34],
magnetic domains [35], and more recently, atom deposi-
tion into self-assembled monolayers [36]. All these phenom-
ena are currently being revisited, as self-assembly is nothing
new; for example, lustre decoration of medieval and renais-
sance pottery consists of self-assembled silver and copper
nanocrystals within the glassy phase of the ceramic glaze.
A peculiar property of this lustre was enumerated to arise
due to the high density of pseudo-spherical nanocrystals
and their locally homogeneous distribution in the ceramic
[37–39]. Another historic example of self-assembly (or even
self-organization) of nanoparticles is found in the Maya
blue paints [40]. Studies of authentic samples from Jaina
Island show that the material is made of needle-shaped paly-
gorskite (a clay) crystals that form a superlattice with a
period of 1.4 nm, with intercalates of amorphous silicate
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substrate containing inclusions of metal (Mg) nanoparticles.
The beautiful tone of the blue color is obtained only when
both these nanoparticles and the superlattice are present
together, as has been shown by the fabrication of synthetic
samples.

2.1. The Self-Assembly Process

As explained earlier, self-assembly in a general sense, might
be defined as the spontaneous formation of complex hier-
archical structures from predesigned building blocks, typi-
cally involving multiple energy scales and multiple degrees
of freedom. It is also a very general principle in nature, as
seen in the formation for example, of membranes from lipid
molecules or the living cell as probably the most important
paradigm [41]. Self-assembly has been defined by Kuhn and
Uhlman as a ‘process in which supramolecular hierarchical
organization is established in a complex system of interlock-
ing components’ [42]. Self-assembled monolayers (SAMs)
have been studied in great details by surface scientists by
using different types of molecules on a host of different sub-
strates. Detailed description and discussion on the SAMs
are outside the scope of this article, but a comprehensive
report of SAMs as described by surface scientists have been
recently published [43]. As an example, the self-assembly can
be achieved through an alkane chain typically with 10–20
methylene units that can be given a head group with a strong
preferential adsorption to a chosen substrate. For example,
thiol (S-H) groups adsorb readily from a solution onto a
gold surface creating a dense monolayer with the tail group
pointing outwards from the surface. Numerous work, both
calculations [44] and experiment [45], has been reported
describing the self-assembly of thiol molecules to control
gold nanoparticle sizes during synthesis [46] and/or during
the assembly of these particles on a substrate including a
milestone review recently published by Brust and Kiely [47].

2.2. Surface Modification of Nanoparticles

Particles in the nanometer-size range have a strong tendency
to agglomerate due to van der Waals interactions. It is there-
fore important to develop synthetic methods by which the
particles can be stabilized, that is, where repulsive forces
between the particles can be provided to balance this attrac-
tion (Fig. 1(A)) [48]. Generally two types of stabilization
are used to prevent agglomeration of nanoparticles, namely,
electrostatic stabilization and steric stabilization by adsorbed

(A) (B)

Figure 1. Particles in a colloid (A) uncharged particles are free to col-
lide and agglomerate and (B) charged particles repel each other.

molecules or steric hindrance [49–50]. Electrostatic stabi-
lization involves the creation of an electrical double layer
arising from ions adsorbed on the surface and associated
counterions that surround the particle. Thus, if the electric
potential associated with the double layer is sufficiently high,
the Coulombic repulsion between the particles will prevent
their agglomeration (Fig. 1(B) and Fig. 2) [51–52].

Steric stabilization can be achieved by the adsorption of
large molecules such as polymers at the surface of the par-
ticles (Fig. 3). Indeed, the coil dimensions of polymers are
usually larger than the range over which the attraction forces
between colloidal particles are active. Two distinct effects
describe this type of stabilization (the volume restriction
contribution and the osmotic diffusion), and they both con-
tribute to the interaction free energy [46, 53–54]. First, the
fact that the adsorbed molecules are restricted in motion
causes a decrease in the configurational entropic contribu-
tion to the free energy (Fig. 3). Second, the local increase
in concentration of polymer chains between approaching
particles results in an osmotic repulsion, since the solvent
reestablishes equilibrium by diluting the polymer molecules
and separating the particles. This can be described by the
energy of free mixing of polymer segments and solvent
molecules, calculated by the Flory–Krigbaum theory [55].

The conformation of adsorbed polymers tends to be con-
trolled by the strength of segment/surface interactions [56],
which may be described by the classical loop-train-tail model
[57–58]. For an effective particle stabilization, it is impor-
tant that the polymer form a complete, dense layer around
the particle [59]. Then, the polymeric stabilizer must have
sufficient tail length and adsorb uniformly enough to screen
the attractive interaction between the particles.

Another requirement for good particle stabilization is the
use of appropriate solvents. The stabilizing polymer has to
possess high affinity with the solvent in order to solvate
the particles and form an extended layer for screening the
van der Waals attraction between the particles. It is well
known, however, that adsorption is generally stronger when
the affinity of the polymer to the solvent is low [60–61].
Therefore, block or graft copolymer micelles, in the pres-
ence of a selective solvent that solubilizes one of the blocks,

Figure 2. Schematic representation of the stabilization of a nano-
particle by charging the surface with counter ions.
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-(A) -(B)

Figure 3. Steric stabilization of metal colloid particles by polymers:
(A) entropic effect, (B) osmotic effect.

lead to expanded chains which occupy more surface area. In
the case of polymers with strong anchoring groups, sponta-
neous adsorption occurs from good solvent [46]. De Gennes
has discussed the density profile of polymers attached to
the surface by one end and in contact with an appropri-
ate solvent [62]. Another important advantage of covalently
attached polymers is that the resulting interaction with the
particle surface is stronger and desorption cannot occur by
solvent effects or variations in temperature [63–64].

As previously mentioned, alkanethiols spontaneously self-
assemble onto colloidal gold particles and this capping of
gold particles by alkanethiols are sometimes termed three-
dimensional self-assembly, which is often differentiated from
the so-called two-dimensional self-assembly on gold thin
films [65–66] or alkylsilanes on silica films. To differenti-
ate between the arrangement of nanoparticles into ordered
structures and the passivation of nanoparticles by polymeric
entities [67], it is our belief the stabilization of nanoparticle
growth or agglomeration by polymers is a self-assembly pro-
cess. For example, the self-assembly on gold particles occurs
through a strong thiolate bond between the surfactant and
the gold surface which leads to the assembly of these sur-
factant molecules on the surface of gold nanoparticles [68].
There are numerous reports on the self-assembly of alka-
nethiols, aromatic thiols, and alkylamines onto gold and sil-
ver colloidal particles, which has been reviewed in great
detail [47, 69–70]. Figure 4 illustrates an example of sur-
face derivatization of gold and silver particles with three-
dimensional SAMs of �-functionalized thiol molecules.

Analogous to the attachment of organic stabilizers, bio-
logical components have also been used for stabilization of
these colloids. Typically, wet-chemical preparation of the
nanoparticles is carried out in the presence of stabilizing
agents (often citrates, phosphanes, or thiols) which bind to
the atoms exposed at the surface of the nanoparticles. This
capping leads to a stabilization and prevents uncontrolled
growth and aggregation of the nanoparticles. In the case of

-functionalized alkanethiol

Figure 4. Schematic representation of the surface functionalization of
a gold or silver nanoparticle by an alkanethiol.

a labile capping layer such as citrate, biomolecules can be
linked directly with a metal particle by exchange reactions
with stronger binding ligands. This method is usually applied
in the coating of colloidal gold with thiol-containing pro-
teins, for example, immunoglobulins (IgG) and serum albu-
mins, which have cysteine residues that are accessible for
the heterogeneous interphase coupling. If no such residues
are available in the native proteins, thiol groups can be
incorporated by chemical means [71] or by genetic engi-
neering. For example, DNA molecules can be synthesized
with alkylthiol groups, and n-alkylthiolated DNA has been
used extensively in the preparation of DNA-functionalized
gold and semiconductor nanoparticles [72–77]. As an inter-
esting alternative, DNA oligonucleotides, which contain sev-
eral adenosyl phosphothioate residues at their ends, have
also been used to directly interact with the metal surface
of nanoparticles [78]. The use of cyclic disulfide linkers
[77–78] leads to nanoparticle capping, which are more sta-
ble towards ligand exchange than the corresponding conju-
gates prepared with the conventional reagents that contain
a single thiol group or acyclic disulfide units. The greater
stability is likely a result of the anchoring of the ligands to
the nanoparticles through the two sulfur atoms [77].

Surface functionalized metal nanoparticles have been
used for a variety of applications. Terms like “nanofactory”
has been often cited, which basically study the reactivity’s
of functional groups anchored to gold colloidal particles
[47, 79]. Another approach to use these self-assembled
metal clusters has arisen due to the local field enhancement
and nanoscale resonant behavior of metal clusters excited
by an electromagnetic radiation. In metal particles, absorp-
tion in the UV-visible spectra (with a peak at 520 nm for
10 nm gold particles, for instance) is due to the excitation
of a plasmon resonance which corresponds to a collective
oscillation frequency of conduction electrons [80]. These
absorption spectra can be theoretically explained by the Mie
theory [81–82], in which the theoretical absorption spectrum
of dilute spherical particles (“surface plasmon resonance”) is
related to their size, and their frequency-dependant dielec-
tric constant, compared to the surrounding medium [83–84].
Immunogold labeling and immunogold chromatography as
well as surface plasmon resonance transduction of metal
cluster binding, which has been successfully commercial-
ized using these surface stabilized nanoparticles, is outside
the scope of this review [85]. Numerous other applica-
tions that include the deposition of these self-assembled
nanoparticles have been reported, for example, local plas-
mon sensor [86], colorimetric DNA analysis [87], optically
anisotropic windows [88–89], surface enhanced raman spec-
troscopy (SERS) substrates [90], amongst others. Several
authoritative reviews are available dealing with the self-
assembly and self-organization of gold nanoparticles [47, 91].
Self-assembled monolayer formation provides an easy route
towards surface functionalization by organic molecules con-
taining suitable functional groups like -SH, -CN, -COOH,
-NH2, and silanes on selected metallic (Au, Cu, Ag, Pd,
Pt, Hg, and C) [92], as well as semiconducting surfaces
(Si, GaAs, ZnS, CdS, etc.) [93–98]. Self-assembly inside a
nanoscale cavity has also been reported where, for exam-
ple, the reaction between divalent cadmium or zinc with sul-
fide or selenide is performed in a restricted environment in
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the nanometer scale. Examples of nanoscale cavities include
porous glasses and xerogels [99], reverse micelles [100],
zeolites [101], membranes [102–103], and hollow proteins,
amongst others [104]. Yeast and tomato virus, and likely
other organisms, produce CdS quantum dots as a detoxifica-
tion response to an overload of cadmium [105–106]; the CdS
thus produced is coated with a particular peptide, which was
used as the stabilizing thiol to make CdS quantum dots [107].

3. SELF-ORGANIZATION
OF NANOPARTICLES
INTO SUPERLATTICE

The general interest in the self-organization of spherical
and non-spherical nanoparticles, of late, has arisen due
to the possible applications in a wide range of domains
[91, 108–110]. Periodic arrays are structures where nanopar-
ticles are arranged in a regular fashion in either two or three
dimensions [111]. These structures would be useful for dis-
plays, sensors, data storage, or photonic bandgap materials
[91]. Monosized spheres of silica and polystyrene have most
often been used for studying the self-organization processes,
due to their easy availability. On the other side, QDs of
semiconducting and metallic materials, due to their poten-
tial and already realized applications, as well as fundamental
chemical and physical interest, have been studied in great
details with some activities on the self-organization phenom-
ena reported [112].

Nonlithographic bottom-up approaches based on self-
assembly and self-organization are especially appealing
because of their intrinsically low overhead for large-scale
production. This approach has been useful in the self-
organization of monolayer-protected metal nanoparticles
into periodic two-dimensional (2D) arrays, with many of
these assemblies demonstrating novel optical or electronic
properties as a function of particle size or interparticle spac-
ing [68, 113–116]. Numerous examples of 2D arrays com-
prised of small (<10 nm) gold nanoparticles have been
reported, but details on well-ordered 2D arrays of larger
gold nanoparticles are not available in the literature. Parti-
cles beyond a certain size (about 15 nm) tend to agglomerate
into multilayer or three-dimensional aggregates rather than
form 2D monoparticulate films [117]. This can be attributed
to the large Hamaker constant for gold [118–119] and the
rapid increase in van der Waals attraction between particles
as a function of size [120], as well as the loss of surfactant
chain mobility on the planar facets of the nanoparticles.

Polystyrene (PS) nanoparticles are commercially avail-
able and have been used for a wide range of applications
ranging from applications in fields of photonics [121–125],
nanotechnology [126–132], and life science [133–140] to fun-
damental studies in the behavior of colloidal suspensions,
like the role of hydrodynamic [140–141] and entropic [142]
forces and studies on phase transition [143] and crystalliza-
tion [112] of “model atoms” in two or three dimensions.
Irrespective of this plurality of applications, at the focus
of these activities is the adsorption of the particles as a
2D layer onto a surface, where, depending on the specific
aims of the subject, close-packed ordered arrays or irreg-
ular, less densely packed layers are selectively used. The

schemes proposed so far for patterning PS particles range
from purely physical concepts, such as micro-molding in cap-
illaries (MIMIC) [144] and electrophoresis(to be discussed
in a later section) to those combining physical interaction
mechanisms like electrostatic or capillary forces with the
selectivity of chemically patterned surfaces [145–146]. The
self-organization techniques that have been used to build 2D
or three-dimensional (3D)-ordered structures are schemat-
ically represented in Figure 5 and are discussed in greater
details in the next few sections.

3.1. Self-Organization Through
Capillary Forces

A comprehensive review of various types of capillary forces
on particles has been reported by Kralchevsky and Denkov,
which is summarized in Figure 6 [147]. If a droplet of the
colloid suspension is dried slowly on an unpatterned polar
surface (such as silica), the particles aggregate at the rim
of the droplet because of attractive capillary forces between
the particles when the water film thickness is in the dimen-
sion of the particle diameter, which is schematically shown
in Figure 6 [147–148]. The mobility of the electrostatically
attached particles is lost after complete drying, suggesting
a three-step mechanism for the particle adsorption. First,
positioning and adhesion in the suspension liquid are con-
trolled by charge and polar interactions between the sub-
strate and particle surfaces. In the second step, capillary
forces between the particles and the surface laterally dis-
place the particles during drying. After complete evapora-
tion in the third stage, an irreversible reorganization of the
particle–substrate interface occurs, which prevents resuspen-
sion or displacement when resubmerging the assembly into
the adsorption liquid. A submonolayer of electrostatically
adsorbed particles forms on the charged pattern surface in
the bulk phase of the suspension. The submonolayer cover-
age is caused by Coulomb repulsion of the like-charged par-
ticles, which prevents dense packing in the aqueous medium.
During evaporation of the suspension, the liquid front moves
very slowly over the adsorbed particle layer, and a thin liq-
uid meniscus remains over the particle assembly, which gen-
erates attractive capillary forces between the particles, as
shown in Figure 6(c).

Because of the slow-moving, droplet front, particles from
the suspension do have time to migrate into the thin liq-
uid film at the drying front and aggregate into multilayer
over the colloid assembly pattern driven by capillary forces
(Fig. 7). Many more factors influencing the particle–surface
interactions, such as surface topography and corrugation
[149–151] or even nanoscopic air bubbles [152] might have
to be taken into account in order to completely understand
the ordering phenomena of colloidal nanoparticles through

Assembly of periodic structure

Self-assembly Self-organization Template-directed assembly

External field assistedChemically enhanced

Figure 5. Diagram showing various self-organization techniques
reported in the literature.



622 Self-Organization of Colloidal Nanoparticles

CAPILARY FORCES

NORMAL (CAPILLARY-
BRIDGE) FORCES

FLOTATION FORCES
(Effect due to particle weight
and byoyancy force)

liquid bridge
between particles

a light and a heavy particle

floating heavy particles

gas bridge
between two surfaces

wetting film
L

L

L

L

2rc

2r1

ψ1
ψ2

ζ

2r2

rp

hc

hc

free liquid film

gasliquid liquid

LATERAL CAPILLARY
FORCES

MENISCI DECAYING
AT INFINITY

(d) FINITE MENISCI

CAPILLARY MULTIPOLES
(due to irregular contact line)

IMMERSION FORCES
(Effect due to the wettability
of particles/bodies)

(a)

(c)

(e)

(b)

Figure 6. Types of capillary forces: (a) The normal capillary forces
can be due to either liquid-in-gas or gas-in-liquid capillary bridges,
which lead to particle-particle and particle-wall interactions, the force
is directed normally to the contact line. In the case of lateral capillary
forces (b, c, d, e), the force is parallel to the contact line. The interaction
is due to the overlap of interfacial deformations created by the separate
particles. (b) In the case of flotation force, the deformations are caused
by the particle weight and buoyancy. In the case of immersion forces
(c, d, e) the deformations are related to the wetting properties of the
particle surface: position and shape of the contact line, and magnitude
of the contact angle. When the deformation around an isolated par-
ticle is axisymmetric, we deal with “capillary charges,” one can distin-
guish cases of infinite (c) and finite (d) menisci. (e) The forces between
particles of undulated or irregular contact line can be described as
interactions between “capillary multipoles,” in analogy with electrostat-
ics. Reprinted with permission from [147], P. A. Kralchevsky and N. D.
Denkov, Curr. Opin. Coll. Inter. Sci., 6, 383 (2001). © 2001, Elsevier
Science.

Figure 7. Schematic representation of a droplet of a colloid suspension
dried slowly on an unpatterned polar surface (such as silica), the parti-
cles aggregate at the rim of the droplet because of attractive capillary
forces between the particles when the water film thickness is in the
dimension of the particle diameter.

capillary forces. Another important factor that should be
considered is that during the drying process, the ionic
strength of the colloid changes affecting the double-layer
thickness and hence the final organization process.

3.2. Template-Assisted

In this section, we review only the approaches that com-
bine templating with attractive capillary forces to assemble
particles into complex aggregates with well-controlled sizes,
shapes, and internal structures [153–154]. Surface confine-
ment provided by liquid droplets has been used to assemble
colloidal particles or microfabricated building blocks into
spherical objects [155–157]. In this process, patterned arrays
of templates are fabricated in thin films of photoresists
(for example, spin-coated on glass, silicon wafer, or quartz
substrates), using conventional photolithography techniques
used in microelectronics or printing processes. Control over
the number of particles in each such template is governed by
the size of the particles and the size and shape of the tem-
plates [153]. Patterned arrays of relieves on solid substrates
have also been exploited to grow colloidal crystals with
unusual crystalline order and orientations [149, 158–159].

Templating against opaline arrays of colloidal spheres
has also been successfully applied to the fabrication of
3D macroporous structures from a wide variety of mate-
rials, including organic polymers, ceramic materials, inor-
ganic semiconductors, and metals (for example, as in Fig. 8)
[161–176]. Fabrication based on this approach is remarkable
for its simplicity, and for its fidelity in transferring the struc-
ture from the template to the replica. The size of the pores
and the periodicity of the porous structures can be precisely
controlled and readily tuned by changing the size of the col-
loidal spheres. There is no doubt that a similar approach is
extendible to other materials. The only requirement seems
to be the availability of a precursor that can infiltrate into
the void spaces among colloidal spheres without signifi-
cantly swelling or dissolving the template (usually made of

Figure 8. (A) Scanning electron micrograph (SEM) of a PS colloidal
crystal. (B) Low magnification SEM of a single particle of 3DOM
titania. (C) High magnification SEM of 3DOM silica showing close-
packed macropores, which are interconnected through smaller windows.
The white regions are walls of the first layer, the gray regions are walls
of the second layer, and the black regions are voids. (D) Transmis-
sion electron micrograph (TEM) of 3DOM silica, which has amorphous
walls. The dark regions are the silica walls. Reprinted with permission
from [160], A. Stein and R. C. Schroeden, Curr. Opin. Solid State Mater.
Sci. 5, 553 (2001). © 2001, Elsevier Science.
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polystyrene beads or silica spheres). Some gaseous precur-
sors have also been employed in this process, albeit the
initial product deposited on the surfaces of samples might
block the flow in of gaseous precursors [175]. Presently, the
smallest colloidal spheres that have been successfully used in
this method are ∼35 nm in diameter [167]; the lower limit to
the particle size that can be incorporated into this technique
has not been completely established.

In another article, fabrication of germanium inverse opals
by a combination of wet-chemical and gas-phase synthe-
sis has been reported by Meseguer et al. [177]. Ge is
transparent to infrared radiation (below 0.67 eV at room
temperature) and it presents an extremely high refractive
index contrast (n = 4). This makes Ge inverse opals one
of the most promising PBG material made out of a semi-
conductor. It was reported that the photonic bandgap mate-
rial formation by the classical infiltration method, using
hydrolysis followed by a reduction and the use of chemi-
cal vapor deposition (CVD) technique, increased the homo-
geneity of the germanium layer. In the hydrolysis route,
a germanium precursor (Ge(OCH3�4� was completely infil-
trated in the opal voids (in a template made with 870 nm
silica particles), followed by a hydrolysis process to obtain
GeO2. Figure 9(A) shows opal voids impregnated with small
(∼100 nm) GeO2 microcrystallites. Ge was obtained by a
reduction process at 550 �C. To increase the infiltration per-
centage, the opals are subjected to multiple cycles of hydrol-
ysis followed by a reduction process. The Ge infiltrated opals
were then chemically etched to remove silica particles with
the same method used for the other inverse opals. In this
way, we seek to remove the SiO2 spheres from the compos-
ite and obtain Ge inverse opals. Figure 9(C) shows SEM
images of the cleft edge of a Ge inverse lattice. In a fur-
ther improvement of this classical method, the authors also
reported the use of CVD for the infiltration of silica tem-
plates made from slightly larger spheres (1200 nm). The ger-
manium precursor, Ge2H6 gas, was at first infiltrated into
the template placed in a high vacuum cell (5×10−6 torr), and
then, the sample cell was cooled by using liquid nitrogen,
which gave rise to the condensation of the precursor into
the opal void volume. Thereafter, upon heating the reactor
up to the decomposition temperature of Ge2H6, microcrys-
talline germanium were formed in the pores, as shown in
Figure 9. By this method, the authors claim that the Ge fill-
ing fraction can be controlled up to 100% of the template
pore volume. The infiltrated samples were later chemically

(A) (B) (C)

Figure 9. SEM images of an opal at the different stages of Ge infil-
tration. (A) shows a GeO2-silica composite after hydrolysis reaction.
(B) is the Ge-silica that results from the reduction process. After the
etching process, one obtains the inverse lattice (C). The opal template
is formed from 870 nm silica particles and then sintered at 950 �C for
3 h. Reprinted with permission from [177], F. Meseguer et al., Coll.
Surf. A. © 2002, Elsevier Science.

etched to obtain a germanium inverse opal with long-range
FCC order of the original template.

Recently, Yang et al. demonstrated a simple and conve-
nient method for fabricating hierarchically porous materials
by combining colloidal arrays and block copolymers into a
single system [176]. In summary, dewetting of colloidal dis-
persions from contoured surfaces, attractive capillary forces,
and geometric templating can be combined to provide an
attractive method of assembling colloidal particles into com-
plex aggregates. The success of this organization approach
depends on the control of a variety of parameters like the
meniscus of the curvature of the rear edge of the liquid slug,
concentration, and surface charges on the colloidal particles
and the templates. However, though it has not been conclu-
sively proved yet, this method may be limited to a few tens
of nanometer regions due to the interaction of the Brownian
motion and the capillary forces. One such example of the
use of physical templating and capillary forces to assemble
monodispersed spherical colloids into uniform aggregates
with well-controlled sizes, shapes, and structures is shown in
Figure 10 (and also Table 1). When an aqueous dispersion of
colloidal particles is allowed to dewet from a patterned solid
surface with appropriate relief structures, the particles get
trapped and assemble into aggregates whose structures are
determined by the geometric confinement provided by the
templates. By this method, the capability and feasibility of
assembling polystyrene beads and silica colloids (∼150 nm in
diameter) into complex aggregates which include polygonal
or polyhedral clusters, linear or zigzag chains, and circular
rings, have been demonstrated and a couple of examples are
shown in Figures 11 and 12.

Immobilization of metal colloid particles on a suit-
able structured matrix using a self-assembly technique is
one of the promising strategies for the construction of

Figure 10. SEM images of polygonal aggregates formed by templat-
ing PS beads against 2D arrays of cylindrical holes (∼2 �m diameter).
(A) 2D array of dimers formed from 1.0 �m PS beads; (B) 2D array of
trimers formed from 0.9 �m PS beads; (C) 2D array of square tetramers
formed from 0.8 �m PS beads; and (D) 2D array of pentagons formed
from 0.7 �m PS beads. Reprinted with permission from [178], Y. Yin et
al. J. Amer. Chem. Soc. 123, 8718 (2001). © 2001, American Chemical
Society.
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Table 1. Control of the Self-Assembled Particles By Using Cylindrical
Templates of Different Structure of Clusters.

Geometric shape of the template Structures of the cluster D/d

1.00-2.00d

D

2.00-2.15

2.15-2.41

2.41-2.70

2.70-3.00

3.00-3.30

Source: Reprinted with permission from [178], Y. Yin et al. J. Amer. Chem.
Soc. 123, 8718 (2001). © 2001, American Chemical Society.

colloidal nanostructures [92, 179]. Assembling a homoge-
neous dispersion in a well-defined 3D nanostructure offers
an alternative route to these stepwise 3D structure for-
mations [180–181]. Zeolites and porous membranes (like

Figure 11. SEM images of 2D arrays of colloidal aggregates which were
assembled under the confinement of templates etched in the surfaces of
Si (100) substrates; (A) 800-nm PS beads in square pyramidal cavities
1.2 �m wide at the base; (B) 1.0 �m silica colloids in square pyramidal
cavities 2.2 �m wide at the base; (C) 0.8 �m PS beads in V-shaped
grooves 2.5 �m wide at the top; and (D) 1.6 �m PS beads in V-shaped
grooves 10 �m wide at the top. Note that the use of V-shaped grooves as
the templates also allowed one to control the orientation of the colloidal
crystals. In (C) and (D), the face-center-cubic structures have a (100)
orientation rather than (111), the one that is most commonly observed
when spherical colloids are crystallized into 3D lattices. The arrows
indicate defects, where one can also see the colloidal beads underneath
the first layer of the structure. Reprinted with permission from [178],
Y. Yin et al., J. Amer. Chem. Soc. 123, 8718 (2001). © 2001, American
Chemical Society.

Figure 12. (A) AFM image of the template (a parallel 2D-array of
trenches that were 150 and 150 nm in width and depth, respectively),
which was fabricated using near-field optical lithography. (B) SEM
image of the linear chains that were formed by templating 150-nm PS
beads against the trenches shown in (A). These PS beads represent the
smallest objects that have been successfully incorporated in the TASA
process. Reprinted with permission from [178], Y. Yin et al., J. Amer.
Chem. Soc. 123, 8718 (2001). © 2001, American Chemical Society.

porous silicon, anodized alumina, etc.) have also been
used as templates for the growth of nanoparticles inside
the pores [182]. One such example of three dimensionally
arranged gold colloids has been prepared in the nanoscale
pores of alumina membranes [181]. Immobilization of the
colloid particles performed by vacuum incorporation were
achieved by a modification of the inner walls of the porous
alumina substrate with alkoxysilanes Y-(CH2�x–Si(OR)3
and Y-(CH2�x–SiR(OR)2 bearing suitable functional groups
(Y = NH2, SH), followed by anchoring of the colloids by
self-assembly onto the modified surface. Well-washed mem-
branes are dark-red in color upon incorporation of gold
colloids, and a schematic description of an alumina mem-
brane containing immobilized gold is shown in Figure 13.
A part of the sample showing the particles located only near
the pore walls is shown in Figure 14(A), which is schemat-
ically explained in Figure 14(B). The particles are closely
packed, vertically overlapped, and generally observed along
the walls.

3.3. Electrostatic Complexation
of Nanoparticles with Charged
Langmuir Monolayers

The air-water interface has been recognized to be an
excellent media for organization of inorganic cations using
charged amphiphilic monolayers (Langmuir films) [183].
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Immobilized colloidal
metal particle

Aluminum oxide
membrane

Figure 13. Model structure of a colloid-charged porous alumina mem-
brane. Reprinted with permission from [181], T. Hanaoka et al., Eur. J.
Inorg. Chem. 807 (1998). © 1998, Wiley-VCH.

This approach has been extended to assemble large inorganic
anions [184–185] and biological macromolecules [186–187].
Colloidal particles can apparently be trapped at the liq-
uid surface as a result of the electrostatic and surface
tension forces [188–191]. The interaction between the
ions/macromolecules in solution and charged lipid Langmuir
monolayers drives the organization at the air-water interface.
The nanoparticles organized in this fashion by the Langmuir–
Blodgett (LB) method can then be transferred into appro-
priate substrates, for example, carboxylic-derivatized silver
nanoparticles can be immobilized at octadecylamine (ODA)
Langmuir monolayer surfaces [192–194].

The behavior of particle monolayers at liquid surfaces has
also received considerable attention of late but was already
studied some 30 years ago [195–196]. Kumaki reported
an interesting work on monomolecular PS nanoparticles
(∼50 nm diameter) monolayers and discussed the possi-
ble significance of the surface pressures on the organiza-
tion of these particles [197]. However, application of the
LB technique to colloidal particles led to submonolayers
with coverage less than 80% [198]. Only recently, Bardosova

(A) (B)

Figure 14. (A) TEM image of gold colloids in the pores. Both the upper
and lower walls were removed by sectioning; (B) schematic represen-
tation illustrating the situation. Reprinted with permission from [181],
T. Hanaoka et al., Eur. J. Inorg. Chem. 807 (1998). © 1998, Wiley-VCH.

et al. [199] reported on the successful Langmuir–Schaefer
transfer of monolayers of silica particles modified with
3-aminopropyl groups.

The formation of 2D arrays by self-assembly on solid
supports make use of numerous strategies [200–203], for
example, a 2D array of colloidal spheres can be formed
at the air-liquid interface which can then be subsequently
transferred onto a surface of a solid substrate. The surfaces
of these colloidal spheres have to be modified such that
they will only be partially immersed into the surface of a
liquid after they have been spread onto the air-liquid inter-
face through a spreading agent (usually an alcohol) [189].
It is the strong attractive interactions (e.g., those between
dipoles induced by the asymmetric interface) among the col-
loidal spheres that lead to the spontaneous formation of a
2D aggregate at the interface. The morphology of the aggre-
gate usually exhibits fractal characteristics, but it can also
be changed by varying a number of parameters such as the
size, the number concentration, the surface hydrophobicity,
or the charge density on the colloids, and the electrolytic
properties of the underlying liquid [189]. In a recent demon-
stration, for example, Kondo et al. were able to generate 2D
arrays of silica colloids (1 �m in diameter) with relatively
large domain sizes by controlling the degree to which the
silica colloids were immersed into the liquid surface [204].
Deckman et al. [205], Lenzmann et al. [206], and Fulda and
Tieke [207] applied the LB film technique in this fashion
to obtain polycrystalline 2D arrays of polymer latexes over
areas as large as several square centimeters.More recently,
Burmeister et al. also demonstrated a similar technique
that was capable of forming ordered 2D arrays of colloidal
spheres on various types of substrates [208].

Another method that has been largely explored by
Nagayawa, Picard, Rakers, et al. [202–203, 209–213], uses
the attractive capillary forces among colloidal spheres to
organize them into a hexagonal 2D array in a thin film of
liquid supported on a flat substrate. In a typical experiment,
a liquid dispersion of colloidal spheres is spread onto the
surface of a solid substrate. When the solvent slowly evap-
orates under a controlled condition, these colloidal spheres
are self-assembled into a closely packed, hexagonal array,
which has also been followed experimentally by using an
optical microscope [202, 214]. They found that a nucleus—
an ordered region that consists of a number of colloidal
spheres—was first formed when the thickness of the liq-
uid layer approached the diameter of the colloids. More
colloids were driven toward this nucleus by a convective
transport, and eventually organized around the nucleus due
to the attractive capillary forces. A flat, clean, and chemi-
cally homogeneous surface has to be used in order to gen-
erate a highly ordered array with relatively large domain
sizes. Solid substrates, such as glass slides or silicon wafers,
have been used in this technique. Lazarov et al. have also
explored the use of liquids such as prefluorinated oil (F-oil)
or mercury as the substrates in forming highly ordered 2D
arrays of colloidal spheres [215]. At the air-water interface
under appropriate passivation conditions, mid-nanometer-
sized gold particles can undergo self-organization into
densely packed monoparticulate films [216]. These films,
when transferred onto hydrophilic Formvar-coated copper
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grids by vertical retraction of immersed substrates, pro-
duced monoparticulate films with variable extinction and
reflectance properties, related to the hexagonal close-packed
arrays that form in a micron length scale. The extinction
bands of these arrays shifted by hundreds of nanometers
to near-IR wavelengths and broadened enormously with
increasing periodicity. Large particle arrays also demon-
strated extremely high SERS, with enhancement factors
>107, which were correlated with increasing periodicity.

A slight modification of this technique has been reported
by Goldenberg et al. [217] following ideas of Aveyard et al.
[218], which seems an interesting method for practical appli-
cation in building up 2- and 3D lattices of spheres. This
simple and fast technique utilizes the nonmiscibility of liq-
uids and trapping particles between two liquids of differ-
ent viscosity so as to make a monolayer of the film in
the liquid interface, which can be suitably transferred onto
an appropriate substrate. Goldenberg et al. utilized this
technique to organize hexagonally ordered monolayers of
hydrophilic micrometer size PS and silica particles at water/
alkane interfaces, and to transfer them onto solid substrates.
These monolayers showed good diffraction properties as
observed by optical microscopy with a Bertrand lens [217].
A schematic representation of this method is shown in
Figure 15(A), while a photo of actual latex particles float-
ing on hexane is shown in Figure 15(B); a typical film so
formed is shown in Figures 15(C) and 15(D) and the col-
lected particles on the glass in Figures 16(A) and 16(B). The
actual experimental condition of the PS particles floating in
the water-hexane interface is shown in Figure 17(A), while
17(B) shows the long-range order in these monolayer films.

These methods or a supplement of other methods has
been used to make 3D arrays of colloidal nanoparticles.

hexane

water

ethanolic
suspension

glass substrate

monolayer

monolayer on glass
substrate

A

C D

B

Figure 15. Scheme 1. Schematic description of the particle monolayer
formation at the water-hexane interface: (A, B) spread of particle from
ethanol dispersion on the water-alkane interface; (C) formation of the
floating hexagonal arrays of particles: (D) transfer of particle onto solid
substrate. Reprinted with permission from [217], L. M. Goldenberg
et al., Langmuir, 18, 5627 (2002). © 2002, American Chemical Society.

A

B

Figure 16. Optical microscopic image of a monolayer of 1.4 �m
polystyrene-2,3-epoxypropyl methacrylate (PS-EPMA) (A), and (B) sil-
ica (1.7 �m) particles transferred from the water/hexane interface.
Inset: corresponding diffraction images with Bertrand lens (right insert)
and 2DFFT transformation (left insert, 512 × 512 pixels). Reprinted
with permission from [217], L. M. Goldenberg et al., Langmuir 18, 5627
(2002). © 2002, American Chemical Society.

Sedimentation in a gravitational field is the simplest
approach that has been used for the formation of 3D crys-
talline arrays from colloidal spheres [219–222]. Although
it looks simple, the method involves several complex
processes such as gravitational settling, translational diffu-
sion (or Brownian motion), and crystallization (nucleation
and growth). In addition, these force parameters need to be
properly controlled as well as the size and density of the col-
loidal spheres and the sedimentation rate to succeed in mak-
ing 3D colloidal lattices. The colloidal spheres can always

A B

Figure 17. (A) Polystyrene particles spread on a water hexane interface,
and (B) the successive film that can be collected from this partially
covered layer on a glass slide.
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settle completely to the bottom of a container as long as the
size and density of these spheres are sufficiently high. Only
when the sedimentation process is slow enough, the colloidal
spheres concentrated at the bottom of the container will
undergo a hard-sphere disorder-to-order phase transition to
form a three dimensionally ordered lattice [223–224].

Monodispersed silica colloids are most commonly emp-
loyed in sedimentation due to the high density of amorphous
silica. Opalescent structures (usually referred to as synthetic
or artificial opals) have been obtained from these colloidal
materials under carefully controlled conditions [225–229].
Two types of crystalline arrays of colloidal spheres (or col-
loidal arrays) have been extensively studied: the first type
includes fcc lattices formed from highly charged colloidal
spheres and their volume fractions of colloids are often less
than 10%; the second type is a Cubic-close-packed (ccp)
structure (also a Face-centered-cubic (fcc) lattice) and its
volume fraction of colloids is always close to 74%. It is
generally accepted that the 3D crystalline arrays produced
by this method have a ccp structure (or a fcc lattice with
a packing density of ∼74%) similar to that of a natural
opal [229–230]. The preference of a ccp structure over a
hexagonal-close-packed (hcp) one has been suggested to be
a result of the difference in entropy between these two struc-
tures [231]. Recently, van Blaaderen et al. demonstrated
the use of lithographically defined surfaces as templates to
grow 3D crystalline arrays with desired spatial structures
[232]. This process is the mesoscopic equivalent of epitaxial
growth: highly ordered and well-controlled arrays as large
as ∼1 cm3 could be generated. Jiang et al. also developed
a layer-by-layer sedimentation method for fabricating ccp
arrays of silica colloids; these arrays have a tightly controlled
number of layers along the [111] direction [233].

3.4. Chemically Patterned Substrates

Stripes and channels with alternating wetability can also
be produced by using wetting instabilities during the LB
film transfer that has long been used for building up thin
organic coatings of monomolecular layers (monolayers) onto
solid substrates [234]. For example, Gleiche et al. [235] used
monolayers of L-�-dipalmitoyl-phosphatidycholine (DPPC)
on mica to generate a structured surface with a channel lat-
tice exhibiting a high wetability contrast forming a lateral
structure, which can be obtained by rapidly withdrawing a
mica substrate (1,000 �ms−1) at a low monolayer surface
pressure and constant temperature. Under these conditions,
the film adsorption becomes unstable, leading to periodic
interruptions in the molecular deposition which generate
regular hydrophilic channels of about 200 nm in width and
are separated by hydrophobic stripes of monomolecular
height and latitude of about 800 nm. This structured sur-
face can be used as a template to deposit materials along
the channels with high adsorption selectivity by making use
of the different wetting behavior of the hydrophilic chan-
nels and the hydrophobic stripes, for example, by either
an anisotropic wetting/dewetting process (determined by the
surface structure) or by using capillary (capillary filling) and
electrostatic forces.

Gold clusters (Au55) stabilized by an organic ligand shell
dissolved in 1-phenyloctane were dropped on the structured

mica surface which filled the channels with Au55 clusters as
shown in Figure 18. Mostly single, large-cluster aggregates
(almost 4 nm in height) were lined up in the channels, but
some two-layers were also noticed (see spike structure in
Figure 18(B)). In contrast, the DPPC monolayer is virtually
not wetted and only a few cluster aggregates are located on
the top of the stripe region, resulting in a nearly perfect
selective adsorption.

Self-organization on chemically patterned surfaces can
be achieved in a rather straightforward way by the use
of charged surfaces, as the nanoparticles in suspension
are most often charged to prevent coagulation. Substrates
are patterned by molecular layers in mesoscale dimen-
sions. Substrates for such chemisorption are usually gold
surfaces regiospecifically modified with functionalized thiol
molecules by microcontact printing [146] or silica surfaces
that have been photo-patterned by a preadsorbed cationic
monomer (as shown in Figures 19 and 20) [236]. In these
cases, the contrast between covered and uncovered areas,
as well as the packing density within the covered regions,
depends strongly on the electrochemical parameters of

A

B

Figure 18. Dynamic scanning force microscopy (SFM) image of liquid-
deposited Au55 metal cluster. (A) topography of the selectively
adsorbed organic-ligand-stabilized metal cluster. Cluster aggregates
(bright spots) were aligned along the channels even when scanning the
previously wetted area. (B) the spikes depicted in the three dimension-
ally rendered selected area indicate the large height difference (image
size 6�5× 6�5 �m2). Reprinted with permission from [235], M. Gleiche
et al., Nature 403, 173 (2000). © 2000, Macmillan Magazines Ltd.
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A

B

C

D

Figure 19. Schematic representation of a chemically induced pattern-
ing of PS particles via microcontact printing: (A) first, octadecanethiol
(C18) is stamped onto a native gold surface via an elastomer stamp,
which had been previously dipped into ethanolic C18 solution for a few
seconds and dried in air; (B) next, the surface is covered with an aque-
ous thioglycolate (TG) solution for 1 h, to adsorb TG on the native
gold areas; (C) after rinsing and drying of the chemical pattern on the
gold surface, it is exposed to a suspension of PS nanoparticles, which
had been prepared according to the standard procedure. After 1 h, the
suspension is washed off with DI water and a patterned PS particle
layer is obtained. (D) for analysis the layer was coated with 20 nm-thick
gold film deposited via thermal evaporation. Reprinted with permission
from [236], M. Himmelhaus and H. Takei, Phys. Chem. Chem. Phys. 4,
496 (2002). © 2002, Royal Society of Chemistry.

the system, such as ionic strength, pH, and effective sur-
face charge. Moreover, only moderate packing density is
achieved due to the repulsive forces between the particles
[237]. One way to overcome this problem is the applica-
tion of cationic surfactants that increase the charge shielding
and, due to adsorption onto the particle surface, introduce
attractive forces such as van der Waals interaction. Recently,
Chen et al. demonstrated the validity of this concept [145].

The site-selective assembly of colloidal polymer particles
onto laterally patterned silane layers has also been exten-
sively studied for the assembly of colloidal nanoparticles at
mesoscale dimensions [145–146, 237–239]. The structured
silane monolayers on silicon-oxide substrates are either fab-
ricated by liquid- or gas-phase deposition or a combina-
tion of both methods, using different trialkoxysilanes with
a photolithographic patterning technique. By using this
method, various types of surface functionalization, such as
regions with amino functions next to areas of the bare sil-
ica surface or positively charged regions of a quaternary

A

B

Figure 20. SEM micrographs of a patterning experiment by utilization
of an elastomer stamp with a square pattern as structure for print-
ing. (A) micrograph gives a survey, while that on (B) demonstrates the
particle density within one square. Note the onset of regular close pack-
ing at several locations within the square. Dimensions of the pattern:
squares (24 �m)2, gaps 15 �m. Reprinted with permission from [236],
M. Himmelhaus and H. Takei, Phys. Chem. Chem. Phys. 4, 496 (2002).
© 2002, Royal Society of Chemistry.

ammonium silane surrounded by a hydrophobic octadecyl-
silane film have been reported (as shown in Figures 21 and
22). Often, photo-protected amino groups were, used which
allowed direct photo-patterning after monolayer prepara-
tion, leading to free NH2 groups at the irradiated regions.
Depending on the assembly conditions (different surface
functionalization, pH, and drying conditions), the particles
can be directed selectively onto a specific surface region.
The regiospecific assembly of colloidal particles onto lat-
erally structured silane monolayers can generate complex
structures. The required monolayer patterns can be obtained
by a combination of the industrially well-established photo-
lithography process with the deposition of silanes from
the vapor and liquid phase onto technologically and highly
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Figure 21. Optical micrographs (difference inter ference contrast) of
the drying front of a latex suspension droplet on an ammonium silane
(squares)-octadecylsilane monolayer pattern before (A) and after (B)
removal of the liquid (inset) Schematic side view of a resting droplet
on the substrate. The SEM images show a particle submonolayer on
the ammonium pattern formed by electrostatic assembly in suspension
(C after rapid removal of the suspension liquid) and a colloid mul-
tilayer on a similar pattern generated by capillary forces at the slow
moving drying from (A) and schematics in C and D show the individual
particles of the submonolayer and multilayer, respectively. octadecyltri-
ethoxysilane (OTE). Reprinted with permission from [237], U. Jonas
et al., PNAS, 99, 5034 (2002). © 2002, National Academy of Science.

relevant substrates such as silicon with an oxide layer,
glass, and quartz. The particle adsorption process driven
essentially by electrostatic and polar interactions in com-
bination with adhesion inhibition at hydrophobic surface
layers is a self-controllable and highly parallel process which
should allow the simultaneous fabrication of many devices
in one assembly step with essentially no size limitations from
nanometer to the millimeter length scales.

3.5. Optically Directed Self-Organization

At the current stage of development, all of the above-
mentioned methods are only capable of generating colloidal
arrays built up by small domains, and the largest single
domain usually contains fewer than 10,000 colloidal spheres
[240]. Most of these methods can only form 2D hexagonal
arrays in which the colloidal spheres are in physical con-
tact. As a result, it is very hard to independently vary the
lattice constant and the particle size. The approach based
on optical forces seems to have the potential to overcome
these difficulties [241–242]. In this method, colloidal spheres
are organized into a highly ordered 2D structure in a liquid

A
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Figure 22. (A) Optical micrograph of latex particles assembled onto an
NVoc silane monolayer after photo-deprotection with an argon laser
(364 nm) through a gold mask on quartz (dark squares were protected
from light). (B) Particle assembly (pH 4.5) on a mixed monolayer of
the NVoc and ammonium silane after irradiation (similar to A). Bright
squares were protected from light and show a lower particle density in
the SEM. (C) Fluorescence micrograph of a mixed monolayer (NVoc
and ammonium silane, similar to B) after irradiation and staining with
a fluorescent probe (Alexa Fluor 488). Reprinted with permission from
[237], U. Jonas et al., PNAS 99, 5034 (2002). © 2002, National Academy
of Science.

by creating an optical standing wave pattern having a reg-
ular array of intensity antinodes. The colloidal spheres are
then driven to the antinodes maxima by the optical forces.
Depending on how many laser beams are used to create the
standing wave, patterns as complex as a quasicrystal have
also been produced. As demonstrated by Misawa et al. and
by Mio and Marr, the method based on optical forces was
also capable of generating an arbitrary 2D or 3D pattern by
adding individual colloidal spheres to an array one at a time
[243–244].
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Several years ago, Ashkin et al. experimentally demon-
strated that small particles (25 nm to 10�m) in a suspen-
sion could be trapped by a single-focused laser beam [245].
Following their work, many researchers have used opti-
cal trapping techniques (also known as optical tweezers)
to manipulate micrometer and submicrometer-sized objects
[246–247]. Because of their nondestructive, sterile nature,
optical tweezers have found great success in manipulating
biological systems, including bacteria, viruses, chromosomes,
and DNA [248–251]. More recently, Hayward et al. has
shown the usefulness of light-induced orientation in what
they called “optically tunable micropatterns” using ultravio-
let light illumination [252]. Though the mechanism is largely
unexplained, it could result from the light-induced changes
on the wetting behavior of the substrate—a mixture of opti-
cal illumination for chemical patterning [253].

3.6. Electric or Magnetic Field-Assisted
Self-Organization

Application of an electric field results in structural transi-
tions in the colloidal suspension because the interparticle
electrostatic interactions due to polarization are stronger
than Brownian forces. The tendency of particles in suspen-
sion to form structures such as chains upon application of an
electric field was reported centuries ago by scientists such as
Priestly and Pohl [254–255]. Quantitative experiments on the
electrorheological effect were first performed by Winslow in
1949, when he reported that suspensions of silica gel parti-
cles in low-viscosity oils tend to fibrillate upon application
of electric fields, with fibers forming parallel to the field
[256]. It was reported that at fields larger than ∼3 kV/mm,
the suspensions behaved like a solid, which flowed like a
viscous fluid above a yield stress that was proportional to
the square of the applied electric field. A recent and com-
prehensive survey of electrorheological (ER) fluids, where
the issue of particle aggregation is addressed, is provided by
Parthasarathy and Klingenberg [257]. At low fields, below
∼100 V/mm, where the interparticle electrostatic interac-
tion energies are low compared to thermal energies, no sig-
nificant particle association are generally observed and the
nanoparticles tend to sediment to the bottom electrode, if
their density is larger than the solvent density. However, at
field strengths ∼1000 V/mm, field-induced structures, such
as chains of touching particles, are formed that do not break
up due to thermal fluctuations, implying that the electro-
static energy at contact was many times kT [258].

As an example of the ordering of nanoparticles onto
structured surface, Kumacheva et al. [259] has reported
an experiment with poly(methylmethacrylate) (PMMA)
spheres electrodeposited onto Indium tin oxide (ITO)-
covered substrates. The speed of colloid crystal growth can
be controlled via electrodeposition parameters such as volt-
age and time, and electrophoretic mobility of the parti-
cles, thus control over layer-by-layer deposition is possible.
They further reported that the particles get into ordered
phase after reaching the electrode, which they attributed to
the reorganization of the microspheres in the grooves by
squeezing the newly arriving spheres between the already
deposited particles, and followed by synergistic particle rear-
rangement. This resulted in large-scale particle ordering,

as is shown in Figure 23(D) for assembly of the colloidal
spheres in 4.2 �m-thick grooves.

The use of nonuniform electric fields for the manipula-
tion of �m-sized particles are reasonably well-documented
[260–268]. A variety of biological applications including
collection, fusion, and separation of biological cells [269],
immobilization of DNA [270], and a collection of viral
particles [271] have been demonstrated. Dielectrophoresis
(DEP) has been used in the assembly of a biosensor by con-
centrating �-protein-coated latex microspheres in the area
between two oppositely charged electrodes [272]. Alignment
of nanospheres [273] and dielectrophoresis for the trapping
of submicron latex spheres inside a 3-D, multielectrode array
[263], and alignment of metallic needle-shaped particles with
diameters between 70–350 nm and a few �m in length
using interdigitated electrodes has also been reported; an
example is shown in Figure 24 [274]. The possibility of,
contact-free handling for assembly and mechanical pro-
cessing of microbeads has been demonstrated [275]. Today
DEP has not yet been sufficiently exploited for the self-
organization of nanoparticles, though the fundamental prin-
ciples of DEP are reasonably well-understood. This is an
attractive method for the self-organization of nanoparticles
and will almost certainly gain more importance in the future
works for the self-organization of nanoparticles.

The electric field forces on particles can be controlled by
monitoring the charge on the colloidal particles (through the
control of the double layer). Recent work within this area,
has shown that the electric field is more than just a substitute
for gravity, and the formation of highly ordered colloidal
layers has been reported for electrophoretic deposition of
micrometer-sized silica and polystyrene particles [277–279],
and nanometer-sized gold particles [277, 280–281]. The self-
organization phenomenon was explained by electro-osmotic
or electro-hydrodynamic microflows around the particles,
which are induced by the electric field and lead to attractive
forces between the particles at the surface [277, 282]. While
the exact mechanism of ordering is still open to debate, it is
clear that improved ordering results from the fact that the
colloidal particles are only weakly bound (“physisorbed”)
to the substrate and remain fairly mobile. Only after an
additional fixing step (e.g., application of a high field), the

A B C D

Figure 23. SEM images of the colloidal arrays of latex spheres of
PMMA electrodeposited on nonpatterned (A) and patterned (B–D)
ITO-coated surfaces. The widths of the grooves are 5.5 �m (B) and
4.2 �m (C, D). The SEM images of the colloidal arrays with the width
4.2 �m were cropped in (A) and (B). Scale bars are 1 �m (A–C) and
10 �m (D). Reprinted with permission from [259], E. Kumacheva et al.,
Adv. Mater. 14, 221 (2002). © 2002, Wiley-VCH.
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(a)

(b) (c)

(d)
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Figure 24. (a) Schematic presentation of the 3D particle organization
achieved via DEP. The first particles on the plane are pushed to the cen-
ter of the electrode setup (negative DEP) and form an ordered struc-
ture. Particles that later arrive in the vicinity of the electrodes deposit on
the top of the 3D structure, creating additional layers. (b) A freestand-
ing, pyramid-shaped structure of silica particles is shown as a result of
dielectrophoretic organization. (c) The structure collapses immediately
after the electric field is switched off. (d) SEM image of a 3D, free-
standing formation of silica particles in the area between two long and
parallel electrodes. Reprinted with permission from [276], A. Docoslis
and P. Alexandris, Electrophoresis. 23, 2174 (2002). © 2002, Wiley-VCH.

colloidal film is anchored to the substrate. Based on these
ideas, it has been proposed that highly ordered multilayers
of colloidal particles could be grown by using dc or low fre-
quency ac fields (one such example is shown in Figure 25
[277]).

A B

Figure 25. (A) Large single domain of the opal made of 300 nm sil-
ica spheres. The long-range ordering can be observed over 100 �m.
The sample for the SEM observation was derived by carefully remov-
ing one substrate of the sandwich-like cell. (B) Hexagonal arrangement
of the silica spheres with excellent arrangement was observed. It was
found that the domain size exceeds 100 mm. The hexagonal arrange-
ment was assigned to the close-packed surface of a face-centered cubic
or hexagonal close-packed structure. It is interesting to note that opa-
line materials synthesized by conventional sedimentation methods show
both the hexagonal and tetragonal arrangements. Reprinted with per-
mission from [230], H. Miguez et al., Langmuir 13, 6009 (1997). © 1997,
American Institute of Physics.

Magnetic fields can, in principle, be used to direct parti-
cles onto a substrate, making use of the motion of magnetic
particles in magnetic field gradients [283], and there have
been reports where magnetic field forces have been used
to direct the colloidal crystal formation [284]. In a recent
publication, Bizdoaca and Lin et al. have reported on the
fabrication of grids of micrometer-sized core-shell particles,
utilizing magnetophoretic deposition techniques in a water-
based colloidal suspension with core-shell type spherical
polystyrene particles of 640 nm diameter core, covered with
a shell of five layers of 12 nm diameter Fe3O4 nanocrystals.
The separation and length of the individual chains were
tuned by the magnetic field [285–286]. Magnetic field forces
may play an important role in the organization of colloidal
nanoparticles into ordered arrays most likely in conjunction
with electric field forces.

3.7. Biologically Assisted

Nature allows structural building blocks to hierarchically
organize into an ensemble with an atomic order resolution,
which are formed spontaneously with high accuracy and
minimum energy similar to the bottom-up self-organization
process [287]. On the contrary, it is quite difficult for
chemists to achieve the total synthesis and structural control
of macromolecules by covalent chemical synthesis methods
only [288]. Nobel Laureate Jean-Marie Lehn used the words
of Leonardo da Vinci ‘Where nature finishes producing its
own species, man begins, using natural things and with the
help of this nature, to create an infinity of species,’ while,
writing about the perspectives on the future and perspec-
tives of supramolecular chemistry [289]. Natural evolution
has led to highly functional assemblies of proteins, nucleic
acids, and other (macro)molecules which perform compli-
cated tasks that are still difficult to emulate. For example,
the 20-nm ribosome particle is an effective supramolecu-
lar machine which spontaneously self-assembles from more
than 50 individual protein and nucleic acid building blocks,
thereby impressively demonstrating the power of biologically
programmed molecular recognition [290–292]. The bacte-
rial flagellar motor, which is 30 nm in diameter, resembles
the electric rotary motor [293–295], while muscle proteins
resemble a linear motor, but the “engine” size is approxi-
mately 30 nm [296]. Assemblies of these proteins are self-
assembled molecular machines that are small in size with
highly efficient energy transduction properties. These char-
acteristics make proteins good solutions for constructing
sophisticated devices on the nanometric scale.

Protein molecules have the ability to build nanometer-
sized supramolecules by self-assembly, which can them-
selves create higher order structures like cell components.
Some of the schemes that attach protein molecules are
illustrated in Table 2. Mirkin et al. [75] and Alivisatos
et al. [297] have showed that complementary DNA oligonu-
cleotides offer possibilities for self-assembled nanoparticles.
Protein-based conjugation offers various advantages like a
large number of complementary systems with a wide range
of free-association energies are synthetically available, and
the systems are well known in biochemistry and molecu-
lar immunology which can be handled by standard pro-
cedures [298–299]. From a materials science point-of-view,
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Table 2. Various Methods to Attach Protein to Self-Assembled Surfaces

Functional side group Available surface
on peptide derivatization Type of binding

Natural
-COOH (carboxylic acid) Amino Electrostatic covalent
Asp amide (after carboxy

activation)
NH2 (amino) Carboxylic acid, Electrostatic
Lys, Gln, Arg active ester, covalent amide

epoxy
-SH (thiol) Maleimide Covalent thio-ether
Cys
-OH Epoxy Covalent ether
Ser, Thr

Synthetic
His-Tag Ni-NTA Complex Coordination complex
Strep-Tag Strep-Tactin, Supramolecular

Streptavidin complex
Biotin Streptavidin Supramolecular

complex

polypeptides offer many advantages over conventional syn-
thetic polymers due to their inherent ability to adopt sta-
ble conformations and self-assemble into precisely defined
structures that allow unprecedented control over materi-
als morphology and properties. Synthetic strategies for the
preparation of polypeptides can be divided essentially into
three classes: ring-opening polymerization, solid-phase syn-
thesis, and protein engineering. Recent advances in these
methods have allowed the preparation of (poly)peptides and
(poly)peptide hybrids, which can be assembled in a con-
trolled fashion into supramolecular architectures and mate-
rials that mimic the structure and function of proteins [300].

Right from the discovery of the double-helix structure
of DNA, biology has evolved from a purely descriptive
and phenomenological discipline to exact science in the
molecular regime, and recombinant DNA technology has
brought insights into the basic principles of many biochem-
ical processes and is also shaping developments in modern
biotechnology. Today, we can genetically engineer relatively
simple bacterial cells, and hopefully, in the future, we will be
able to tailor complex organisms. In view of such revolution-
ary developments, scientists and researchers have reported
wide-ranging developments in the fusion of biotechnology
with nanoparticles, since biomolecular components have typ-
ical size dimensions in the range of about 5 to 200 nm [301].
The concept of DNA hybridization-based self-organization
of molecular compounds has been applied to the assem-
bly of DNA-derivatized gold colloids [75, 297, 302]. Such
defined arrangements of nanocrystal metal clusters (quan-
tum dots) have been investigated for their novel physical
properties and possible applications in the field of opto-
electronic technology [303–306]. For this, superlattices or
quantum dot molecules are necessary, in which crystallites
from different materials are spatially assembled to tailor
the properties. Recently, Takahagi et al. [307] described
the fabrication of 3D particle structures based on DNA
hybridization. The results indicate that DNA hybridization
is a very useful method for assembling nanoparticles into a
3D nano-structure. To fabricate this structure, two colloidal

gold suspensions containing particles of 9 nm and 20 nm
in diameter, and oligonucleotides that are functionalized by
heptanethiol at their 5′ termini were used by the authors. The
thiol group at the end of the oligonucleotides was adsorbed
to the particle surfaces by a chemical bond upon mixing with
the colloidal gold suspension, resulting in oligonucleotide
monolayers on the particles. The 9-nm particle suspensions
were mixed with thiol-5′-GGTCGGCACA-3′, and the 20 nm
particle suspension was mixed with thiol-5′-TGTGCCGACC-
3′. After keeping for 48 h at room temperature, the two mix-
ture suspensions were blended and diluted at pH 7. A 3D
structure has formed with alternating superposition of the
big and small particles. Though the internal structure can-
not be observed with SEM, the 20 nm gold particles can be
seen to exclusively connect with the 9 nm particles on their
surfaces. These results suggest that the internal structure of
DNA-linked particles might consist of alternating small and
large particles, and 3D particle networks had formed.

The highly specific recognition properties of antibod-
ies and antigens can be used to assemble a wide range
of nanoparticle-based structures with specific cross-linking,
compositions, and macroscopic architectures; for example,
IgE and IgG antibodies have been used to attach on sur-
faces followed by interparticle conjunction in the presence
of bivalent antigens with appropriate double-headed func-
tionalities [297]. Similarly, streptavidin/biotin cross-linking
has been used to bind nanocrystals onto a substrate [299].
Some protein-supramolecules have the ability to accom-
modate inorganic materials and this process is called bio-
mineralization. Their surfaces are thus designed to sequester
inorganic materials into composites like seashells or bone
[308]. This biomineralization process has been used to make
proteins that accommodate nanometer-size inorganic quan-
tum dots [300]. As proteins are more easily damaged or
destroyed compared to inorganic materials, there are sev-
eral potential means to eliminate the protein moiety from
an assembled array by heat treatment and UV irradiation,
or through other chemical means.

Combining the abilities of proteins to self-assemble, orga-
nize materials, and then be selectively eliminated, it is
expected that nanometer-size inorganic materials can be
positioned by protein supramolecules into nanostructures.
The protein, therefore, acts as a temporary scaffold, which
determines the nature of the final structure without being
part of it. As a feasibility study of this method, the ferritin
molecule assembly was employed to make an array of inor-
ganic nano-dots suitable for a quantum electronic device.
Several methods have been reported to obtain arrays of fer-
ritin molecules and it has become possible to make large
2D crystals or arrays of ferritin at an air-water interface
[309–313].

Another process has been proposed which exploits
protein molecules as scaffolds for producing inorganic, func-
tional nanostructures on a flat surface. An array of con-
ductive FeO dots with a diameter of approximately 6 nm
was fabricated and a hexagonally packed array of ferritin
molecules was formed at an air-water interface by self-
assembly. Following this, the ordered ferritin was transferred
onto a modified Si surface and then the protein shell of the
ferritin molecule was eliminated by 450 �C heat treatment
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under nitrogen, which resulted in an ordered array of con-
ducting nano-dots bound to the Si surface [314]. Combining
this result with the fact that ferritin molecules have the abil-
ity to accommodate various metals and metal complexes, it
is possible to organize nano-dot arrays suitable for quantum
electronic devices by the so-called bio-mimetic “Bio Nano
Process” method [315–321]. As the ferritin molecules are
produced from the same gene, the cavity size of each apo-
ferritin molecule is identical and hence, the nanoparticles
so produced are expected to be identical in size—a key
requirement in producing quantum opto-electronic devices.
Combined with the self-assembly of the protein, it may
be possible to build more complex functional inorganic
nanostructures on a flat surface than simple arrays.

Nanoscale-ordered arrays of metal and semiconductor
quantum dots have been fabricated by binding presynthe-
sized nanoparticles onto crystalline protein templates made
from genetically engineered hollow double-ring structures
called chaperonins [322]. Using structural information as a
guide, a thermostable recombinant chaperonin subunit was
modified to assemble into chaperonins with either 3 nm or
9 nm apical pores surrounded by reactive thiols. These were
crystallized into 2D templates up to 20 �m in diameter. The
periodic solvent-exposed thiols within these crystalline tem-
plates were used to size-selectively bind and organize either
gold or CdSe-ZnS quantum dots into arrays.

The cell membrane is another example of a self-
assembled system. Simplified models of cell membranes
consider solid-supported membranes as model systems
for fundamental biophysical research, biosensors, and the
design of phantom cells exhibiting well-defined adhesive
properties and receptor densities [323]. Several strategies for
the assembly of biomembranes onto various solid supports
have been reviewed in great detail [324–328]. The major
techniques are direct vesicle fusion [329], the LB technique
[330], and molecular self-assembly from dilute organic solu-
tions [331]. Three types of supported membranes can be
assembled [332]:

(a) supported, lipid bilayer membranes prepared by vesi-
cle spreading or LB deposition at hydrophilic sur-
faces,

(b) covalently tethered SAMs of functionalized lipid
derivatives, prepared by coadsorption of membrane-
forming components,

(c) asymmetric or hybrid bilayer membranes, composed
of an outer lipid layer and an inner SAM. The most
natural membrane bilayer environment is the first
approach.

Another innovative approach has been reported by
Walboomers et al. [333] and Britland et al. [334], where
they have demonstrated that cells can be “contact-guided”
along deep grooves on a patterned surface without any
chemical treatments to the surface itself. Britland et al.
[334] modified glass substrates with both chemical and topo-
graphical cues. The chemical adhesive tracks were patterned
both parallel and perpendicular to the topographical grooves
with laminin, an ECM protein carrying the RGD peptide
sequence. The cells were found to orient along chemical
adhesive track when the grooves on the substrate are less
than 500 nm in depth. For deeper grooves, the contact

Figure 26. Typical TEM images of sectioned areas of (A) pili of the
E. coli ORN178 strain bound with m-AuNP; (B) the E. coli ORN208
strain deficient of the fimH gene without m-AuNP binding. The exper-
iments were performed in LB at room temperature. Reprinted with
permission from [337], C. C. Lin et al., J. Amer. Chem. Soc. 127, 3508
(2002). © 2002, American Chemical Society.

guidance by the topography dominates the cellular behav-
ior (alignment). If nanoparticles are attached to the cells,
then by virtue of the cell alignment, the particles will get
aligned into the structure that has been engraved, analogous
to reports on decorating such structures by capillary forces
that are quite difficult to control.

In another recent article, biodirected epitaxial nano-
deposition of polymers was achieved on a template with an
oriented molecular surface. Acetobacter xylinum synthesized
a ribbon of cellulose I microfibrils onto a fixed, nematic,
ordered substrate of glucan chains with unique surface char-
acteristics. The substrate directed the orientation of the
motion due to the inverse force of the secretion during
biosynthesis, and the microfibrils were aligned along the
orientation of the molecular template. This approach also
promises some outstanding possibility of self-organization
of nanoparticles [335]. Bacteriophages offer another way to
form large-dimension, patterned assemblies by engineering
the phage to specifically bind functional components, as has
been done for a variety of inorganic materials [336]. Because
the phage is strongly bound to the inorganic components,
the phages are participants rather than bystanders in the
assembly process. Relatively small (∼20 nm in diameter)
particles are easily organized into the layered structure
formed by the viral rods, leading to well-populated lines only
a few tens of nanometers across, spaced by the length of the
bacteriophages. In a recent article recently published, Lin
et al. has mannose-encapsulated gold nanoparticles to type 1
pili in Escherichia coli [337]. Type 1 pili are filamentous, pro-
teinaceous appendages that extend from the surface of many
gram-negative organisms and are composed of FimA, FimF,
FimG, and FimH proteins. FimA accounts for more than
98% of the pilus protein, and FimH is uniquely responsible
for the binding to D-mannose (Fig. 26).

4. CONCLUSIONS
The synthesis of nanostructured materials with tunable
properties is central to the development of varying appli-
cations in nanoscale science and technology. The con-
vergence of physics, chemistry, and biology will actually
lead to an explosive increase in possibilities of R&D
directions. Choices will be difficult and sometimes limited
by the breadth of expertise available. Encouragement of
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multidisciplinary and multilaboratory collaborations would
accelerate progress to the benefit of all. Through devices
such as quantum well lasers and their enabling roles in
applications, ranging from telecommunications to home
entertainment, it is evident that nanotechnology has and is
having a major impact on our daily lives which will only mul-
tiply over the decades ahead. Self-assembly of nanometric
particles will definitely play an important role in this. Non-
lithographic approaches based on thermodynamically driven
self-organization processes are especially appealing, because
of their potential for large-scale production with very small
infrastructure investments. The spontaneous organization of
monolayer-protected metal nanoparticles into periodic 2D
arrays is archetypal of this approach, with many of these
arrays demonstrating novel optical or electronic properties
as a function of particle size or interparticle spacing. Stabi-
lized particles beyond a nanometric-size threshold become
increasingly prone to multilayer or 3D aggregate formation,
which can be attributed to the rapid increase in van der
Waals attraction and the loss of surfactant chain mobility on
the planar facets of the nanoparticles as a function of size.

The other approach of positioning molecules ranging
from small alkanethiols to larger biosystems, such as pro-
teins or DNA on surfaces that can be used as a generic
approach to position other molecules such as enzymes, colla-
gens, fibronectin, or synthetic moieties, is another interesting
possibility to assemble ordered structures. As the interdisci-
plinarity of this field develops further, we will see the birth
of innovative techniques aimed at mimicking nature. An
interesting article on the biomimetic approach to produce
materials has been published recently [338]. The interface
between biological systems and functional semiconductors
remains a relatively unexplored area that requires research
in the near future. The ability of electronic/optical devices to
sense minute samples of biological/medical materials in-situ,
and to relay this information to a central location opens up
possibilities for quick diagnostics and the remote monitoring
of patients.

A research field, which is not yet treated in detail, is the
influence of size and ordered arrangement of particles in
layers on the heat conductivity. The phonon heat conduc-
tion mechanism in nanostructures differs significantly from
the behavior in bulk material. Phonon size effects include
increased phonon scattering at grain boundaries, modifica-
tion of the phonon dispersion relation, and phonon rarefac-
tion surrounding small structures have been predicted and
also observed experimentally [339–340]. It also seems that
change of the phonon spectrum, due to confinement effects,
could lead to phonon-phonon part of the thermal conduc-
tivity, like it occurs in superlattices. The fact that thermal
transport properties in nanostructured materials are affected
by the size opens up new possibilities for material scien-
tists to engineer structures adapted to the desired proper-
ties depending on its applications. Provided we understand
the phenomena in detail, one can engineer the structure of
the materials by assembly of particles in such a way that the
phonon conduction (phononics or phonon engineering) in
different directions could be possible. For microelectronics,
phonon engineering can provide improved device design to
minimize the impact of adverse size effects on the device
temperature [341].

Figure 27. Moore’s law predictions. Adapted with permission from
[342], V. V. Khirnov and D. J. C. Herr, Computer, January 2001, 34.
© 2001, IEEE.

The extension of Moore’s law is expected to continue until
the next decade (as shown in Fig. 27) with devices in their
present form, which will ultimately give way to disruptive
technologies involving nanoparticles, single molecule elec-
tronics, and single electron transistors [342]. Again, there
will be a need for the design of complex novel architectures
to accommodate these new devices with novel materials and
gate designs and interconnects. Today, the major shortfall of
nanoscience and nanotechnology is the lack of understand-
ing of the physics of the interaction of objects (surfaces,
particles, individual molecules) at the nanoscale. Questions
need to be answered regarding how nanoparticles can be
stabilized, and in what media, how nanoparticles interact
and influence each other, what proportions in a hybrid
system make a critical difference, and how the ordered
structures can be created and retained. How can these
characteristics be predicted? This area of “Extreme Nano-
technology” requires vast amounts of imagination and intu-
ition if nanoscience research is to have any practical impact
on human lives. Its potential is enormous, and the need
to understand underpinning nanoscience should be prop-
erly supported so that the bottom-up nanoscience and nano-
technology is not overshadowed by the reluctance to invest
in revolutionary technologies, since the benefits from this
area will be considerable in the long run.

GLOSSARY
2D arrays Two dimensional arrangement of nanoparticles.
3D structures Three dimensional arrangement of
nanoparticles.
Acetobacter xylinum It is a gram negative bacterium and
is unique in its prolific synthesis of cellulose.
Atomic force microscopy (AFM) An instrument able to
image surfaces to molecular accuracy by mechanically prob-
ing their surface contours. A kind of proximal probe� � � . A
device in which the deflection of a sharp stylus mounted
on a soft spring is monitored as the stylus is moved across
a surface. If the deflection is kept constant by moving the
surface up and down by measured increments, the result
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(under favorable conditions) is an atomic-resolution topo-
graphic map of the surface. Also termed a scanning force
microscope.
Biomimetic Imitating, copying, or learning from nature.
Nanotechnology already exists in nature; thus, nanoscientists
have a wide variety of components and tricks already
available.
“Bottom Up” method Building larger objects from smaller
building blocks. Nanotechnology seeks to use atoms and
molecules as those building blocks. The advantage of
bottom-up design is that the covalent bonds holding together
a single molecule are far stronger than the weak.
Chemical vapor deposition (CVD) A chemical reaction
that transforms gaseous molecules, called precursor, into a
solid material, in the form of thin film of powder, on the
surface of a substrate.
Coulombic repulsion If bonds in the molecule are polar,
partial electrostatic charges will reside on the atoms. This
electrostatic interaction is represented with a Coulom-
bic potential function according to Coulomb’s law. The
repulsion due to this electrostatic interaction is termed as
Coulombic repulsion.
Deoxyribonucleic acid (DNA) A macromolecule consisting
of one or two strands of linked deoxyribolucleotides.
Dielectrophoresis (DEP) The lateral motion imparted on
uncharged particles as a result of polarization induced by
non-uniform electric fields.
Electrostatic stabilization Electrostatic stabilization is
used to prevent agglomeration of nanoparticles by absorbed
molecules. It involves the creation of an electrical dou-
ble layer arising from ions absorbed on the surface and
associated counter ions that surround the particle. Thus
if the electric potential associated with the double layer
is sufficiently high, the Coulombic repulsion between the
particles will prevent their agglomeration.
Escherichia coli It is one of hundreds of strains of the bac-
terium. Although most strains are harmless and live in the
intestines of healthy humans and animals, this strain pro-
duces a powerful toxin and can cause severe illness.
Extracellular matrix (ECM) protein Example: procollagen
peptide 1 (P1CP), procollagen peptide 3 (P3P), hyaluronic
acid (HA).
IgG immunoglobulins Immunoglobulins are thiol-
containing plasma proteins, which include all antibody
molecules. Members of the immunoglobulin super family
share structural and genetic features with immunoglobulin
molecules and contain at least one immunoglobulin domain.
An immunoglobulin domain is made of two �-pleated
sheets held together by a disulfide bond.
Langmuir–Blodgett The name of a nanofabrication tech-
nique used to create ultrathin films (monolayers and iso-
lated molecular layers), the end result of which is called a
“Langmuir-Blodgett film”.
Moore’s Law Coined in 1965 by Gordon Moore, future
chairman and chief executive of Intel, it stated at the time
that the of number transistors packed into an integrated cir-
cuit had doubled every year since the technology’s inception
four years earlier. In 1975 he revised this to every two years,

and most people quote 18 months. The trend cannot con-
tinue indefinitely with current lithographic techniques, and a
limit is seen in ten to fifteen years. However, the baton could
be passed to nanoelectronics, to continue the trend (though
the smoothness of the curve will very likely be disrupted if
a completely new technology is introduced).
Nanocrystals Also known as nanoscale semiconductor
crystals. “Nanocrystals are aggregates of anywhere from a
few hundred to tens of thousands of atoms that combine into
a crystalline form of matter known as a “cluster.” Typically
around ten nanometers in diameter, nanocrystals are larger
than molecules but smaller than bulk solids and therefore
frequently exhibit physical and chemical properties some-
where in between. Given that a nanocrystal is virtually all
surface and no interior, its properties can vary considerably
as the crystal grows in size.”
Nanomaterials Can be subdivided into nanoparticles,
nanofilms and nanocomposites. The focus of nanomaterials
is a bottom up approach to structures and functional effects
whereby the building blocks of materials are designed and
assembled in controlled ways.
Physisorption (or physical adsorption) Is adsorption in
which the forces involved are intermolecular forces (van der
Waals forces) of the same kind as those responsible for the
imperfection of real gases and the condensation of vapors,
and which do not involve a significant change in the elec-
tronic orbital patterns of the species involved.
Polymethylmethacrylate spherical particles (PMMA spheres)
These particles are inert and nonbiodegradable.
Quantum Describes a system of particles in terms of a
wave function defined over the configuration of particles
having distinct locations is implicit in the potential energy
function that determines the wave function, the observable
dynamics of the motion of such particles from point to point.
In describing the energies, distributions and behaviours of
electrons in nanometer-scale structures, quantum mechan-
ical methods are necessary. Electron wave functions help
determine the potential energy surface of a molecular sys-
tem, which in turn is the basis for classical descriptions
of molecular motion. Nanomechanical systems can almost
always be described in terms of classical mechanics, with
occasional quantum mechanical corrections applied within
the framework of a classical model.
Quantum dots (QD) Nanometer-scale “particles” for
selectively holding or releasing electrons. It is a particle of
matter so small that the addition or removal of an electron
changes its properties in some useful way.
RGD peptide Peptides containing the Arg-Gly-Asp (RGD)
sequence. They can inhibit platelet aggregation.
Scanning electron micrograph (SEM) The picture formed
by the scanning beam of electrons in a scanning electron
microscope.
Scanning force microscopy (SFM) The SFM works by
detecting the vertical position of a probe while horizontally
scanning the probe or the sample relative to the other. The
probe is in physical contact with the sample and its vertical
position is detected by detecting the position of a reflected
laser beam with a photo diode that consists of two or four
segments.
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Scanning probe microscopy (SPM) SPM technologies
share the concept of scanning an extremely sharp tip
(3–50 nm radius of curvature) across the object surface. The
tip is mounted on a flexible cantilever, allowing the tip to
follow the surface profile.
Scanning tunneling microscopy (STM) It is a device that
obtains images of the atoms on the surfaces of materials.
The governing principle of STM is the quantum tunneling
of electrons through a thin potential barrier separating two
electrodes. The instrument basically consists of a very sharp
tip which position is controlled by piezoelectric elements
(converting voltage in mechanical deformation). By applying
a voltage between the tip and a metallic or semiconducting
sample, a current can flow between these electrodes when
their distance is reduced to a few atomic diameters. The
amplitude of the current strongly depends on the distance
between the tip and the sample, and of course also on the
potential difference.
Self-assembly In chemical solutions, self-assembly (also
called Brownian assembly) results from the random motion
of molecules and the affinity of their binding sites for one
another. Also refers to the joining of complementary sur-
faces in nanomolecular interaction.
Serum albumins Thiol-containing protein. It is a lipid car-
rier in blood serum.
Surface plasmon resonance (SPR) It is a phenomenon
that occurs when light is reflected off thin metal films. A
fraction of the light energy incident at a sharply defined
angle can interact with the delocalised electrons in the metal
film (plasmon) thus reducing the reflected light intensity.
Thiol This is a subclass of chemical compound that con-
tains sulphur, esp. denoting that a compound is derived from
a specified compound by the replacement of an oxygen atom
with a sulphur atom. More specifically a compound that
contain

–SH or –C–S–C–

— —

— —

are called thiol.
“Top down” method One approach for the building up of
nanoscopic features. In this method, the features are written
directly onto a substrate for example by electron beam and
then by applying appropriate etching and deposition pro-
cesses, the nanoscopic features are engraved.
Transmission electron micrograph (TEM) In TEM the
magnification of the objective remains fixed while the focal
length of the projector is changed to vary magnification.
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1. INTRODUCTION
There is much interest in recent years in the methods of cre-
ating nanometer-scale structures on surfaces to form one-
(1D) and two-dimensional (2D) ordered structures. When
adatoms are nucleated into ordered arrays of sufficiently
small dimensions, quantum mechanical effects determine
their properties, for example, in quantum dots or quantum
wires. Such formation of ordered nanostructures on surfaces
is indeed a challenge in both fundamental and applied sci-
ence research. Fabrication of uniform-size clusters in the 1
to 2-nm size regime is challenging because fluctuation in
size of a few atoms could substantially alter their electronic
properties. Such a length scale is important for quantum
applications since the Fermi wavelength for most metals is
around 1 nm.

The importance of the fundamental properties of nano-
structures on surfaces has been highlighted in the National
Science and Technology Council report on nanotechnol-
ogy [1]. Many key questions relate to the structure or
arrangement of atoms in a nanostructure. The relative stabil-
ity of different structural phases is altered in the nanometer
regime, affected by both kinetic and thermodynamic factors.
Variations may arise due to factors such as surface energies,
defects, and electronic quantum-size effects. There is, there-
fore, a need to map out the kinetics and thermodynamics
of phase transformations in nanostructures. For a complete

understanding of the physical properties of nanostructures,
the structure of the surface must also be determined. Sur-
faces of nanostructures are likely to vary significantly from
the well-characterized bulk structures. Hence, the ability to
measure and systematically control the surface will continue
to be an important field of research over the next decade.

The direct study of surface nanostructures at the atomic
scale became possible with the invention of the scanning tun-
neling microscope (STM) by Binnig and Rohrer [2]. Recent
advances in scanning tunneling microscopy and spectroscopy
of nanostructures have been reviewed by Schneider [3], and
these techniques provide new opportunities for investigat-
ing locally the geometric and electronic properties of nano-
structures on surfaces. Ushioda [4] presents an overview of
the experimental method and physical principles of STM
light emission spectroscopy. By using this new spectroscopic
technique, one can obtain the optical emission spectra of
individual surface nanostructures that are imaged by the
STM. An overview of the status and prospects of STM is
presented by Binnig and Rohrer [5]. They suggest the poten-
tial applications of the scanning probe microscopies to a
relatively broad range of biological, chemical, and techno-
logical areas.

The production of semiconductor nanostructures has
been under intensive investigation due to its potential for
applications in optoelectronic and quantum devices. Tech-
niques such as electron-beam lithography [6] are widely
used, but due to the low throughput of such techniques,
alternative methods based on self-organization to form
large arrays of nanostructures have recently attracted much
attention. Most of such work is based on the Stranski-
Krastanov (SK) growth of semiconductor thin film on lattice-
mismatched semiconductor substrates [7]. The influence of
growth temperatures and growth rates, with varying com-
position and coverage on the size and number of self-
assembled islands has been discussed in detail in previous
publications [8, 9]. However, there is a significant draw-
back in the use of self-assembled dots since their sizes are
often heterogeneous, resulting in a wide spread of electronic
states.
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This review will focus on nonlithographic methods of
nanostructure formation on single-crystal metal and semi-
conductor surfaces, with less emphasis on the well-studied
III–V alloy semiconductors. Since adsorbate-induced surface
reconstructions have been well studied by surface scientists
over the past few decades, this review will also exclude such
studies where the reconstructed unit cell is generally below
1 nm. The mechanisms for nanostructure formation on sur-
faces are not fully understood, and this review attempts
to classify various adatom/molecule-substrate systems where
nanostructure formation is observed in terms of the pro-
posed mechanisms.

2. SELF-ORGANIZED NANOSTRUCTURES

A. Spontaneous Assembly of Nanoclusters

The most well-studied surface reconstruction is perhaps
the Si(111)–(7 × 7) surface, which has a unit cell divided
into faulted and unfaulted halves [10]. Vitali et al. have
demonstrated the formation of a superlattice of metal-
lic nanoclusters, when thallium is evaporated onto clean
Si(111)–(7×7) surfaces [11]. The metallic nanoclusters com-
prise nine adatoms each and are trapped within the attrac-
tive potential wells in the faulted half of the (7× 7) unit cell,
thus forming an ordered array of two-dimensional nanodot
structures.

Li et al. reported the spontaneous assembly of identical-
size In nanocluster arrays on Si(111)–(7×7) [12]. They show
that substrate-induced spontaneous clustering is locally sta-
ble but globally metastable. Homogeneous cluster formation
can be realized by delicate control of growth kinetics, i.e.,
within a suitable temperature range (100–200 �C) and depo-
sition rate. If the substrate temperature is too low or the
deposition rate too high, the In atoms do not have enough
time to arrive at the expected location and form immobile
nuclei of smaller sizes. On the other hand, if the substrate
temperature is too high, the more energetic In atoms will
agglomerate into larger clusters that coalesce into islands.

Si nanoclusters have also been observed to self-assemble
on the 6H–SiC(0001)–(3× 3) Si–rich surface [13]. Regular-
sized Si “magic clusters” are ejected when this surface
is heated to 950 �C and quenched to room temperature
(Fig. 1). The Si clusters spontaneously form a metastable
ordered (6 × 6) superstructure and appear to be driven by
the need to reduce the dangling bond density per unit cell.
These Si magic clusters have been previously reported on
the Si(111)–(7 × 7) when it is quenched, although no self-
assembly was observed on that surface [14].

B. Surface Lattice Dislocations

Ordered nanocluster formation also has been reported on
the Au(111) surface. For instance, Chambliss et al. reported
that Ni islands grow with a spacing of 7.3 nm in rows
14.0 nm apart [15]. This regular nucleation is caused by
the long-range “herringbone” reconstruction of Au(111),
which induces periodic surface-lattice dislocations. Statis-
tics of island size and number show that atoms diffusing
on the surface bind at these dislocations with a low stick-
ing probability and act as nuclei for further aggregation.
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Figure 1. (a) Filled-state 30 nm×30 nm STM image (0.2 nA,–2.8 V)
showing initial formation of cluster periodicity after heating the (3× 3)
reconstruction to 95 �C and subsequent cooling for 60 minutes. (b) STM
cross-sectional line profile. A showing that the clusters posses a peri-
odicity 6�1 ± 0�1 times that of the bulk. (c) Proposed model of 6H–
SiC(001) (6× 6) reconstruction due to cluster self-assembly. The atoms
shown in the third Si adlayer layer represent unrelaxed surface after
Si tetramer ejection. Reprinted with permission from [13], W. J. Ong
et al., Appl. Phys. Lett. 80, 3406 (2002). © 2002, American Institute of
Physics.

It also has been reported that for Fe [16] and Co [17] depo-
sition on Au(111), islands are nucleated at the elbows of
the herringbone reconstruction. However, such preferential
nucleation on Au(111) was not observed for other metals
such as Al, Cu, Ag [18], and Au [19]. Meyer et al. [20]
used their STM images for the Ni/Au(111) system to explain
this disparity by proposing a two-step process: first, the
place exchange of Ni adatoms with Au surface atoms occurs
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at the elbow sites, followed by nucleation of Ni islands
atop substitutional Ni atoms. The three metals that form
islands at the herringbone elbows all have a higher surface
free energy and heat of sublimation than Au, suggesting
that place-exchange sites are favored. These place-exchange
atoms then act as preferential nucleation sites for subse-
quent island formation.

Fruchart et al. [21] have harnessed the self-organized
arrays of nanosized Co dots on Au(111) to fabricate Co
pillars for high-density magnetic storage applications. This
is achieved by sequentially depositing a fraction x of an
atomic layer of Co and 1–x atomic layer of Au. At each
step, Co adatoms aggregate on top of the previous dots,
gradually forming columns. Helveg et al. [22] used STM to
study the atomic scale structure of a single layer of MoS2
nanoparticles on Au(111) as a model system in hydrodesul-
furization catalysis.

C. Adsorbate-Induced Superstructures

The structures of crystalline surfaces are modified by the
adsorbates, often by minor rearrangements to accommodate
the adsorbate atoms, but sometimes by major restructuring
of the surface [23]. Restructuring occurs in order to max-
imize the bonding and stability of the adsorbate-substrate
complex. Thermodynamic processes drive this restructuring
wherein stronger adsorbate-substrate bonds form to com-
pensate for the weakening of bonds between the substrate
atoms, an inevitable consequence of the chemisorption-
induced restructuring process.

By using the Cu surface as an example, the structure
of O chemisorption reconstructions on low-index Cu sur-
faces is well known [24]. O chemisorption on both Cu(110)
and (100) surfaces leads to substantial reconstruction of
the topmost Cu atom layer. Both reconstructions appear
to receive stability from being able to accommodate O–
Cu–O building blocks, of the sort needed to construct bulk
Cu2O [25]. The O atoms are fourfold coordinated, but are
not quite centered in the Cu tetrahedra. Each O atom
achieves a four-coordinate status with reasonable O–Cu
bond lengths of 1.85–1.90 Å. On Cu(100), oxygen induces a
(
√
2× 2

√
2)R45�–O reconstruction involving the removal of

every fourth Cu [001] atom row. For Cu(110), the (2× 1)–O
phase is an “added row” structure with every other [001] Cu
atom row absent, and O atoms occupy near collinear long-
bridge sites in the added rows forming O–Cu–O chains.

One approach to increase the periodicity of the
adsorbate-induced superstructures formed into the nano-
meter scale is the use of high index surfaces. High-Miller-
index surfaces appear to exhibit high adatom mobility,
and coordinatively unsaturated surface atoms move easily
toward new and more bulk-like equilibrium positions. Wee
et al. [26] have demonstrated the formation of a series
of Cu(210)–(n × 1)O (n = 2� 3� 4) superstructures by using
STM and low energy electron diffraction (LEED). Further-
more, they observed that adsorption of O at room tem-
perature, followed by high-temperature annealing, leads to
a series of mesoscopic superstructures ordered on length
scales ranging between 1.5 to 15 nm [27]. A periodic super-
grating for the Cu(110)–(2 × 1)O system also has been

reported with a periodicity of between 6 to 14 nm, depend-
ing on oxygen coverage and substrate temperature [28].

Adsorbate-induced 2D nanostructures also have been
reported for the Cu(210)–Br and Cu(100)–Br systems. When
Cu(210) was dosed with Br at room temperature and sub-
sequently annealed, a mesoscopic triangular checkerboard
was observed [29]. The basic triangular unit comprises 4 or
5 atom rows (made up of 10 or 15 atoms, respectively) in
the {210} plane, with edges of the triangle along the [001],
[12̄1] and [12̄1̄] directions. Br is believed to have etched the
Cu(210) surface, leaving the mesoscopic checkerboard struc-
ture that reflects {210} symmetry.

For the Cu(100)–Br system, a corresponding mesoscopic
chessboard structure has been observed [30]. Under these
conditions, no desorption of Br was observed. The step
edges are oriented along the {100} directions, reflecting the
Cu(100) substrate symmetry, and the “white” Br squares
have a local c(2 × 2) reconstruction. It appears that in this
system, the adsorption and etching due to bromine provides
a mechanism for the development of strain within the meso-
scopic islands, thus limiting their island size.

Leibsle and coworkers have templated low-index Cu sur-
faces with self-assembled arrays of atomic nitrogen islands
and then used these islands as masks to fabricate nanoscale
structures [31]. Annealing of the Cu(100) surface with
0.5 ML (monolayer) atomic nitrogen coverage results in self-
assembled regular island arrays (island size of 5 × 5 nm2�
of the c(2 × 2)N reconstruction [32]. Nanometer scale lines
and 2D arrays of islands of various metals such as Fe,
Cu [33], Ag [34, 35], Co [36], have been demonstrated.
Similarly, Ag nanostructures on N-modified Cu(111) [37],
and Co nanowires on N-modified Cu(110) [38] have been
reported. Ohno et al. [39] studied the growth mechanism
of Fe nanoisland arrays on Cu(0 0 1)–c(2 × 2)N surfaces
where 5 × 5 nm2 patches of N-adsorbed c(2 × 2) structure
are squarely arranged and separated by a few nm-wide lines
of clean Cu surface. Preferential island growth at the inter-
sections of the clean Cu lines is ascribed to the large stick-
ing probability. Difference of surface strain on the clean Cu
lines is the origin of the site selections both for the Fe inclu-
sion in the surface and for the sticking probability of mobile
Fe adatoms to the edge of the islands.

The Si(100)–(2 × n) surface also has been used for the
formation of metal nanowire structures. This (2× n) recon-
struction can be obtained by various methods, such as
quenching the sample after flashing and contaminating the
surface with small amounts of Ni [40]. Li et al. [41] demon-
strated the spontaneous formation of ordered In nanowire
arrays on Si(100)–(2 × n). The deposited in atoms predom-
inantly occupy the normal (2 × 1) dimer row structure and
develop into a uniform array of in nanowires at a coverage
of about 0.2 ML. Kida et al. [42] have formed Fe nanowire
arrays on a water-terminated Si(100)–(2 × n) surface. The
average wire width was 2 nm and the period was 3 nm,
reflecting the (2 × n) surface reconstruction.

D. Self-Organized Surface Phases

Self-organized surface nanostructures such as atomic wires
also may be formed by one element of a binary sub-
strate, without the need of an adsorbate. Soukiassian [43]
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has observed the formation of highly stable self-organized
atomic lines on cubic �–SiC(100) and has highlighted their
potential use in SiC-based nanoelectronic devices. Highly
stable and long Si atomic lines are composed of Si dimers
and form at the phase transition between the (3 × 2)
and c(4 × 2) reconstructions by selective Si atom organiza-
tion [44]. These Si atomic lines coincide systematically with
the lateral mismatch between the c(4 × 2) Si-dimer rows.
Their number and spacing can be controlled by annealing
time and temperature, resulting in single isolated atomic
lines or large superlattices. Carbon atomic chains also have
been observed on C-terminated �–SiC(100) [45]. These car-
bon atomic lines are extremely stable up to 1200 �C, and
comprise buckled single bond C–C dimers (sp3), having a
direction perpendicular to the C C triple bond dimers (sp)
forming a c(2 × 2) surface reconstruction. The authors sug-
gest that anisotropic (tensile and compressive) surface stress
is the main driving force in this carbon sp → sp3 diamond-
like temperature-controlled transformation.

E. Strain-Relief

Brune et al. [46] have demonstrated the formation of
ordered 2D metal nanostructure arrays on substrates with
periodic patterns defined by dislocations that form to relieve
strain. The strain-relief patterns are created spontaneously
when 1 to 2 ML of one material is deposited on a substrate
with a different lattice constant, for example, Fe arrays on a
2 ML Cu on Pt(111) (Fig. 2), and Ag arrays on 2 ML Ag on
Pt(111). Nedelmann et al. [47] studied the evolution of the
strain-induced stripe pattern on Cu/Ni(100). Compressive
strain resulting from the 2.6% lattice mismatch between Cu
and Ni is relieved by the formation of V-shaped defects in

200 Å

Figure 2. STM image of a periodic array of Fe islands nucleated on the
dislocation network of a Cu bilayer on Pt(111) at 250 K. Reprinted with
permission from [46], H. Brune et al., Nature, 394, 451 (1998). © 1998,
Macmillan Magazines Ltd.

the Cu film. This strain relief mechanism gives rise to a char-
acteristic pattern of orthogonal stripes at the film surface.

Mass selected Ag7 clusters have been deposited at two
different impact energies (20 and 95 eV) on a similar dis-
location network formed by evaporating 2 ML of Ag on
Pt(111) [48]. The surface has been investigated by low
temperature STM as a function of annealing temperature.
The clusters adsorption site, stability, and ordering depend
on impact energies and annealing temperatures. It was
observed that the hcp small triangle and dislocation region
of the reconstructed unit cell form preferred pinning cen-
ters at low temperature; at higher temperature, most clusters
are situated in the fcc hexagon of the unit cell. It is shown
that the surface morphologies obtained by energetic clus-
ter deposition are different from those obtained by thermal
atom deposition; they depend on impact energy, deposition
temperature, and annealing temperature. Although island
ordering is not as good as that obtained by atom deposition,
the results indicate that the large parameter space in cluster
surface collisions (cluster size and impact energy) could be
used to tailor metal nanostructures on structured surfaces.

The deposition of Ge on Si(100) leads to strain-induced
formation of Ge hut clusters when the Ge film exceeds a
critical thickness of 3 to 4 ML [49]. This layer-plus-island
growth or SK growth occurs due to the lattice mismatch
between Ge and Si, but, because of the initial Ge layer
growth, the Ge quantum dots (QD) grown are not iso-
lated. The presence of an adsorbate can alter the nucle-
ation behavior of the Ge dots. Leifeld et al. [50] have shown
that with a 0.11 ML precoverage of carbon, Ge dots form
below the critical thickness for Ge islanding on bare Si(100).
Das et al. [51] showed that by coating the Si surface with
a polymer, isolated Ge islands and nanowires can form.
This is explained by the fact that with a polymer over-
layer, there is no strain-induced lattice mismatch and SK
growth is not expected. Either layer-by-layer or Frank van
der Merwe growth occurs under wetting conditions, or (3D)
island growth, or Volmer-Weber growth occurs under non-
wetting conditions. In this case, the authors have used the
nonwetting criterion to grow isolated Ge nanoclusters on
polymer surfaces.

Strain-induced growth of nanostructures also has been
observed in several binary and ternary semiconductor sys-
tems. Leonard et al. [52] observed the 2D–3D growth
mode transition during the initial stages of growth of highly
strained InGaAs on GaAs, and this is used to obtain
quantum-sized dot structures. Nözel et al. [53] described
the self-organized formation of box-like structures during
the interrupted epitaxial growth of strained InGaAs/AlGaAs
multiplayer structures on (311)B GaAs substrates. Moison
et al. [54] showed that the deposition of InAs on GaAs
proceeds first by 2D growth, and above 1.75-ML regular
nanometer-scale InAs dots form. Epitaxially self-assembled
InxGa1−xAs QD within a GaAs substrate have atom-like
properties and potential applications in optical and opto-
electronic devices, quantum computing, and information
storage [55].

Schmidt et al. [56] present different growth techniques
and strategies for achieving different levels of order in
the field of self-assembled semiconductor nanostructures. In
a first step, they report a significant improvement of the
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nanostructure size homogeneity by using either a repetitive
desorption and regrowth procedure or by applying extremely
low growth rates at high-growth temperatures. With this
approach, an InAs/GaAs QD ensemble with a height distri-
bution of ±5%, and a final photoluminescence (PL) peak
line width of 19 meV at room temperature was fabricated.
Regular square arrays of self-assembled SiGe islands with
a strong size and shape homogeneity is achieved by depo-
sition near their thermodynamic equilibrium using liquid
phase epitaxy. The combination of self-assembly with con-
ventional prepatterning leads to a long-range lateral order
of In(Ga)As QDs on GaAs(001). A 3D crystal is fabricated
by stacking multiple layers and vertically aligned In(Ga)As
QDs onto a prepatterned GaAs(001) substrate, and good
PL properties at room temperature are observed.

3. STEP AND FACET-TEMPLATED
NANOSTRUCTURES

A. Stepped Surfaces

Stepped surfaces can serve as templates for producing 1D
wires or stripes by decorating the step edges in a step-flow
growth mode [57, 58]. Silicon is among the preferred sub-
strates for step-flow growth of quantum wires because of the
maturity of silicon-processing techniques in microelectron-
ics. By appropriately controlling the annealing conditions,
Viernow et al. [59] have produced highly regular array of
steps on vicinal Si(111)–(7 × 7) with steps edges that are
atomically straight for up to 2 × 104 lattice sites. The ter-
races are single domain, which produces a minimum kink
width of 2.3 nm (half a 7 × 7 unit cell) and is, therefore, a
high barrier for kink creation. Takagi et al. [60] used vici-
nal Si(111) to fabricate arrays of iron silicide dots of nano-
meter size on Si(111)–

√
3 × √

3Ag substrates. Formation
and magnetic properties of the dots have been investigated
with STM, LEED, AES, and magnetic ex-situ measurements.
The dots were found to nucleate preferentially at step edges
than on terraces. They were ferromagnetic, and their com-
position was deduced to be ∼Fe3Si.

Chain-like reconstructions of metals on semiconductors
provide a natural vehicle to explore 1D electrons, provided
that the electronic states are sufficiently decoupled from
each other and from the bulk states of the substrate. Shibata
et al. [61] studied the adsorption of Au on vicinal Si(111) by
using STM and found ordering of Au in the steps that corre-
sponded to (557) orientation. STM of Au on Si(557) showed
double rows of protrusions [62], and 3D x-ray diffraction
measurements were used to elucidate the detailed structure
of the Au chain [63]. The structure is consistent with the 1D
metallic behavior seen by photoemission. A 1D 5× 2 recon-
struction of Gd also has been reported on vicinal Si(111),
which had stabilized in single domain form [64]. It contained
zig-zag rows of occupied orbitals alternating with rows of
unoccupied orbitals, as inferred from spectroscopic STM.
Chain-like metal structures also has been observed for the
Si(111)–(4× 1)In system [65].

Nanowires grown by step decoration on metal surfaces
also have been demonstrated. Depending on the overlayer–
substrate combination, all classical thin film growth modes
have been observed in one less dimension. The Cu/Mo(110)

system exhibits row-by-row growth along the steps [66]. On
the other hand, the Cu/W(110) system displays SK growth
[67] and the Co/Cu(111) system island growth [68]. The
growth modes are a result of competing effects, such as sur-
face energy, interface energy, misfit strain, and step energy.
The quantized electronic states in nanowires fabricated by
step decoration have been observed [69].

B. Faceted Surfaces

It can be seen from the above discussion that vicinal surfaces
with regular distributions of straight steps can act as natu-
ral templates for the growth of 1D nanostructures on sur-
faces due to their strong uniaxial anisotropy. This is possible
if the substrate is stable during adsorption. In many cases,
adsorbates induce significant surface faceting to minimize
surface energy, and this also can be used for surface nano-
structure formation. For example, regular arrays of 1D Ag
stripes can be grown by adsorption and annealing of Ag on
vicinal Cu(111) [70]. The Ag adlayer induces a periodic hill-
and-valley nanostructure with alternating Ag-covered (112)-
oriented facets and clean Cu stepped areas. The structure
of the Ag-covered stripes is consistent with a rotated, uniax-
ially compressed, close-packed layer that wets the Cu(112)
plane.

Nanoscale surface patterning by adsorbate-induced
faceting and selective growth has been demonstrated on
the insulator/metal growth system NaCl/Cu(211), which is
inherently unstable against lateral pattern formation on the
nanometer scale [71, 72]. Cu(211) is a vicinal surface with
(111) terraces and intrinsic (100) steps, and restructures
upon NaCl deposition when the growth temperature exceeds
270 K. The initially flat surface is transformed into a periodic
1D hill-and-valley structure consisting of (311) and (111)
facets. NaCl grows selectively on (311) facets only, thereby
creating a regular surface pattern with alternating stripes of
bare Cu and chemically inert NaCl-covered areas. A highly
regular assembly of three-sided pyramids can be fabricated
by growing the ionic insulator NaCl on the kinked metal sur-
face Cu(532) [73]. Only two pyramid faces are covered by
NaCl, resulting in an overall surface structure that is mod-
ulated in surface chemical behavior. STM shows that elec-
trostatic interactions plays an important role in the binding
between an ionic insulator and a stepped or kinked metal
template. This criterion provides a means to create nano- to
mesoscopic surface structures combined with spatial modu-
lation in surface chemical behavior. Mauch et al. [74] investi-
gated the submonolayer growth of NaCl on Cu(100) by STM
and LEED. The initial growth is characterized by decoration
of step edges and rather strong restructuring of terraces of
the Cu(100) surface. Further deposition of NaCl leads to the
formation of narrow NaCl stripes oriented along the [0 1 1]
and [0 1 1̄] directions. For higher coverages, these stripes
form regular patterns with a fivefold superstructure.

Self-organized nanoscale pattern formation has been
demonstrated on vicinal Si(111) surfaces via a two-stage
faceting transition [75]. All the patterns, consisting of a
periodic array of alternating (7 × 7) reconstructed terraces
and step-bunched facets, have the same periodicity and
facet structure, independent of the miscut angle, while the
width of the facets increases linearly with miscut angle. The
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pattern formation is attributed to a surface faceting transi-
tion that involves two transition stages: the first stage forms
a stress-domain structure defining the universal periodicity;
the second stage forms the low-energy facets controlling the
facet width.

One-dimensional nanostructures of noble metals (Ag, Au)
also have been grown on the high index Si(5 5 12) sur-
face [76]. When low coverages (<0.25 ML) of noble metals
(Ag, Au) are deposited onto Si(5 5 12) and annealed to
450 �C, they form overlayer nanowires with the periodicity
of the Si surface (5.4 nm). At higher coverages and tempera-
tures, significant restructuring occurs leading to the creation
of facet planes.

4. MOLECULAR NANOSTRUCTURES
Self-assembly of regular arrays of thermodynamically stable
nanostructures from appropriately functionalized molecules
is a promising approach to future mass production of
nanoscale devices [77]. Molecular self-assembly is the spon-
taneous association of molecules under equilibrium condi-
tions into stable, structurally well-defined aggregates joined
by noncovalent bonds. Molecular self-assembly is ubiquitous
in biological systems and underlies the formation of a wide
variety of complex biological structures. It has been shown
that a self-assembled monolayer of thiolates deposited on
suitable substrates could be made into resonant-tunneling
transistors.

Molecules adsorbed on surfaces are particularly appeal-
ing because their arrangement is directly observable with
the STM. For example, 2D supramolecular clusters and
chains are observed upon submonolayer deposition of 1–
nitronaphthalene (NN) onto reconstructed Au(111) [78, 79].
The molecules become pseudo-chiral upon adsorption. At
higher NN coverage (0.3–0.75 ML), well separated molecu-
lar double chains are formed, either perpendicular or paral-
lel to the Au(111) reconstruction domains. At low coverages
(0.05–0.2 ML), NN forms 2D supermolecular clusters con-
sisting predominantly of 10 molecules (decamers). Their
handedness is determined from high-resolution STM images
and local-density calculations. Modeling shows that hydro-
gen bonds cause the observed self-assembly. In contrast
to atoms, the intermolecular electrostatic interaction of
polar molecules leads to thermodynamically stable struc-
tures. Clusters and chains mutually interact via electrostatic
repulsion. Comparison of images with submolecular reso-
lution to local density calculations elucidates the thermo-
dynamical stability, as well as the internal structure of the
decamers.

Contini et al. [80] studied the adsorption of 2–mercapto-
benzoxazole (MBO) molecules (C7H5NOS) on Cu(100) at
room temperature by STM and found that after 0.8 L expo-
sure, it is possible to locate ordered domains with well-
defined parallel rows. After 38 L of deposition the surface
appears completely covered by rounded protrusions ran-
domly distributed. These results suggest a SK growth mode:
initially an ordered monolayer forms and above this layer
other molecules are adsorbed with a random distribution.
The aromatic thione MBO molecule presents a S-containing
head, which reacts with the Cu surface, and an aromatic ring
originating lateral van der Waals interactions and molecular

self-organization. A long-range-ordered p(2×2) structure of
MBO on Cu(100) is obtained by MBO sublimation in highly
controlled ultrahigh-vacuum conditions. The MBO molecu-
lar orbitals and interface electronic levels have been iden-
tified by angular-resolved high-resolution Ultra Violet (uv)
photoelectron spectroscopy [81]. The role of S as a chem-
ical hook for the molecule to the Cu surface is evidenced,
and a comparison with similar compounds suggests that the
adsorption mechanism and the related electronic structure
are rather general results for 	-conjugated molecules with
a S-containing head.

STM observations of pentacene molecules on Au(111) at
more than a monolayer coverage revealed periodic rows of
molecules spaced 61 ± 5 Å apart [82]. These periodic rows
consist of flat and edge-on molecules aligned with the initial
layer of pentacene. Comparison of STM images and calcu-
lations show that the formation of widely spaced periodic
rows takes place because of the total free energy gain from
commensurate growth on the substrate and bulk pentacene-
pentacene interactions. Lopinski et al. [83] demonstrated an
approach for fabricating nanoscale organic structures on sili-
con surfaces, using minimal intervention by the tip of a STM
and a spontaneous self-directed chemical growth process.
Growth of straight molecular styrene lines, each composed
of many organic molecules, and the crystalline silicon sub-
strate determines both the orientation of the lines and the
molecular spacing within these lines. This process should,
in principle, allow parallel fabrication of identical complex
functional structures.

The demand for enantiomerically pure compounds by
the pharmaceutical and chemical industries has spurred
the development of chiral technologies, which aim to exert
control over a chemical reaction by directing its enantios-
electivity. Heterogeneous enantioselective catalysis allows
the production and ready separation of large quantities of
chiral product, while using only small quantities of cata-
lyst. Heterogeneous enantioselectivity usually is induced by
adsorbing chiral molecules onto catalytically active surfaces.
A mimic of one such catalyst is formed by adsorbing (R�R)–
tartaric acid molecules on Cu(110) surfaces, which generates
a variety of surface phases, only one of which is potentially
catalytically active [84]. Ortega Lorenzo et al. [85] show that
the active phase consists of extended supramolecular assem-
blies of adsorbed (R�R)–tartaric acid, which destroy exist-
ing symmetry elements of the underlying metal and directly
bestow chirality to the modified surface. The adsorbed
assemblies create chiral channels exposing bare metal atoms,
and it is these chiral spaces are believed to be responsible
for imparting enantioselectivity, by forcing the orientation
of reactant molecules docking onto catalytically active metal
sites.

Experiments on individual molecules by using scanning
probe microscopies have demonstrated a diversity of phys-
ical, chemical, mechanical, and electronic phenomena [86].
They have permitted deeper insight into the quantum elec-
tronics of molecular systems and have provided unique
information on their conformational and mechanical prop-
erties. Concomitant developments in experimentation and
theory have allowed a diverse range of molecules to be
studied, varying in complexity from simple diatomics to
biomolecular systems. At the level of an individual molecule,
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the interplays of mechanical and electronic behavior and
chemical properties manifest themselves in an unusually
clear manner.

Reed et al. [87] showed that molecules of benzene–1,
4–dithiol self-assembled onto the two facing gold elec-
trodes of a mechanically controllable break junction form
a statically stable gold-sulfur-aryl-sulfur-gold system, allow-
ing for direct observation of charge transport through the
molecules. This study provides a quantitative measure of
the conductance of a junction containing a single molecule,
which is a fundamental step in the emerging area of
molecular-scale electronics. De Ventra et al. [88] have per-
formed first-principles calculations of transport through a
benzene–1,4–dithiolate molecule with a third capacitive ter-
minal (gate). They found that the resistance of the molecule
rises from its zero-gate-bias value to a value roughly equal to
the quantum of resistance (12.9 k�) when resonant tunnel-
ing through the 	∗ antibonding orbitals occurs. Despite the
growing interest in such systems, many fundamental proper-
ties of the molecule–substrate interface still are unanswered.

The construction of nanoscale electronic devices involves
the fabrication of narrow gap electrodes and subsequent
entrapment of a few or a single molecule between the metal-
lic electrodes. The demonstrated techniques for fabricat-
ing electrodes include mechanical break junctions, nanopore
methods [89], electrochemical plating [90], shadow evapora-
tion [91], electromigration [92], and electron beam lithogra-
phy [93]. Except for electron beam lithography, all the other
techniques have a low yield and involve a series of steps that
are difficult to control. Commercial electron beam lithogra-
phy systems have the ability to focus electrons to diameters
less than 10 nm such that metal-insulator-metal junctions
for single-molecule electronics could be fabricated. So far,
simple and reliable schemes for sub-10 nm and sub-5 nm
electrode gaps by using electron beam lithography have been
reported [94, 95].

One nm electrode gaps have been successfully prepared
by using the combined electron beam lithography and elec-
tromigration technique [96, 97]. In this approach, a narrow
gold bridge first was fabricated by electron beam lithogra-
phy. The closely packed gold electrodes (1 nm apart from
one another) then were created by the electromigration-
induced break-junction technique. Trapping a molecule
between two metal electrodes to make nanoscale transistor
is a difficult technological challenge. The molecule needs
suitable terminations that reliably bind it chemically to the
two electrodes, bridging the gap between them. Moreover,
there is presently no viable imaging technique for direct
confirmation of successful trapping without perturbing the
system, and the embedding of molecules could only be indi-
rectly established from its conduction properties.

Lin and Kagan [98] used layer-by-layer self-assembly
of metal–metal bonded supramolecules to fabricate lat-
eral nanoelectronic devices. Mercaptoethylpyridine is used
to bind to Au substrates and to template the sequential
assembly of alternating layers of redox active dirhodium
complexes [Rh2(DAniF)2]2 (O2CCH2CO2�2 (DAniF = N ,
N ′–di–p–anisylformamidinate) and conjugated organic lig-
ands trans-1,2–bis(4–pyridyl)ethylene. Optical spectroscopy
and atomic force microscopy show that the structure and
composition of these thin films are similar to those found

in tightly packed single crystals. Electrochemical studies of
these films, grown on Au substrates, reveal a reversible
oxidation wave at ∼406 mV, corresponding to the one elec-
tron oxidation of the Rh4+

2 center. This directed assem-
bly technique was used to fabricate lateral nanoelectronic
devices in which the supramolecules span the channels.
Tailoring the chemistry of the templating ligand enables
assembly on desired surfaces, and engineering the chemistry
of the supramolecules’ dimetal units and coordinating lig-
ands may tune the device characteristics.

Information storage technology relies on multistable sys-
tems that can be controllably switched between different
configurations of comparable free energy. Multistability is
present in many molecular and supramolecular systems
through a variety of properties (conformations, redox and
spin states, shape and dimensionality) that can be influenced
by external stimuli. Cavallini et al. [99] have proposed a
novel strategy by using thin films (3- to 35-nm thickness)
of each of three amide-based rotaxanes. Rotaxanes are
molecules in which a macrocycle is locked mechanically onto
a “thread” by two bulky “stoppers.” Their architecture, anal-
ogous to that of an abacus, suggests that they could be used
as switchable components for artificial machines that func-
tion through mechanical motion at the molecular level [100].
Controlling such motion in the solid state could be used to
store information. The films can be imaged by atomic force
microscopy (AFM) in contact mode with a set point force
below a threshold value of 2 nN. An increase in the load
force to just above the 2-nN threshold results in a mechani-
cal perturbation whose effect is localized at the contact area
of the tip. When the tip is continuously scanned along a
line, a string of regularly spaced dots appears. The scanning
AFM tip gives the energy to the molecules along the line
to reorganize into nuclei. As nuclei coarsen by ripening, a
characteristic distance emerges. Finally, stable nuclei grow
by incorporation of the mobile molecules to form the dots.
Writing of multiple dots simultaneously could be achieved
by using lithography based on multiple sources of perturba-
tion, for instance by using a stamp. With such an approach,
information storage on a thin film could reach densities of
1 to 10 Gbit/in2.

5. ION-BEAM INDUCED
NANOSTRUCTURES

Ion sputtering has been demonstrated as an alternative
method for nanopatterning without the need for standard
lithographic techniques. Recent studies using the high-
spatial-resolution STM and AFM reveal that ion bombard-
ment produces repetitive structures at the nanometre scale,
creating peculiar surface morphologies ranging from self-
affine patterns to “fingerprint-like” and even regular struc-
tures, for instance waves (ripples), checkboards, or pyramids.
The phenomenon is related to the interplay between ion
erosion and diffusion of adatoms (vacancies), which induces
surface reorganization. Valbusa et al. [101] reviews the use
of sputter etching to modify in-situ surfaces and thin films,
producing substrates with well defined vertical roughness,
lateral periodicity, and controlled step size and orientation.



648 Self-Organized Nanostructure Formation on Surfaces

In another review, Murty [102] summarizes the ion-solid col-
lision process leading to the ejection of atoms and discusses
different aspects of sputtering relevant to applications.

Mayer et al. [103] characterized the development of
nanometer scale topography on SiO surfaces as a result
of low energy, off-normal ion bombardment, using in-
situ energy dispersive X-ray reflectivity and AFM. Surfaces
roughen during sputtering by heavy ions, with roughness
increasing approximately linearly with ion fluence up to
1017 cm−2. A highly coherent ripple structure with wave-
length of 30 nm and oriented with the wave vector parallel
to the direction of incidence is observed after Xe sputter-
ing at 1 keV. A linear model is presented to account for the
experimental observations that include roughening both by
random stochastic processes and by development of a peri-
odic surface instability due to sputter yield variations with
surface curvature that leads to ripple development.

Gago et al. [104] reported the production of ordered
assemblies of silicon nanostructures by means of irradiation
of a Si (100) substrate with 1.2 keV Ar+ ions at normal inci-
dence. Atomic force microscopy and high-resolution trans-
mission electron microscopy show that the silicon structures
are crystalline, display homogeneous height, and sponta-
neously arrange into short-range hexagonal ordering. Under
prolonged irradiation, all dot characteristics remain largely
unchanged and a small corrugation develops at long wave-
lengths. The formation of the dots is interpreted as a result
of instability due to the sputtering yield dependence on the
local surface curvature.

Grazing incidence small-angle X-ray scattering and AFM
have been used to investigate the evolution of Si(100) sur-
face morphology during normal-incidence Ar+ sputtering as
a function of ion energy in the range of 100–500 eV [105]. In
the energy range of 100–300 eV, two structures with distinct
individual length scales and behaviors form on the surface.
The smaller scale (lateral size of 20–50 nm) morphology
grows in scattering intensity and coarsens with time, while
the larger scale (lateral size of approximately 100 nm) mor-
phology grows in scattering intensity but does not coarsen
significantly with time. At higher energies (400–500 eV),
sputtering causes the Si(100) surface to become smoother
on length scales smaller than 200 nm.

Spectroscopic light scattering was used to monitor peri-
odic ripple evolution on Si(001) in-situ during oblique inci-
dence (67.5�) Ar+ sputtering with an energy of 750 eV [106].
Analysis indicates that, under high flux, the concentration
of mobile species on the surface is temperature and ion-flux
independent. This is due to an effect of ion collision cas-
cades on the concentration of mobile species. The migration
energy on the surface is measured to be 1�2 ± 0�1 eV.

Shang et al. [107] fabricated high-density Si cone arrays
with a defined orientation over a large area by ion beam
sputtering. The density of the Si cones is as high as 6 ×
108 cm−2, and a silicide tip was found on top of each Si cone.
The Si cone arrays have a relatively low turn-on field and
have potential applications in electronic vacuum devices.

Chason et al. [108] investigated the temperature-
dependent roughening kinetics of Ge surfaces during low
energy ion sputtering by using energy dispersive X-ray
reflectivity. At 150 �C and below, the surface is amor-
phized by ion impact and roughens to a steady state small

value. At 250 �C, the surface remains crystalline, roughens
exponentially, with time, and develops a pronounced ripple
topography. At higher temperatures, this exponential rough-
ening is slower, with an initial sublinear time dependence.
A model that contains a balance between smoothing by sur-
face diffusion and viscous flow, and roughening by atom
removal explains the kinetics. Ripple formation is a result
of a curvature-dependent sputter yield.

Facsko et al. [109] observed that well-ordered nanoscale
islands appear on GaSb (001) surfaces during low-energy
normal incidence Ar+ sputtering. Crystalline dots 35 nm
in diameter arranged in a regular hexagonal lattice were
produced on the GaSb surface, the formation mechanism
replying on the interplay between ion-induced surface rough-
ening and smoothing due to surface diffusion (Fig. 3). The
characteristic length of the generated pattern was observed
to scale with the square root of ion energy over the energy
range 75–1800 eV [110]. Similar nanoscale islands formation
on lnP was achieved by Frost et al. when the lnP surfaces
were bombarded with oblique incident Ar+ ions at 500 eV
with simultaneous sample rotation [111].

Periodic Co/Pd magnetic nanostructures have been fab-
ricated by depositing perpendicular magnetic films on
nanopatterned GaSb(100) substrates formed under normal
incidence 420 eV Ar+ bombardment [112]. Similar stripe
domain patterns and reduced coercivity are observed for the
as-deposited sample as compared with those for a reference
unsputtered substrate. Further processing steps such as etch-
ing and polishing will be needed to isolate the magnetic ele-
ments from each other in order to make ultrahigh density
magnetic storage media.

Ni films grown at room temperature on flat and prenano-
structured Cu(001) surfaces have been studied in-situ by
STM and the magneto-optic Kerr effect [113]. Ar+ bom-
bardment of 30–45 monolayer thick Ni/Cu(001) films results
in the formation of self-organized pseudoperiodic nano-
structures. On flat Cu(001), the nanostructuring process
rotates the easy-magnetization axis of the 45 monolayer
Ni/Cu(001). During the growth of Ni on prenanostructured
Cu(001), neither preferential decoration of step-edges by
material nor filling of the Cu-craters occurs.

Ion sputtering-induced nanopatterns also have been
observed on metal surfaces. The morphology of the Ag(110)
surface after Ar+ ion sputtering has been studied by a vari-
able temperature STM [114]. For ion energies greater than
800 eV and in the temperature range 270 < TS < 320 K
(where TS is the sputtering temperature), a peculiar rip-
ple structure well aligned along the 11̄0� direction and
independent of the ion beam angle has been observed.
A simple model of this effect, based on the anisotropy
and on the temperature hierarchy of the Ag adatom and
vacancy surface diffusion, explains the observed features.
The evolution of the Cu(110) surface morphology during
low temperature (180 K) ion sputtering also was studied as
a function of the incident ion beam angle by means of STM
[115]. The morphology was dominated by a ripple struc-
ture with the wave vector parallel or perpendicular to the
direction of the incident beam. The time evolution of the
interface shows that the ripple wavelength increases in time
following a scaling law � ∝ tz, with z = 0�26 ± 0�02. These
results are ascribed to the effect of a Schwoebel barrier on
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Figure 3. (A) SEM image showing highly ordered cones on a
GaSb(100) surface after ion sputtering; (B) the corresponding 2D auto-
correlation reveal the regularity and hexagonal ordering of the dots,
which extends over more than six periods. Reprinted with permission
from [109], S. Facsko et al. Science 285, 1551 (1999). © 1999, American
Association for the Advancement of Science.

the interlayer diffusion of the recoiling atoms produced dur-
ing ion sputtering.

Nanopatterns on metal surfaces can be created easily by
ion sputtering. However, due to the fast diffusion processes
characterizing these materials, the nanostructures are often
unstable at room temperature and above. This effect pre-
vents the use of such patterned substrates in nanotechnology
applications. Sekiba et al. have proposed a simple oxidation
process to stabilize these features durably [116]. The method
has been tested on Cu, but its generality suggests that it can
be applied to many other metals.

Glancing-incidence ion-beam irradiation has been used
both to ease kinetic constraints that otherwise restrict the
establishment of long-range order and to impose exter-
nal control on the orientation of nanowire arrays formed
during stress-field-induced self-ordering of calcium atoms on
a CaF2(111) surface [117]. The arrays exhibit exceptional
long-range order, with the long axis of the wires oriented
along the azimuthal direction of ion-beam incidence. Trans-
port measurements reveal a highly anisotropic electrical con-
ductivity, whose maximum lies in the direction of the long
axis of the 10.1-nm-period calcium wires.

Kahng et al. [118] show that sputtering-induced nano-
structures have an inherently nonlinear origin, first appear-
ing when the nonlinear terms start to dominate the surface
dynamics. Depending on the sign of the nonlinear terms,
determined by the shape of the collision cascade, the surface
can develop regular islands or holes with identical dynamical
features. While the size of these nanostructures is indepen-
dent of flux and temperature, it can be modified by tuning
the ion energy. By using numerical simulations with the KS
equation, Kim et al. [119] demonstrate that rotated rip-
ple structures (RRS) on sputter-eroded surfaces are poten-
tial candidates for nanoscale wire fabrication. The RRS can
form when the width of the collision cascade in the longi-
tudinal direction is larger than that in the transverse direc-
tion and the incident angle of ion beam is chosen in a
specific window. By calculating the structure factor for the
RRS, it is found that the RRS are more regular and their
amplitude is more enhanced compared with the much stud-
ied ripple structure forming in the linear regime of sputter
erosion.

Lau et al. report another way of creating nanostructures
on surfaces by ion sputtering of strained superlattices that
possess periodic interfacial elemental segregation [120].
Arrays of nanoscale depressions were observed during sput-
tering of Si/SiGe heterostructures by using 500 eV O+

2 ions
at angles of incidence between 46� and 56�, with simul-
taneous sample rotation in a secondary ion mass spec-
trometry system. Both AFM and TEM results suggest that
these depressions were produced as a result of preferential
sputtering of Ge and only occur when there are undula-
tions present at the Si/SiGe interface. The formation of the
interface undulation appears to occur in tandem with the
increase in the Ge surface segregation at the Si/SiGe inter-
face for layers grown at elevated temperatures.

Manipulating matter at the nanometre scale is important
for many electronic, chemical, and biological advances, but
present solid-state fabrication methods do not reproducibly
achieve dimensional control at the nanometre scale. Li et al.
have reported a means of fashioning matter at these dimen-
sions that uses low-energy ion beams and reveals surprising
atomic transport phenomena that occur in a variety of mate-
rials and geometries [121]. The method is implemented in
a feedback-controlled sputtering system that provides fine
control over ion beam exposure and sample temperature.
They name the method “ion-beam sculpting,” and apply it
to the fabrication of a molecular-scale hole, or nanopore, in
a thin insulating solid-state membrane. Such pores can serve
to localize molecular-scale electrical junctions and switches,
and function as masks to create other small-scale structures.
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6. PHOTON-INDUCED NANOSTRUCTURES
Pulsed-laser irradiation is another method for growing nano-
particles on surfaces [122]. The high photon flux impinging
on a target produces the ejection of a high density of neutral
atoms, ions, and electrons. The background gas pressure
confines the ejected material to a certain distance from the
target that can be collected on a substrate or redeposited
on the target. Fowlkes et al. [123] used pulsed-laser irra-
diation to induce the formation of linear arrays of nano-
particles that can extend over millimeter distances. On flat
surfaces, the irradiation induces the fragmentation and clus-
tering of a thin silicon film pulsed-laser deposited on silicon
into nanoparticles that grow to 30 to 40 nm in diameter. The
nanoparticles aggregate into clusters that migrate, forming
short curvilinear groups that exhibit a short-range ordering.
If a region containing a microscopic roughness is introduced,
the nanoparticles are forced to align into long and remark-
ably straight lines with line spacing very close to the laser
wavelength. A close connection is established between the
nanoparticle alignment and the evolution of laser-induced
periodic surface structures, and the microscopic roughness
serves as a trigger to produce the alignment.

Kawamura et al. [124] used femtosecond laser pulses
(wavelength ∼800 nm) to encode two cross-superposed
holographic gratings on silica glass. A variety of periodic
nanostructures from a 1D wire array to 2D arrays of holes or
islands were formed by changing the energy density and the
incidence angle of the irradiation laser beams. The small-
est dimensions were a width of ∼15 nm for wires and a
diameter of ∼20 nm for holes. Laser-driven microexplosions
occurring within the microcylindrical-lens array created by
the first laser pulse are suggested as a mechanism for the
formation of these structures. Only two pulses are required
to encode these periodic structures, and this method could
be applied to the fabrication of photonic crystals and QD or
wire arrays.

7. SUMMARY
While lithographic techniques (electron, optical, UV, X-ray,
ion projection, etc.) still dominate today in micro- and
nanoscale fabrication, this review has focused on methods of
self-organized nanostructure formation on surfaces, which
could provide an alternative approach to nanodevice fabri-
cation with potentially smaller feature sizes, even approach-
ing the atomic scale. In particular, emphasis is placed on
how nanostructures can form spontaneously due to surface
dislocations, adsorbates, strain-relief, and the presence of
steps and facets. Molecular nanostructures are described
because of their potential applications in the biomedical
sciences. It also is shown that broad beams of ions and pho-
tons can induce nanostructure formation under appropriate
conditions.

GLOSSARY
Adsorbate An atom or molecule that adheres to a surface
through chemical or physical bonding.
Atomic force microscope (AFM) An instrument that is
able to image surfaces to molecular accuracy by mechani-

cally probing their surface contours. A device in which the
deflection of a sharp stylus mounted on a soft spring is
monitored as the stylus is moved across a surface. If the
deflection is kept constant by moving the surface up and
down by measured increments, the result (under favorable
conditions) is an atomic-resolution topographic map of the
surface.
Chemisorption Adsorption in which the forces involved
are binding forces of the same kind as those operating in the
formation of chemical compounds. Chemisorbed atoms or
molecules are therefore more strongly bound to the surface
than physisorbed atoms or molecules.
Clusters Aggregates of atoms (or molecules) that contain
between three and a few thousand atoms which have prop-
erties intermediate between those of the isolated monomer
(atom or molecule) and the bulk or solid state material.
Dislocations Linear defects inside a crystal lattice which
govern the plastic behaviour of a material. Since dislocations
cannot end somewhere inside a crystal, they must either
form dislocation loops or reach the surface.
Fermi wavelength At low temperatures the current is
mainly driven by electrons with energy close to the Fermi
energy; hence the relevant length scale is the Fermi wave-
length, typically around 35 nm. In particular, when the
dimension of metallic nanowires is comparable to the elec-
tron Fermi wavelength, the conductance is quantized and no
longer obeys classical Ohm’s Law.
Ions An ion is any atom or group of atoms that bears one
or more positive or negative electrical charges. Ions are typ-
ically formed by the addition of electrons to, or the removal
of electrons from, neutral atoms or molecules or other ions.
Mesoscopic The Greek word meso means “in between”.
Mesoscopic physics refers to the physics of structures of
intermediate sizes, ranging from a few atomic radii to a few
microns. A mesoscopic sample is too big to study its proper-
ties by standard methods in the physics of individual atoms,
and is too small for the application of the familiar physical
laws of the macro world. A macroscopic device, when scaled
down to a meso-size, starts revealing the quantum signatures
of conventional characteristics. For example, in the macro
world, the conductance of a wire increases continuously with
its diameter, but in the meso world the wire’s conductance
is quantized, i.e., the increases occur in steps.
Nanostructures Regular structures formed, for example
on a surface, at the nanometer scale.
Photons Energy packets of electromagnetic radiation; light
consists of photons.
Scanning tunneling microscope (STM) An instrument
that is able to image conducting surfaces to atomic accu-
racy and has been used to manipulate atoms/molecules
on a surface. The normal operation of the device is to
maintain a constant tunneling current between the probe
tip and the surface kept at constant bias difference, so the
vertical movement of the tip maps the surface electronic
topography.
Self-organized The spontaneous regular arrangement of
atoms, molecules or clusters, for example on a surface, due
to interactions between the entities and the surface.
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Stranski–Krastanov (SK) growth The growth of 3D
islands on a surface after the strain energy exceeds some
critical limit of a 2D structure (wetting layer).
Surface facets More stable low index surface planes (with
higher atom density) which a high index surface (with lower
atom density) often prefers to transform itself into.
Surface steps Discontinuities on a surface typically due to
an additional atomic layer. These steps are usually favorable
sites for atoms, molecules or clusters to bind at.
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1. NANODEVICES AND MODELING

1.1. Why Semiconductor Nanodevices?

We are used to the presence of computer silicon chips in
everyday objects—automobile engines, washing machines,
and relatively inexpensive children’s toys. They are even
being inserted into furniture flat-packs to ensure that the
components are assembled in the correct order [1]. A com-
mon feature of these everyday chips is that they do not need
to work at very high speed (relatively speaking in chip terms)
and they do not need to be too small in size. These are
devices whose size is measured in micrometers (one micro-
meter equals one-millionth of a meter, or 1000 nanometers),
and the prefix “nano” is never applied to them because the
prefix “micro” is sufficient to describe their size. However,
the rate at which new electronic devices is being developed
grows ever larger. There is a need for new scientific mea-
suring instruments and detectors to become more sensitive,
and success in the consumer market means that devices must
be smaller and more efficient. Their development depends
crucially on the development of the individual components
which make up the devices, and there is an overall trend for
these components also to be smaller and work more rapidly.
In particular, developments in the manufacture of thin films
have made it possible to fabricate more complex layers of
material, down to the limits of a single atomic layer. As
described below, these pave the way for the preparation of
very small and fast transistors onto chips, leading to devices
which operate at very high frequencies.

So what types of new devices are we talking about?
The development of mobile telephones affords a very good
example of the way in which devices are being devel-
oped for minutarization and speed of operation. In any

communications channel, a higher bandwidth means that
information can be sent faster and in greater amounts,
and a higher bandwidth requires that communication chan-
nels must be able to handle signals of higher frequency.
Frequency is measured in hertz (Hz), or cycles per sec-
ond. Processors in today’s personal computers operate
at frequencies typically between 500 MHz and 2.5 GHz
(1 MHz, or one megahertz, is one million hertz; 1 GHz,
or one gigahertz, is 1000 megahertz). The first genera-
tion of mobile telephones operated at frequencies between
900 MHz and 1.9 GHz. The new generation of mobile tele-
phones allows much more information to be sent, including
photographs, and so much more bandwidth is needed for
these devices; a group at the University of Leeds is now
working on designing and producing devices which will oper-
ate up to 2000 GHz. More bandwidth also means more effi-
cient microwave devices for use in, for example, receivers
for satellite TV and radio transmitters [2]. A recent devel-
opment has taken place in the use of high frequency devices
for use in hidden weapons detection; metal detectors can-
not locate plastic or ceramic weapons, and X-ray imaging
is potentially harmful. To overcome this problem, a group
at the Pacific Northwest National Laboratory has developed
a method of producing holographic screened images using
detectors working at frequencies of typically 100 GHz. An
increase in bandwidth will also mean that one day we could
have nano cameras circulating through the human body
sending information to outside receivers. Another major
area of development is in optoelectronic devices, which
directly interface optics and electronics. An example of this
technology lies in the amplification of optical signals pass-
ing through fibers. In long stretches of fiber, for example
in undersea communications, optical signals degrade and
must be boosted before passing down the next stretch of
fiber. Previous methods have relied on the conversion of
the weakened optical signal to electrical ones, but a much
more efficient system is to allow the optical signal to stim-
ulate semiconducting material which itself will directly gen-
erate light for onward transmission. Another application of
this optoelectronic technology lies in environmental con-
trol through the detection of light which has been degraded
by passing through atmospheric polution [3]. However, our
old friend silicon (Si) is not efficient at generating light,
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and much more efficient semiconductor generators such as
gallium arsenide (GaAs) are being developed.

What are the physical processes in our devices which
determine how fast they work? The answer contains many
strands, but the two main ones are size and material com-
position. To show how size influences the situation, consider
a very basic device consisting of a lump of semiconduct-
ing material with two metal contacts at some distance apart
on its surface—we will describe more specific and complex
devices in some detail later. The device is switched on by
applying a voltage across the contacts, and a resulting cur-
rent is caused by the transit of electrons through the mate-
rial, from one contact to the other. (current is also carried
by the holes left behind in the lattice structure which elec-
trons have vacated, but more of this later). If we want to
use this device for rapid switching, then the speed of this
switching (the frequency of which is given by the number
of switches per second) depends on how rapidly an electron
can pass from one contact to the other. Clearly, by making
the device smaller we are able to cut down on the transit
time and hence increase the number of switches per sec-
ond, or the frequency range, of the device, and this is partly
why smaller devices are being developed. Higher frequencies
mean larger bandwidth, resulting in the ability to send more
traffic down a given channel. It is therefore truly remark-
able that if we want to increase this traffic then we have
to use smaller devices! It is not only the smallness of size
that is important in increasing this capacity, but the com-
position of the material used is also important in reducing
transit times. If electrons were swimmers, they would prefer
not to swim through a treacle-like substance such as silicon,
but they would find the journey much less arduous to swim
through a less viscous substance such as gallium arsenide.
In material terms, we say that gallium arsenide has greater
mobility than silicon; we will show later how the value of the
mobility is used. This swimming analogy, although extremely
simplistic, is quite a reasonable one; as we shall see later, it
turns out that in some theoretical process we can treat the
electron transport in materials as a fluid flow.

However, it is plain that a further reduction in size must
affect the way in which we think of electron transport in our
transistors. Let us do a simple calculation involving some
typical physical values to illustrate this point. Suppose that
in the simple device described above, the distance between
the contacts is one micrometer (a micrometer, denoted by
the symbol �m, is one-millionth of a meter), and it is one-
tenth of a micrometer thick and one centimeter wide (or
10,000 micrometers). Note that one of these lengths is very
much larger than the others; we will use this fact when we
come to mathematically model such a device. Then the vol-
ume of the device is 1000 cubic micrometers (103 �m3). If
we take a typical electron density of 100 electrons per cubic
micrometer, then at any one time there will be 103 × 102 =
105 electrons in the device. We can easily reduce this number
by a factor of 10, to a value of 10,000, by just over halving
each dimension. Thus we soon get to the stage where, with
only 10,000 particles in the transistor at any one time, we
can no longer treat the electron flow as we would a continu-
ous fluid. This picture of electron flow as a continuous fluid,
together with the use of the Boltzmann transport equation
which we will describe later, has been the basis of our efforts

to describe the physical nature of electron transport in semi-
conductors. Any further reduction in size of our devices will
mean that we will have to employ drastically new theoreti-
cal methods to describe this transport. Extra problems arise
if our well-known devices are reduced further in size. The
current that such a device is able to pass will be limited
if the device is too thin. Further, hotspots with extremely
high temperatures can occur in nanoscale devices, and then
lattice vibrations will scatter the conduction electrons in an
uncontrollable way. It must therefore be clear that there is
a limit to which we are able to reduce the size of our well
tried and tested devices.

We have described a device containing 10,000 electrons
at one time, but amazingly we can create devices which
contain only 1 electron at a time, leading to the exciting
prospect of single-electron transistors [4–6]. Such devices
exploit the essentially quantum nature of electron behav-
ior, because they cannot be treated as classical particles
which obey Newton’s laws of motion. To illustrate this point,
imagine what would happen if you were to suddenly stand
up and run into the nearest wall—please, do not try this.
Experience, and the predictions of Newtonian mechanics,
suggests that you will bounce back off the wall. However,
quantum theory predicts that electrons can perform the trick
of passing through an equivalent wall and travel on the other
side. This process is called tunneling—they pass through
potential barriers that would be impenetrable to them clas-
sically. This behavior is exploited in the single-electron tran-
sistor, in which an electron can tunnel into a “box” made
up of suitably positioned potential barriers approximately
1 nanometer apart. By altering the applied voltage around
the barriers, electrons can be made to tunnel in and out
of the box one at a time so that the charge inside the
box can be counted in discrete units. These electrons can
be confined in all three space directions, and for this rea-
son such a device is known as a quantum dot. Since elec-
trons traverse the dot one at a time, such an arrangement
can be used for extremely sensitive measurements of elec-
tric charge. Another exciting possibility is that these dots
could be used for manipulating quantum bits that will be
needed for the implementation of quantum computing [7].
Another exciting prospect arises from the fact that a num-
ber of electrons confined within a quantum dot have inter-
actions unlike those seen between electrons in an atom.
Effectively, artificial atoms can be created, and an exciting
challenge is to make new material composed of these new
artificial “atoms.” Many problems lie ahead in exploiting
these new ideas—for example, how to create these dots to a
consistent pattern rather than randomly, how to link these
“atoms” together to form new material, and how to do all
this at room temperature rather than at the low tempera-
tures required at present. These are physical constructs for
which the prefix “nano” really is more appropriate than the
prefix “micro.”

1.2. Process of Nanodevice Modeling

Novel manufacturing techniques must be developed in order
to produce these new nanotransistors, but first new proto-
types and experimental devices must be made before they
are ready for the mass market. It is extremely expensive
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to set up the fabrication tools for these prototype devices,
especially if they are found not to work as required. Thus
it is no longer economically feasible to fabricate experimen-
tal designs without at first producing mathematical models
which will predict how these devices will perform. In the
same way that new materials and fabrication processes are
being developed, so too are new mathematical techniques
being developed in order to predict the behavior of these
new devices.

There are three main strands to the modeler’s task.
First, it must be decided what physical processes are to
be included, and how to incorporate them into equations.
Too many physical effects will make the task cumbersome
and impossible to complete, while too few will make the
model physically unrealistic. The equations which arise at
this stage of the modeling process are almost always nonlin-
ear partial differential equations. The second strand involves
the solution of these equations, always assuming of course
that they have been set up in a way that they do pos-
sess a solution. Since the equations are highly nonlinear
[for example, the lifetime �e appearing in Eq. (4) is itself
a function of the solution, whose form must be inserted
numerically], then it is possible to obtain exact analytical
solutions to the equations only if the physical content is
idealized to such an extent that the device is physically
unrealistic. Hence, the solution of the equations for real-
istic devices invariably involves numerical computing tech-
niques. The third strand involves the interpretation of the
numerically computed results. Having obtained a numerical
solution to the equations which model a particular physical
configuration of a device, physical characteristics may then
be computed and compared with experimental results, if
there are any. If a prototype device has already been manu-
factured, and the computed results do not compare favorably
with the measured ones, then the mathematical model must
be changed in some way—for example, by modeling extra
physics. If the computed results do compare favorably, then
the modeler will have the confidence to suggest improve-
ments to the physical configuration by suggesting, for exam-
ple, that doping profiles or device dimensions be changed at
manufacture.

We will illustrate the role of device modeling by con-
centrating on one particular nanodevice—the high electron
mobility transistor (HEMT). This is a device which has
improved transport qualities compared with the more basic
metal Semiconductor field effect transistor (the MESFET)
in the way described below. Although these devices are only
two of many devices in existence, a description of the pro-
cess of modeling them illustrates common features applica-
ble to the modeling of many nanodevices. A typical HEMT
or MESFET structure is illustrated schematically in Figure 1
and consists of layers of different semiconducting mate-
rial, together with at least three contacts—the source, gate,
and drain. The source and drain are ohmic contacts (that
is, they are perfect sources and sinks providing no injec-
tion of charge carriers), while the gate is a Schottky con-
tact (a reverse contact bias at such a metal—semiconductor
interface blocks the flow of electrons and creates a region
that is depleted of electrons; this is modeled using the built-
in potential �b introduced in Section 2) [8]. The gate is often
recessed into the device as shown. A typical gate length

Figure 1. A typical HEMT or MESFET structure showing the source,
gate, and drain contacts. There are four layers and two recesses in this
figure. A fourth field plate contact (fp) is often added in order to spread
the electric field in the device.

usually lies in the range of 100 to 500 nanometers. Volt-
ages Vg and Vd relative to the source are applied to the
gate and drain respectively, and a current flows through the
device. The current–voltage (Id–Vd) characteristic curve has
a device-dependent profile for a fixed value of Vg . By varying
Vg , this characteristic profile is changed because the effect of
changing Vg is to cause a larger or smaller electron depletion
region around the gate. Generally in a semiconductor, cur-
rent is carried by both electrons and holes (they are bipolar
devices), but in the MESFET or HEMT the current is dom-
inated by the electron flow, and hole current is neglected
(the unipolar model).

The layers of the MESFET consist mainly of n- or p-type
semiconducting material, most often of GaAs which has a
higher electron mobility than that of silicon (that is, for
given electron density and electric field values, the current
is higher). The disadvantage of this device is that the con-
duction electrons suffer many collisions with the structure of
the crystal lattice. This limits the speed at which the device
works. A much more efficient arrangement, as far as shorter
transit time is concerned, is the HEMT whose structure con-
sists of, for example, GaAs and aluminum gallium arsenide
(AlGaAs). This device works because conduction electrons
fall into potential wells near the AlGaAs interfaces where
they suffer far fewer collisions. These wells are typically only
several nanometers wide, and the electrons are able to tran-
sit the device virtually unhindered in thin sheets parallel to
the interfaces. Again, an analogy of a fluid flow springs to
mind here, where rainwater falling onto a roof rolls down
into a gutter which carries it quickly away.

A typical HEMT device will consist of many different lay-
ers of GaAs and AluGa1−uAs with differing mole fractions
u of Al. The depth of the device in the direction of the axis
Oy is typically of an order of magnitude smaller than its
length in the direction of the axis Ox. Its length along the
third axis Oz (not shown in Fig. 1) is typically many orders
of magnitude larger, and it is common to consider only a
two-dimensional model for a slice perpendicular to Oz. The
modeler may seek to predict the effects of altering many
physical parameters of the system; for example, device char-
acteristics may be varied by changing the various physical
dimensions of the device, or by changing the number of lay-
ers, or by changing the Al mole fractions u of the layers,
or by changing the electron doping densities. A fairly recent
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development has been to add an extra contact—the field
plate (denoted by fp in Fig. 1) [9, 10]. This has the effect of
raising the operating voltages of HEMTs by spreading out
hotspots in the electric field.

There are several different levels at which the modeling
of devices may be achieved, with the simpler processes not
achieving the degree of flexibility required in dealing with
multilayer structures. Computer aided design (CAD) pack-
ages exist which exploit most of these processes. The first
main method to be used was the equivalent circuit method
[11–14] in which equivalent electric circuits are constructed
to mimic device characteristics. Although still used in many
CAD packages, it is a very blunt approach and is not capa-
ble of taking the subtleties of solid state processes into
account. At the other end of the scale is the Monte Carlo
technique [15–17] in which individual electron paths are
computed once all scattering data are given. This approach
can produce excellent results but, given the very large num-
ber of particles needing to be tracked, it is extremely expen-
sive in computational cost. A third approach, which is the
one we shall concentrate on in this work, is that of semi-
classical modeling. In this method, the Poisson equation is
solved together with equations which arise by taking the
first few moments of the Boltzmann transport equation.
Data for lifetimes, mobilities, etc. are input in numerical
form having first been calculated (in previous simulations)
using the Monte Carlo technique. This method allows fairly
rapid implementation while at the same time allowing subtle
solid state processes to be incorporated. One of the sim-
plest methods in this semiclassical approach is the drift dif-
fusion approximation [18, 19] in which the Poisson equation
is solved along with the current continuity equation. This
method produces reasonable results for devices with rela-
tively large physical dimensions. However, for nanodevices
which are considerably smaller, in which high electric fields
are generated, the hydrodynamic model [20, 21] must be
used to account for the effect of electron heating. In this
approach, the Poisson equation is solved with both the cur-
rent continuity and energy transport equations. In the case
of the HEMT in which quantum wells are formed at the
interfaces, we must also solve the Schrödinger eigenvalue
equation of quantum mechanics. A number of eigensolu-
tions of this equation are then used to compute the electron
number and energy densities at each point in the device.

In Section 2 we introduce the differential equations
which describe the hydrodynamic model for the HEMT. In
Section 3 we discuss several main methods which are used
to obtain numerical solutions of the equations. In Section 4
we will concentrate on the most widely used of these meth-
ods, namely, the finite difference method. We will discuss the
main techniques which are employed in implementing this
method and give an example of a solution for a specific mul-
tilayer HEMT.

2. EQUATIONS AND THEIR DERIVATION

2.1. Main Equations

When attempting to model a particular device, we must
first decide what variables will best describe its physical
nature. In semiconductor device modeling, the most natural

variables will be the electrostatic potential �, electron tem-
perature Te, electron density n, hole density p, quasi Fermi
level EF = −q�, total energy density W , electron current
density J, electric field E, and the average carrier energy �.
Not all of these quantities are independent, and the relations
between them will be outlined below.

The transport of charge carriers in semiconductors must
obey Maxwell’s electromagnetic equations

� × E = −�B
�t

� ×H = J+ �D
�t

� · D = �	 � · B = 0

where B is the magnetic induction, D is the electric displace-
ment, H is the magnetic field, and � is the electric charge
density. This last equation implies that B = � × A for some
vector potential A. The first equation then implies that � ×

E + �A

�t
� = 0, or equivalently that E + �A

�t
= −�� for some

scalar potential �. In the modeling of many devices, and
especially those being considered here, the term �A

�t
may be

neglected due to its relatively small size, and so the elec-
tric field will be given by E = −��. We further assume that
the permittivity is independent of time and that polarization
due to mechanical forces is negligible, so that we may write
D = �0�rE where �0 = 885 × 10−12 Fm−1 is the permittiv-
ity of free space, and �r is the relative permittivity of the
material (13.18 in the case of GaAs). The third of the four
Maxwell equations then gives � · 
�0�r���=−�. If ND is the
doping density imposed at manufacture, then we may write
� = q
ND − n� where q = 16× 10−19 C is the magnitude of
the electron charge. We finally have Poisson’s equation

� · 
�0�r��� = −q
ND − n� (1)

The starting point for the modeling of the transport dyna-
mics is the Boltzmann transport equation

df

dt
= �f

�t
+ �f

�k
· �k
�t

+ �f

�r
· �r
�t

= 0 (2)

for the distribution function f 
k	 r	 t� which is given in terms
of the particle momentum �k, position r, and time t. The
interpretation of this function is that f 
k	 r	 t�d3rd3k is the
number of particles in the space region d3r at position r and
momentum region d3k at momentum �k at time t, where
2�� is Planck’s constant h = 6624× 10−34 J s. We then take
a moment of this equation by multiplying through by some
function g of the variables and integrating over all k-space
[22]. We take the first three moments of this equation by
taking g = 1, mv, and 1

2mv2 in turn, where m and v are the
particle mass and velocity respectively. Then using various
simplifying assumptions [23, 24] we obtain the following set
of equations:

(i) the continuity equation for electrons

�n

�t
= 1

q
� · J (3)

Normally, terms involving generation and recombi-
nation rates for charge carriers are present on the
right hand side of this equation. However, they are
neglected here for the unipolar MESFET model.
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(ii) the energy transport equation

�W

�t
= J · E− 
W −W0�

�e
− � · s (4)

Here, the term J · E represents the Joule heating
(in any conductor carrying a current, heat called the
Joule heat is produced). The second term on the right
hand side of this equation represents the relaxation
of the total energy density W back to the equilib-
rium energy density W0. If we write W = n�, then
the energy relaxation lifetime �e is generally found to
be a function of �. The quantity s is the energy flux
described below.

2.2. Subsidiary Equations

We first consider the set of equations in relation to MESFET
modeling, in which there are no quantum wells formed at
the layer interfaces. In this case there is no need to solve
the Schrödinger equation explicitly. For the nondegenerate
approximation, which is valid when the pure semiconductor
is not too highly doped with impurities, the electron density
is given by the simple exponential form

n = Nc exp
(

q

kBTe


� − ��

)
(5)

Here, kB = 138 × 10−23 JK−1 is the Boltzmann constant,
and Nc ≡ 2
2�m∗kBTeh

−2�15 where m∗ is the effective mass
of the electron. In this nondegenerate case, the expression
for the current density J in Eq. (3) and the energy flux s in
Eq. (4) can be written

J = −qn��� + kB�Te�n+ akB�n�TE + bkBTen�� (6)

s = −�WE− kB

q
�
�WTe� (7)

where � is the electron mobility. The various terms on the
right hand side of Eq. (6) are explained as follows. Remem-
bering that the electric field is E = −��, the first term is
qn�E and represents the drift of the charged electrons in
this field. The second term represents the diffusion of the
particles, irrespective of their charge. The third term is the
contribution from the diffusion of the energy, and the fourth
term should really be included as part of the term involv-
ing �n. The expression for s is similarly interpreted; the first
term is the energy drift and the second is the energy diffu-
sion. The values of the constants a and b are taken differ-
ently by several authors. Tang [25] takes a = 1 and b = 1,
McAndrew et al. [26] and Selberherr [27] take a = 1

2 and
b = 0, and Snowden and Loret [28] and Feng and Hintz [29]
take a = 1 and b = 0. The position-dependent average elec-
tron energy � is normally given by

� = 1
2
m∗v2 + 3

2
kBTe

and it is usual to omit the kinetic energy term 1
2m

∗v2 which
is typically an order of magnitude lower than the thermal
energy. Since � is the average electron energy, we further
have W = n� for the total electron energy.

2.3. Physical Data

The above expressions require that the electron mobility �,
effective mass m∗, and lifetime � must be specified in terms
of �. These specifications are obtained using Monte Carlo
simulations and experimental data on the steady state trans-
port charateristics of the bulk material. This provides data
for �, � , m∗, and other quantities in terms of the static elec-
tric field Ess which then acts as an intermediate variable.
The electron mobility is given by

� = 300�0

T0

1+ vsE
3
ss

�0E
4
0 
1−53×10−4T0�

1+ 
Ess/E0�
4

 (8)

where the parameters take the values shown in Table 1
for several materials. For AluGa1−uAs, we take [30] m∗ =

0067+ 0083u�me where me = 911× 10−31 kg is the elec-
tron rest mass, and �r = 1318 − 312u. Similar expressions
apply for InGaAs.

In the case of the HEMT, we have quantum wells formed
at the interfaces of the different material layers, and so
the Schrödinger equation must be solved for the discrete
eigenstates which result from these wells. We may explain
the physical nature of these wells by studying the nature
of the energy levels allowed to electrons in a semiconduc-
tor. When the Schrödinger equation is solved for a potential
caused by a periodic crystal lattice, the energies allowed to
the electrons fall into bands, separated by forbidden bands.
Electrons which are free to move through the crystal have
energies in the conduction band. These electrons can lose
energy, for example through emitting photons or by col-
liding with the crystal lattice, and fall into the next low-
est band—the valence band—where they are tied to the
lattice sites. They may also be knocked out of these sites
to become conduction electrons again. If Ec is the lowest
allowed energy in the conduction band, and Ev is the highest
in the valence band, the above generation and recombina-
tion processes will depend on the value Eg = Ec − Ev of
the energy gap between the two bands. When two different
materials with different energy gaps are brought together
there will be a mismatch in their values of Ec. The disconti-
nuity step Eh in these values gives rise to the quantum wells,
and its value again depends on the mole fraction u of Al
or In in the AluGa1−uAs or InuGa1−uAs. We take [30] Eh =
065
1155u− 037u2� for an AluGa1−uAs–GaAs interface.

2.4. Schrödinger Equation for the HEMT

The modeling and numerical simulation of the HEMT
involve an extra degree of difficulty, because quantum wells
are formed at the interfaces of the different materials,

Table 1. Values of the parameters used in the expression for the elec-
tron mobility � for several materials.

Material E0 (Vm−1) vs (m s−1) �0 (m2 V−1 s−1)

GaAs 40× 105 85× 104 0.8
AlGaAs 70× 105 50× 104 0.2
InGaAs 30× 105 10× 105 1.0
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and so the energies allowed to the electrons are par-
tially quantized there. The quantized energy levels �
�� with
corresponding eigenfunctions �
�� satisfy the Schrödinger
equation

−�
2

2
� ·

(
1
m∗��
��

)
+ q
Vxc + Ec��
��

= q�
���
�� 
� = 0	 1	 2	    � (9)

where Ec = Eh − � is the conduction band minimum and
Vxc is the exchange correlation energy. This last term arises
purely as a quantum effect and comes when we change from
a single-particle description to a many-particle description.
Its form may be approximated by [31]

Vxc = −
(
1+ 003683rs ln

(
1+ 21

rs

))(
2

��rs

)
R∗

y (10)

where

� =
(

4
9�

)1/3

a∗ = 4��0�rh
2

q2m∗ rs =
(
4
3
�a∗3n

)−1/3

and R∗
y = q2/
8��0�ra

∗� is the effective Rydberg constant.
Note the careful positioning of the quantity m∗ in Eq. (9).
This positioning is needed to ensure that the kinetic energy
operator is Hermitian (Hermitian operators are necessary
because they possess real eigenvalues).

When obtaining a numerical solution of the equations,
the most time-consuming part is the solution of the two-
dimensional Schrödinger equation. In order to speed up the
process, it is convenient to solve the eigenvalue problem
in one-dimensional slices perpendicular to the layer struc-
ture, that is, along Oy, since the potential varies much more
slowly along Ox. Consequently we solve the one-dimensional
equation

−�
2

2
d

dy

(
1
m∗

d�
��

dy

)
+ q
Vxc + Ec��
��

= q�
���
�� 
� = 0	 1	 2	    � (11)

The expressions for the total electron density n and energy
density W are more complicated for the HEMT structure,
since we must take the contributions from the quantized
structure into account. In particular, the electron density n
does not obey the nondegenerate expression of Eq. (5). We
take the first L eigensolutions (a discussion of how this value
is taken is given in the next section) ordered in the sense that
�
0� < �
1� < · · · < �
L−1� and then take integrals involving
the density of states. The total electron density is given by
n = n2 + n3 where, outside the well defined by �
L−1� < Ec,
we take

n2 = 0 n3 = Nc3F 1
2

(
1

kBTe


EF − Ec�

)
(12)

where the Fermi integral F is defined by

Fr
a� ≡
1

�
r + 1�

∫ �

0

xr

1+ ex−a
dx (13)

where �
r + 1� ≡ ∫ �
0 xre−x dx. This replaces the simple

exponential form for the nondegenerate case given in
Eq. (5). Inside the well we take

n2 =Nc2

L−1∑
�=0

��i
y��2 ln
(
1+ e

1
kBTe


EF −�
���
)

n3 =
1
2
�

(
8m∗

h2

) 3
2 ∫ �

�
L−1�


E − Ec�
1
2

1+ exp
 1
kBTe


E − EF ��
dE

(14)

where the coefficients are defined by Nc2 ≡ 4�m∗kBTe/h
2

and Nc3 ≡ 2
2�m∗kBTe/h
2�15. Similar expressions hold for

the total energy density W = n� =W2+W3; outside the well
we take

W2 = 0 W3 = Wc3F 3
2

(
1

kBTe


EF − Ec�

)
(15)

while inside the wells,

W2=Wc2

L−1∑
�=0

��i
y��2
(
F1

(
1

kBTe


EF −�
���

)
− 1
kBTe

×
Ec−�
���ln
(
1+e

1
kBTe


EF −�
���
))

(16)

W3=
1
2
�

(
8m∗

h2

) 3
2 ∫ �

�
L−1�


E−Ec�
3
2

1+exp
 1
kBTe


E−EF ��
dE

where

Wc2 ≡
4�m∗k2

BTe
2

h2
and Wc3 ≡ 3

(
2�m∗kBTe

h2

)15

kBTe

The complete solution of the equations requires that the
boundary conditions be specified. On all of the free sur-
faces we require that the normal derivatives of �, �, and
Te are zero, so that no current or energy flows through
these surfaces. On the ohmic source and drain we set �
equal to the applied voltages Vs and Vd, respectively, while
n is set to the doping density. On the Schottky gate we set
� = Vg + �b where �b is the built-in potential described in
Section 1 whose value is taken as −08 V, while n is taken
as a very small nominal value to account for the depletion
region around the gate. The electron temperature Te is set
to the constant lattice temperature T0 on all three contacts.
The eigenfunctions �
�� are taken to vanish at the extremi-
ties of y. If a field plate is incorporated into the structure
then we may treat it, in a crude approximation, as a second
Schottky gate but with a different value of �b.

The extreme nonlinearity of the problem is now appar-
ent. A study of the close relation between the Poisson equa-
tion (1) and the Schrödinger equation (11) illustrates this
point very clearly. To solve the Poisson equation for the
electrostatic potential � we need to know the electron den-
sity n on the right hand side of the equation. We calcu-
late n from the solution of the Schrödinger equation using
Eqs. (12)–(14), but to solve the Schrödinger equation we
need to know � because it appears in the potential of that
equation (remember that Ec = Eh −�). Add in the fact that
that the equations of current continuity and energy transport
also contain these variables, both implicitly and explicitly,
and we realize that the only way of solving the equations
simultaneously is by numerical means.
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3. NUMERICAL METHODS
OF SOLUTION

3.1. Overview

The equations described in Section 2 are highly nonlinear:
for example, the lifetime �e appearing in Eq. (4) is itself
a function of the solution, and numerical values of this
function must be fed in from experimental data. For any
realistic device, therefore, no analytic solutions are possible,
and numerical methods must be used. In this section we will
outline a number of main numerical methods which have
often been used in simulations. One of these—the finite dif-
ference method—will be picked out as being the most con-
venient method to use for many devices, and we will give
details of the main techniques for implementing this method
in Section 4.

The main solution methods will be illustrated for a situ-
ation in which a two-dimensional cross section is appropri-
ate. This situation will apply when, for example, one length
(taken as the length in the z direction) is very much larger
than the other two—this case will certainly apply, for exam-
ple, in HEMT or MESFET simulations. This condition may
not apply in some situations, and the full three dimensional
simulation is appropriate there. On the other hand, some
simulations of the p–n junction use only a one-dimensional
model. In all cases, the methods described here for the
two-dimensional situation can be extended for a three-
dimensional simulation or restricted for a one-dimensional
simulation.

3.2. Finite Difference Method

In this method, the space of the device is overlaid with a
rectangular mesh whose lines are parallel to the axes Ox
and Oy. Meshpoints x0	 x1	 x2	    	 xi−1	 xi	 xi+1	    	 xNI are
taken along the x axis and meshpoints y0	 y1	    	 yNJ are
taken along the y axis [32, 33]. Along Ox therefore, there
are a total of 
NI+1� meshpoints, with 
NI−1� being inter-
nal, and there are NI intervals. Any function f 
x	 y� which
appears in the defining equations is then evaluated at any
of the 
NI + 1� × 
NJ + 1� meshpoints, with the notation
that fi	 j ≡ f 
xi	 yj�. In this way, the governing equations are
written down at each meshpoint 
i	 j�, and a set of simul-
taneous equations is obtained for the values of the various
physical quantities at each meshpoint: for example, the total
electron density n will take the 
NI + 1� × 
NJ + 1� values
ni	 j . The exact ways in which the partial differential equa-
tions are written in terms of the discretized values, and the
ways in which the resulting nonlinear finite difference equa-
tions are solved, are the subjects of a vast body of ongoing
research.

The mesh need not be uniform; that is, the mesh spac-
ings need not be all of the same width. We will use the
notation that the mesh spacings along Ox and Oy are hi ≡
xi+1 − xi and kj ≡ yj+1 − yj , respectively, so that, for exam-
ple, hi and hi−1 are not necessarily equal. It is convenient to
use such a nonuniform mesh in devices in which a variable
is rapidly changing in some regions and is slowly changing
in others. The competing needs for numerical accuracy and
speed of solution require that as many meshpoints as possi-
ble are used in these regions of rapid change while relatively

few are used in the other regions. As the numerical solu-
tion progresses, certain mechanisms are employed to check
whether or not extra meshpoints should be inserted at vari-
ous positions. Since the overall size 
NI + 1�× 
NJ + 1� of
the mesh determines the speed of solution of the equations,
extra meshpoints should not be inserted in regions where
they are not needed.

It is often convenient to specify the value of a physical
quantity, not at the meshpoint itself, but at the halfpoint
which lies equidistant between two meshpoints (we will see
this in the specification of the current density J later). In this
case, the obvious notation to use is fi+
1/2�	 j ≡ f 
xi + 1

2hi	 yj�

and fi	 j+
1/2� ≡ f 
xi	 yj + 1
2kj�. This notation allows various

derivatives to be discretized in a simple manner (for sim-
plicity we will temporarily use one-dimensional notation to
describe this process). To obtain the first derivative of the
function f at meshpoint i we expand both f 
xi+
1/2�� and
f 
xi−
1/2�� about x = xi. On subtracting the resulting equa-
tions and neglecting the term −
hi − hi−1�fi

′′/4 and terms
involving higher orders of hi and hi−1, we obtain

f ′
i =

fi+ 1
2
− fi− 1

2

1
2 
hi + hi−1�

(17)

A similar expression for the second derivative of f at xi may
be derived in the form

fi
′′ =

1
hi
fi+1 − 
 1

hi
+ 1

hi−1
�fi + 1

hi−1
fi−1

1
2 
hi + hi−1�

(18)

These two expressions are greatly simplified if a uniform
mesh is used: with hi = hi−1 ≡ h, we have

f ′
i =

fi+ 1
2
− fi− 1

2

h
fi

′′ = fi+1 − 2fi + fi−1

h2

However, if a uniform mesh is used with a sufficient number
of meshpoints in regions of rapidly changing variables, then
an unnecessarily large number will be inserted in regions
where they are not needed. The modeler must decide
whether to use too many meshpoints using the simplification
of code involving a uniform mesh, or a smaller number of
meshpoints using a nonuniform mesh with a resulting com-
plication of the numerical code.

Discretization of the boundary conditions is necessary,
and the exact way in which this is done can have an impor-
tant bearing on the accuracy of the solution. The simplest
boundary condition occurs when the value of a quantity is
given at a boundary point; for example, the value of the
electron temperature Te may be specified at the contacts.
In other cases, the value of the outward derivative of the
quantity may be specified. The simplest and least accurate
method is to use at the end x = x0, for example, the two-
point expression f ′

0 = 
f0 − f1�/h0. A more accurate expres-
sion is the Newton formula

f ′
0 = −h1
h1 + 2h0�f0 − 
h0 + h1�

2f1 + h0
2f2

h0h1
h0 + h1�

which involves the value of the function at three points.
The finite difference method can be applied most use-

fully in situations where the boundaries of various regions
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of the device are all parallel to the rectangular axes Ox and
Oy, and this is particularly true in the case of MESFET
and HEMT modeling. In this situation the boundary condi-
tions are relatively simple to implement. In the case of the
HEMT, the interfaces between the various layers of differ-
ent material are all parallel to one axis (the x-axis Ox). This
greatly simplifies the solution of the Schrödinger eigenvalue
equation because although a full two-dimensional solution
may be obtained, considerable saving may be made in the
simulation time if the equation is solved in one-dimensional
slices perpendicular to the layer structure. The use of the
finite difference approach is very well suited to this con-
struction. This is the most widely used method, and we will
describe methods of implementing this method more fully
in Section 4.

However, when the device under consideration is not reg-
ularly shaped, implementation of boundary conditions along
irregularly shaped boundaries becomes difficult when we try
to impose a rigid rectangular mesh which is parallel to only
two fixed directions. Other methods are then needed, and we
will briefly describe two of them—the finite element method
and the boundary element method.

3.3. Finite Element Method

This method is particularly suited in application to devices
which have irregular geometries, that is, those in which
boundaries and interfaces are not parallel to an obvious
set of fixed rectangular axes [27, 34–39]. The region of the
device is partioned into a finite set of nonoverlapping sub-
regions, or elements. In order to apply this method to find-
ing the solution f 
x	 y� of a certain differential equation it
is necessary to approximate f by a simple function defined
in each element. Suppose that we are using triangular ele-
ments, and a typical triangular element 
e� has vertices A, B,
and C. The simplest such approximate function defined on
triangle ABC is a linear function

f
e� = a0 + a1x + a2y (19)

where a0, a1, and a2 are constants. Such a function is defined
on each element 
e�. Another way of writing this expression
is in the form

f
e� = NA
x	 y�fA +NB
x	 y�fB +NC
x	 y�fC (20)

where fA, fB, and fC are the values of f at A, B, and C
respectively, and the functions NA
x	 y�, etc. are called the
shape functions. These shape functions are chosen in such
a way that NA
x	 y� = 1 when the values of x and y are
the coordinates of the vertex A, and NA
x	 y� = 0 at all the
other vertices of the element. The chosen shape functions
must be linear if the expressions in Eqs. (19) and (20) are to
be consistent. The next step is to substitute the expression
for f
e� into the differential equation satisfied by the func-
tion f . An appropriate use of the divergence theorem then
produces three simultaneous equations containing fA, fB,
and fC on the element 
e�. This process is done on each
element, and the resulting sets of equations are then assem-
bled to produce a set of M simultaneous equations for the
values of f at each of the total of M vertices. This assembly

process is really a matter of bookkeeping, since a vertex will
be a member of several elements, and a record has to be
kept of all the elements which contain a given vertex.

Standard procedures are then used to solve the set of
simultaneous equations for the values of f at each vertex.
Clearly, it is advantageous to keep the value M as small as
possible, consistent with accuracy, and an important part of
the finite element method lies in choosing the initial trian-
gulation [34]. A further important aspect of this method is
that the mesh must be refined in certain regions where, for
example, the electric field is high. This refinement leads to
the insertion of extra vertices resulting in a greater number
of triangular elements. Triangular elements are the simplest
shapes, and it is possible to extend this triangulation method
by inserting extra vertices at the midpoints of the edges.
However, triangular elements are not the only ones which
may be used. For example, in the case of the MESFET or
HEMT in which all boundaries are parallel to either Ox or
Oy, rectangular elements may be used. If a typical rectan-
gular element 
e� has vertices A, B, C, and D at its corners,
then a bilinear function

f
e� = a0 + a1x + a2y + a3xy

can be used. The use of rectangular elements rather than
triangular elements in appropriate circumstances will reduce
the number of vertices needed and hence reduce the com-
putational cost of the simulation.

The finite difference method is easier to code than the
finite element method. However, once coded, the finite ele-
ment method is very adaptable in that it is easy to incor-
porate changes in geometry and the shape functions. Finite
difference methods require much less storage space for
bookkeeping arrays, but in these days of inexpensive com-
puter memory the storage requirement of the finite element
method presents no problem.

3.4. Boundary Element Method

The basic idea behind this method is that we obtain a set of
equations for the discretized variables only at points around
the boundary of the device. Clearly, this reduces the num-
ber of discretized equations which must be solved. Once the
values on the boundary have been determined, it is then pos-
sible to determine the values on the internal meshpoints by
performing integrals. We will outline this method in the case
of obtaining a numerical solution of the Poisson equation

� · 
���� = 0 (21)

in which the permittivity � may be a given function of �:
� ≡ �
��.

First consider the solution of the Laplace equation

� 2u = 0 (22)

for the function u in some internal two-dimensional region
�. The value of the function is given on some parts of the
boundary �� and its derivative is given on other parts of
��. We start with Green’s theorem in the form∫

��

(
u
�v

�n
− v

�u

�n

)
dl =

∫∫
�

u� 2v − v� 2u� ds (23)
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where we choose the second function v to be such that
� 2v = �
r0 − r�. Here, dl is the infinitesimal increment of
length along the boundary, ds is the infinitesimal element
of surface area, � is the Dirac delta function, and n is the
outward normal to ��. Then Eq. (23) becomes∫

��

(
u
�v

�n

r0	 r�− v
r0	 r�

�u

�n

)
dl = �
r0�

∫∫
�
�
r0	 r� ds

= �
r0��
r0� (24)

where r0 is any point inside or on the boundary of the region.
If we choose v such that v
r0	 r� ≡ v
�r − r0��, then it may
be shown that the function � is given by

�
r0� =


2� for r0��
� for r0� ��
0 otherwise

In this expression for �, � is the angle between the tan-
gents to the boundary curves on opposite sides of r0 on the
boundary, so that boundaries with corners of any angle may
be considered. In particular, if the boundary is smooth at
r0 then � = 2�. It further follows from the defining con-
ditions on v that v
r0	 r� = ln �r − r0�. We may now apply
this to the solution of the Poisson equation (21). If we take
u ≡ ∫ �

�
�� d� and define the function h by h
�� ≡ u/�,
then Eq. (21) implies Eq. (22), and Eq. (24) may be written∫

��
��
r�h
�
r��ln′ �r0−r�−�′
r��
�
r��ln�r−r0��dl
=�
r0��
r0�h
�
r0�� (25)

The boundary is now discretized into N elements, and
Eq. (25) is then written down at the midpoint of each ele-
ment. This provides N simultaneous nonlinear equations for
the 2N values of � and �′ at these boundary nodes. How-
ever, the number of unknowns is actually N because either
� or �′ is given at each node. Once the values on the bound-
ary have been found, the value at any interior point r0 may
be found using Eq. (25) with �
r0� = 2�. Further details on
the boundary element method may be found in the works of
Ingham [40] and Kelmanson [41].

3.5. Time Discretization

When modelers turn their attention to a particular device,
they are interested in obtaining numerical solutions for two
main modes of operation. The first mode is the steady state
mode in which, after a certain time has elapsed since switch-
ing on the device, it has reached a steady state in which
none of the internal variables change with time (this obvi-
ously does not apply to devices which operate in oscillator
mode). The second mode is the transient mode in which
numerical results are obtained for the period prior to the
steady state mode. This clearly introduces an extra degree
of complexity into the simulation, since the number of vari-
ables which describe the internal state of the device must be
supplemented by the time variable t.

An appropriate time discretization of the equations must
be made when we are looking for the transient solution.
Take a time step �t. Then we will use the notation that a

function f evaluated at the pth time point given by t = p�t
will be denoted by f p. Suppose, for the sake of illustration,
that the current density J is a function of the electrostatic
potential �, quasi Fermi level EF , electron temperature Te,
and electron density n: J ≡ J
n	 �	EF 	 Te�. Its value at
meshpoint 
i	 j� at this time is Jpi	 j ≡ J
np

i	 j 	 �
p
i	 j 	 E

p
F i	 j 	 T

p
ei	 j �.

Then if we discretize the current continuity equation (3) in
the form

n
p+1
i	 j − n

p
i	 j

�t
= 1

q
� · Jpi	 j

we have an equation which is simple to solve for n
p+1
i	 j in

terms of quantities evaluated at the earlier time point:

n
p+1
i	 j = n

p
i	 j +

�t

q
� · Jpi	 j

This explicit equation is trivial to iterate since the right
hand side is a function of the variables which are calculated
at the earlier time point. Unfortunately, the method will
give a solution which diverges from the true solution unless
the time step �t is excessively small [42]. The fully implicit
Crank–Nicholson scheme [32]

n
p+1
i	 j = n

p
i	 j +

�t

2q

� · Jp+1

i	 j + � · Jpi	 j �

will provide greater accuracy and better convergence, but it
is difficult to implement since the right hand side now con-
tains all of the variables for which we are solving at the new
time point 
p+1�. A scheme which is easier to implement is
the semi-implicit scheme in which the only variable involving
the new time point on the right hand side is n itself [29, 43]:

n
p+1
i	 j = n

p
i	 j +

�t

2q

� · J
np+1

i	 j 	 �
p
i	 j 	 E

p
F i	 j 	 T

p
ei	 j �

+� · J
np
i	 j 	 �

p
i	 j 	 E

p
F i	 j 	 T

p
ei	 j ��

This is an equation which is implicit in the variable n but
explicit in all of the other variables. It does not have the full
accuracy and convergence of the fully implicit scheme, but
this limitation can be avoided when the space discretization
of J involves a basic upwinding scheme using the Bernoulli
function. This scheme will be detailed in Section 4.

4. FINITE DIFFERENCE METHODS

4.1. Overview

Because the geometries of many devices have a rectangu-
lar structure, the use of finite differences seems to be the
most appropriate approach to use [44–48] and is certainly
the most widely used. In this section we will describe some of
the more important aspects of the finite difference approach
in their applications to device modeling. The initial problem
in implementing this approach is how to actually construct
the initial mesh, and how it may subsequently be modified
as the numerical solution progresses. However the mesh is
constructed, the net result is that sets of nonlinear equations
are formed which must be solved for the finite number of
discretized variables. The main method used is the Newton
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method, and this method will be outlined with particular ref-
erence to device simulation. We will not describe the details
of the solution of the equations which result from the appli-
cation of the Newton method, since details are described in
many standard texts [49].

The regular nature of the device geometry also lends itself
to the method of multigrids, in which an exact solution on a
relatively coarse mesh is transferred onto successively finer
meshes; this often produces a rapid and accurate solution to
the numerical problem.

Any simulation involving the flow of some quantity,
whether it be flow of fluid or flow of electrons, benefits from
using a discretization involving the technique of upwinding.
This produces more satisfactory convergence and accuracy
properties and will be described in this section.

We discuss the discretization of the Schrödinger equa-
tion with particular reference to ensuring that its Hermitian
properties are preserved. In all cases, our methods will be
illustrated for cases in which two-dimensional approaches
are appropriate. Straightforward extensions and restrictions
will apply in three-dimensional or one-dimensional cases.
Finally, we show how these techniques may be imple-
mented by presenting simulation results for a typical HEMT
structure.

4.2. Mesh Construction

We first describe the construction of the mesh used to over-
lay the device. We need a rectangular mesh which fits with
the various physical edges, corners, and interfaces of the
device, and one which is capable of being upgraded (down-
graded) when it is found that more (fewer) meshpoints
are needed in certain regions. Hence, a routine involving
dynamic allocation of memory is needed, and the specifi-
cation of a meshpoint must include links to neighboring
meshpoints together with the values of the physical variables
there. For example, using the C programming language,
we may specify a meshpoint in a two-dimensional mesh as
indicated in Table 2. Other quantities may be included in
the definition; for example, the components Ex and Ey of
the electric field, and the status of the meshpoint (interior,
exterior, or edge) used in the bookkeeping of the mesh.
If a three-dimensional mesh is needed, the typedef defini-
tions will include extensions such as struct something *up;
struct something *down; double z; etc. Meshpoints are ini-
tially assigned to the various corners of the device shown

Table 2. Specification of a meshpoint using the C programming lan-
guage, indicating typical values defined at a point together with links to
four neighboring meshpoints.

typedef struct something {
double x	 y;
double h	 k;
struct something *north;
struct something *south;
struct something *east;
struct something *west;
double psi, EF, Te;
etc . . . . . . . . . . . . . . . . . . . .

} meshpoint;

in Figure 1, to the edges of the contacts, and also to the
intersections of the layer interfaces with the device edges.
Meshpoints are created on opposite edges corresponding
to each created meshpoint, and the connections are made.
We must then decide on the maximum values of the inter-
vals h and k of the initial mesh, and extra meshpoints are
inserted into the basic mesh to ensure that the edge lengths
of each new interval are below these maximum values. As
the iterations proceed, checks may be made at intervals to
determine whether new meshpoints need to be inserted; for
example, if the difference in the value of � between consec-
utive meshpoints is greater than some predetermined value
then an extra mespoint is inserted midway between the two,
and a new line of meshpoints is then drawn through the
inserted point. In the same way, unwanted meshpoints may
be removed if they are not needed. In both cases, links must
be re-established between new adjacent meshpoints.

In this method, if a new meshpoint is needed, for exam-
ple, near a gate edge, then a whole line of new mesh-
points is inserted. This procedure will put extra meshpoints
in regions where perhaps they are not needed, for example,
near the far edges of the device. One way of eliminating this
problem is to use the method of boxes [50] in which mesh-
lines are terminated so that they do not continue into these
regions; such a method eliminates unwanted meshpoints but
requires extra bookkeeping resources. The method we have
described in detail above lies midway in complexity between
the method of boxes and that of using a fixed uniform rec-
tangular mesh with no refinement.

4.3. Newton Method

However the mesh is constructed, the values of all the vari-
ables which describe the system are given at each meshpoint.
Since the partial differential equations which describe the
system are second order in the space derivatives and are
written down at each internal meshpoint, the result is a set
of equations at each point which includes contributions of
quantities at the four nearest neighbors of the point. For
example, by a simple extension of Eq. (18), a quantity � 2f
will be discretized at the internal meshpoint 
i	 j� by the
five-point formula

� 2fi	 j =
1
hi
fi+1	 j − 
 1

hi
+ 1

hi−1
�fi	 j + 1

hi−1
fi−1	 j

1
2 
hi + hi−1�

+
1
kj
fi	 j+1 − 
 1

kj
+ 1

kj−1
�fi	 j + 1

kj−1
fi	 j−1

1
2 
kj + kj−1�

(26)

Hence the value of � 2fi	 j involves the values of f evalu-
ated at the five meshpoints 
i	 j�, 
i− 1	 j�, 
i+ 1	 j�, 
i	 j −
1�, and 
i	 j+1�. In the approach we are discussing here, the
governing equations at the internal points are the Poisson
equation, the current continuity equation, and the energy
transport equation described in Section 2. These will be sup-
plemented by the equations for the boundary conditions on
the edges. Hence there will be three equations written down
at each meshpoint, and so there will be three dependent
variables for which we must solve at each meshpoint. We will
take these as the electrostatic potential �, quasi Fermi level
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EF , and the electron temperature Te. It is true that quan-
tities such as the total electron density n, electron energy
density W , and many other quantities enter the calculation
and need to be found. But all of these extra quantities are
effectively intermediate variables in the calculation. Writ-
ing N ≡ 
NI + 1�
NJ + 1� for the total number of mesh-
points in the mesh, which has 
NI + 1� and 
NJ + 1� points
along Ox and Oy respectively, we must solve for a total of
3N quantities �i	 j , EFi	 j , and Tei	j , 
i = 0	 1	    	NI� j =
0	 1	    	NJ �. These equations are highly nonlinear, and the
method which is used most widely for solving them is the
Newton method [49], or some variant of it. This method will
be outlined now. Suppose we have 3N nonlinear equations
for 3N unknowns xi,

F1
x1	 x2	    	 x3N � = 0 F2
x1	 x2	    	 x3N � = 0

· · · F3N 
x1	 x2	    	 x3N � = 0

which can be written more compactly in vector notation as

F
x� = 0 (27)

where both F and x are 3N -component vectors. These equa-
tions will be iterated to a solution. Let xr be the solution
vector obtained after r iterations, and let us look for a better
solution xr+1 = xr + �xr . Then expanding in a Taylor series
up to the first order,

0 = F
xr + �xr � ≈ F
xr �+ Jr�xr

where Jr is the 3N × 3N Jacobian matrix whose elements
are 
J�ij ≡ �Fi/�xj evaluated at the rth iteration. Hence the
correction �xr to the rth step satisfies the equation

Jr�xr = −F
xr � (28)

so that a better estimate of the solution is

xr+1 = xr − 
Jr �−1F
xr � (29)

Hence starting with an initial guess x1, Eq. (29) is iterated
until some suitable stopping criterion is met, for example,
until all of the residuals �Fi
x

r �� become smaller than some
prescribed values. At each iteration number r , we must solve
the set of 3N linear equations (28) for the 3N values �xr

1,
�xr

2	    	 �x
r
3N . On applying this process to our device prob-

lem, we see that this amounts to solving a set of 3
NI + 1�×

NJ +1� equations for the same number of unknowns. Even
taking a rather coarse mesh with NI = NJ = 99, for exam-
ple, we see that this amounts to solving 30,000 equations
for 30,000 unknowns, or equivalently inverting the 30	000×
30	000 matrix Jr at each iteration. However, we have seen
that each equation written down at internal meshpoint 
i	 j�
involves the values only at that point and its four nearest
neighbors, so that most of the elements of Jr are zero. It
is then appropriate and common to use sparse matrix theory
[51] in the solutions of Eq. (28).

A simplification may be made in the case of our device
modeling. We are solving for a set of three quantities
�, EF , and Te at each meshpoint, and we may form
a three-component vector yi	 j at each meshpoint: yi	 j =

�i	 j 	 EF i	 j 	 Tei	 j �. We also have three equations Fi	 j =

F1i	 j 	 F2i	 j 	 F3i	 j � = 0 at each meshpoint 
i	 j�. We therefore

have N vector equations, each with three components,

Fi	 j 
�yr	 s � r = 0	    	NI� s = 0	    	NJ�� = 0


i = 0	    	NI� j = 0	    	NJ �

Although this may appear to be merely a change of notation,
this form of the problem does lead to a useful modifica-
tion of the solution in that, in further neglecting the four
contributions yi−1	 j , yi+1	 j , yi	 j−1, and yi	 j+1 to the resulting
equations, we need only invert a 3×3 matrix at each mesh-
point [52]. It can be shown that this procedure leads to the
same solution, but at a slightly slower convergence rate.

Mention has been made of the initial guess x1, and the
successful convergence of this method depends crucially on
this initial guess [53]. Even for a “good” initial guess, the
iteration process is fragile in the early stages, and all too
often the process fails. To overcome this, the update process
is replaced by

xr+1 = xr + �r�xr

where 0 ≤ �r ≤ 1. In the early stages of the iteration, the
value of �r is taken to be very small, typically 0.001. The
value is allowed to increase as the iterations progress. Either
this can be done manually or its value can be determined
using the values of the residuals; if a residual suddenly
increases then the value of � is reset to a smaller value. In
any event, a value of typically 0.4 is usually the maximum
sustainable value for �r in order that the iterations continue
without failing [54].

4.4. Multigrid Method

The multigrid method applied to device simulation can
considerably speed the process of solving the resulting set
of nonlinear simultaneous equations in the 3
NI + 1�×

NJ + 1� variables �i	 j , EFi	 j , and Tei	j (i = 0	    	NI ; j =
0	    	NJ ). For simplicity of notation, we will describe the
method applied to solving for a single function � on a one-
dimensional grid; its extension to the problem of solving for
more functions on two or three problems is straightforward.

Consider a progression of G meshes, or grids, g = 1	
2	    	G. Grid 
g� will have an even number Ng of inter-
vals; that is, it will have 
Ng + 1� meshpoints. Grid 
g + 1�
is obtained from grid 
g� by halving each interval of grid

g� so that grid 
g+ 1� will have Ng+1 = 2Ng intervals. Thus
if grid 
1� has 25 intervals, grid 
4� will have 200 intervals.
Hence grid 
1� is the coarsest grid, and we wish to eventually
have a device solution on the finest grid 
G�.

In the full approximation storage method of Brandt [55],
an exact solution is obtained on the coarsest grid 
1�: this
should not prove too onerous if the value of N1 is small
enough. The solution is then imposed on grid 
2� and a small
number of iterations (perhaps 20) is performed on this grid.
The new approximate solution is then imposed back onto
grid 
1� and an exact solution is refound. Haven’t we found
this already? No, because as we shall see, we will obtain the
exact solution to a slightly different equation. The process
is repeated up to grid 
3� with a small number of itera-
tions performed on each grid which is visited on the upward
and downward paths. The process is repeated in stages until
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the final fine grid 
G� is reached. Thus for four grids, the
sequence of visits will be 1 → 2 → 1 → 2 → 3 → 2 → 1 →
2 → 3→ 4→ 3→ 2 → 1→ 2 → 3→ 4 with exact solutions
being found on grid (1) and a finite number of iterations
performed on all the other grids.

A sequence of equations is iterated on each grid. Suppose
that the equation we wish to solve is written formally as
L� = 0 where L is the appropriate differential operator. For
example, if we are solving the Laplace equation � 2� = 0
then L is the Laplacian � 2. This equation is discretized on
grid 
g� as

L
g��
g� = 0 (30)

where L
g� is the discretization of L on that grid. For exam-
ple, if L is the Laplacian, then L
g� will be the difference
operator given in Eq. (18). Our goal will therefore be to
solve Eq. (30) on the fine grid 
G�. We must first decide how
to take our solutions between successive grids. The restric-
tion operator R takes a value of � from a grid 
g� to the
next coarse one 
g − 1�. An example of such an operator is
the half-weighting process

�
g−1�j =
1
2
�
g�2j +

1
4
�
g�2j+1 +

1
4
�
g�2j−1 internally

= �
g�2j on boundary

(remember, we are using a one-dimensional illustration in
which j labels the meshpoint). The reverse prolongation
operator P takes a solution from grid 
g − 1� onto the next
fine grid 
g�. Half-weighting prolongation takes the form

�
g�2j = �
g−1�j

�
g�2j+1 =
1
2

�
g−1�j+1 + �
g−1�j �

We iterate a succession of equations on each grid. The orig-
inal equation (30) is generalized to

L
g��
g� = f
g� 
g = 1	    	G� (31)

where the functions f
g� are calculated on the downward
paths as

f
g−1� = L
g−1�
R�′

g��+R
f
g� − L
g��

′

g��

where �′

g� is the approximate solution to Eq. (31) and R

is the restriction operator. The functions f
g� are initialized
to zero on the first upward path and are generated on the
downward paths. An exact solution is found only on the
coarsest grid, and a small number of iterations are per-
formed on each visit to finer grids.

The effort in programming this method is rewarded by
achieving fast solution times. It was found [56] that this
method produced a solution with a speedup of 4.9 times
on a corresponding simple nonmultigrid method. Care must
be taken in choosing the coarsest grid when applying this
method to device modeling. Clearly, this grid should be as
coarse as possible in order that the task of finding an exact
solution on this grid is not too onerous. However, the grid
must be fine enough to take in all of the physical features of
the device. For example, it would not be acceptable to take
a grid so coarse that the boundaries between three consec-
utive layers fell into one mesh interval.

4.5. Upwinding and the Bernoulli Function

The use of the method of upwinding is very common in
numerical simulations of fluid flows [57–60] and is applicable
to the study of electron flow in semiconductor devices [61].
There is a very simple physical idea behind this technique.
Suppose that a particular quantity V is to be evaluated at
the midpoint of an interval, that is, halfway between two
meshpoints xi and xi+1. A crude estimate will give equal
relevant contributions from both meshpoints. However, if an
electric field exists (as it always does in our devices), then the
value of V at the midpoint will be influenced more strongly
by conditions at one meshpoint than the other—in effect,
this “influence” will be swept to the midpoint by the electric
field. A simple calculation will illustrate this point. Consider
a simplification of the expression in Eq. (6) for the current
density, for a one-dimensional case in which Te is constant:

J = −qn�
d�

dx
+ kB�Te

dn

dx

Assume that E = − d�
dx
, and J and � are constants in the

interval. Then we have a simple linear first order differential
equation

dn

dx
+
(

qE

kBTe

)
n = J

�kBTe

which has the solution

n = Ae
− qE

kBTe
x + J

q�E

E 	= 0� (32)

where A is an arbitrary constant. If we write down this solu-
tion at both xi and xi+1 = xi + hi, we can solve the resulting
linear simultaneous equations for A and J . On substituting
these values back into Eq. (32) and defining P ≡ qEhi/kBTe,
we finally have the result

n− ni

ni+1 − ni

= 1− e
−P


x−xi �
hi

1− e−P
(33)

The quantity P is called the Peclet number, and it has the
same sign as the electric field E. The interpretation of this
result is as follows: if P is large and positive (that is, the
electric field is large and in the positive Ox direction), then
the exponential terms in Eq. (33) are very small, giving n 

ni+1. Thus in this case the value of n at any point in the
interval is more strongly influenced by its value at xi+1. On
the other hand, if the electric field is reversed so that P is
large and negative, then n 
 ni, and the value of n at any
point in the interval is more strongly influenced by its value
at xi. If the electric field is zero, then Eq. (33) gives the
linear relation

n = ni +
(
x − xi

hi

)

ni+1 − ni�

[we must let P → 0 in Eq. (33) to obtain this result]. For
x midway between xi and xi+1, this result for E = 0 gives
n = 1

2 
ni + ni+1� as expected.
This is the basic idea behind the Scharfetter–Gummel

approach [62], in which errors and instabilities can arise in
iterative procedures unless an exponential variation is taken
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between meshpoints. On making the same assumptions as
above, namely, that E = − d�

dx
is a constant in the interval


xi	 xi+1� (this is a weaker condition than assuming that �
itself is a constant in the interval), we find that the current
density along Ox at the half-point 
i + 1

2 	 j� is

Jxi+ 1
2 	 j

= �i+ 1
2 	 j

kBTe

qhi

(
B
(−Pi+ 1

2 	 j

)
ni+1	 j − B

(
Pi+ 1

2 	 j

)
ni	 j

)
(34)

where

Pi+ 1
2 	 j

≡ q

kBTe


�i	 j − �i+1	 j �

and B is the Bernoulli function defined by

B
t� ≡ t

et − 1
(35)

Again, the sign of Pi+
1/2�	 j is determined by the sign of
Exi+
1/2�	 j = 
1/hi�
�i	 j − �i+1	 j �, and so result (34) may be
interpreted in light of the brief description given above of
the upwinding process. We may form similar expressions for
Jxi−
1/2�	 j , Jyi	 j+
1/2�, and Jyi	 j−
1/2�. The expression for � · J in
the current continuity equation (3) is then discretized using

� · Ji	 j =
1
hi


Jxi+ 1
2 	 j

− Jxi− 1
2 	 j

�+ 1
kj


Jyi	 j+ 1
2
− Jyi	 j− 1

2
�

The Bernoulli function has the properties that B
t� > 0,
B
0� = 1, B
y� → 0 as t → �, and B
t� → −t as t → −�.
In any numerical implementation using the function B
t�,
care must be taken to avoid overflows and underflows when
evaluating the function. Selberherr [20] approximates this
function by

B
t� =



−t for t ≤ t1
t

et−1 for t1 < t ≤ t2

1− 1
2 t for t2 < t ≤ t3

te−t

1−e−t for t3 < t ≤ t4

te−t for t4 < t ≤ t5
0 for t5 < t

where the values of t1	    	 t5 delimit certain regions of the
t-axis. A clever aspect of this method is that t1	    	 t5 are
determined by the particular machine on which the numerics
are performed; for example, the value of t1 may be found
by asking the machine to solve the equation −t = t/
et − 1�
to its own accuracy. The author found the values t1 = −t4 =
−22874, t2 = −t3 = −2527 × 10−3, and t5 = 89416 when
implementing the routine on a PC.

The above discussion concerned the case in which the
electron temperature Te was constant. This situation does
not apply in realistic devices, and so the result in Eq. (34)
must be modified. In this more general case, influences will
be propagated not only by the electric field but also by the

temperature gradient. It can be shown [63] that the gener-
alization is

Jxi+ 1
2 	j

= kB

hi

�i+ 1
2 	j

×
[
Ca

(
q

kB


�i+1	j−�i	j �	Tei+1	j 	Tei	j

)
ni+1	j

−Ca

(
− q

kB


�i+1	j−�i	j �	Tei	j 	Tei+1	j

)
ni	j

]
(36)

where the function C is defined as

Ca
x	 T1	 T2� ≡ t
T1	 T2�B

(
x − a
T1 − T2�

t
T1	 T2�

)
and the function t is defined as

t
T1	 T2� ≡
T2 − T1

ln T2 − ln T1
for T1 	= T2

The quantity a is that which appears in the coefficient of
�Te in Eq. (6); the value of b in that equation has been
taken as zero. It can be shown that the function t
T1	 T2� is
actually a mean value of T1 and T2 which lies between their
arithmetic and geometric means. Similar expressions can be
written for Jxi−
1/2�	 j , Jyi	 j+
1/2�, and Jyi	 j−
1/2� so that � ·J may
be evaluated. The result in Eq. (36) has been derived for the
electrons in HEMTs and MESFETs. However, it is equally
valid for electron and hole currents in bipolar devices when
the appropriate electron and hole densities are used.

4.6. Solution of the Schrödinger Equation

The numerical solution of the Schrödinger equation presents
one of the largest costs in computing time when perform-
ing the complete numerical simulation. Before each of the
Newton iterations described previously, we must first solve
the Schrödinger equation in order that its solutions may be
used to update the values of ni	 j and Wi	 j of the electron
density and electron energy density at each meshpoint using
Eqs. (12)–(16). Trellakis and Ravaioli [64] have developed
a fast way of producing a three-dimensional spectral solu-
tion of the Schrödinger equation, and Grinstein et al. [65]
have solved the equation using a multigrid method. What-
ever method is used, the cost of the solution may be reduced
by calculating as few eigensolutions as possible consistent
with accuracy of solution [66].

The cost may also be reduced by solving the equation
in one-dimensional slices perpendicular to the layer struc-
ture, and this is the method which will be described here.
In this method it is assumed that changes in potential occur
much more rapidly along Oy (across the layer structure)
than along Ox where device lengths are much larger. We
proceed by discretizing Eq. (11). The first term in the equa-
tion is the kinetic energy contribution, and it has been writ-
ten in such a way as to preserve its Hermitian character since
the effective mass m∗ is a function of position (Hermitian
operators are necessary because they possess real eigenval-
ues). Discretization of this operator must be done so that its
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Hermitian character is preserved [67]. Halfway discretiza-
tion gives

−�
2

2

( 1
m∗

d�
��
dy

)
j+ 1

2
− (

1
m∗

d�
��
dy

)
j− 1

2

1
2 
kj + kj−1�


and, on completing the process, Eq. (11) becomes

aj�
��j−1 + bj�
��j + cj�
��j+1 = �
���
��j (37)

where the coefficients ai, bi, and ci are defined as

cj ≡ − �
2

qkj
kj + kj−1�m
∗
j+ 1

2

aj ≡ − �
2

qkj−1
kj + kj−1�m
∗
j− 1

2

bj ≡ −
aj + cj�+ Vxci	 j − Ehi	 j − �i	 j

Equation (37) is a set of linear equations for the �
��j and
can be written in the matrix form A�
�� = �
���
�� where the
matrix A is defined by

A =



b1 c1 0 0 0 · · · 0
a2 b2 c2 0 0 · · · 0
0 a3 b3 c3 0 · · · 0

0 0 a4
   c4 · · · 0




 · · · 




0 · · · · · · · · · · · · · · · · · ·


This matrix is tridiagonal, but it is only symmetric if the
mesh is uniform. Its eigenvalues can be found using a QL
algorithm with implicit shifts [49]. This algorithm exploits
the fact that we can write A = QL where Q is an orthogonal
matrix, and L is a left triangular matrix with zeros above the
diagonal. If these eigenvalues are then put into ascending
order, we only need to solve for the first L of the corre-
sponding eigenfunctions for use in evaluating n and W . This
is done by solving the equations using the Newton method
with an initial guess [56]

�
��j = sin
(
��j

NJ

)

� = 0	    	 L− 1� j = 0	    	NJ �

4.7. Example Solution

We end by giving an illustration of the type of output
we may expect from the numerical modeling of a typi-
cal HEMT structure; we present a solution for a simple
five-layer HEMT with one recess and no field plate. The
structure will consist of layers of—starting with the layer
closest to the edge containing the contacts—GaAs, AlGaAs,
InGaAs, AlGaAs, and GaAs. In each AlGaAs layer the mole
fraction u is taken as 0.23, while the In mole fraction of the
InGaAs is taken as 0.2. The overall length along the con-
tact edge is 1400 nm, the overall thickness of the device is
250 nm, and the depth of the recess is 25 nm. Since the
results presented here are for illustrative purposes only, we
will not state the remaining physical data for the device. The

Figure 2. A plot of the conduction band profile Ec for a five-layer
HEMT with one recess and no field plate. The horizontal axes are in
units of micrometers, and the vertical axis is in units of eV. The plot
along Oy has been truncated to 0.14 micrometers in order to show the
quantum well structure more clearly.

results of any simulation will present the device modeler and
designer with a vast amount of data to analyze, and one of
the most useful ways of describing these data is by graphical
plotting. Figure 2 illustrates just one set of data—that of the
conduction band profile Ec throughout the device—when
the source and gate voltages are set to 0.0 V and the drain
voltage is set to 2.0 V. A total of 10 eigensolutions (L = 9)
was used in this solution. This particular plot illustrates in
a very clear way the quantum well structure of the device.
Such plots of the quantity Ec and all of the other parameters
of the system—for example, the electron density n and the
electric field E—must be carefully examined by the designer
in order to achieve a full picture of the operation of the
particular device being modeled.

GLOSSARY
Bandwidth The range of frequencies in a spectral line for
which its Fourier transform has significant values.
Bipolar devices Devices in which both electron and hole
transport are important.
Hermitian operator An operator A is hermitian if the
inner product of any vector v with Av is real. Such an oper-
ator possesses real eigenvalues.
High electron mobility transistor (HEMT) This is a MES-
FET containing layers of material which give rise to quan-
tum wells at their interfaces.
Metal semiconductor field effect transistor (MESFET)
Uses a metal to form a Schottky gate.
Mobility The ratio of the average particle drift velocity to
the applied electric field.
Nondegenerate approximation Applies when Fermi inte-
grals can be approximated by exponential functions, mainly
in cases where doping densities are not too high.
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Schottky effect The lowering of the potential barrier when
negative charges are brought near a metal interface and an
electric field is applied.
Tunneling In quantum mechanics, the ability of an elec-
tron to cross a potential barrier which would be impenetra-
ble using classical theory.
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1. INTRODUCTION
With the development of human society, both the amount
and the type of pollutants are increasing in the ground, air,
and water systems. Pollutants usually are toxic organic chem-
icals emanating from various sources and include industrial
products and by-products. Halogenated organic chemicals
and commercial colorants are two main types of pollutants
threatening the well-being of human society. However, haz-
ardous organic molecules can be rendered nontoxic and bro-
ken down to carbon dioxide, water, or simple mineral acids,
etc., by a degradation treatment [1]. Increased public con-
cern for environmental cleanup has promoted the develop-
ment of highly efficient photocatalysts that can participate in
detoxification reactions. Environmental remediation by pho-
tocatalysts comes with several advantages: direct conversion
of pollutants to nontoxic by-products without the necessity
for any other associated disposal steps; use of oxygen as
an oxidant and elimination of expensive oxidizing chemi-
cals; the potential of using free and abundant solar energy;
self-regeneration and recycling of the photocatalyst, etc. It

is, therefore, no surprise that the research and develop-
ment activities in this field have been very vigorous in recent
years.

Semiconductor nanoparticles are successfully utilized in
photocatalytic applications [2–10]. Colloidal semiconductors
were first introduced in 1976 [11]. Since then, the promising
application of nanoparticles in photocatalysis has achieved
great attention and been extensively investigated. This is in
addition to their application in photovoltaics and electronic
devices, etc. The semiconductor catalysts form a heteroge-
neous photocatalysis system with pollutant molecules and
exhibit a high degradation effectiveness. The selection of
semiconductor nanoparticles for photocatalysis is based on
several aspects that will be described later.

Semiconductors make generation and transfer of charge
carriers possible with the assistance of extra energy. For
photocatalysis, electrons and holes are crucial for reduction
and oxidation reactions, respectively. Thus, the capability to
supply charge carriers is a basic consideration when a cata-
lyst is being selected. Electronically, the three common types
of material are metal, insulator, and semiconductor. They
are categorized by the electric conduction that is related to
the electron energy. The conduction and valence bands are
the two main energy bands. The lowest point of the conduc-
tion band and the highest point of the valence band are the
conduction band edge and the valence band edge, respec-
tively. The separation between the conduction band edge
and valence band edge is called the band gap or energy gap,
within which no electronic state exists. For metals, the elec-
tronic states form a continuum, and no energy gap exists
between the two band edges. The electrons in a partly filled
conduction band and holes in a valence band contribute
to the electric current because they have sufficient mobil-
ity. Metals are a good conductor because their conduction
bands are partly filled with electrons. It is extremely hard
to form mobile electrons and holes in insulators because
either their conduction band is empty, with a band gap too
large to excite electrons, or both conduction and valence
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bands are fully occupied by electrons with no electronic state
left in the conduction band. Although semiconductors also
have empty conduction bands at absolute zero, the magni-
tude of the band gap is smaller than that of insulators, so
electrons can be excited into the empty conduction band,
leaving holes in the valence band for electronic balance if
extra energy equal to or greater than its band-gap energy is
provided. Therefore, semiconductors can provide both elec-
trons and holes. Furthermore, semiconductors with band
gaps large enough for the redox potential of the H2O/�OH
couple (∼ −2�8 eV) to lie within them can be viable for
photocatalysis processes [12] because, in such cases, excited
electrons and holes can be transferred to the pollutant to
participate in the reduction and oxidation reactions, respec-
tively, that occur on the catalyst surface. A detailed mecha-
nism of photocatalysis is discussed in Section 3.

Particles with sizes less than several tens of nanometers
(1 nm = 10−9 m) are known as nanoparticles. They are
in powder form or are nanocrystalline thin films on cer-
tain supports. Nanoparticles are distinguished from bulk
by their high surface-to-volume ratio of nanoparticles that
causes the structural and electronic changes that, in turn,
induce other properties to become different from those
of the bulk. Unique photophysical, photochemical, pho-
toelectronic, and photocatalytic properties can occur in
semiconductor nanoparticle systems [8, 13–17]. The differ-
ences can be found at both equilibrium and nonequilib-
rium states, including thermodynamics and kinetics [18� 19].
They critically depend on particle size, shape, and surface
characteristics. Lower melting temperatures [20], altered
phase transformation behaviors [19� 21], and nonlinear opti-
cal phenomena [22� 23] have been observed in nanoparticles.
More pertinent to our discussion, with the decrease of
particle size, an extremely high surface area-to-volume
ratio is obtained, leading to an increase in surface-specific
active sites for chemical reactions and photon absorption
to enhance the reaction and absorption efficiency. The
enhanced surface area also increases surface states, which
changes the activity of electrons and holes and affects
the chemical reaction dynamics. For instance, the constant
of the charge carrier transfer rate is relatively higher in
nanoparticles than in bulk. When particle size decreases
below the Bohr radius of the first excitation state, the quan-
tum size effect could occur because of the confinement of
charge carriers [12� 24� 25]. Such particles are also referred
to as quantized or Q-particles. The quantum size effect splits
both conduction and valence bands into discrete electronic
states [26], and the size dependence of optical and electronic
properties becomes much more pronounced. For instance,
size quantization can increase the band gap of photocata-
lysts to enhance the redox potential of conduction band elec-
trons and valence band holes [27]. Finally, nanoparticles can
lead to the possibility of indirect electron transitions at the
boundary of the crystals and realize the essential enhance-
ment of light absorption. More details on the significance of
nanoparticles are presented in Section 4.2.

In this review we will cover the most frequently used
nanoparticles. They include oxides (TiO2, ZnO, Fe2O3,
WO3, SnO2, Ag2O, V2O5, SrTiO3�, sulfides (ZnS, CdS,
MoS2, CuxS, Ag2S, PbS), selenides (CdSe, PbSe, HgSe),
iodides (AgI), and modified systems such as coupled

semiconductor systems (CdS/TiO2, CdSe/TiO2, SnO2/TiO2,
ZnO/TiO2, ZnO/CdS), etc. Among them, TiO2 nano-
particles and modified TiO2 nanoparticles are presented in
much more detail because they are the most extensively
studied and most efficient photocatalysts [28–30]. Other
semiconductor nanoparticles generally have less photocat-
alytic activity than TiO2, and some have problems associated
with stability, reactivity, etc. [10]. Fe2O3 easily undergoes
photocathodic corrosion [12], and its active form �-Fe2O3

also has high selectivity for the reactant [31]. ZnO is not
stable in water, and Zn(OH)2 can be formed on its surface,
which is detrimental to its photoreactivity [30]. CdS, PbS,
and CdSe are not only toxic but also unstable and undergo
photoanodic corrosion in aqueous media [32].

TiO2 is an important semiconductor oxide photocatalyst
because of its chemical stability, nontoxicity, low cost, and
high catalytic performance. TiO2 occurs in three main crystal
structures at normal pressure: anatase, rutile, and brookite.
Although commercial standard Degussa P25 is composed of
80% anatase and 20% rutile, anatase is believed to have the
highest photoreactivity [16, 33–35]. Anatase belongs to the
I41/amd space group and has a tetragonal structure. Figure 1
[36� 37] is a schematic of the anatase structure, and it gives
the calculation for the a and c values. Ti is in an octahe-
dron of two apical and four equatorial oxygen atoms. The
neighboring octahedra share adjacent edges. TiO2 became
the focus of attention in 1972 with the discovery of photo-
electrochemical splitting of water by TiO2 [38]. Early studies
were mainly related to photovoltaics for energy conversion
[39� 40]. It has only been in the past decade that a large
number of research papers on TiO2 photocatalysis have been
published. This activity has continued, and various scientists
are engaged in research to improve the photocatalytic per-
formance of TiO2.

2. SYNTHESIS OF
SEMICONDUCTOR NANOPARTICLES

2.1. Requirements

The earliest synthesis of nanoparticles can be tracked back
to the formation of relatively monodispersed colloids of gold
nanoparticles reported by Faraday in the nineteenth cen-
tury. With the appearance of new semiconductor photo-
catalysts and miniaturization of electronic devices, smaller
nanoparticles are preferred. More interestingly, the methods
that can produce very fine particles (1–25 nm) are intensively
pursued because of the unique properties of these nano-
particles. Currently, a variety of synthesis methods are being
used for the preparation of semiconductor nanoparticles.
They include both the chemical methods and the physi-
cal approaches. Ideally, the methods employed for synthesis
are expected to form nanoparticles with monodispersion
or narrow size distribution and to easily modify particle
properties, such as size, surface, doping, etc., during the
synthesis. Not only are these requirements useful for the
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Figure 1. TiO2 anatase structure. The lattice constants a and c are
expressed as a= 2deq sin � and c = 4�dap+deq cos ��, respectively, where
deq and dap are equatorial and apical Ti-O bond lengths, respectively.
deq is 1.934 Å and dap is 1.980 Å for anatase [37]. � is the O-Ti-O
angle, which is formed by one apical and one equatorial Ti-O bond.
Reprinted with permission from [36], A. Fahmy et al., Phys. Rev. B 47,
11717 (1993). © 1993, American Physical Society.

improvement of semiconductor photocatalysis; they are also
needed in the fabrication of semiconductor devices. How-
ever, most of the methods can only produce nanoparticles
with near monodispersion or relatively narrow size distri-
bution due to the fluctuations in growth conditions such
as gas flow, growth temperature, or dispersion of precur-
sors. Therefore, a well-controlled synthesis process is still
a challenge.

2.2. Chemical Methods

These methods utilize chemical precursors and chemical
reactions to produce nanoparticles. They include various
modifications of chemical vapor deposition [41–46], sol–
gel [47–52], chemical impregnation [53], coprecipitation
[54� 55], hydrothermal methods [56–59], flame synthesis [60–
63], and traditional or novel chemical reactions [64� 65].
There are several good review papers describing some of
these techniques [64� 66� 67]. In the following section two
of the most used techniques for nanoparticle synthesis, the
metallorganic chemical vapor deposition (MOCVD) and
sol–gel techniques, are described.

2.2.1. MOCVD
The basic idea in utilizing MOCVD is that in this process
the chemical reactions among precursors occur at a cer-
tain temperature in either a vertically or horizontally aligned
hot wall chamber. Therefore, no postsynthesis processes
like calcination, centrifugation, or hydrothermal processing
are required for crystallization or particle refinement. The
control of size distribution can be achieved by controlling
the temperature of the reactor and/or the flow rate of the
precursors. Dopants can also be easily introduced into the
reactor through a solid source, separated from the other
liquid-precursor, or mixed in with the precursor. Figure 2
is a schematic of a MOCVD system for the preparation of
TiO2 nanoparticles. The most frequently selected Ti pre-
cursors are titanium tetraisopropoxide (TTIP) and TiCl4.
TTIP is preferred because TiCl4 produces HCl as a toxic
by-product. The carrier gas for the precursor can be an inert
gas, such as Ar, or other nonreactive gases. In some cases
the carrier gas also participates in the chemical reaction.
The formation of TiO2 nanoparticles is basically divided
into four stages [41–43, 46]: (I) Introduction of mechanically
mixed Ti precursor vapor (with carrier gas) and O2 from the
low-temperature region, (II) production of TiO2 monomers
based on the reaction of TTIP or TiCl4 and O2 in the higher-
temperature region, (III) condensation of TiO2 monomers
to form larger clusters by homogeneous nucleation in the
gas phase based on a collision mechanism, (IV) formation
of TiO2 particles in the gas phase and on the substrates
after attachment of large clusters to the substrate. There-
fore, the reaction and condensation are two crucial stages in
the formation of semiconductor nanoparticles by MOCVD.
Either thin films [68–70] or free-standing nanoparticles [41–
46] can be deposited on certain substrates, depending upon
the experimental conditions, such as deposition rate and
temperature.

2.2.2. Sol–Gel
The main advantage of this process is that it makes it easy
to prepare nanocomposite materials such as organic-coated
nanoparticles and nanoparticles in an organic network. The
process starts with a precursor solution, and the solvent can
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Figure 2. MOCVD system schematic for the synthesis of TiO2

nanoparticles.
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be ethanol or alcohol, etc., which has a low evaporation
point. For the purpose of surface modification or doping,
organic material or dopant precursor solutions can be mixed
with the initial solution. The chemical reactions are carried
out by dip-coating precursor solutions on desired substrates
in a hood (usually at room temperature). In most cases, the
samples are required to rest in the hood for enough time
to dissipate gas-phase by-products and to remove excess
solvent. The as-grown nanoparticles are amorphous, and a
calcination process is needed to form crystals. Thus, the sol–
gel process is normally followed by heat treatment for crys-
tallization. Nanoparticles or nanophase films are achieved
after calcination. Furthermore, to obtain fully crystallized
ultrafine nanoparticles (1.5–5 nm), the particle growth of
metal oxides in sol–gel can be inhibited by replacing the
surface hydroxyl group before annealing with another func-
tional group. This can produce small secondary-phase parti-
cles to restrict the advancement of grain boundaries at high
temperatures [50].

2.3. Physical Methods

In general, thermal evaporation and sputtering are two pri-
mary physical approaches for the synthesis of semiconductor
nanoparticles. For these methods, a relatively strict vacuum
environment is required compared with the chemical meth-
ods to prevent contamination of the sample, the evaporation
source, or the sputtering source. Most nanoparticles synthe-
sized by these methods are in film form on certain specific
substrates.

Vacuum thermal evaporation is a process in which evap-
orated flux from a desired material source is allowed to
condense on a substrate. According to the different energy
sources for the evaporation, this method is usually catego-
rized as resistive evaporation, electron beam evaporation,
ion vapor evaporation, cathodic arc deposition, or laser abla-
tion. Detailed descriptions of these methods can be found in
[71] and [72]. Typically, these evaporative deposition meth-
ods are performed in high vacuum without a gas atmosphere
because the evaporated flux has low energy and a short
mean free path. However, if an inert gas is used during the
evaporation, the evaporated flux loses its energy quickly by
collision with gas molecules. This results in the formation of
powder by condensation. This process is also known as inert
gas condensation (IGC) [72].

In sputtering, plasma is generated between an anode and
a cathode. A large positive bias on the cathode, which is also
the target to be sputtered, attracts the ions to the target.
The ions accelerate across a dark space and impinge on the
target, causing the target atoms to sputter. The sputtered
flux can be deposited as a thin film and, depending upon the
temperature and pressure, can form a nanostructured thin
film. Moreover, the sputtered flux can be thermalized by
collision with the sputtering gas such that nanoparticles are
obtained. Specifically, TiO2 thin films have been deposited
by reactive magnetron sputtering [73], and CdTe quantum
dots were synthesized by RF magnetron sputtering [74–76].
Ordered semiconductor dots were also formatted by ion-
beam sputtering [77� 78].

3. MECHANISM OF NANOPARTICLE
PHOTOCATALYSIS

3.1. General Description

Photocatalysis can be a homogeneous or a heterogeneous
process. Homogeneous photocatalysis is a process that uti-
lizes oxidizers such as O3 and H2O2, while simultane-
ously coupling with light for the mineralization of organic
molecules. However, photoreaction with the irradiation of
semiconductor nanoparticles is heterogeneous photocataly-
sis and does not require oxidizers. Instead, it takes advan-
tage of excited electrons and/or holes from nanoparticles
to alter the kinetics of chemical reactions. At the end of
each catalytic cycle, nanoparticle photocatalysts can usually
be regenerated. It is normally supposed that a good pho-
tocatalyst always accelerates the reaction rate if there is no
special restriction. A comprehensive description of homo-
geneous and heterogeneous photocatalysis systems can be
found in [3]. Heterogeneous photocatalysis is categorized
as a sensitized reaction or a catalyzed reaction, based on
the origin of the electrons and holes. If the generation of
charge carriers is initiated from absorbate species and they
are transferred to the catalyst at ground state, which then
takes part in the reaction, then the process is a catalyzed
photoreaction. On the other hand, if initial photoexcitation
occurs from a nanoparticle catalyst and charge carriers are
transferred to ground-state molecules, the process is called
a sensitized photoreaction [29].

The whole process of nanoparticle photocatalysis is sim-
plified to electronic excitation, trapping, recombination,
interfacial charge transfer, and chemical reactions. The slow-
est kinetic process becomes the rate-limiting step and has
the most influence on the resulting photocatalytic activity.
The final efficiency of the chemical reaction is the over-
all interaction of these theoretically divided parts. They are
dynamically connected to each other with a certain sequence
to complete the photocatalysis process. For simplicity, a het-
erogeneous photocatalysis process is expressed by Eqs. (1)
to (5):

Electronic excitation:

�NP+ h� → e−cb + h+
vb� (1)

Charge trapping: ∣∣∣∣ e−cb → e−tr
h+
vb → h+

tr

∣∣∣∣ (2)

Charge recombination:∣∣∣∣ e−cb + h+
vb�h

+
tr� → photons/phonons

e−tr + h+
vb�h

+
tr� → photons/phonons

∣∣∣∣ (3)

Interfacial charge transfer:∣∣∣∣ e−cb�e−tr�+A → A−

h+
vb�h

+
tr�+D → D+

∣∣∣∣ (4)

Chemical reactions:∣∣D�A�
oxidation (reduction)→ Min

∣∣ (5)
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where NP and Min stand for nanoparticles and mineral-
ized products (including H2O and CO2�, respectively. A and
D are acceptor- and donor-type chemical substrates on the
surface of nanoparticles, respectively. A pictorial diagram
of these processes is shown in Figure 3 [79]. The details
for photocatalysis will be discussed step by step in the fol-
lowing sections. The mechanism to be discussed is general
and fundamental. Specific photocatalysis cases for modified
nanoparticles are included in Section 4.

3.2. Electronic Excitation

In photocatalysis processes, electronic excitation is the initial
step for producing highly reactive and electronically excited
states by photon absorption. Photoexcitation can occur
from either nanoparticle catalysts or adsorbate molecules.
Details of molecular electronic excitation are presented in
Section 4.4.4. The excitation in semiconductor nanoparticles
is addressed in the following section.

Semiconductors have an energy band gap (Eg� that ranges
from the top of a filled valence band to the bottom
of a vacant conduction band. Figure 4 shows the poten-
tial positions of valence and conduction bands for several
semiconductors [29]. These data are for bulk materials.
Nanoparticles have a small blue shift of the band gap,
and, especially for Q-particles, the band gap increases with
decreasing particle size [80� 81]. Electrons in the valence
band require a certain energy to overcome the band gap
and arrive at the conduction band. Photons that have energy
(h�) equivalent to the band-gap energy can excite the
electrons. With the interaction between incident light and
nanoparticles, electron and hole pairs can be simultaneously
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generated because the same number of positive holes are
left in the valence band to keep the nanoparticles electri-
cally neutral upon the excitation of negative electrons to the
conduction band. According to the semiconductor band-gap
theory, direct and indirect absorption processes can occur
in direct and indirect band-gap semiconductors, respectively.
There is no phonon, which is the energy of lattice har-
monic oscillation, involved in direct photon absorption to
create free electrons and holes. Extra phonon energy is
absorbed or emitted to excite electrons for momentum and
energy conservation in an indirect absorption process. Indi-
rect interface absorption can be induced in both direct and
indirect band nanoparticles because large amounts of sur-
faces and grain boundaries help the electron transition and
thus enhance the light absorption.

The rate of charge carrier generation is closely related
to the efficiency of photon absorption. The photon absorp-
tion is a function of active absorption area and the band
gap of nanoparticles. Smaller particles have a larger sur-
face area and can provide more absorption sites to increase
the absorbed photon numbers in a given time. Also, as
mentioned above, nanoparticles can increase the possibil-
ity of indirect interface electron transition to increase the
light absorption. The photoresponse can be extended to
longer wavelengths by dye sensitization, attachments of for-
eign species on the surface, and band-gap narrowing by dop-
ing, etc., so that charge carriers are more easily produced
with lower-energy irradiation.

3.3. Charge Carrier Transfer

3.3.1. Trapping
The photoexcited free electrons and holes experience charge
trapping and recombination during their bulk migration and
interfacial transfer for chemical reactions on the surface
of nanoparticles. The separated charge carriers have a life-
time on the order of nanoseconds to undergo transfer [82].
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Therefore, the charge trapping and recombination processes
in this period are critical. They greatly affect the final total
number, lifetime, and dynamics of free charge carriers on
the surface of nanoparticles to change the photoreactivity
because trapping is helpful for charge carrier separation and
negates the carrier losses due to recombination. The dynam-
ics of the charge carrier trapping process has been studied
with various methods, especially time-resolved techniques.
A stochastic kinetic model was used to interpret the charge-
trapping process in colloidal TiO2 particles [83]. Picosecond
and femtosecond transient absorption spectroscopy has also
been utilized to investigate the trapping processes in ZnO
and TiO2 nanoparticles [9� 79� 84� 85]. Laser flash photoly-
sis has been performed to study the electron trapping in
WO3 [86� 87], SnO2 [88], and ZnO [89–91]. Time-resolved
photon echo experiments were done to deduce the trap-
ping time of CdSe nanoparticles [92]. The trapped charge
carriers can be characterized by electron paramagnetic reso-
nance (EPR), absorption spectroscopy, and emission meth-
ods because their existence is sufficiently long and can be
from microseconds to seconds [9].

The trapping sites can be surface defects, lattice sites,
and dopants in nanoparticles. The surface in nanoparticles
is large and is usually not ideal or regular. The nature of
surface defect sites is related to the preparation method
and can be changed by various surface modification meth-
ods (Section 4.4). The surface irregularities, such as vacan-
cies, and coverage of foreign species, form surface defect
sites which, in turn, introduce surface electron states into
the band gap of semiconductor nanoparticles. They become
important localized trapping centers for charge carriers by
the energy difference between the trap and the bottom
of the conduction band or the top of the valence band.
Charges trapped at the surface of CdS single-crystal elec-
trodes were shown by photoreflectance spectroscopy [93].
Both low-temperature EPR [94] and ambient-temperature
spin-trap EPR [95] showed that holes can be trapped as
surface-bound O� or �OH radicals in the presence of O2 and
H2O on the surface of TiO2. Moreover, the absorbed O2
molecules on the surface are very important electron traps
for forming O−

2 in most photocatalytic reactions [96� 97].
The lattice sites, such as host atoms and oxygen vacancies,
can also become trapping centers. Some trapping in the lat-
tice sites may cause chemical changes. Time-resolved anal-
ysis showed that CdS nanoparticles have chemical changes
caused by reactions between trapped electrons and the Cd2+

site [98–101]. The chemical changes can be found elsewhere
for CdSe [101] and PbS [102]. EPR studies showed that Ti4+

can trap electrons to form Ti3+ within anatase TiO2 parti-
cles [103–106]. Oxygen vacancy is also implicated in electron
trapping in TiO2 [107]. The most interesting and significant
trapping is from dopants. The impurities can be added as
dopants during or after synthesis of nanoparticles. Dopants
as trapping sites are limited to a certain concentration
beyond which recombination becomes dominant because a
high density of trapped charge carriers also increases the
possibility of recombination with following opposite charge
carriers generated by the photon.

Trapping can form shallow traps and deep traps. Trap-
ping on surfaces is determined by the surface properties.
The basic hydroxide groups on TiO2 surfaces can cause

deep traps for valence band holes [9]. Trapping by dopants
depends on the potential of dopants in the band gap of
semiconductors. Trapping from dopants that have a poten-
tial energy just below the conduction band or just above the
valence band is considered shallow trapping; otherwise it is
deep trapping. Shallow trapping is preferred for photoreac-
tivity enhancement. Although deep trapping can also extend
charge carrier lifetime, it may cause lowering of the redox
potential of nanoparticles and cause a decrease in photore-
activity [12].

The trapping times for electrons and holes are differ-
ent. Generally, electrons are easier and quicker to trap
than holes. The hole and electron trapping time in CdS
nanoparticles was found to be 1 ps [108] and 100 fs or
less [109� 110], respectively. The trapping of holes generally
occurs within 250 ns [10� 29], but electron trapping is usu-
ally completed within 180 fs for TiO2 and most other semi-
conductor nanoparticles [104]. This is compatible with the
results of a femtosecond time-resolved diffuse reflectance
spectroscopy study for wet and dry Q-TiO2 and dry P25 par-
ticles which showed that electron trapping takes place in
less than 200 fs in all three samples [111]. However, a dis-
crepancy in trapping time still exists. Longer electron trap-
ping times of 0.5 to 8 ps for CdSe [92] and 30 ps for CdS
[108� 112] were reported. The difference may be caused by
the quality of samples, the nature of the nanoparticles, and
trapping states (shallow traps or deep traps) [18].

Trapped electrons and holes are likely to be released. Free
electrons or holes with extended lifetimes will participate in
chemical reactions. If trapped electrons and holes are also
to contribute to the reactions, first of all they have to be
detrapped from trapping sites and obtain sufficient mobil-
ity for transfer without being recombined before reaching
the reactants. This condition requires that trapped charge
carriers have survived for a long time.

3.3.2. Recombination
The excited electrons and holes are thermodynamically
unstable and have a tendency to recombine to lower sys-
tem energy. This process is called charge carrier annihilation
or recombination. Recombination can be radiative or radia-
tionless. Radiative recombination emits light (photons), and
radiationless recombination emits heat (phonons). Time-
resolved techniques are used to study the recombination
processes.

Surface recombination and volume recombination are two
events for electronic decay in nanoparticles. The recombi-
nation strongly depends on particle size. For particles with
sizes larger than several tens of nanometers, including bulk,
volume recombination is dominant. Volume recombination
is the direct or indirect recombination between conduction-
band electrons and valence-band holes. After excitation,
electrons and holes have electronic relaxation to the bottom
of conduction and the top of valence bands, respectively.
The relaxation process occurs on the order of 100 fs by
interaction between electrons and phonons. Direct recom-
bination of charges in the bands could occur, and it is
often radiative with intense band edge luminescence if there
are only a few or no electronic states within the band gap
[18]. This would last for nanoseconds. With the increase
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in band-gap states, volume recombination is dominated by
direct exciton-exciton annihilation rather than recombina-
tion of trapped charge carriers. When there are electronic
states induced by surface defects and dopants in the band
gap, part of the conduction band electrons and/or valence
band holes can be trapped during their movement back
to a lower energy state. The trapped charge carriers then
undergo radiative or irradiative recombination. This recom-
bination can happen between conduction-band electrons
and trapped holes, valence holes and trapped electrons, and
trapped electrons and trapped holes. The recombination
rate is slower than that of direct annihilation [18] and is
related to the trapping depth. However, when particle size
decreases below several nanometers and causes a high den-
sity of charge carriers on the surface, surface recombina-
tion starts to take place. Surface recombination refers to
the decay between surface trapped electrons and holes, sur-
face nontrapped electrons and holes, or surface trapped and
nontrapped charge carriers. Therefore, a size window exists
for nanoparticles to have a low rate of charge carrier decay
beyond which volume recombination and surface recombi-
nation will become too large for large and ultrafine particles,
respectively.

First-order and second-order recombinations are two pri-
mary kinetic processes. Second-order recombination is faster
than first-order recombination. Serpone et al. proposed a
model of recombination kinetics for trapped electrons and
trapped holes based on the results of time-resolved emis-
sion decays. They demonstrated that the decay is first order
in 2.1-nm TiO2, whereas second-order decay occurs for 13.3
and 26.7 nm [79]. The equations are

First-order recombination:

I�t� = A′ exp�−krt�

Second-order recombination:

I�t� = A

�1+ ��e−/h+	/VN�ktt�
2

where I�t� is the ratio of the average concentration of elec-
tron/hole pairs at times t and 0 ps, A and A′ are constants,
kr is a rate constant, �e−/h+	 is the average concentration
of charge pairs at time t, V is the particle volume, and N
is Avogadro’s number. Earlier, picosecond and nanosecond
transient absorption methods showed second-order decay
of trapped electrons in TiO2 [83], which was confirmed by
femtosecond time-resolved diffuse reflectance spectroscopy
by Colombo and Bowman [111] and other researchers
[113].

The decay time of the charge carrier is quantitatively
studied. EPR measurements showed that the recombination
of shallow trapped and deep trapped charge carriers for
Cu2S nanoparticles are 1.1 ps and 80 ps, respectively [18].
Femtosecond transient absorption/bleach spectroscopy indi-
cated that deep trapped electrons recombine with associated
recombination times greater than 1 ns in Ag2S nanoparticles
[18]. Decay times for 2.1-, 13.3-, and 26.7-nm TiO2 were
determined to be 67, 405, and 66 ps, respectively, by tran-
sient emission decays [79]. The dependence of the recom-
bination rate on the particle size is consistent with the size
window for volume recombination and surface recombina-
tion, as discussed above.

3.3.3. Interfacial Transfer
Interfacial transfer is not only the continuation of bulk
migration; it is also a process connected to the chemical
reaction. To participate in the chemical reaction, electrons
or holes must undergo interfacial transfer to the acceptors
or donors attached on the nanoparticle surface, in addition
to their bulk migration. The driving force for the electron
transfer is the energy difference between the conduction
band (or energy of trapped electrons) and the reduction
potential of the acceptor redox couple. Similarly, the driving
force for the hole transfer is the energy difference between
the valence band (or energy of trapped holes) and the oxi-
dation potential of the donor redox couple. As mentioned
above, before the charge carrier transfer on the particle sur-
face, the photogenerated electrons and holes have to move
from the bulk to the surface by diffusion. The time of bulk
migration is largely dependent on the mobility and lifetime
of charge carriers and particle size. The average times of
electron and hole migration from bulk part to the surface
for 2.1-, 13.3-, and 26.7-nm TiO2 are 0.05, 1.8, and 9.9 ps,
respectively [103� 104]. The overall efficiency of interfacial
transfer is determined by the competition between recom-
bination and trapping followed by the competition between
recombination of trapped carriers and interfacial charge
transfer [12, 114]. The interfacial electron transfer directly
competing with the recombination process was also verified
by Kamat et al. [115] and other scientists [111].

Size and surface characteristics of nanoparticles have an
extremely special role in interfacial charge transfer. The
main reason for this is that the trapping and recombina-
tion processes are critically affected by surface-related fac-
tors, as mentioned earlier. For Q-particles, one additional
reason for this is the increase in charge carrier potential,
which can increase the driving force of transfer due to the
band-gap enlargement. The electron transfer process from
CdS nanoparticles to surface-absorbed viologens was inves-
tigated, and the ratio of recombination rate constant to
electron transfer rate constant was found to be dependent
on the particle size. It increases by a factor of 20 with a
doubling of particle radius [116]. The interfacial hole trans-
fer dynamics of P-25 TiO2/SCN− was probed as a func-
tion of thiocyanate ion concentration on the surface by
femtosecond time-resolved diffuse reflectance spectroscopy
because of the hole-scavenging capability of SCN− [111].
The repression of e−/h+ recombination is also contributed
by valence-band h+ consumption in the oxidation of H2O2 by
terephthalic acid fluorescence probing [117]. The enhance-
ment of electron transfer on the surface of semiconductor
Q-particles is attributed to both an increase in electron
energy in the conduction band and changes in the physical
and chemical nature of the surface, such as change in sur-
face charge and increase in chemical nonstoichiometry [118].
Generally, the rate constant of interfacial electron transfer
is determined to be greater than 5× 1010 s−1 [119–121].

3.4. Chemical Reactions

3.4.1. Pollutants
The surviving electrons and holes may accelerate or ini-
tiate the photoreactions by interfacial charge transfer to
chemical substrates. The type of chemical depends on the
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selectivity of semiconductor nanoparticles, most of which
have low selectivity. Nanoparticle photocatalysts can join in
many chemical reactions, among which pollutant degrada-
tion is of the most concern for environmental protection.

Organic and inorganic compounds are two types of com-
mon pollutants. Organic compounds include halogenated
organics {chlorophenols (CP) [2-CP, 4-CP, pentachlorophe-
nol], chlorinated compounds [polyvinyl chloride, chlorinated
dioxins, chlorinated dibenzofurans, trichloroethylene (TCE),
and DDT], fluorophenol [m-fluorophenol], and PCBs, etc.}
and commercial colorants {dyes [naphthol blue black, acid
orange 7, disperse blue] and pigments}. Inorganic com-
pounds include heavy metal species (Pb2+, Sn4+, As5+, Hg+�
and ammonia, etc. Table 1 contains a list of typical organic
pollutants ([12] and references therein).

3.4.2. Advanced Oxidation Processes
The function of photocatalysis in chemical reactions is ver-
satile. First of all, there are two types of photocatalysis,
homogeneous and heterogeneous. In homogeneous photo-
catalysis, reactions are oxidative because of the direct oxi-
dizing agents (O3, H2O2, O3/H2O2, etc.). For heterogeneous
photocatalysis, which involves semiconductor nanoparticles,
the reaction type largely depends on the redox potential of
chemical molecules. If the redox level is below the conduc-
tion band edge of nanoparticles, reduction reaction can take
place. On the other hand, oxidation reaction will occur if
the redox level lies above the valence band edge. In the
case of redox levels nearly centered in the band gap, both
oxidation and reduction reactions could occur. As a result,
nanoparticles are capable of photodecomposition of small
inorganic molecules, photooxidation of organic and inor-
ganic species, and photoreduction of organic and inorganic
species. Extensive examples of reaction types over TiO2 were
given by Howe [30] and Linsebigler et al. [29]. From the
viewpoint of pollutant remediation, most reactions are oxi-
dation reactions.

Photocatalysis is an advanced oxidation process (AOP),
as are radiolysis [122–126], sonolysis [127–131], and other
methods [9]. These oxidation processes are distinguished
from each other by the way hydroxyl radicals (�OH) are
generated because they have common �OH as a primary
oxidation agent to make the oxidation reaction possible in
an aqueous system. Radiolytical processes produce �OH by
the irradiation of water with 
-ray or high-energy electron
beams from ionizing radiation sources. Sonochemical meth-
ods use ultrasound to sonicate water in the presence of dis-
solved gas to form bubbles first and then dissociate H2O
to form �OH. A photocatalysis reaction forms �OH by the
incorporation of water with holes that form because of the
irradiation of direct oxidizing agents in homogeneous sys-
tems or nanoparticles in heterogeneous systems. In addi-
tion to �OH radicals, direct h+ from catalyst and hydrogen
peroxide radicals (HO�

2,
�O−

2 � can also be possible oxidizing
agents for heterogeneous photocatalysis. �OH is considered
to be a very active and effective chief radical for the oxi-
dation of organic molecules in aqueous slurry systems. The
existence of �OH can be detected by radical detection meth-
ods with electron spin resonance spectroscopy [132–135]
and other analysis techniques [136–138]. Extensive studies

in the field of AOP photocatalysis have been conducted
[3� 9� 139� 140]. By photocatalytic reaction, hydrogen, oxy-
gen, and carbon are transformed into H2O and CO2. In
addition to this, other typical elements in organic contam-
inants, such as nitrogen, sulfur, phosphorus, and halogen,
can form NO−

3 , SO
2−
4 , PO3−

4 , and other acid minerals by oxi-
dation processes.

Liquid-solid and gas-solid are two representative hetero-
geneous photocatalysis reactions for pollutant remediation
in water and air, respectively. Vast amounts of photocatal-
ysis research have dealt with the liquid phase [2� 5� 7], with
relatively less work carried out on gas-phase systems [7, 140–
145]. For gas-phase reactions, O2, which is adsorbed with
H2O molecules on the catalyst surface, can largely improve
the oxidation reaction. Although O2 molecules are not only
electron scavengers but also the main radicals with oxygen-
derived formations (�O−

2 and HO�
2, etc.) that oxidize organic

molecules, the existence of O2 alone is found to be ineffi-
cient for oxidation. H2O is necessary to improve photooxi-
dation reactions in gas-phase systems. The role of H2O in
the gas-phase reaction is complicated and still not very clear.
Fourier transform infrared studies revealed that the photo-
degradation rate of 4-CP was dramatically enhanced in the
presence of water, but the action of water was not known
[146]. Water was determined to form �OH with holes, but
it was not confirmed to be responsible for the oxidation of
TCE as studied by the effect of different water vapor pres-
sures on the photoreactivity of TiO2 [147� 148]. The initial
oxidation of TCE was due to oxygen-derived radicals but
not �OH radicals. This result was obtained by the investi-
gation of the photoreactivity of hydroxylated TiO2, with the
use of isotopically labeled oxygen and water [29]. The pres-
ence of water was found to be helpful for the removal of
reaction intermediates or products from the TiO2 surface
to prevent poisoning in both gas and liquid phases [149].
However, for the liquid phase reaction, both O2 and H2O
were required for the photooxidation process. O2 is mainly
responsible for scavenging of electrons, and water is used
for �OH formation, so that oxidation reactions can be suc-
cessfully completed. As mentioned above, �OH radicals are
the primary oxidation agents in this case. The aqueous reac-
tion is commonly used for water purification. The reaction
pathways in heterogeneous photocatalysis are complicated.
For different pollutants and catalysts, the reaction pathways
may be different.

4. ENHANCEMENT OF
PHOTOCATALYTIC ACTIVITY

4.1. Quantum Yield

Photodegradation of pollutants is a direct way to examine
the performance of semiconductor nanoparticles for photo-
catalysis. Quantum yield (quantum efficiency) is a criterion
for measuring the efficiency of a photocatalytic reaction. It is
defined as the number of consumed or destroyed molecules
per absorbed photon [150]. In the case of multiple reactants,
quantum yield is sometimes based on the consumption of
a particular reactant. Nevertheless, precise determination of
actual absorbed photons is much more difficult in hetero-
geneous than in homogeneous media because of the light



Semiconductor Nanoparticles for Photocatalysis 677

Table 1. List of typical organic compounds.

Hydrocarbons, carboxylic acids, alcohols,
Chlorinated aromatics Nitrogenous compounds halocarbons, and heteroatom compounds

2-Chlorophenol 2-, 3-, and 4-Nitrophenol 1,3-Butadiene
3-Chlorophenol 2,5-Dinitrophenol 1,2-Dibromoethane
4-Chlorophenol Trinitrophenol 2,2,5-Trimethylpentane
2,4-Dichlorophenol Atrazine 2-Ethoxyethanol
3,4-Dichlorophenol Dimethylformamide 2-Methoxyethanol
2,6-Dichlorophenol Nitrobenzene Acenaphthene
2,4,5-Trichlorophenol 4-Nitrophenyl ethylphenylphosphonate Acetone
Pentachlorophenol 4-Nitrophenyl diethyl phosphate Benzene
Chlorobenzene 4-Nitrophenyl isopropylphyl-phosphonate Ethylbenzene
1,2,4-Trichlorobenzene Azobenzenes Benzoic acid
1,3-Dichlorobenzene Cyclophosphamide Bromoform
1,2-Dichlorobenzene EDTA Catechol
1,4-Dichlorobenzene Methyl orange Cresols
2,3,4-Trichlorobiphenyl Methylene blue Cyclohexane
2,7-Dichlorodibenzo-p-dioxin Methyl viologen Diethyl phthalate
2-Chlorodibenzo-p-dioxin Monuron Di-n-butyl phthalate
2,4,5-Trichlorophenoxyacetic acid Nitrotoluene Ethylene
2,4-Dichlorophenoxyacetic acid Picoline Formaldehyde
Hexachlorobenzene Piperidene Hexane
PCBs Proline 2-Propanol
DDT Pyridine Malathion
Chlorinated surfactants Simazine Methanol

Theophylline Methyl vinyl ketone
Chlorinated aliphatic Thymine Naphthalene

and olefinic compounds Trietazine Phenol
1,1,1-Trichloroethane Polynuclear aromatics
1,1,2,2-Tetrachloroethane Propene
1,1,1,2-Tetrachloroethane tert-Butyl alcohol
1,1,2-Trichloroethane Toluene
1,1,2-Trichloro-1,2,2-trifluoroethane Xylene
1,1,1-Trifluoro-2,2,2-trichloroethane 1,3-Diphenylisobenzofuran
1,1-Difluoro-1,2,2-trichloroethane Bromodecane
1,1-Difluoro-1,2-dichloroethane Bromododecane
1,1-Dichloroethane Dodecanol
1,2-Dichloroethane 1-Propanol
1,2-Dichloroethylene Fluorophenols
1,2-Dichloropropane (4-Thiophenyl)-1-butanol
bis(2-Chloroethyl) ether 4-Hydroxybenzyl alcohol
Carbon tetrachloride Acetic acid
Chloroacetic acid Acetophenone
Chloroethane Adipic acid
Chloroform Alkylphenols
Methylene chloride 1-Butanol
Tetrachloroethylene Butadiene
Trichloroethylene Butyric acid
Chloral hydrate Cyclohexene
Chloranil Cyclohexanedicarboxylic acid
Chloroethylammonium chloride Dibromomethane
Dichloroacetic acid Diphenyl sulfide
Trichloroacetic acid Dodecane

Dodecyl sulfate
Dodecylbenzene sulfonate
Ethane
Ethanol
Ethyl acetate
Formic acid

continued
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Table 1. Continued

Hydrocarbons, carboxylic acids, alcohols,
Chlorinated aromatics Nitrogenous compounds halocarbons, and heteroatom compounds

Isobutane
Isobutene
Lactic acid
Oxalic acid
Propionic acid
Pyridine
Salicylic acid
Sucrose
Tetrafluoroethylene

Source: From [12] and references therein.

reflection and scattering on the surface of nanoparticles,
absorption by the supports, and/or transmission in trans-
parent colloidal sols. It is, therefore, ideally assumed that
all of the photons are absorbed. The yield, therefore, is
the apparent quantum yield. It is the most frequently used
and can be calculated from experimental degradation rate
curves. Another widely used criterion is the apparent reac-
tion rate constant, because most photodegradations of dilute
organic reactions are pseudo-first-order. However, signifi-
cant variations in apparent quantum yield of the same cata-
lyst for the same type of reactant in different photosystems
were observed [151–153]. A perfect measurement should
give consistent photocatalytic activity in different test con-
ditions. It turns out that neither the apparent reaction rate
constant nor the apparent quantum yield can fully reflect
the intrinsic efficiency of nanoparticles. It was found that
apparent quantum yield changes with the geometric size of
the reaction zone [154], whereas the apparent reaction rate
constant varies with the concentration of the catalyst and
the power of irradiation [155]. They only provide apparent
photocatalytic activity and can be used to compare relative
photoreactivities in the same laboratory.

The factors affecting the apparent photocatalytic activity
can be either operational variables or the quality of nano-
particles. The operational variables are external factors, such
as irradiation conditions, photoreactor features, and other
experiment parameters (amount of catalyst, pH value, tem-
perature, and volume of the solution, etc.). For instance,
the photodecomposition rate of water by Pt-RuO2/TiO2 was
shown to be a linear function of the irradiation intensity, an
exponential function of reaction temperature, and an expo-
nential function of steady-state pH value [156]. The oxida-
tion rate of phenol in aqueous solution with anatase TiO2
was also affected by the initial pH of the suspension and
the presence of Cl− and H2O2 [157]. To find intrinsic pho-
toreactivity, the same quality of photocatalyst is used while
experimental conditions are varied.

Radiation conditions and photoreactor features are unsta-
ble aspects varying the apparent photoreactivity. For solu-
tion degradation experiments, three typical photoreactors
are used: annular photoreactors, flat-plate reactors, and
optical fiber reactors [158]. These reactors were described
in detail by Howe [30]. The actual light absorption does
vary with irradiation conditions, concentration of particles
in solution, and photoreactor features. The irradiation con-
ditions include uniformity of photon absorption in solution

and other properties (wavelength, intensity, etc., of the inci-
dent photons). Light with a wavelength longer than the
absorption edge of nanoparticles will be less energetic. An
increase in light intensity can speed up the absorbed number
of photons in unit time and vary the steady-state concen-
tration of active radicals to change the photoreactivity. The
rate of photochemical reaction on the surface was approx-
imated as either a linear [144] or a square root function
of irradiation intensity [159]. Radiant flux profile is not a
constant, especially in large annular reactors and thick slur-
ries, because of the resistance of light transfer. Therefore,
particles in different positions of the reactor may have dif-
ferent absorption rates. The nonuniformity of radiation dis-
tribution affects reaction kinetics, and the overall quantum
yield is decreased by increased reaction zone thickness [160].
The effect of catalyst concentration on the light absorption
is not linear. With the increase in particle concentration,
light absorption could be correspondingly enhanced because
more absorption sites are active. But the resistance of light
transfer becomes high when particles become thick. In this
case, the farther the particles are from the illumination
source, the lower the absorption coefficient. This situation
is more noticeable in annular photoreactors than in others
in which particles are coated with thin films.

The apparent kinetics of the degradation reaction is also
a function of the amount of catalyst, pH value, temper-
ature, volume of the solution, and foreign species in the
solution. Increases in particle amounts to enhance the light
absorption, as mentioned above, can supply more charge
carriers. The same amount of particles and a different vol-
ume of solution give different particle concentrations and
affect the degradation rate. The pH value can vary the sur-
face charge and possibly change the band energies of metal
oxide semiconductors with 0.059 mV/pH unit [9]. Higher
pH values can provide more OH− and form more �OH,
which increase the oxidation reaction rate. Higher temper-
atures are favorable for endothermic reactions. The tem-
perature factor can be avoided by cooling degradation cells
with cold water or air to keep their temperature constant.
Finally, there are other factors that affect the degradation
results, including supplied oxygen and the presence of for-
eign ions in the solution. O2 is an electron scavenger and
is helpful for charge carrier separation. No slurry photoox-
idation reactions can be completed without O2. The oxida-
tion reaction rate on TiO2 is related to the reduction rate
of O2 by electrons. Furthermore, the rate of radiationless
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recombination was enhanced if the reduction rate was not
sufficiently high [161–163]. Actually, photooxidation experi-
ments are always supplied with saturated O2, so the effect
of O2 can be minimized.

Precise quantum yield measurements are carried out to
obtain intrinsic photocatalytic activity. The measurements
are based on the approach of intrinsic reaction kinetics
or the redefinition of quantum yield for the correction of
apparent photocatalytic activity. In fact, it is very difficult to
correct all of the operational variables to achieve intrinsic
photoreactivity. Most efforts focus on the effects of irradi-
ation conditions and photoreactor features because condi-
tions such as amount of catalyst, pH value, temperature, and
volume of solution are relatively easy to control and repeat
precisely in different systems. As a result, irradiation and
photoreactor factors are theoretically minimized to make
the derived intrinsic photodegradation rates by a particular
photocatalyst independent. Some attempts have been made
to obtain a universal mean of photocatalytic activity. The
ratio of hydrogen production rate per unit mass of catalyst
to the transmittance of incident light through slurry solution
was defined as the intrinsic production rate of hydrogen in
the photocatalytic cleavage of water. This production rate
was not dependent on reactor geometry and catalyst load-
ing [156]. A kinetic model, comprising a single equation for
low and high irradiation conditions, was successfully applied
to the photodegradation of trichloroethylene in water [164].
Relative photonic efficiency, as a correction factor, was
suggested for the comparison of photocatalytic activities
of different photocatalysts by Serpone [165]. Recently, a
correction factor representing the ratio of the radical gener-
ation rate in the laboratory to that in reference-ideal photo-
catalytic reactors has been introduced to obtain the intrinsic
reaction rate constant from the measurement of the appar-
ent reaction rate constant. The intrinsic constant was found
to be independent of the reactor size, light power, and cat-
alyst concentration [160].

The overall intrinsic value of photocatalytic activity clearly
relies on the quality of the nanoparticles. The quality is
defined by multiple factors, such as the efficiency of the
photocatalytic reaction process, the wavelength range of
response, the stability of particles under irradiation, and the
selectivity of the reactants. For example, most semiconduc-
tor nanoparticles have large band gaps, which limit their use
with short-wave irradiations such as ultraviolet light. Shift-
ing the absorption edge to longer wavelengths can increase
the photoabsorption efficiency, and visible light absorption
in particular can greatly extend the application of catalysts
to sunlight. Improving photoreactivity is always a challenge
in the area of photocatalysis. The quality of nanoparticles
varies with the structure, size, shape, doping, and various
surface modifications of the particles. The enhancement of
quantum yield is based on these interior factors. These
issues are discussed in Sections 4.2–4.4.

4.2. Structure and Size Effects

4.2.1. Purpose
The significance of nanoparticles for photocatalysis was
mentioned in the Introduction. In the following, the struc-
tural, electronic, and optical properties of nanoparticles,

especially quantum-sized particles, Q-particles, will be dis-
cussed further. Because of the specialty of Q-particles, their
properties have more influence on quantum yield than
do the properties of common nanoparticles. Thus, under-
standing quantization effects is the prerequisite to studying
the size effects on the photoreactivity of nanoparticles.
Enhancement of photoreactivity can be expected by struc-
ture and phase selection, as well as size modification. Four
aspects are considered to be helpful for photoreactivity
improvement with a decrease in particle size: (1) increasing
redox potential by band-gap enlargement, (2) shortening the
pathway of charge transfer, (3) decreasing volume recombi-
nation, and (4) enhancing light absorption and the effective
reaction area with increased surface area.

4.2.2. Structural Change
Nanoparticles can be amorphous or crystalline, depending
upon the synthesis methods and conditions. Atoms in an
amorphous structure have only short-range order because
the atoms do not have enough activation energy and/or
time for diffusion during synthesis. Amorphous particles
can be crystallized if proper treatment is used to meet the
energy requirement. Crystals are either polycrystalline or
single crystalline, which have Bravis lattice structures with
atoms in ordered sites. Polycrystals are composed of sin-
gle crystals with different orientations separated by grain
boundaries. For crystals, different structures or phase transi-
tions could occur with changing temperature, pressure, and
composition. For instance, TiO2 crystals can be in at least
eight formations: anatase, rutile, brookite, �-PbO2, �-VO2,
hollandite, fluorite, and baddelleyite (ZrO2� [19� 166� 167].
Anatase, rutile, and brookite are known to be relatively sim-
ple structures at normal pressure.

The surface structure of nanoparticles is different from
that of bulk. In nanoparticle systems, atoms always termi-
nate with a surface, and the surface area thus becomes
extremely large. Moreover, the periodic arrangement may
become different at the surface to meet the requirement
of minimization of the overall system energy. It is called
structural relaxation and can be achieved by surface recon-
struction and lattice distortion. Once a surface is created,
the surface accumulates unbalanced electric charges and
has a composition different from that of the bulk coun-
terpart. For instance, oxide surfaces nonstoichiometrically
have excess oxygen with dangling bonds. Surface free energy
and surface stress are two crucial factors for surface relax-
ation. Surface excess free energy is generated because of the
deviation of surface electronic structure from that of bulk.
It is quantitatively equal to the total energy difference
between nanoparticles and bulk of the same amount, divided
by the surface area. Surface stress is produced because of the
force exerted among excess dangling bonds on the surface,
and it is given as the force per unit length. The surface atoms
can reconstruct or rearrange themselves when the differ-
ence between surface stress and surface free energy is large
[168� 169]. The lattice distortion or reconstruction occurs to
reduce dangling bonds on the surface and to relax the lat-
tice of nanocrystals. With the decrease in particle size, more
distorted lattice cells appear because of the surface stabil-
ity. The crystal structure thus tends to be hard to identify
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because the lattice is so distorted and so many atoms are dis-
placed. Banfield and Zhang proposed a molecular dynamics
simulation of a structural model for nanosized TiO2 [19].
Dangling oxygen ions that prefer to form bridged oxygen
pairs on the surface are the key to the structural change.
By structural relaxation, the interatomic distance between
two titanium atoms on the surface is either shortened when
the surface tensile stress exists or enlarged when compres-
sive stress forms to lower the system energy. The surface
structure was clearly identified as being composed of three
layers: surface, near surface, and interior. The lattice is most
distorted on the surface layer and then gradually reaches
the bulk structure at the interior layer. The interior layer
decreases with the decrease in particle size and finally dis-
appears when TiO2 nanoparticles are very fine.

Phase structure and composition affect the photoreactiv-
ity. Iron oxide has Fe2O3, �-Fe2O3, �-Fe2O3, and 
-Fe2O3
structure formations, of which �-Fe2O3 is the most stable
and effective catalyst [170]. However, �-Fe2O3 was found to
be active only for the oxidation of sulfite, oxalate [170], and
iodide [171] but not for the oxidation of cyanide [172] and
the formation of H2O2 [31]. A significant increase in activ-
ity of TiO2 nanoparticles for the degradation of phenol was
observed with a decrease in amorphous content, although
the size of particles with amorphous content was smaller
than that of the completely crystallized sample [173]. One
possible reason for this was that the amorphous phase acted
as a recombination center to decrease the number of photo-
generated electrons and holes. Anatase is believed to have
a higher photoreactivity than rutile. The effect of anatase
mass fraction on the photodegradation of methylene blue
and photodecomposition of ammonia gas was investigated,
and it was found that the particles with a larger percentage
of anatase had higher reactivity [174]. However, commercial
standard Degussa P25 is composed of 20% rutile and 80%
anatase, and the small content of rutile is demonstrated to
have improved photoreactivity.

4.2.3. Quantization Effects
Decreasing particle size leads to a larger surface area and
introduces more electronic states and unbalanced charges
onto the surface. The structural changes are the basis of
unique properties of semiconductor nanoparticles because
surface structure and particle size greatly affect electronic
structures, which in turn have effects on physical and chem-
ical properties. Consequently, with the reduction of particle
size, many novel properties can be observed. Quite drastic
property changes, known as size quantization or quantum-
size (Q-size) effects, occur because of the spatial confine-
ment of charge carriers when the particle size decreases to
less than the Bohr radius of the first excitation state [175].

There are discrepancies for the critical particle size or the
threshold of Q-size effects. First of all, the critical size varies
with the type of the particle because of the difference in
effective charge. Q-size effects were observed by Henglein
when the size of CdS particles was below 10 nm [175]. Quan-
tization of MoS2 nanoparticles occurred within 2 nm [176].
The critical size for TiO2 was considered to be 10 nm [30].
However, even for the same particles, differences in critical
size still exist. The first excitation value of TiO2 was deter-
mined to be 0.75–1.9 nm [177], but various values for the

size quantization regime were reported, including ≤53 nm
(especially ≤10 nm) [105], 2.5–10 nm [178], and 2–50 nm
[26], etc. More detailed descriptions of the size discrepancies
can be found in [10]. The different results for size threshold
determination can be caused by variations in surface char-
acteristics, the shape of particles, the precision of measure-
ment, or other undetermined factors.

Electronic properties of nanoparticles are strongly
affected by size quantization. Q-particles are actually molec-
ular clusters without complete electron delocalization. They
have discrete or quantized energy levels for both conduc-
tion band electrons and valence band holes because the
charge carriers are confined in potential walls with very
small dimensions less than their de Broglie wavelength. This
situation is like simple particles in a box. Serpone et al.
demonstrated that semiconductor nanoparticles with a few
molecular units can maintain discrete lowest unoccupied
molecular orbitals (LUMOs) and highest occupied molec-
ular orbitals (HOMOs) [25]. Thus, the electronic structure
of nanoparticles can be studied with the molecular orbital
(MO) method. The MO model for particles grown with
N monomeric units was schematically illustrated by Hoff-
mann et al. [12], as shown in Figure 5. By the semiempir-
ical MO approach, the influence of surface structures on
the electronic state of CdS was directly calculated, and low-
coordinated Cd atoms were found to produce surface states
[179].

Optical absorption and photoluminescence are depen-
dent on particle size. With a decrease in nanoparticle size,
the effective band gap increases because photoexcited elec-
tron and hole pairs have insufficient space to coexist within
the ultrafine particles. The change in band-gap energy is
a strict function of particle size and the effective mass of
charge carriers. By using the exciton model, Brus derived
the first excitonic state of a semiconductor cluster [80� 81]
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Figure 5. Molecular orbital model for electronic structure change with
the growth of particle size. Reprinted with permission from [12], M. R.
Hoffmann et al., Chem. Rev. 95, 69 (1995). © 1995, American Chemical
Society.
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as expressed by

�Eg = Eg�R�− Eg�R = �� = �
22

2R2�
− 1�8e2

�R

where Eg�R� and Eg�R =�� are band gaps of nanoparticles
and the bulk state, respectively, R is the nanoparticle size,
� is the relative dielectric constant of the semiconduc-
tor, and � is the exciton reduced mass, with a value of
�1/me + 1/mh�

−1 (me and mh are the effective masses of
electron and hole, respectively). The equation shows that
nonnegligible band-gap energy change takes place and pro-
nounced blue shift of the absorption threshold occurs in
very fine particles, typically Q-particles. For comparison, the
size dependency of the band gap is illustrated in Figure 5.
Experimentally, the absorption as a function of particle
size in CdS nanoparticles was observed and explained by
Brus [80� 81], Henglein et al. [180� 181], and other scientists
[179� 182� 183]. The comparison of absorption of ZnO with
different particle sizes was made by Kamat et al. [89� 184].
Also, similar effects can be seen from other nanoparticles,
such as MoS2 [185], PbS [182], HgSe [186], PbSe [186], and
CdSe [187]. For TiO2, a 0.15-eV band-gap blue shift of 2–4-
nm anatase and a 0.1-eV shift of 2.5-nm rutile were reported
[177]. TiO2 nanoparticles showed a blue shift in the absorp-
tion spectra with decreasing size, and the band gap increased
from 3.027 to 3.167 eV with the particle size ranging from
39 to 3 nm [188]. However, no blue shift of 1.5-nm TiO2 was
reported, and the disability of the effective mass approxi-
mation in the band-gap energy change is a possible reason
for this [189]. Different photoluminescence properties are
observed in fine nanoparticles, and a large blue shift is indi-
cated by different colors of Q-particles. For instance, CdS
became colorless from a normally yellow color when the
particle size was less than 2.2 nm [190].

4.2.4. Size Optimization
Size effects on the photocatalytic activity originate primar-
ily from size quantization and size-related surface charac-
teristics such as surface area and defects. With a decrease
in particle size, charge carrier transfer can be accelerated
because of either the ultrafine diameter of the crystals or
the elevation of the redox potential of charge carriers by
band-gap enlargement. At the same time, small particles
offer increased light absorption area and active reaction
sites due to larger surface area. For example, the adsorption
rate and adsorbability of methylene blue (MB) were found
to increase with the size reduction of TiO2 nanoparticles
[191]. However, decreasing particle size does not necessar-
ily enhance the activity of nanoparticles. When particle size
is reduced below a certain value, and most photogenerated
electrons and holes are close to the surface, surface recom-
bination will dominate, which shortens the lifetime of charge
carriers. Moreover, blue shift of the band gap hampers
the extension of the light absorption range and decreases
the light absorption efficiency under the same irradiation
energy range. These causes are unfavorable for the improve-
ment of photoreactivity, so Q-particles do not necessarily
show increased photoreactivity. Thus, the size dependency
of photoreactivity is due to several competing factors, and
an optimal size can be selected for the highest photocatalytic

performance. Furthermore, size is one of the most important
factors affecting the rate-limiting step. For instance, ZnO
Q-particles may show enhanced photoefficiency for systems
that have a rate-limiting step of interfacial charge transfer
[192]. One more point should be mentioned here: that the
photoreactivity may vary even for the same type of parti-
cles with the same size, because of the different preparation
methods, which may cause the surface characteristics to be
different.

Size effects on the photocatalytic activity of nanoparticles
are investigated in various reaction systems. Anpo et al.
[105] observed blue shift of the absorption edge and
increased photocatalytic efficiency of TiO2 for the photohy-
drogenolysis reaction of CH3CCH in water with a decrease
in anatase particle diameter from 53 to 3.8 nm, especially
below 10 nm. This result was attributed to the enhancement
of activity of charge carriers and/or suppression of radia-
tionless transfer of the absorbed photon energy because of
size quantization-related electronic structure modification.
Improved catalytic efficiency with finer TiO2 particles was
also reported for the degradation of phenol [173] and MB
[174� 191]. However, a linear increase in the degradation
rate as a function of the anatase crystalline size, which was
changed by varying the calcination temperature, was also
reported [193]. Wang et al. demonstrated that photocatalytic
activity could not monotonically increase with a decrease
in particle size, and 11 nm was the optimal size of TiO2
nanoparticles synthesized by hydrothermal methods for the
decomposition of chloroform [48]. Particles with a larger or
smaller size could have decreased photoreactivity due to the
deficient surface area and high charge carrier recombination
rate, respectively. These discrepancies can be understood
based on the chemicals to be degraded, preadsorption of
chemicals, actual activation surface area, number of surface
states, and other factors.

4.3. Dopant Effects

4.3.1. Purpose
Dopants as foreign elements in nanoparticles are commonly
used to enhance the photocatalytic activity. Cation, anion,
and co-doping are common. Dopants can be introduced
into nanoparticles either during the synthesis or after syn-
thesis by processes such as ion implantation [194], thermal
diffusion [195], or conventional solid-state reactions [196].
The dopant sources (precursors) are either ion compounds
or neutral atoms, which can interact with the host lattice
to build chemical bonds. Thus, the type of doping in this
section refers to the final dopant chemical state(s) in the
semiconductors. Dopants change the lattice thermal dynam-
ics [197–200], electronic structures [201–203], and photo-
catalytic properties, etc., of semiconductor nanoparticles.
Enhanced photocatalytic activity is expected by doping. In
this situation, dopants might (1) increase charge separa-
tion efficiency by charge carrier trapping; (2) mediate inter-
facial charge transfer; (3) improve light absorption and
change photoluminescence properties by introducing elec-
tronic states in the band gap or extend the light absorption
range by narrowing the band gap; (4) reduce the particle
size or change the phase composition. For doping, not only
the enhancement of photoreactivity but also the effect on
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visible light absorption is of interest. The actual role of
dopants during the heterogeneous photocatalytic reaction is
determined by their nature, position, and concentration in
nanoparticles.

The natural properties refer to potential energy levels
and oxygen affinity (for cations), etc. Dopants act as shal-
low traps of electrons if their energy level is near the con-
duction band of nanoparticles. They act as deep traps of
electrons if their energy level is far below the conduction
band of nanoparticles. Similarly, shallow trappings become
possible if the dopant level is just above the valence band,
and deep hole trappings are possible if the dopant level
is far above the valence band. Shallow trapping increases
the lifetime of charge carriers by successful separation of
electron-hole pairs. However, deep traps reduce the energy
difference between redox potential and trapped electrons or
holes to slow down the charge carrier transfer, which is a
crucial step for the overall reaction rate. As discussed in
Section 3.3.1, the potential energy level of dopant in the
semiconductor band gap should be considered. Accordingly,
the dopants that introduce deep trapping are not suitable
for the improvement of photoreactivity.

The dopants can be on the surface or in the lattice. The
cases of dopant with high concentration on the surface are
exclusively analyzed in Section 4.4 as surface modifications.
Inside the lattice the dopant can be substitutional, intersti-
tial, or on both sites. The effect of dopants on photoreactiv-
ity critically depends on their location and coordination in
the particles. For example, substitutional dopant ions con-
tribute mostly to the change in electronic structure and an
increase in light absorption efficiency. Thus, determination
of dopant position is necessary for investigations of the role
of the dopant. However, the locations of dopant ions are
affected not only by the nature (such as ionic radii) and
concentration of ions, but also by the synthesis method. For
dopant ions with sizes comparable to those of host ions, it
is easier to occupy the host sites, as opposed to those that
have radii much larger or much smaller than that of the
host. The amount of dopant in the lattice is limited by the
maximum equilibrium solid solubility limit of the dopants
in the semiconductor nanoparticles. For different synthesis
processes, dopant position also changes. Dopant ions may
only be absorbed on the surface of particles during the initial
hydrolysis step in the sol–gel method, and some of these ions
are then incorporated into substitutional or interstitial sites
of TiO2 or form separate dopant-related phase(s) during cal-
cination [30]. Recently, Li et al. [45] indicated that metal
ions were in the lattice of TiO2, and no dopant accumula-
tion was detected on the surface for the low-level doping of
metal ions by MOCVD. The method dependency of dopant
position is one of the reasons why contradicting results for
the same type of dopant ion, even with the same concen-
tration levels, were reported by different researchers. For
example, there is disagreement about whether Cr3+ dopant
enhances or inhibits the photoreactivity of TiO2 [204–207].
It is important to locate the dopant position. The loca-
tion of 1% Fe in TiO2 prepared by sol–gel dip coating was
studied by Fourier transforms of extended X-ray absorption
fine structure (EXAFS) analysis. EXAFS showed that Fe
was incorporated completely into substitutional sites in the

anatase lattice when high annealing temperatures were used
[30].

Dopants can enhance the photoreactivity only within a
certain range of concentration. As mentioned in Section 3.3,
both too low and too high dopant concentrations are not
desired, because of either insufficient amounts for achiev-
ing dopant effects or deterioration of photoactivity caused
by fast recombination of charge carriers. The increased
recombination may come from the recombination between
trapped charges and subsequent photon-generated counter-
part charges and/or recombination between trapped elec-
trons and trapped holes through quantum tunneling [208] if
the dopant traps both electron and hole. Thus, there exists
an optimal dopant concentration that realizes the high-
est photoreactivity. The optimal dopant is size dependent.
By studying the degradation efficiency of CHCl3 with Fe3+-
doped TiO2 nanoparticles, Zhang et al. [49] found that the
optimal Fe3+ doping level decreased with increasing particle
size, and it decreased from 0.2 at% for 6 nm to 0.05 at%
for 11-nm particles. They reasoned that for the same dopant
concentration, the larger particles have a higher possibility
of multiple trappings of charge carriers because the average
path length becomes longer and multiple trappings will lead
to a high volume recombination rate. The limit of dopant
concentration is not the same for different aspects of dopant
effects. The optimal concentration for trapping efficiency
might not be the one for the highest light absorption. Thus,
an increase in light absorption does not necessarily mean
the improvement of overall quantum yield, which is mainly
dependent on the limiting steps of photocatalysis.

Doping-induced visible light absorption is of extreme
interest. Although the band-gap narrowing can cause lower
photoredox potential energy, which reduces the transfer
rate of charge carriers, the increased photon absorption
efficiency or generation rate of charge carriers usually can
compensate for the negative effect and largely enhance the
overall photoreactivity. As Asahi et al. [209] analyzed for
doped TiO2, to realize visible light reaction, the require-
ments for dopants in general semiconductor systems are:
(1) doping must produce electronic states in the band gap
of nanoparticles; (2) the redox potential of H2O/�OH should
be within the band gap of doped nanoparticles to make
photoreaction possible; (3) the doping-induced states should
be very shallow, either below the conduction band edge or
above the valence band edge. Additionally, only substitu-
tional dopants can have a strong enough interaction with
conduction-band electrons or valence-band holes to sub-
stantially modify the electronic structure of the host. The
detailed mechanism of dopant-induced visible light absorp-
tion will be individually analyzed for cation doping and
anion doping in the following sections.

4.3.2. Cation Doping
Metal ions have been extensively used for cation doping.
The dopants cover primary metal ions, transition metal
ions, and lanthanide ions (e.g., Nd3+, Os3+, Re5+�. Poten-
tial energy levels of some frequently used metal ions in the
band gap of TiO2 nanoparticles are schematically shown
in Figure 6 [47]. Valence values of dopants less than and
larger than that of Ti4+ are known as n- and p-type dop-
ing, respectively. An early comprehensive metal ion doping
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Figure 6. Energy levels of some metal ion dopants in the band gap of
TiO2 nanoparticles. Reprinted with permission from [47], W. Choi et al.,
J. Phys. Chem. 98, 13669 (1994). © 1994, American Chemical Society.

study was carried out by Choi et al. for 21 different ion-
doped Q-TiO2 [47]. Among metal ion dopants, the influence
of transition metal ions on the photoreactivity of semicon-
ductor nanoparticles is frequently studied because transition
metals are known for their d-electronic configurations, which
are helpful for the electronic structure modification of semi-
conductor nanoparticles.

Fe3+, Cr3+, and V4+ are the metal ion dopants that are
used most often. There are no general agreements about
whether they can enhance the photoreactivity of nano-
particles or not.

(1) Fe: Fe3+-doped TiO2 showed increased photoreduc-
tion of N2 [210� 211] and methyl viologen [212]. Fe3+-doped
(0.11 to 1.76 wt%) TiO2 prepared by coprecipitation exhib-
ited high photoreduction of sodium nitrite because of the
extended lifetime of electron-hole pairs and an increased
diffusion length of electrons [213]. The same range of Fe
was also indicated as the optimum iron content for TiO2
prepared by the sol–gel method [213]. Also, negligible activ-
ity was found for very high Fe concentrations, and this was
attributed to the photon absorption of aggregated iron oxide
on the surface of TiO2 due to too high dopant concentra-
tion. Doping Fe3+ at 0.5 at% in Q-TiO2 was good for both
oxidation of chloroform and reduction of tetrachloride [47].
Laser flash photolysis and time-resolved microwave conduc-
tivity measurements confirmed that the lifetime of electrons
in doped particles increased from 200 �s to 50 ms. Low dop-
ing concentration (0.15 and 0.5 wt%) Fe doping showed con-
siderably better performance for the degradation of maleic
acid compared with pure TiO2 [214� 215], and 0.75 at% Fe
was also found to be an optimal concentration for increasing
photoxidation of certain pyrimidine bases [216]. However,
Fe-doped TiO2 has only little influence [54� 217] or detri-
mental effect on the photodegradation of phenol [45� 218].

(2) Cr: TiO2 doped with Cr3+ was found to induce visi-
ble light cleavage of water [204] and an increased reduction

rate of N2 [54]. In contrast, detrimental effects of Cr3+ dop-
ing were found by Herrmann et al. for the oxidation of
liquid cyclohexane [206] and hydrocarbons [219]. Cr3+ was
incorporated in substitutional sites of Ti4+ by ion implanta-
tion, which made remarkable decomposition of NO in visible
light range possible [207� 220� 221]. But the photoreactiv-
ity in visible light was 25–1000 times lower than that under
UV irradiation, although Cr3+-doped TiO2 could absorb vis-
ible light [205]. EPR study indicated a detrimental effect of
the Cr3+ for the degradation of dimethylsulfoxide (DMSO)
[222]. Similarly, Cr3+-doped TiO2 was also found to show no
improvement for rhodamine B (RB) degradation because of
the reduced lifetime of charge carriers [223].

(3) V: Vanadium commonly has V3+, V4+, and V5+

valence states. The photoreactivity of V3+- and V4+-doped
Q-TiO2 underwent very similar enhancement because V3+

was easily oxidized to V4+, which can trap both electron
and hole. V5+ doping also increased the photoactivity, but
it was not as efficient as V3+ and V4+ doping because
V5+ trapped only electrons [47]. Moreover, V ion-implanted
TiO2 also showed high photoactivity under visible light irra-
diation [220� 221]. However, Hoffmann et al. [224] per-
formed a detailed investigation of vanadium-doped TiO2.
The coprecipitation methods followed by various tempera-
ture heat treatments showed different vanadium existence
states, including surface-bound VO2+, surface V2O5 islands,
interstitial V4+, and substitutional V4+. All of these vana-
dium forms promoted charge carrier recombination and
reduced the photoreactivity of TiO2. Statistically, from the
above examples, these three transition ions have either detri-
mental effects or positive functions with a competitive quan-
tity of cases. It is hard to predict their effects in different
reaction systems.

Many other cases of transition metal ion doping has been
investigated. For example, Cu2+-doped ZnS was found to
have a visible light response and high photoreactivity [225].
Ni2+-doped ZnS showed a visible light response and a nar-
rowed band gap (2.3 eV) [226]. It had high efficiency for
the photocatalytic H2 evolution under visible light irradia-
tion. Low levels of Ag+-doped CdS showed enhanced effi-
ciency for the oxidation of aniline, and its luminescence was
quenched by absorbed aniline because efficient charge trans-
fer occurred at the Ag2S/CdS interface [227]. But, at a high
concentration, the surface of CdS had Ag2S, which prevents
holes from interacting with reactant and reduced photoreac-
tivity. Mn2+-doped TiO2 was tested to have low efficiency on
DMSO degradation [222]. Mo5+ (>1 at%) was declared to
increase RB adsorption on the surface of TiO2 and enhance
the photoreactivity [223].

There has been relatively less literature about primary
group metal ion and lanthanide ion doping. Wang et al.
[228] found that the photoresponses of Eu3+-, La3+-, Nd3+-,
and Pr3+-doped TiO2 nanoparticle electrodes for the degra-
dation of RB were much stronger than that of undoped
TiO2. Sm3+ showed little increase because of the efficient
separation of charge carries. Li et al. [45] confirmed the
significance of Nd3+-doped TiO2 for the degradation of
2-chlorophenol. High-level doping (20 mol%) of alkaline
earth ions (Ca2+, Sr2+, Ba2+� doubly increased the photore-
activity of anatase, whereas 2-mol% of doping exhibited only
half the enhancement for the destruction of oxalic acid [229].
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Dramatic reduction of particle size by a high content of
dopants and its related high adsorption rate could be the
reason for this, although the doped TiO2 had substantial
amorphous parts.

Low concentrations of metal oxides, sulfides, or selenides
can also be doped as ions into the nanoparticles. The
optimal concentration, 1.5–3 mol% Nb2O5, was deter-
mined to be helpful in TiO2 for the degradation
of 1,4-dichlorobenzene (DCB) [230]. But Nb2O5-doped
nanocrystalline WO3 thin films had decreased photoreac-
tivity with increases in Nb2O5 concentration due to an
increased amorphous phase [231]. Studies of Nb2O5-doped
TiO2 can also be found elsewhere [232–234]. WO3-doped
TiO2 exhibited high photoreactivity for the degradation of
DCB, and the optimal content of dopant was 3 mol% [235].
The enhancement was attributed to the increased electron
transfer rate from TiO2 to trapped in W5+. Al2O3 doping
was selected to suppress the photocatalytic activity of rutile
pigment for the oxidation of alkyd resins because Al2O3
could provide recombination sites [236]. Moreover, Al2O3
in the bulk of TiO2 was considered a much more efficient
recombination center than that on the surface. Doping of
NiO in SrTiO3 powder was found to have a photoactivity 100
times higher than that of SrTiO3 alone for decomposition of
both vapor and liquid water [237� 238].

Appropriate metal ion doping can make visible light
absorption of nanoparticles possible. Doping Mn2+ (<1%)
is known to show orange luminescence or red shift of
absorption for large band-gap semiconductors such as CdS
and ZnS [239–242]. Cu2+- and Ag+-doped CdS exhibited
a dopant concentration dependency of photoluminescence
[243]. MgxZn1−xO nanoparticle thin films had band-gap
reduction under certain heat treatments [244]. Further-
more, Serpone et al. [245] systematically studied the pho-
toconductivity of TiO2 colloids doped with Fe3+, Cr3+, and
V5+ cations. All doped samples successfully showed an
extended absorption threshold in the visible range, and
the Cr3+-doped sample had the largest red shift, with an
absorption edge around 600 nm. By an implantation doping
method, Anpo et al. [207� 220� 221] noticed that V4+, Cr3+,
and several other transition metal ions remarkably shifted
the absorption edge of TiO2 into the visible region. The elec-
tronic structure of doped nanoparticles is the key to under-
standing the origin of visible light absorption. Recently, a
theoretical calculation for the electronic structure of tran-
sition metal-doped TiO2 (rutile) has been made by Ume-
bayashi et al. [246]. They used a super-cell approach with a
band calculation to obtain the electronic structures of rutile
doped with transition metals (Fe, Cr, V, Mn, Co, Ni). The
ab initio band calculations were done by the full-potential
linearized-augmented-plane-wave (FLAPW) method. The
calculated electron density maps (not shown) and the density
of states (DOSs) for doped TiO2 (Fig. 7) indicated that the
electronic level introduced by 3d metal doping in the band
gap or valence band was due to the t2g state of the dopant.
For Fe, Cr, V, and Mn doping, the t2g state lies within the
band gap of TiO2. But the level of Co is located at the top of
the valence band, and Ni has contributed only to the valence
band formation.
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Figure 7. The DOS of the TiO2 rutile doped with V, Cr, Mn, Fe, Co,
or Ni. Gray solid lines: total DOS; black solid lines: dopant’s DOS.
The states are labeled (a) to (j). Reprinted with permission from [246],
T. Umebayashi et al., J. Phys. Chem. Solids 63, 1909 (2002). © 2002,
Elsevier Science.

4.3.3. Anion Doping
There are fewer reports about anion doping than there are
about cation doping. This type of doping uses C, N, F, P, S,
etc., to substitute anions of semiconductor nanoparticles and
to achieve high photoreactivity and/or visible light response.

Doping F achieves high photoreactivity. The effect of F
on the photoreactivity of TiO2 was first reported by Hat-
tori et al. [247� 248]. Trifluoroacetic acid was added to
the starting solution to prepare F-doped nanocrystalline
TiO2 thin films by sol–gel. It was found that F doping
increased the absorption coefficient for ultraviolet light
because it improved film densification and crystallinity.
The photocurrent measurements confirmed a high electron-
hole generation rate. F doping also created trapping sites
to increase the lifetime of charge carriers. The signifi-
cantly enhanced overall photoreactivity for the oxidation of
1,3,5,7-tetramethylcyclotetrasiloxane (TMCTS) was mainly
attributed to the increased trapping rate of charge carriers
on the surface. However, in this case, they did not test the
visible light absorption properties. Recently, F-doped TiO2
prepared by hydrolysis showed that fluoride ions not only
suppressed the formation of the brookite phase and pre-
vented phase transition of anatase to rutile, but also exhib-
ited stronger absorption in the UV-visible range with a red
shift [249]. The photoreactivity of doped samples was higher
than that of Degussa P25 when the molar ratio of NH4F to
H2O was in the range of 0.5–3.
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S doping has also been studied. Aiming at band-gap nar-
rowing of TiO2, Umebayashi et al. [196] found that doping
S into TiO2 to form Ti-S bonds caused lower-energy absorp-
tion compared with a pure sample. The band-gap study was
based on the ab initio band calculations and the comparison
of DOS. It revealed band-gap narrowing, which was caused
by the mixing of S 3p states with the valence band of TiO2
to significantly modify the electronic structures. The detailed
effects of S on the electronic structure of TiO2 were also
investigated elsewhere [250–252].

Substitutional N is believed to be most effective for
both band-gap narrowing and photoreactivity improvement.
Asahi et al. [209� 253] calculated DOSs with substitutional
doping of C, N, F, P, or S for O in the anatase TiO2
by using FLAPW with the local density approximation
(LDA), as shown in Figure 8. Their method indicated that
substitutional N is more effective than interstitial for band-
gap narrowing because its p states can interact with O 2p
states to change the band structure. Compared with N, the
states introduced by C and P are deep in the gap and have
no benefit for the photoreaction. S has band-gap narrowing
effects similar to those of N, but it is difficult to accommo-
date on the O sites because of its large ionic radius. The
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Figure 8. (A) Total DOSs of doped TiO2 anatase. (B) FLAPW calcu-
lation of projected DOSs into the doped anion sites. Ni and Ni+s are
interstitial N and both interstitial and substitutional N, respectively. The
rest of the dopants are in the substitutional sites. Reprinted with per-
mission from [209], R. Asahi et al., Science 293, 269 (2001). © 2001,
American Association for the Advancement of Science.

photodegradation of MB and acetaldehyde gas under irra-
diation with visible light with a wavelength less than 500 nm
showed increased photoreactivity of TiO2−xNx.

4.3.4. Co-Doping
To improve the photocatalytic activity of semiconductor
nanoparticles, co-doping methods have been attempted that
use multiple dopants instead of a traditional single dopant.

Trapping of both electrons and holes can be achieved
by co-doping. Although doping with Zn2+ or Fe3+ alone
had little effect on photoreactivity, TiO2 co-doped with both
was found to noticeably promote the anatase-to-rutile phase
transformation [254] as well as to greatly increase the pho-
todegradation rate of phenol, with maximum photoreactiv-
ity occurring at 0.5 mol% Zn2+ + 1 mol% Fe3+ doping
[255]. The enhancement was explained based on the charge
carrier separation. Photogenerated electrons and holes in
TiO2 were efficiently separated by transferring holes to the
valence band of ZnO and electrons to the conduction band
of Fe2O3 because the valence band edge of ZnO is higher
and the conduction band edge of Fe2O3 is lower than that
of TiO2. Interestingly, Eu3+- and Fe3+-co-doped TiO2 nano-
particles also showed increased photoreactivity for degra-
dation of chloroform in solution compared with undoped
and monodoped samples, and the optimal concentration was
0.5 at% Eu3+ + 1 at% Fe3+ [256]. In this case, Fe3+ trapped
holes and Eu3+ served as an electron trap. Simultaneous
trapping of holes and electrons increased the number and
lifetime of charge carriers on the surface.

Co-doping can largely improve the visible light response
and photoreactivity of nanoparticles under visible light irra-
diation. Single-crystal SrTiO3 doped with equal amounts of
La and Cr, such as SrTiO3:LaCrO3, was determined to have
an extended absorption range (<560 nm). The strong vis-
ible light absorption was attributed to the charge transfer
from Cr3+ to Ti4+ [257]. However, the band-gap changes
of these samples were not measured. Recently, Kato and
Kudo [258] investigated the Sb5+- and Cr3+-co-doped TiO2
(rutile) and SrTiO3 systems. Intensive absorption was found
in the visible light range. The band gap decreased to 2.2
and 2.4 eV for TiO2 and SrTiO3, respectively. Moreover,
TiO2:Sb/Cr showed broad photoemission at 828 nm, and
SrTiO3:Sb/Cr had a ruby-line emission at 790 nm. Under
visible light irradiation, both evolution of O2 from an aque-
ous silver nitrate solution with co-doped TiO2 and evolution
of H2 from an aqueous methanol solution with co-doped
SrTiO3 showed increased reaction rates compared with TiO2
doped with only Cr3+ and pure SrTiO3. The increased pho-
toreactivity was due to the suppression of forming recom-
bination centers (Cr6+ and oxygen defects) in the lattice by
the coexistence of Sb5+ and Cr3+, because doping Cr3+ alone
in the Ti4+ sites could cause the appearance of Cr6+ and/or
oxygen to satisfy the electric charge balance.

4.4. Surface Modifications

4.4.1. Purpose
To increase the overall photocatalytic activity, various selec-
tive surface modifications have been developed. Metals,
semiconductors, organic materials, and ion complexes are
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deposited, mixed, or absorbed on the surface of semicon-
ductor nanoparticles to achieve novel properties by charge
transfer and electronic interaction between the surface
attachment and the host semiconductor. The benefits of sur-
face modification are (1) efficient charge carrier separation
by improved charge transfer between the core semiconduc-
tor and its surface attachment, (2) solar energy absorption
by surface sensitizer or narrower band-gap semiconductor,
(3) change of the selectivity or reaction yield, (4) increased
adsorbability of the surface. Thus, high overall efficiency of
photocatalytic activity of nanoparticles is expected by surface
modifications.

Coupled and capped models are two general surface
modified systems. Geometrically, the surface of the host
nanoparticles is only partly covered by the attachment in
a coupled system, whereas the entire surface is completely
surrounded in a capped system. For systems involving thin
films, they usually have patterned, pillared, laminated, or
intercalated structures or form composite films with differ-
ent phases to achieve coupled or capped effects.

4.4.2. Composite Semiconductors
Composite semiconductor systems are formed by the depo-
sition of one or more semiconductor layers on the sur-
face of host semiconductor nanoparticles. Typically, these
semiconductors are either coupled or capped together. The
semiconductors contacting each other must have different
band energy levels, so that they can make the charge carrier
transfer between them possible. According to this require-
ment, insulators such as Al2O3, SiO2, and CeO, which have
larger band gaps, are also utilized with semiconductors to
improve the charge transfer. The composite semiconductor
conception was introduced by Nozik with a diode composed
of sandwich p- and n-type semiconductors [259].

The mechanism of charge transfer is similar in dual cou-
pled and capped semiconductors, except for the fate of
charge carriers. In coupled systems, electrons and holes can
be generated in both semiconductors. The electrons in a
higher conduction band are injected into the lower conduc-
tion band, and holes in a lower valence band transfer to
the higher valence band. Both electrons and holes can be
utilized for the photoreactions because both semiconductors
are exposed to the reactants. The principle of charge trans-
fer in this system is sketched in Figure 9a. However,
in capped semiconductor systems the shell semiconductor
has sufficient thickness, which is comparable to the radius
of the core semiconductor, so that the core and shell
semiconductors can maintain their individual identities
[260]. The diagram of charge transfer in capped systems is
shown in Figure 9b. It can be seen that only one of the pho-
togenerated charge carriers can access the surface reactions
while the opposite charge transfers to the inner semicon-
ductor occur. In this case, the selectivity of interfacial trans-
fer is improved, and the oxidation or reduction reaction is
enhanced. However, the problem is that this semiconductor
system is only suitable for one type of reaction because
one of the charge carriers is not utilized. According to the
mechanism of composite semiconductors, insulators such as
Al2O3, SiO2, and CeO2, which have very large band gaps, are
also utilized with semiconductors in the coupled and capped
systems to improve the charge transfer efficiency.
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Figure 9. (a) Electron and hole transfer in a coupled semiconductor
system. Both electron and hole can have the chance to participate in
reactions. (b) Electron and hole transfer in a capped semiconductor
system. Whether both electron and hole can have the opportunity to be
in reactions is a function of the outside semiconductor thickness.

Various dual coupled semiconductor systems have been
applied in photocatalysis. Coupled CdS/ZnO [261� 262],
Cd3P2/ZnO [263], ZnSe/ZnO [89], and ZnS/ZnO [264] were
designed to change the photocatalytic activity of ZnO. The
CdS-coupled ZnO system showed that charge injection from
CdS to ZnO occurred within 18 ps, and an increased photon
absorption efficiency was observed [262]. A nearly 10-fold
increase in quantum yield for the oxidation of SCN− with
ZnSe-coupled ZnO was obtained [89]. Visible emission of
ZnO was quenched by hole transfer to ZnS, but fast radi-
ationless recombination took place at the interface [264].
Likewise, photoreactivity of CdS, ZnSe, and ZnS [264]
nanoparticles can be modified by ZnO on their surfaces. AgI
was coupled with CdS to compensate for the disadvantage
of the large band gap of AgI, and the injection rate of elec-
trons from CdS to AgI was determined to be 2�2 × 107 s−1

[265]. The Ag2S/AgI system was also studied [14]. For
TiO2, Cd/TiO2 and CdS3P2/TiO2 are commonly selected to
enhance its catalytic activity because CdS and CdS3P2 have
relatively shorter band gap values and respond to lower-
energy light. The long-wavelength response of CdS/TiO2 was
earlier found by the evolution of H from alkaline solution
with the irradiation of visible light [266]. The photoexcited
electron-hole pairs from CdS can quickly transfer to the
TiO2 conduction band at a transfer rate of 5×1010 s−1 [265].
The electrons in the TiO2 conduction band and the holes in
the CdS valence band are responsible for redox reactions.
Enhanced photoreduction of methylviologen in CdS/TiO2
systems was observed [261]. SnO2/TiO2 coupled bilayer sys-
tems have been designed particularly for efficient charge
separation. This type of nanostructured thin film on optically
transparent electrode (OTE) showed an extended photon
response and a significantly higher photooxidation rate than
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only SnO2 or TiO2 for a textile azo dye, naphthol blue black
(NBB) [267]. The addressed highest enhancement was seen
when the amount of SnO2 was higher than TiO2 in the com-
posite. The result was attributed to the efficient charge sepa-
ration by electrons flowing from TiO2 to OTE through SnO2
with the existence of electrochemical bias. However, the
disadvantage is that electrons cannot be utilized. Patterned
TiO2 stripe films formed on a SnO2-film-coated soda lime
glass substrate are synthesized to solve that problem. Very
high photocatalytic activity was reported for gas-phase oxi-
dation of acetaldehyde [268] and dehydrogenation of liquid
methanol [269]. Similarly, both electrons and holes could be
used in a bicomponent system of SnO2 thin films partly cov-
ered with TiO2 on glass slides, and an increased photooxida-
tion rate of phenol solution was achieved [270]. SiO2/TiO2 is
another system that is used in photocatalysis. Surface bond-
conjugated anatase on silica nanoparticles was reported to
have enhanced photoreactivity compared with Degussa P25
for the photodegradation of azo dyes, because of increased
adsorption of reactant molecules of TiO2 [271]. The use of
SiO2 substrate for TiO2 also showed increased photoreactiv-
ity for the oxidation of propane [272–274] and the reduction
of ammonia [274]. Besides the examples given above, other
coupled systems can be seen elsewhere, such as ZnO/TiO2
[275� 276], CuO/TiO2 [277], etc.

Some capped dual semiconductors are also used in
photocatalysis. TiO2 (8–10 nm)-capped SnO2 nanoparticles
showed improved charge carrier separation, which was con-
firmed by laser flash photolysis [260]. The quantum yield
of TiO2/SnO2 for photooxidation of I− and SCN− had a 2–
3 factor increase compared with SnO2 by itself. Moreover,
TiO2-capped SiO2 exhibits as good a photocatalytic activity
as TiO2 because of the TiO2 capping effects [260]. Aimed at
visible light response, �-Fe2O3 capped by TiO2 was synthe-
sized and studied [278]. To improve the separation of cata-
lysts in treated water, magnetic Fe3O4 was used in the pho-
tocatalyst TiO2 to form a TiO2-capped Fe3O4 system [279].

In addition, multiple-layer coupled or capped semicon-
ductor systems are designed. A core semiconductor is used,
with its surface covered by several layers of another semi-
conductor, on which multiple layers of core semiconductor
material are then deposited as the outermost shell. The
first three-layered structure was reported and described by
Weller et al. [280� 281] for CdS/HgS/CdS systems in which
core CdS was the Q-particle. It is also known as quantum
dot quanta well (QDQW).

4.4.3. Metal/Semiconductors
The addition of metal atoms to the surface of nanoparticles
changes the surface characteristics, which in turn alter the
photocatalytic activity. In particular, noble metals (Pt, Ag,
Au) are most often selected in this approach because they
themselves are catalysts. The enhanced photoreactivity of
semiconductors by loading of metal was first found for the
photodecomposition of H2O into H2 and O2 in Pt/TiO2 sys-
tems by Sato et al. [282].

The principle of charge transfer in metal-deposited
semiconductor systems is similar to that of a metal-
semiconductor diode. The contact is either Schottky barrier
or Ohmic contact, depending on the difference in Fermi

energy levels of the two materials before they contact each
other. If the Fermi level of the metal is lower or the work
function of the metal is larger than that of the semicon-
ductor, electrons will flow from the semiconductor to the
metal by diffusion and/or drift (in case of bias) until a steady
state is reached. At equilibrium, Fermi levels in two junction
parts are the same and the accumulated opposite interior
electric field stops the charge from moving. Thus, extra elec-
trons accumulate on the metal side and charge pairs gener-
ated in the semiconductor are quickly separated. This type
of junction is known as a Schottky barrier. In contrast to
the Schottky barrier, Ohmic contact is created if the work
function of the semiconductor is larger than that of the
metal. It has extra electrons accumulated in the semicon-
ductor conduction band. Figure 10 is a Schottky barrier in a
metal-semiconductor photocatalysis system [29]. The metal-
semiconductor system used for photocatalysis has a large
area of uncovered semiconductor surface with only a small
area dispersed with metal atoms. Thus, both electrons and
holes can be utilized.

Pt, Ag, and Au are the most frequently used noble metals
in metal-semiconductor systems because of their high effec-
tiveness compared with other metals. Ag/TiO2 was found
to be efficient for the reduction of bis(2-dipyridyl)disulfide
because the recombination of charge carriers was mini-
mized by moving electrons to the silver [283� 284]. Sol–gel-
derived Pt/TiO2 showed high photoactivity for the oxidation
of 4-nitrophenol [285]. Other metals such as Cu, Ni, etc.,
are also used.

4.4.4. Surface Sensitization
Photosensitization methods are commonly chosen to
enhance the photoreactivity of nanoparticles. “Photosensi-
tization” refers to the process in which electrons or holes
are generated from certain attachments on the surface of
nanoparticles, and electrons are then transferred to the con-
duction band of a semiconductor that has lower poten-
tial energy. The injected electrons then participate in the
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Figure 10. Shottky barrier in a metal-semiconductor photocatalysis sys-
tem. Reprinted with permission from [29], A. L. Linsebigler et al.,
Chem. Rev. 95, 735 (1995). © 1995, American Chemical Society.
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Table 2. Photoreactivity enhancements of typical semiconductor nanoparticles.

TiO2 ZnO Fe2O3 WO3 SnO2

Preferred structure Doping Preferred structure Doping Surface modification
Anatase [16, 33–35, 173, 174] Ni2+ [226] �-Fe2O3 [170, 171] Nb2O5 [231] TiO2 [260]

Cu2+ [225] CrOx [346]

Doping Surface modification Surface modification Surface modification Ag2S [294]
Al2O3 [236] Al2O3 [312] Al2O3 [320] TiO2 [337] CdS [294]
Ca2+ [229] �-Fe2O3 [313] TiO2 [278, 321] ZrO2 [338] Sb2S3 [294]
V3+�4+�5+ [47, 220, 221, 245] WO3 [313] TiO2/SiO2 [322, 323] Nb2O5 [338] PbS [294]
V3+�4+�5+ [224]a In2O3 [314] NH4Cl [324, 325] WS2 [339, 340] Bi2S3 [294]
Cr3+ [54, 204, 207, 220, 221, 245] SnO2 [290, 315] Au+Al2O3 [326] Pt [341] Ru(bpy)2+3 + Pt [347]
Cr3+ [205, 206, 219, 222, 223]a Cd3P2 [263] Au [327, 328] Ru(bpy)2+3 + Pt+
Mn5+ [223] CdS [261, 262, 294, 313] RuO2 [347]
Mn2+ [222]a ZnS [264] Pd [348]
Fe3+ [47, 210–215, 245, 286] PbS [294] Pt [349]
Fe3+ [45, 54, 217, 218]a ZnSe [89]
Zn2+ [286] Pd [316]
Sr2+ [229] Ag [316, 317]
Zr4+ [287]
Nb2O5 [230] ZnS CdS MoS2 CuxS

Ba2+ [229] Doping Doping Doping Surface modification
La3+ [228] Ni2+ [226] Ag+ [227] Alkali [342] CoPc [350]
Pr3+ [228] Cu2+ [225] (Pc, phthalocyanine)
Nd3+ [45, 228]
Sm3+ [228] Surface modification Surface modification Surface modification
Eu3+ [228] ZnO [264] Alkyl- [329] SiO2 [343]
W6+ [288] CdS [318] H2Ti4O9 [330] TiO2 [344]
WO3 [235] Glutathione [319] K2Ti4O9 [331] CdS [344, 345]
SnO2 [289] H4Nb6O17[330] MCM-41- [343]
N [209, 253] Cd(OH)2 [332]
F [247–249] Cu2+ [333]
S [196]
Zn2+ + Fe3+ [254, 255] CdSe AgI Others

Eu3+ + Fe3+ [256] Surface modification Surface modification Al2O3

Sb5+ + Cr3+ [258] CdS [334] CdS [265] AgCl [351, 352]
Surface modification Au [335] Ag2S [14] Ag [351, 352]
Al2O3 [290] Thiol ligands [336]
SiO2 [52, 271–274, 290] SiO2

CuO [277] CuO [353]
ZnO [275, 276] Fe [354]
SnO2 [260, 267–270, 291] Ni [354]
WO3 [292, 293]
CdS [261, 265, 294–296] CeO2

CdSZnS [297] ZnO [355]
Pt [282, 285, 298] Au [356]
Pt/Fe2O3 [299]
Ag [283, 284, 300]
Au [301, 302]
Ru [303]
Ru(bpy)2+2 [9, 304]
Phthalocyanine [305]
Xanthene dyes [306]
Various other dyes [9]

SrTiO3

Doping
NiO [237, 238, 307, 308]
La3+ + Cr3+ [257]
Sb5+ + Cr3+ [258]

Surface modification
Ni [309]
Pt [310]
WO3 [311]

aNegative effect.
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chemical reactions. In such cases, the photocatalytic pro-
cess is indirect. According to the definition of surface sen-
sitization, the surface attachments can be narrow band-gap
semiconductors and organic molecules, which can be easily
excited with the irradiation of low-energy light. The com-
posite semiconductor systems are described in Section 4.4.2.
Semiconductors with organic absorbates or ion species on
the surface are the focus of this section. The primary pur-
pose of sensitization is to enhance the light absorption of
large-band semiconductors because the most used sensitizers
have a broad light response range. Visible light absorption
is of special interest.

There are several chemical sensitizers suitable for the sur-
face modification of nanoparticles. Organic dyes are selected
most often. The most utilized dyes are Ru(bpy)2+2 -related
ruthenium organic complexes because of their strong visible
light response, easy interaction with semiconductor surfaces,
and resistance to ligand substitution [9]. Other dyes, such as
anthracene-9-carboxylate, chlorophyll a and b, chlorophyllin,
cresyl violet, cyanines, erythrosine B, eosin, phenylfluorone,
rhodamines, rose bengal, squaraines, thionine, and transi-
tion metal cyanides, etc., with a profound light response in
the visible region are also commonly selected to improve
the photoreactivity of nanoparticles [9]. Of course, the over-
all evaluation of the efficiency of these sensitizers is based
not only on light absorption but also on the charge injec-
tion effectiveness, which is a function of energy levels of
the dye and interaction between the dye and the surface of
nanoparticles.

Electronic excitation in the sensitizer is the first step
in initiating photocatalytic reactions. A molecular excita-
tion diagram is shown in Figure 11 [29]. S0 is the ground
state of electrons (usually at room temperature). S1 and
S2 are two singlet excited states. T1 is the triplet excited
state. The energy levels among them have a relation of
S2 > S1 > T1 > S0. With the irradiation of incident photons,
the electrons in molecules are excited from S0 to S1 and/or S2.
The excitation from S0 to T1 is spin forbidden according to
the selection rules. The excited electrons can directly transfer
from singlet states to the conduction band of semiconductors
or indirectly through the triplet excited state to the conduc-
tion band. The rest of the excited electrons will undergo radi-
ation decay to ground state by different mechanisms, such as
fluorescence and phosphorescence.
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Figure 11. Electronic excitation and decay in a molecule. Reprinted
with permission from [29], A. L. Linsebigler et al., Chem. Rev. 95, 735
(1995). © 1995, American Chemical Society.

The interaction between the sensitizer and semiconductor
surface largely determines the charge injection efficiency.
The surface photochemical reactions of nanoparticles affect
the behavior of excited sensitizers. Lower photoemission
yield occurs in reactive nanoparticles such as TiO2, which
can directly participate in photochemical reactions. Thus,
in this situation, the efficiency of charge transfer to the
nanoparticles is greater than that in nonactive insulator
systems such as silica and alumina, which provide only a
two-dimensional environment to affect and control the pho-
tochemical reactions. Kamat has published a review of the
photochemistry of nonreactive and reactive semiconductor
surfaces [184].

4.5. Example List

According to the photoreactivity enhancement methods dis-
cussed above, the examples are categorized for easy indexing.
Table 2 is a list of the possible doping and surface modifi-
cations for typical semiconductor nanoparticles. It should be
mentioned that the photocatalytic property in each case is
based on a specific reaction system, and it may vary with the
change of target chemicals. From this list, the importance of
TiO2 nanoparticles for photocatalytic uses is obvious.

5. PROSPECTS FOR
TiO2 NANOPARTICLES

TiO2 is the most promising photocatalyst compared with the
rest of semiconductors, and thus it is necessary to get a per-
spective of the likely future trend of TiO2 nanoparticles.
Currently, research is focusing on the enhancement of
TiO2 photocatalytic activity by various methods, as discussed
above. However, impediments still exist: (1) the quantum
yield of TiO2 is low and it needs to be further enhanced;
(2) the homogeneity of nanoparticle distribution is not very
satisfying and should be improved by the development of
new synthesis methods; (3) the application of TiO2 is pri-
marily limited to short-wavelength light irradiation; visible
light absorption still poses a challenge.

6. SUMMARY
In this review, we mainly addressed the synthesis methods,
photocatalysis principles, and approaches to the enhance-
ment of the catalytic activity of semiconductor nanoparticles.
The position of TiO2 nanoparticles in the area of semicon-
ductor photocatalysis was particularly emphasized. For each
section, typical examples were given.

GLOSSARY
Band gap Energy difference between the lowest point of
the conduction band and the highest point of the valence
band of a semiconductor.
Doping A method to introduce foreign element(s) into the
host material. Such methods include ion implantation, ther-
mal diffusion, and conventional chemical reactions.
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Heterogeneous photocatalysis A function altering the rate
of chemical reactions or their generation under the irradia-
tion of light in the presence of semiconductor photocatalysts.
Metallorganic chemical vapor deposition (MOCVD) A syn-
thetic technique which utilizes chemical reactions among
precursors (typically, a metallorganic complex is selected
as primary precursor) at a certain growth temperature in
a vacuum chamber to condense particles or thin films on
substrates.
Photocatalyst A substance that is able to change the rate
of chemical reactions by the absorption of light quanta.
Quantum yield A criterion measuring the efficiency of
photocatalyst. It is the number of reacted molecules of a
given product in a chemical reaction per absorbed photon
at a certain given wavelength.
Sensitizer An agent absorbing light and subsequently initi-
ating a photochemical or photophysical changes in the reac-
tion system and itself not being consumed therewith. It is
commonly utilized to enhance the properties of other pho-
tocatalysts.
Size quantization A phenomenon related to a drastic dif-
ference of properties occurring in ultrafine nanomaterials
compared with bulk formations due to the spatial con-
finement of charge carriers when the size decreases to be
smaller than the Bohr radius of the first excitation state.
Sol–gel technique A synthetic method that uses chemical
reactions from precursors to form a sol (a system composed
of particle-phases dispersed in a media liquid phase) and/or
gel (a colloidal system constituted as a coherent structure
interpenetrated by the dispersion medium) followed by dry-
ing and annealing to obtain nanostructured products.
Sputtering A synthetic technique which takes advantage of
plasma generated between an anode and a cathode (target
being sputtered) in a certain deposition gas in the vacuum
system to deposit target materials on a substrate to usually
form thin films.
Surface modification A method utilizing and attaching sin-
gle or multiple second material(s) on the surface of host
material to change the electronic, optical, photocatalytic,
etc., properties of the host.
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V. Jorik, and M. Čeppan, J. Photochem. Photobiol., A 109, 177
(1997).

219. J. M. Herrmann, W. Mu, and P. Pichat, Stud. Surf. Sci. Catal. 59,
405 (1991).

220. M. Anpo, Y. Ichihashi, M. Takeuchi, and H. Yamashita, in “Sci-
ence and Technology in Catalysis 1998” (B. Delmon and J. T.
Yates, Eds.), p. 305. Kodansha, Tokyo, 1999.

221. H. Yamashita, Y. Ichihashi, M. Takeuchi, S. Kishiguchi, and
M. Anpo, J. Synchrotron Radiat. 6, 451 (1999).

222. D. Dvoranová, V. Brezová, M. Mazúr, and M. A. Malati, Appl.
Catal., B 37, 91 (2002).

223. K. Wilke and H. D. Breuer, J. Photochem. Photobiol., A 121, 49
(1999).

224. S. T. Martin, C. L. Morrison, and M. R. Hoffmann, J. Phys. Chem.
98, 13695 (1994).

225. A. Kudo and M. Sekizawa, Catal. Lett. 58, 241 (1999).
226. A. Kudo and M. Sekizawa, Chem. Commun. 1371 (2000).
227. A. Kumar and S. Kumar, Chem. Lett. 711 (1996).
228. Y. Wang, H. Cheng, L. Zhang, Y. Hao, J. Ma, B. Xu, and W. Li,

J. Mol. Catal., A 151, 205 (2000).
229. N. I. Al-Salim, S. A. Bagshaw, A. Bittar, T. Kemmitt, A. J. McQuil-

lan, A. M. Mills, and M. J. Ryan, J. Mater. Chem. 10, 2358 (2000).
230. H. Cui, K. Dwight, S. Soled, and A. Wold, J. Solid State Chem.

115, 187 (1995).
231. H. Wang, P. Xu, and T. Wang, Thin Solid Films 388, 68 (2001).
232. Y. Matsumoto, T. Shimizu, A. Toyoda, and E. Sato, J. Phys. Chem.

86, 3581 (1982).

233. S. Okazaki and T. Okuyama, Bull. Chem. Soc. Jpn. 65, 914 (1983).
234. Y. Gao, Thin Solid Films 346, 73 (1999).
235. Y. R. Do, W. Lee, K. Dwight, and A. Wold, J. Solid State Chem.

108, 198 (1994).
236. U. Gesenhues, J. Photochem. Photobiol., A 139, 243 (2001).
237. K. Domen, S. Naito, M. Soma, T. Onishi, and K. Tamaru, J. Chem.

Soc., Chem. Commun. 543 (1980).
238. K. Domen, S. Naito, T. Onishi, K. Tamaru, and M. Soma, J. Phys.

Chem. 86, 3657 (1982).
239. G. Counio, S. Esnouf, T. Gacoin, and J. P. Boilot, J. Phys. Chem.

100, 20021 (1996).
240. G. Counio, T. Gacoin, and J. P. Boilot, J. Phys. Chem. 102, 5257

(1998).
241. J. F. Suyver, S. F. Wuister, J. J. Kelly, and A. Meijerink, NanoLet-

ters 1, 429 (2001).
242. A. A. Bol and A. Meijerink, J. Phys. Chem. B 105, 10197 (2001).
243. J. M. Huang and C. J. Murphy, Mater. Res. Soc. Symp. Proc. 560,

33 (1999).
244. D. Zhao, Y. Liu, D. Shen, Y. Lu, J. Zhang, and X. W. Fan, J. Sol-

Gel Sci. Technol. 23, 231 (2002).
245. N. Serpone, D. Lawless, J. Disdier, and J.-M. Herrmann, Langmuir

10, 643 (1994).
246. T. Umebayashi, T. Yamaki, H. Itoh, and K. Asai, J. Phys. Chem.

Solids 63, 1909 (2002).
247. A. Hattori, M. Yamamoto, H. Tada, and S. Ito, Chem. Lett. 707

(1998).
248. A. Hattori and H. Tada, J. Sol-Gel Sci. Technol. 22, 47 (2001).
249. J. C. Yu, J. U. Yu, W. K. Ho, Z. T. Jiang, and L. H. Zhang, Chem.

Mater. 14, 3808 (2002).
250. D. Gonbeau, C. Guimon, G. P. Guillouzo, A. Levasseur, G. Meu-

nier, and R. Dormoy, Surf. Sci. 254, 81 (1991).
251. E. L. D. Hebenstreit, W. Hebenstreit, H. Geisler, S. N. Thornburg,

C. A. Ventrice, Jr., D. A. Hite, P. T. Sprunger, and U. Diebold,
Phys. Rev. B 64, 115418 (2001).

252. E. L. D. Hebenstreit, W. Hebenstreit, and U. Diebold, Surf. Sci.
470, 347 (2001).

253. T. Morikawa, R. Asahi, T. Ohwaki, K. Aoki, and Y. Taga, Jpn.
J. Appl. Phys. 40, L561 (2001).

254. Z.-H. Yuan and L.-D. Zhang, Nanostruct. Mater. 10, 1127 (1998).
255. Z.-H. Yuan, J.-H. Jia, and L.-D. Zhang, Mater. Chem. Phys. 73,

323 (2002).
256. P. Yang, C. Lu, N. P. Hua, and Y. K. Du, Mater. Lett. 57, 794

(2002).
257. A. Mackor and G. Blasse, Chem. Phys. Lett. 77, 6 (1981).
258. H. Kato and A. Kudo, J. Phys. Chem. B 106, 5029 (2002).
259. A. J. Nozik, Appl. Phys. Lett. 30, 567 (1977).
260. I. Bedja and P. V. Kamat, J. Phys. Chem. 99, 9182 (1995).
261. L. Spanhel, H. Weller, and A. Henglein, J. Am. Chem. Soc. 109,

6632 (1987).
262. S. Hotchandani and P. V. Kamat, J. Phys. Chem. 96, 6834 (1992).
263. L. Spanhel, A. Henglein, and H. Weller, Ber. Bunsenges. Phys.

Chem. 91, 1359 (1987).
264. J. Rabani, J. Phys. Chem. 93, 7707 (1989).
265. K. R. Gopidas, M. Bohorquez, and P. V. Kamat, J. Phys. Chem. 94,

6435 (1990).
266. N. Serpone, E. Borgarello, and M. Gratzel, J. Chem. Soc., Chem.

Commun. 342 (1984).
267. K. Vinodgopal, I. Bedja, and P. V. Kamat, Chem. Mater. 8, 2180

(1996).
268. H. Tada, A. Hattori, Y. Tokihisa, K. Imai, N. Tohge, and S. Ito,

J. Phys. Chem. B 104, 4585 (2000).
269. T. Kawahara, Y. Konishi, H. Tada, N. Tohge, and S. Ito, Langmuir

17, 7442 (2001).
270. Y. Cao, X. Zhang, W. Yang, H. Du, Y. Bai, T. Li, and J. Yao,

Chem. Mater. 12, 3445 (2000).
271. C. Hu, Y. Wang, and H. Tang, Appl. Catal., B 30, 277 (2001).



694 Semiconductor Nanoparticles for Photocatalysis

272. T. Tanaka, S. Takenaka, T. Funabiki, and S. Yoshida, Chem. Lett.
1585 (1994).

273. S. Takenaka, T. Kuriyama, T. Tanaka, T. Funabiki, and S. Yoshida,
J. Catal. 155, 196 (1995).

274. T. Tanaka, K. Teramura, T. Yamamoto, S. Takenaka, S. Yoshida,
and T. Funabiki, J. Photochem. Photobiol., A 148, 277 (2002).

275. G. Marcì, V. Augugliaro, M. J. López-Muñoz, C. Martin,
L. Palmisano, V. Rives, M. Schiavello, R. J. D. Tilley, and A. M.
Venezia, J. Phys. Chem. 105, 1026 (2001).

276. G. Marcì, V. Augugliaro, M. J. López-Muñoz, C. Martin,
L. Palmisano, V. Rives, M. Schiavello, R. J. D. Tilley, and A. M.
Venezia, J. Phys. Chem. 105, 1033 (2001).

277. K. Chiang, R. Amal, and T. Tran, Adv. Environ. Res. 6, 471 (2002).
278. M. Penpolcharoen, A. Amal, and V. Chen, “The 26th Australian

Chemical Engineering Conference,” Queensland, Australia, paper
no. 222, 1998.

279. D. Beydoun, R. Amal, G. Low, and S. McEvoy, “World Congress
on Particle Technology,” Brighton, UK, paper no. 385, 1998.

280. A. Eychmüller, A. Mews, and H. Weller, Chem. Phys. Lett. 208, 59
(1993).

281. A. Mews, A. Eychmüller, M. Giersig, D. Schooss, and H. Weller,
J. Phys. Chem. 98, 934 (1994).

282. S. Sato and J. M. White, Chem. Phys. Lett. 72, 83 (1980).
283. H. Tada, K. Teranishi, and S. Ito, Langmuir 15, 7084 (1999).
284. H. Tada, K. Teranishi, Y. Inubushi, and S. Ito, Langmuir 16, 3304

(2000).
285. G. Facchin, G. Carturan, R. Campostrini, S. Gialanella, L. Lut-

terotti, L. Armelao, G. Marcì, L. Palmisano, and A. Sclafani, J. Sol-
Gel Sci. Technol. 18, 29 (2000).

286. Y. Ma, X. T. Zhang, Z. S. Guan, Y. A. Cao, and J. N. Yao, J. Mater.
Res. 16, 2928 (2001).

287. J. C. Yu, J. Lin, and R. W. M. Kwok, J. Phys. Chem. B 102, 5094
(1998).

288. A. Fuerte, M. D. Hernandez-Alonso, A. J. Maira, A. Martinez-
Arias, M. Fernandez-Garcia, J. C. Conesa, J. Soria, and
G. Munuera, J. Catal. 212, 1 (2002).

289. Q. J. Liu, X. H. Wu, B. L. Wang, and Q. A. Liu, Mater. Res. Bull.
37, 2255 (2002).

290. C. Anderson and A. J. Bard, J. Phys. Chem. B 101, 2611 (1997).
291. L. Y. Shi, C. Z. Li, H. C. Gu, and D. Y. Fang, Mater. Chem. Phys.

62, 62 (2000).
292. Y. T. Kwon, K. Y. Song, W. I. Lee, G. J. Choi, and Y. R. Do,

J. Catal. 191, 192 (2000).
293. K. Y. Song, M. K. Park, Y. T. Kwon, H. W. Lee, W. J. Chung, and

W. I. Lee, Chem. Mater. 13, 2349 (2001).
294. R. Vogel, P. Hoyer, and H. Weller, J. Phys. Chem. 98, 3183 (1994).
295. T. Hirai, K. Suzuki, and I. Komasawa, J. Colloid Interface Sci. 244,

262 (2001).
296. M. G. Kang, H. E. Han, and K. J. Kim, J. Photochem. Photobiol.,

A 125, 119 (1999).
297. S. V. Tambwekar, D. Venugopal, and M. Subrahmanyam, Int.

J. Hydrogen Energy 24, 957 (1999).
298. Y. X. Li, G. X. Lu, and S. B. Li, Appl. Catal., A 214, 179 (2001).
299. J. J. Yang, D. X. Li, Z. J. Zhang, Q. L. Li, and H. Q. Wang,

J. Photochem. Photobiol., A 13, 197 (2000).
300. E. Szabo-Bardos, H. Czili, and A. Horvath, J. Photochem. Photo-

biol., A 154, 195 (2003).
301. C. Y. Wang, C. Y. Liu, X. Zheng, J. Chen, and T. Shen, Colloid

Surf. A 131, 271 (1998).
302. V. Subramanian, E. E. Wolf, and P. V. Kamat, Langmuir 19, 469

(2003).
303. C. Elmasides and X. E. Verykios, J. Catal. 203, 477 (2001).
304. J. Kallioinen, G. Benko, V. Sundstrom, J. E. I. Korppi-Tommola,

and A. P. Yartsev, J. Phys. Chem. B 106, 4396 (2002).
305. V. Iliev, J. Photochem. Photobiol., A 151, 195 (2002).
306. X. Z. Li, W. Zhao, and J. C. Zhao, Sci. China, Ser. B 45, 421 (2002).

307. K. Domen, S. Naito, T. Onishi, and K. Tamaru, Chem. Phys. Lett.
92, 433 (1982).

308. K. Domen, A. Kudo, and T. Onishi, J. Catal. 102, 92 (1986).
309. K. Takehira, T. Shishido, and M. Kondo, J. Catal. 207, 307 (2002).
310. K. Sayama, K. Mukasa, R. Abe, Y. Abe, and H. Arakawa, J. Pho-

tochem. Photobiol., A 148, 71 (2002).
311. Y. Ohko, S. Saitoh, T. Tatsuma, and A. Fujishima, Electrochemistry

70, 460 (2002).
312. S. Sakthivel, B. Neppolian, M. Palanichamy, B. Arabindoo, and

V. Murugesan, Water Sci. Technol. 44, 211 (2001).
313. S. Sakthivel, S. U. Geissen, D. W. Bahnemann, V. Murugesan, and

A. Vogelpohl, J. Photochem. Photobiol., A 148, 283 (2002).
314. A. Kudo and I. Mikami, Chem. Lett. 1027 (1998).
315. C. Wang, J. C. Zhao, X. M. Wang, B. X. Mai, G. Y. Sheng, P. Peng,

and J. M. Fu, Appl. Catal., B 39, 269 (2002).
316. L. Q. Jing, W. M. Cai, X. J. Sun, H. Hou, Z. L. Xu, and Y. G. Du,

Chin. J. Catal. 23, 336 (2002).
317. C. A. K. Gouvea, F. Wypych, S. G. Moraes, N. Duran, and

P. Peralta-Zamora, Chemosphere 40, 427 (2000).
318. H. Kisch and P. Lutz, Photochem. Photobiol. Sci. 1, 240 (2002).
319. C. L. Torres-Martinez, L. Nguyen, R. Kho, W. Bae, K. Bozhilov,

V. Klimov, and R. K. Mehra, Nanotechnology 10, 340 (1999).
320. M. Saito, H. Kimura, N. Mimura, J. Wu, and K. Murata, Appl.

Catal., A 239, 71 (2003).
321. S. Qiao, D. D. Sun, J. H. Tay, and C. Easton, Water Sci. Technol.

47, 211 (2003).
322. F. Chen and J. C. Zhao, Catal. Lett. 58, 245 (1999).
323. F. Chen, Y. D. Xie, J. C. Zhao, and G. X. Lu, Chemosphere 44,

1159 (2001).
324. E. R. Blomiley and E. G. Seebauer, Langmuir 15, 5970 (1999).
325. E. R. Blomiley and E. G. Seebauer, J. Phys. Chem. B 103, 5035

(1999).
326. H. G. Ahn and D. J. Lee, Res. Chem. Intermed. 28, 451 (2002).
327. N. M. Gupta and A. K. Tripathi, Gold Bull. 34, 120 (2001).
328. S. Minico, S. Scire, C. Crisafulli, and S. Galvagno, Appl. Catal., B

34, 277 (2001).
329. M. Y. Han, W. Huang, C. H. Quek, L. M. Gan, C. H. Chew, G. Q.

Xu, and S. C. Ng, J. Mater. Res. 14, 2092 (1999).
330. S. Tawkaew, S. Uchida, Y. Fujishiro, and T. Sato, Mol. Cryst. Liq.

Cryst. 341, 1041 (2000).
331. W. F. Shangguan and A. Yoshida, J. Phys. Chem. B 106, 12227

(2002).
332. A. Kumar and D. P. S. Negi, J. Photochem. Photobiol., A 134, 199

(2000).
333. A. V. Isarov and J. Chrysochoos, Langmuir 13, 3142 (1997).
334. Y. C. Tian, T. Newton, N. A. Kotov, D. M. Guldi, and J. H.

Fendler, J. Phys. Chem. 100, 8927 (1996).
335. R. Nayak, J. Galsworthy, P. Dobson, and J. Hutchison, J. Mater.

Res. 13, 905 (1998).
336. J. Aldana, Y. A. Wang, and X. G. Peng, J. Am. Chem. Soc. 123,

8844 (2001).
337. T. Ohno, F. Tanigawa, K. Fujihara, S. Izumi, and M. Matsumura,

J. Photochem. Photobiol., A 118, 41 (1998).
338. C. Martin, I. Martin, V. Rives, G. Solana, V. Loddo, L. Palmisano,

and A. Sclafani, J. Mater. Sci. 32, 6039 (1997).
339. A. Di Paola, L. Palmisano, M. Derrigo, and V. Augugliaro, J. Phys.

Chem. B 101, 876 (1997).
340. A. Di Paola, L. Palmisano, and V. Augugliaro, Catal. Today 58, 141

(2000).
341. A. Sclafani, L. Palmisano, G. Marci, and A. M. Venezia, Sol.

Energy Mater. Sol. Cells 51, 203 (1998).



Semiconductor Nanoparticles for Photocatalysis 695

342. K. T. Park and J. Kong, Top. Catal. 18, 175 (2002).
343. E. R. Rivera-Munos, D. Lardizabal, G. Alonso, A. Aguilar,

M. H. Siadati, and R. R. Chianelli, Catal. Lett. 85, 147
(2003).

344. J. H. Choy, S. M. Paek, J. M. Oh, and E. S. Jang, Curr. Appl. Phys.
2, 489 (2002).

345. J. K. Lee, W. Lee, T. J. Yoon, G. S. Park, and J. H. Choy, J. Mater.
Chem. 12, 614 (2002).

346. Y. X. Zhu, I. K. Murwani, C. J. Zhou, E. Kemnitz, and Y. C. Xie,
Catal. Lett. 85, 205 (2003).

347. K. Gurunathan, P. Maruthamuthu, and M. V. C. Sastri, Int.
J. Hydrogen Energy 22, 57 (1997).

348. R. Gavagnin, L. Biasetto, F. Pinna, and G. Strukul, Appl. Catal., B
38, 291 (2002).

349. K. Liberkova, R. Touroude, and D. Y. Murzin, Chem. Eng. Sci.
57, 2519 (2002).

350. E. N. Savinov, G. X. Lu, and V. N. Parmon, React. Kinet. Catal.
Lett. 48, 553 (1992).

351. Y. Yamashita, N. Aoyama, N. Takezawa, and K. Yoshida, J. Mol.
Catal., A 150, 233 (1999).

352. Y. Yamashita, N. Aoyama, N. Takezawa, and K. Yoshida, Environ.
Sci. Technol. 34, 5211 (2000).

353. Z. L. Wang, Q. S. Liu, H. F. Yu, T. H. Wu, and G. J. Wang, Appl.
Catal., A 239, 87 (2003).

354. M. A. Ermakova and D. Y. Ermakov, Catal. Today 77, 225 (2002).
355. R. Li, S. Yin, S. Yabe, M. Yamashita, S. Momose, S. Yoshida, and

T. Sato, Br. Ceram. Trans. 101, 9 (2002).
356. P. Bera and M. S. Hegde, Catal. Lett. 79, 75 (2002).





www.aspbs.com/enn

Encyclopedia of
Nanoscience and
Nanotechnology

Semiconductor Nanotransistors

Y. Fu
Chalmers University of Technology, Göteborg, Sweden

CONTENTS

1. Introduction
2. Theoretical Considerations of Devices
3. Devices Based on III–V Semiconductors
4. Devices Based on IV Semiconductors
5. Nitride and Other Systems
6. Other Single-Electron Transistor Applications
7. Fundamental Physics
8. Summary

Glossary
References

1. INTRODUCTION
The majority of current integration circuits, including mem-
ories, microprocessors, and signal processors, are manufac-
tured in CMOS technologies. The acronym CMOS stands
for the complementary metal-oxide-semiconductor which is
constructed by a p-channel and an n-channel metal-oxide-
semiconductor field-effect transistor (MOSFET) on the
same substrate. A typical n-MOSFET is shown in Figure 1,
where SiO2 serves as the insulator and the aluminum metal
plate serves as the gate electrode. A p-channel device is
obtained by interchanging the n and p regions. The func-
tioning mechanism of the n-MOSFET is to control the elec-
tron concentration in the conduction channel by the electric
field of the gate bias (thus the so-called field effect) which is
insulated from the channel by an insulator. When the gate
bias is larger than the threshold bias Vth, the conduction
band edge of the conduction channel becomes low enough
(close to the Fermi level Ef ; see Fig. 2) that the original
p material is now populated with electrons (material type
inverted). Electrons from the source can then transport to
the drain fluently when a drain bias is applied.

Information technology has been rapidly advancing due
to the electronic representation, information processing, and
communication in a low-cost, high-speed, very compact, and
highly reliable fashion [1–3]. The chip component density

has been following Moore’s law and roughly doubles every
other year over the last three decades. Figure 3 shows the
number of components per integrated circuit (IC) [4]. As
the number of transistors integrated in a circuit continues to
increase, discrete device dimensions have begun to reach the
nanometer regime. Such a down-scaling progress of individ-
ual device components has been tremendous over the past
20 years [5]. A 1.0-�m gate length MOSFET was reported
in 1974 by Dennard et al. [6], a 0.1-�m gate length by Sai-
Halasz et al. [7] in 1987, a 70-nm gate length by Hashimoto
et al. [8] in 1992, a 40-nm gate length by Ono et al. [9] in
1995, and a 30-nm gate length in 1998 by Kawaura et al.
[10]. Vertical p-MOS transistors also have been extensively
investigated, and transistors with channel lengths of 130 and
100 nm based on Si as well as GaAs have been fabricated
[11–16]. However, the advancing multimedia infrastructure
and service in the future demand further reduction in the
chip size [2, 17, 18]. Moreover, the demanding field of opti-
cal devices is vast as well [19, 20].

The size-induced metal–insulator transition in meso-
scopic conductors was discussed for designing new, even
smaller, and simpler transistors [21]. Tunneling-control func-
tional, quantum interband coupled multifunction, resonant
electron-transfer, quantized-energy logic/memory, coupled
quantum-dot, quantum-wave structure functional, single-
electron transistor (SET) logic, and CMOS coupled single-
electron devices were studied to develop novel devices for
information processing which control quantum phenomena
to realize low power consumption, high-speed, and multi-
functional operations [22]. Zero-dimensional structures
formed by lateral confinement of two-dimensional electron
gas were analyzed for the SET [23]. It was suggested that
the most promising avenue for downscaling to go beyond
CMOS is the quantum dot IC technology [24–36]. The
advantages and drawbacks of the low-dimensional quantum
devices were discussed [37]. Silicon single-electron tunnel-
ing devices were discussed in terms of their graceful assim-
ilation into the current silicon ultra-large-scale integration
world [38]. Evaluation of the heterostructures was reported
[39, 40]. Three nanoscale devices, that is, CMOS, resonant
tunneling diodes, and quantum cellular automata, against
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Figure 1. An n-channel metal-oxide-semiconductor field-effect tran-
sistor.

a standard computing task were evaluated showing the dif-
ficulties in the implantation of the state of the art quan-
tum devices [41]. The application of SETs to high-speed
devices will be possible but very difficult [42]. The issue
was further discussed by Thornton [43] concerning quantum
interference transistors, ballistic transmission devices, reso-
nant tunneling quantum dot devices, Coulomb blockade, and
SETs. Bohr [44] and Korotkov [45] described basic device
and circuit requirements for electronic logic and memory
products for evaluating nanotechnology options such as car-
bon nanotube field-effect transistors, nanowire FETs, SETs,
and molecular devices as possible future replacements for
Si MOSFETs. Experiments and simulations show the noise
and the uncertainty in determining the geometry of the fab-
ricated circuit [46]. There are technical issues like the very
challenging degree of material perfection [33, 47] and nec-
essary design trade-offs in oxide, channel, and storage-dot
dimensions [48].

There were also positive observations [49]. Nippon Tele-
graph and Telephone Corporation has fabricated a proto-
type SET which allows electric current to be controlled
electron-by-electron and has confirmed that the device oper-
ates even at temperatures near room temperature [50].
Single-electron charging effects in Si MOS devices were
examined and a promise of the application of single-electron
technology to more integrated circuitry was concluded [51].

Figure 2. Energy band structures of an n-MOS structure under the gate
bias of (a) VG = 0, (b) VG = Vth.
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A similar conclusion was derived by Lee and Park from their
research activities in the field [52]. Moreover, we have room-
temperature single-electron storage effects that support the
pursuit of large-area devices operating on the basis of
Coulomb blockade phenomena [53]. Possible are single-shot
readout using the radio-frequency SET [54], Si nanocrystal
memory cell with room-temperature single-electron effects
[55], Si nanocrystal floating gate memories [56], hexagonal
binary decision diagram quantum logic circuits using Schot-
tky in-plane and wrap-gate control of GaAs and InGaAs
nanowires [57], and silicon single-electron memory and logic
devices for room temperature operation [58]. Excellent
charge stability drifting by less than 0.01e over weeks in
Si-based single-electron tunneling transistors (SETTs) was
reported, making the devices more robust with respect to
voltage-induced instability [59]. A rather bright side of the
small transistor is the silicon single-electron charge-coupled
device on a silicon-on-insulator (SOI) wafer [60].

Yet the most encouraging positive news came from
the advancing semiconductor industry: IBM announced its
strained silicon in which electrons experience less resistance
and flow up to 70% faster, which can lead to chips that
are up to 35% faster, without having to shrink the size of
transistors [61]. Meanwhile, Intel now has the technology to
make processors 10 times faster than today’s speediest Pen-
tium 4, ensuring continued PC performance growth through
at least the end of this decade. The transistors are just 70 to
80 atoms in width and 3 atoms thick, which was announced
at a semiconductor conference in Kyoto, Japan [62]. The
achievement is important because it suggests that semicon-
ductor makers will be able to keep pace with Moore’s law
until the end of the decade using roughly the same materials
and manufacturing techniques used today.

Here we review the progress in the research field of semi-
conductor three-dimensional-nanoscale transistors. In other
words, we concentrate on those structures in which the
length, the width, and the depth of the conduction channel
are all in the nanoscale. A most prominent device is called
the single-electron transistor, which can be metallic as well as
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semiconducting [63]. It is to a large degree still a transistor
in the conventional sense. It is, however, so small in size that
it can handle one single electron at a time [64–66]. By typing
the keywords semiconductor+ single+ electron+ transistor
in to INSPEC, you can find that the number of publications
per year in this field is booming. Such an impressive advance
is synchronous with the fast development of nanofabrica-
tion technology during the last decade by producing artifi-
cial three-dimensional semiconductor nanostructures using
laser crystallization [67], zone-melting recrystallization [68],
molecular-beam epitaxy [69], metal-organic chemical vapor
deposition, and chemical-beam epitaxy [70]. Accurately con-
trolled feature sizes as small as monolayers of atoms in
the growth direction for dissimilar semiconductor materials,
or heterostructure systems, have been achieved. Nanoscale
lithography and patterning by electron-beam (EB) lithogra-
phy have also been highly developed [71]. Twenty nm resolu-
tion of electron lithography for the nanodevices on ultrathin
SOI film was reported [72]. Patterning metallic and semicon-
ducting nanostructures using local oxidation mediated via a
voltage between a conducting surface and a close-by tip of
an atomic force microscope (AFM) was developed especially
for III–V [73]. Scanning probe microscope (SPM) lithogra-
phy, which uses a SPM as a pattern delineation tool, would
be one of the most promising candidates for the mass pro-
duction tool [74].

In the following sections, we go through semiconductor
systems of III–V, VI, carbon nanotubes, and others like
organic thin films [75].

2. THEORETICAL CONSIDERATIONS
OF DEVICES

The first step of the transistor minimization is the reduc-
tion of the channel length. As discussed in the previous sec-
tion, the effective channel length approaches 10 nm [76].
At the same time, the source and drain junction depths
are also being drastically reduced. The thickness of the
conduction channels in Si-based MOSFET and III–V-based
high-electron mobility transistors (HEMTs) is only about
10 nm. On the other hand, the width of the conduction
channel must be greatly reduced for the sake of total com-
ponent miniaturization. Eventually the conduction channel
is to take the form of a short quantum wire or, effectively,
a three-dimensional quantum dot, with a nanoscale in its
width, thickness, and length.

Let us try to elaborate the relevant physics. When tran-
sistors are down-scaled and their characteristic dimensions
reach the nanometer regime, quantum effects become domi-
nant [77, 78]. The size effects of nanometer structure devices
are reviewed including drift velocity overshoot, the hot elec-
tron effect, and high field transport, and a single quantum
well transistor [79] and then single quantum well devices
(e.g., metal-insulator-semiconductor FETs [80, 81], single
quantum well transistors [82, 83], and HEMTs [84], and
AlGaAs/GaAs heterostructure bipolar transistors [85]) were
proposed. For nanoelectronic devices, a spectrum of mod-
eling tools of varying degrees of sophistication is required
to meet the needs of the various stages of quantum device

development [86]. Reviews of recent developments in exper-
iments and theories of the Coulomb blockade phenomenon
were given [87, 88].

Though orthodox-theory-based models can explain the
principal physical features of the device characteristics,
a large number of observations cannot be quantitatively
understood. Theoretically, the reduction in the carrier trans-
port route (conduction channel) results in greatly enhanced
direct tunneling between the source and the drain. However,
direct tunneling is not likely to be a principal reason for
deteriorating the transistor function. A transistor having a
40-nm gate works at room temperature with a threshold bias
of 0.4 V [9]. It was shown theoretically that the quantum
effects improve the functionality. In one nanoscale MOS-
FET, the semiclassical method indicated a negative thresh-
old gate bias, whereas quantum confinement effects hold the
threshold gate bias at the reasonable circuit level [89]. In
addition, the quantum effects also suppress the direct tun-
neling current significantly [90].

The most prominent effect appearing in a nanoscale tran-
sistor is of course the Coulomb blockade effect. When one
electron arrives at the conduction channel, its Coulomb
potential lifts up the local potential energy so that the later
electrons become scattered. For a nanoscale conduction
channel, the potential energy changes very significantly so
that the scattering is very strong. In other words, the trans-
port of other electrons becomes blockaded. Figure 4 shows
a typical drain current as a function of the source-drain and
gate voltages.

Theoretically, the Coulomb blockade process is more
involved. We consider two electrons. As fermions, the total
wave function of the two-electron system is written as

1√
2

∣∣∣∣∣	i�r1� 	i�r2�

	j�r1� 	j�r2�

∣∣∣∣∣ (1)

because of the antisymmetric property, where 	i�r� is the
one-electron eigenstate. The matrix element of the Coulomb
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Figure 4. Drain current contour plot of a device at the source–drain
voltage and gate voltage plane. The measurement temperature was
20 K. Reprinted with permission from [89], Y. Fu et al., Superlattices
Microstruct. 28, 177 (2000). © 2000, Elsevier Science.
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interaction between the two electrons is

Vij =
e2

4��

∫
dr1 dr2
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− e2

4��

∫
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∗
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(2)

The first integral is the direct Coulomb interaction between
two charges while the last one is the exchange energy.

Consider the case that one electron, 	i, already occupies
the central conduction channel. Another electron 	j is in
the source. The Coulomb interaction that electron 	j expe-
riences is the direct Coulomb interaction, since the exchange
energy is zero due to the spatial separation between 	i and
	j . The conclusion is valid when the number of electrons in
the conduction channel is larger than 1.

However, the Coulomb interaction on electron 	j changes
during its transmission from the source to the conduction
channel. Consider that electron 	j arrives at the conduction
channel. If the two electrons occupy the same energy state
(i.e., i = j), it is immediately concluded that Vij = 0. In other
words, each energy state can be occupied by two electrons
and the potential energy of the system is unchanged (the
sum of the direct Coulomb interaction and the exchange
energy is zero).

When i �= j , assume that one state is s-type and the other
is p-type. A cylindrical conduction channel can be divided
into two identical parts, �1 and �2, according to the sign of
the p-state. The spatial integration in the exchange energy
becomes∫

�1+�2

=
∫
�1

∫
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+
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+
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and notice that
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It is thus concluded that the exchange energy is zero when
one electron occupies the s-state and the other electron
occupies the p-state. The two electrons interact with each
other via direct Coulomb interaction.

Here we see the necessity of the wave packet model on
the electron transport, which makes the theoretical investi-
gation extremely complicated. In the following, however, we
review the progress of theoretical work thus achieved.

2.1. Semiclassical and
Phenomenological Approaches

The Poisson equation and the master equation based on
the semiclassical theory were used to analyze a SET with
Schottky tunnel barriers [91]. Through solving a set of device
equations, the basic characteristics of a nanoscale MOSFET

were simulated and then analyzed [92]. A single-electron
simulator was integrated into a SPICE-type conventional cir-
cuit simulator to study single-electron multiple tunnel junc-
tions [93]. A kinetic approach based on a master equation
models the injection and ejection of electrons into and from
the quantum dot [94]. A reduced master equation analy-
sis was discussed to avoid the computational cost of the
full master equation method [95]. There was another phe-
nomenological approach based on quantum mechanical con-
siderations [96], and the model was further developed into
the Monte Carlo model where the current is computed by
counting the sequential tunneling of electrons through the
energy level of the dot [97]. Circuit models have also pro-
gressed [98]. Using a master equation model and taking into
account the discreteness of quantum levels and the finite-
ness of scattering rates, Saitoh and Hiramoto analyzed the
Si SET [99]. The binding of equal numbers of electrons
and holes on two islands of the coupled SETs leads to a
Coulomb blockade due to the electron–hole pairs [100]. The
single-electron tunneling junction was modeled by a nonlin-
ear capacitor based on physics-based Monte Carlo simula-
tions [101]. A simple SET model was obtained based on a
numerical solution of the Poisson equation [102].

A semiclassical tunnelling model was developed where the
tunnel rates through junctions are determined by directly
calculating a golden rule equation [103]. A semiclassical
numerical golden rule calculation for SET simulations was
reported [104]. Zero-bias current in a SET was calcu-
lated based on the semiclassical model [105]. Photoirra-
diation effects in a single-electron tunnel junction array
were calculated by a Monte Carlo method [106]. A self-
consistent approach to the Poisson and Schrödinger equa-
tions was applied to calculate the confinement potential
and determined the conditions for single-electron tunneling
[107]. Similar self-consistent calculation was formulated to
obtain the charging energy required to add a single elec-
tron to a quantum dot which is electrostatically coupled
to leads and a gate electrode [108]. Quantum wave trans-
port of carriers was studied numerically in a nanoscale n-Si
MOSFET [109]. A linear-response approach to simulate the
conductance of semiconductor single-electron transistors at
the solid-state level was reported [110] and a multidimen-
sional secant approach calculated self-consistent electron
densities in a quantum dot weakly coupled to a macro-
scopic reservoir [111]. Vertical quantum dots were also stud-
ied [112]. Currents and their fluctuations in two capacitively
coupled single-electron transistors were studied within the
sequential tunneling approach [113]. The electronic trans-
port properties of parallel coupled SETs at strong coupling
under asymmetrical voltage bias were investigated theoreti-
cally, where it was found that the binding of electrons and
holes on the two islands of the coupled SETs is the key
element that governs the transport characteristics [114]. An
extended Hubbard model with interdot electron–electron
interactions was presented to study the conductance through
a coupled triple-dot system [115]. Using a simple model of
hard wall confinement potential for quantum dots, pillar-
shaped quantum dots for single-electron tunneling transis-
tors operating at higher temperatures were suggested [116].
Current-density-functional theory was used to calculate the
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electronic structure of two-dimensional quantum dots con-
taining up to 58 electrons [117]. Cotunneling and renormal-
ization effects for the single-electron transistor were studied
by a diagrammatic expansion of the reduced density matrix
up to fourth order in the tunneling matrix elements [118].
The Monte Carlo method was used to simulate SETs includ-
ing inelastic macroscopic quantum tunneling of charge [119].

As complicated as the quantum process is in SET, there
was an analytical SET model for realistic SET circuits [120],
and an analytical I–V model for SETs was set up to be
incorporated into a conventional circuit simulator, such as
SPICE [121]. A SPICE model for the single-electron tunnel
junction was also set up [122]. The macroscopic modeling of
silicon devices to include quantum mechanical corrections
in the classical transport framework was discussed, and both
device and circuit models were provided [123].

2.2. Nanosystem Designs

A silicon effective quantum dot was theoretically designed
using oxidation-induced strain [124]. A SET on a SiGe/Si
vertical structure transistor was studied with a side contact
for easier control of the depletion region by the gate volt-
age [125]. The single-electron device was controlled using
environmental impedance modulation [126].

2.3. Other Relevant Issues

Extended theoretical works were also published discussing
quantitative two-dimensional carrier profiling in MOS [127],
observation of quantum fluctuations of charge on a quan-
tum dot [128], dynamic input capacitance of SETs, and
the effect on charge-sensitive electrometers [129]. Non-
Gaussian distribution on nearest-neighbor Coulomb peak
spacings in metallic SETs was observed and attributed to
impurity-specific parametric charge rearrangements close to
the transistor [130].

2.4. Circuit Designs

There are extended works as well aimed at the design issues
of the SET circuit (e.g., effects of quantum dot radii and
densities on the fabricated memory characteristics) [131].
Considerations of the realization of a GLSI processor based
upon nanoelectronic devices [132], massively parallel algo-
rithms for simulating large-scale nanoelectronic networks
based on the single-electron tunneling effect [133], and a
single-electron device and circuit simulator with a new algo-
rithm to incorporate cotunneling [134] were reported.

3. DEVICES BASED
ON III–V SEMICONDUCTORS

3.1. Physical Processes

Individual hopping events in the flow of current (approx-
imately one electron per second) along a single chain of
localized states modulate the conductance of a ballistic con-
striction formed in a GaAs/AlxGa1−xAs split-gate transis-
tor [135]. Besides the well-known Coulomb blockade effect,
there are other related physical processes (e.g., Coulomb
charging effects in an open quantum dot device) [136].

The Coulomb blockade effect from weak to strong coupling
regimes was investigated in a small two-dimensional electron
gas island in a AlGaAs/GaAs heterostructure [137].

3.2. Device Fabrications

Advances in the epitaxial synthesis of 10-nm-scale quantum
dot (QD) and wire structures were reviewed recently [138].
The basic setup of the devices is the two-dimensional elec-
tron gas (2DEG) formed at the GaAs–AlGaAs or other
III–V-based heterointerfaces. In general, the thickness of
the 2DEG is about 10 nm. Different techniques have been
developed to either isolate one small spatial region (∼100×
100 nm2) of the 2DEG (quantum dot) from the rest 2DEG
or first form a narrow quantum wire (about 100 nm wide)
and then cut the wire into pieces. The advantage of thus fab-
ricated quantum dots is the precision control over the spatial
position of the dot. However, the dot size is large (about
100 × 100 × 100 nm3). The second category of forming the
quantum dots is epitaxially growing a monolayer material on
a lattice-mismatched substrate. The monolayer material self-
assembles into small quantum dot structures due to the lat-
tice mismatch. The most successful system is self-assembled
InAs quantum dots on GaAs which has already been widely
used in optoelectronics. The dot size can reach 10 × 20 ×
20 nm3. However, the spatial positions of the dots cannot be
properly controlled. Moreover, the dot size is not uniform.

3.2.1. Multiple Gates
With a suitable bias, a metal gate can deplete the carri-
ers underneath. By configurating the geometry of the gate
or using multiple gates, quantum dot or quantum wire
can be fabricated out of the 2DEG. Multiple-gate quan-
tum dot devices on shallow GaAs–AlGaAs heterostruc-
tures were reported [139]. A SET was formed by placing
a nanoscale single barrier inside the gap of a conventional
split-gate FET [140]. Two tunnel barrier gates for quantum
wire and a center gate for a quantum-dot-potential control
were applied to fabricate a GaAs-based SET which showed
a proper inverter operation at 1.6 K and realized a logic
transfer gain of larger than unity (1.3) [141]. Capacitively
and resistively coupled single-electron transistors were fabri-
cated using GaAs/AlGaAs 2DEGs and metal Schottky gates
[142]. The device configuration is schematically represented
in Figure 5. The basic idea is that gates V1, V2, V3, and
V4 deplete the carriers underneath so that the carriers sur-
rounded by the gates become spatially isolated, forming the
desired quantum dot. Gates Vg1 and Vg2 control the num-
ber of carriers in the quantum dot region. A chromium
thin-film resistive gate was connected directly to the meso-
scopic island formed between two ultrasmall Al/AlOx/Al
tunnel junctions forming a resistive SET [143]. A parallel
quantum-dot configuration defined by multiple gates in the
two-dimensional electron gas of a GaAs–AlxGa1−xAs het-
erostructure was reported [144].

3.2.2. Etching and Selective Molecular
Beam Epitaxy

The electric field created by a metal line is very diffused
so that the quantum dot system fabricated by metal gates
is first of all shallow. Second, the space of the depleted
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Figure 5. Schematic configuration of a typical multiple-gate SET sys-
tem with measurement setup. Reprinted with permission from [142],
F. Wakaya et al., Superlattices Microstruct. 27, 603 (2000). © 2000,
Elsevier Science.

area is also wide so that it is difficult to have a good cou-
pling between carriers confined in the quantum dot and in
the surrounding area. Etching and selective molecular beam
epitaxy (MBE) growth are used to shape the 2DEG into a
quantum wire structure with well-defined edges. A typical
example is demonstrated by Figure 6, where a quantum wire
having a cross section of only 80×10 nm2 was produced and
a GaAs/InGaAs/AlGaAs-based SET thus formed showed
clear Coulomb-blockade oscillations [145]. The SET has
been designed by three-dimensionally solving Schrödinger
and Poisson equations [146].

A SET was produced by etching narrow trenches in a
AlGaAs/GaAs heterostructure and defining a channel and
six in-plane gates in the two-dimensional electron gas [147].
Using electron-beam lithography and reactive ion etching,
conducting wires, rings, and dots with lateral dimensions
∼50 nm were fabricated [148]. A parallel dot structure was
also fabricated [149]. The SET structure is schematically rep-
resented in Figure 6. InGaAs coupled quantum structures
were grown by selective MBE on specially designed pat-
terned InP substrates [150]. By mechanically scratching the
surface of a GaAs/AlGaAs heterostructure with an AFM,
an energy barrier for the two-dimensional electron gas is
formed, and thus the SET was formed [151]. The AFM was
used for its very accurate movement to position the pre-
fabricated nano-objects into a small gap between two metal
electrodes [152]. Fundamental results obtained in an AFM
chemically induced direct nanolithography process were pre-
sented for fabricating nanoscale devices such as SETs and
quantum effect electronic devices [153].

GaAs cap
n+ -AlGaAs

AlGaAs spacer
InGaAs:2DEG

GaAs substrate

G1  G2 G3

Figure 6. GaAs/InGaAs-based single-electron transistor. Reprinted
with permission from [145], Y. Fu et al., Appl. Phys. Lett. 78, 3705
(2001). © 2001, American Institute of Physics.

3.2.3. Point Contacts
Side-gated point contact structures in delta-doped layers
have been used to form single-electron tunnel junctions
[154]. Point contact MOSFETs with extremely narrow chan-
nels showed Coulomb blockade oscillations at room tem-
perature, and at low temperatures, negative differential
conductances and fine structures are superposed on the
device characteristics [155].

3.2.4. Self-Assembly
Self-formed GaAs quantum nanostructures are realized
by selective area (SA) metal organic vapor phase epitaxy
(MOVPE) [138]. Semiconductor nanostructures are real-
ized by patterning AlGaAs/GaAs heterostructures with an
AFM [156, 157]. Quantum dots were fabricated by MBE
on prepatterned GaAs substrates [158–160]. Quantum anti-
dot arrays of circular shape by etching and quantum wire
transistors were fabricated on InAs/Al0�5Ga0�5Sb heterostruc-
tures [161]. Vertical quantum dot single-electron resonant
tunneling transistors were reported which move from the
few-electron to the several- and many-electron regimes to
study the spin-polarized droplet [162]. Negative differen-
tial resistance due to the spin-polarized detection of elec-
trons combined with a long spin relaxation time in the dot
was reported in the SETs containing a few electrons and
spin polarized source and drain contacts were formed in
GaAs/GaAlAs heterojunctions using metallic gates [163].

Electronic and optoelectronic properties of self-
assembled semiconductor structures were studied [164, 165].
A single self-assembled InAs dot in split-gate delta-doped
channel transistor structure was reported [166].

3.2.5. Combination of Techniques
Nanostructures were formed in InGaAs-based modulation
doped heterostructures using Ga focused ion beam implan-
tation [167]. A SET was fabricated by current-controlled
local oxidation of a two-dimensional electron system [168].
A quantum point contact was defined by lithography with
an AFM and subsequent wet-chemical etching [169]. Laser-
written p-doped lines were used to define a dot with a diam-
eter of about 70 nm and to insulate it from the in-plane
gates [170]. SETs with asymmetrical tunnel barriers were
proposed [171].

Self-assembling InAs quantum dots were formed in com-
bination with SA-MOVPE on masked (001) GaAs sub-
strates [172]. AFM oxidation was applied for the direct
oxidation of a thin InAs layer to fabricate a SET from an
InAs/AlGaSb heterostructure [173]. A single self-assembled
InAs dot in a split-gate delta-doped channel transistor struc-
ture was reported [174]. Experimental and simulated results
of a room temperature single-electron transistor formed by
an AFM and scanning tunneling microscopy (STM) nano-
oxidation process were reported [175].

3.2.6. Traps
The current through transistor switches between trapping
and detrapping of a single electron in the trap level was
studied [176], and random telegraph signals from these traps
using a SETT formed in the GaAs/AlxGa1−xAs heterostruc-
ture were studied [177].
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3.3. Characterizations

There are a number of very effective ways to charac-
terize the SET devices: nondestructive room temperature
characterization using contactless photoreflectance [178],
electromodulation and surface photovoltage spectroscopy
[179], transport spectroscopy [180], complex impedance
spectroscopy and scanning tunneling spectroscopy [181],
SET capacitance spectroscopy to measure the flow of charge
to and from a quantum dot [182]. Noise of single-electron
transistors was measured using a transimpedance amplifier
[183]; shot noise in Si-based single-electron transistors was
measured in 2–12 MHz at 1.5 K with a lock-in technique
[184].

3.4. Applications

A charge transformer was proposed for noise match-
ing single-electron transistor amplifiers to high-capacitance
devices [185]. Present status and future prospects of reso-
nant tunneling hot electron transistors (RHETs) were dis-
cussed to develop room temperature quantum functional
bipolar transistors and quantum box devices based on the
RHET technology for the ultrasmall limit of electron devices
[186].

A transmission-type radio-frequency SET (rf-SET) based
on an AlGaAs/GaAs heterostructure was tested and its
application to investigating high-frequency (up to 1 MHz)
charge noise in an AlGaAs/GaAs quantum dot [187] was
reported. Double quantum dots were used as a highly sen-
sitive submillimeter-wave detector [188].

4. DEVICES BASED ON
IV SEMICONDUCTORS

4.1. Theoretical Considerations

The quantum gates of coupled quantum dots were studied
theoretically when charging effects can be observed, which
shows that the charged states in the qubits can be observed
by the channel current of the MOSFET structure [189].
A strain-induced effective Si quantum dot was theoretically
proposed [124]. A Si SET was studied by solving a master
equation, assuming that the potential barrier has a parabolic
potential [190].

4.2. Device Fabrications

A brief survey of different realizations of single-electron
devices fabricated in SOI films was presented [191]. For
industrially acceptable techniques, a contact pattern mask
with nanometer-size slits was fabricated by combining con-
ventional photolithography with anodic oxidation of metal
sidewalls [192]. There are quite extended fabrication meth-
ods: reducing MOSFET size [193], a SET with a single-
island format [194], Si nanoscale point contact channels
on the SOI substrate showing room temperature Coulomb
blockade [195], 10-nm-scale lithographic techniques to fab-
ricate electrically variable shallow junction MOSFETs, and

lateral hot-electron transistors which predict the limita-
tion of MOSFET miniaturization to be around 5 nm in
the source-drain tunneling scheme [196]. Since nanoscale-
gate-length MOSFET devices require extremely shallow
source/drain extension regions with a junction depth of
20–30 nm [2], a 70-nm n-MOSFET fabrication with 12 nm
n+–p junctions was reported by using As+2 low energy
(≤10 keV) implantation [197]. Due to the limitation of SiO2
as the gate insulator, an organic self-assembled monolayer
of alkyltrichlorosilanes was used as the gate insulator in
a hybrid organic/silicon nanometer-size FET having a gate
length of 25 nm [198]. MOSFETs with single {111}-facetted
silicide/silicon joints have been fabricated on SOI substrates
using cobalt silicide for reducing the series resistance [199].

4.2.1. Multiple-Gate Systems
Periodic current oscillations due to the single-electron
charging effect have been observed in a Si quantum dot real-
ized in the inversion layer of a Si-MOSFET with a dual-gate
structure [200]. Multiple-gate [201] and side-gate systems
[202, 203] were also studied. A strong suppression of short-
channel effects at room temperature and clear conductance
oscillations at liquid helium temperatures on a submicrom-
eter MOSFET equipped with a gate on three sides of the
channel were reported [204]. The fluctuations of Coulomb-
blockade peak positions were studied in a Si quantum dot
defined by patterning the 2DEG of a silicon MOSFET using
stacked gates [205]. Metal based SETs were also reported
[206, 207]. Ultrasmall quantum dots were formed in SOI
material by a metallic top gate and an in-plane gate [208].
A SET was formed with two gate inputs [209]. There were
also split-gate Si MOS quantum dot structures [210]. A dual-
gate-controlled SET with coupled dot geometry was fabri-
cated on a SOI structure [211].

Later on, modification of the tunneling barrier in a
nanocrystalline silicon SET due to different oxidation pro-
cesses was investigated [212].

4.2.2. Etching and Lithography
EB lithography [213], reactive ion etching (RIE), and ther-
mal oxidation [214] are normally standard in Si-based sys-
tems [215]. Si nanodot and nanowire memory transistors
with side gates were fabricated using an inorganic EB resist
process [216]. Transistors consisting of quantum dots formed
using EB nanolithography and RIE show the oscillation
of the drain current as a function of the gate voltage at
temperatures up to 170 K and drain biases up to 80 mV
[217]. Single-charge detection in Si-wire MOSFETs fabri-
cated on a SOI wafer was investigated [218]. Two poten-
tial barriers were induced by direct EB irradiation [219].
Atomic fabrication of a silicon based quantum computer was
demonstrated [220]. More delicate recipes of SET by com-
bining different techniques including dry etching, inductively
coupled plasma sources, and a self-aligned process with a
shadow mask were reported [221]. A SET was obtained
by bonded and etched back silicon on insulator material
[222]. A Si quantum wire with a gate-electrode and a Si
SET using SIMOX substrates and electron-beam lithography
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were reported where quantized conductance in the wire up
to 100 K and periodic conductance oscillation in the SET at
room temperature were clearly observed [223, 224]. A simi-
lar system was reported elsewhere [225]. A Si SET was fab-
ricated using EB nanolithography combined with an image
reversal process and a dry etching technique for room tem-
perature operation [226]. Anisotropic etching was developed
to fabricate Si nanostructures for SET applications [227].
SPM-based fabrication techniques of nanostructures by local
oxidation of silicon in ambient atmosphere were investigated
[228]. Imprint lithography in polymethylmethacrylate on sil-
icon and on gold substrates was reported to have a feature
size of sub-10 nm [229]. The inevitable parasitic MOSFETs
on Si SETs, which were fabricated in ultrathin Si of a SOI
substrate by pattern dependent oxidation (PDOX), were
carefully studied and their effects on SETs were found to
be reduced by the back gate [230]. A SETT was fabricated
by EB lithography, anisotropic RIE, and low temperature
oxide deposition [231]. Doped-thin-Si-film SETs were fabri-
cated from a highly doped Si film in a SOI substrate by EB
lithography with a high-resolution resist (calixarene) and dry
etching with CF4 gas [232]. A novel method of fabricating
a nanoimprinting mold for a single-electron device was pro-
posed which makes use of the peculiarity of anisotropic wet
chemical etching [233]. There were also Si nanodevices by
optical lithography [234].

4.2.3. Point Contacts
Silicon SETs have been fabricated in the form of point con-
tact MOSFETs with various channel widths using EB lithog-
raphy and anisotropic etching techniques on SOI substrates
[235], which is schematically presented in Figure 7. The dot
size, as small as 5.3 nm in a silicon point contact channel,
showed a negative differential conductance due to quantum
levels up to 25 K [236]. For a similar point contact MOS-
FET and the gate oxide by CVD instead of thermal oxida-
tion, it was found that the single-electron addition energy
is about 259 meV and the dot diameter is less than 4.4 nm
[237]. A Si SET with in-plane point contact metal gates was
reported [238].

4.2.4. Si Nanocrystals
Rather early there was a report about silicon islands by laser
recrystallization [239]. A nanoscale polysilicon dot as the
floating gate embedded between the channel and the control

Drain

Source

Point contact channel

100 nm

Poly-Si Gate

Figure 7. Si point contact MOSFET. Reprinted with permission from
[155], H. Ishikuro and T. Hiramoto, Appl. Phys. Lett. 71, 3691 (1997).
© 1997, American Institute of Physics.

gate was used to fabricate a room-temperature silicon SET
memory [240–243]. Si SETTs with nanoscale floating dot
gate stacked on a Coulomb island by a self-aligned process
[244]. A two-terminal nanocrystalline silicon memory device
at room temperature was reported [245]. A self-assembled
Si quantum dot transistor was fabricated showing room-
temperature oscillations in the drain current [246]. Storing
electrons in and erasing from Si nanocrystal dots of diameter
8 ± 1 nm deposited by plasma decomposition of SiH4 were
demonstrated in dot-based memory devices at 77 K [247].

A novel memory was based on nanocrystalline Si which
acts as a floating gate in large area MOSFETs [248] and a
single polysilicon dot was defined by EB lithography over
a narrow SOI channel [242, 248, 249]. Si nanocrystals were
deposited by very-high-frequency plasma decomposition of
silane, resulting in an average dot diameter of 8 nm and
a source–drain electrode separation of 30 nm, and a gate
electrode is employed so that the charge states in quan-
tum dots can be controlled [250] (see Fig. 8). Si SET
memory using a multiple-tunnel junction was also fabri-
cated by EB direct writing [251], and the experimental
works have been carefully analyzed theoretically [252–255].
The nanocrystal was then further processed into single-
electron nonvolatile memory devices [256]. Microcrystalline
silicon thin films were prepared at 300 C on glass and its
application to SET was investigated [257]. A germanium
nanocrystal quasi-nonvolatile memory device which consists
of a MOSFET with Ge charge traps embedded within the
gate dielectric was reported [258]. The electron charging
or discharging of the silicon QDs in MOSFETs with the
QD layer floating gate were utilized for memory opera-
tion [259]. The operation of a Si MOSFET with an array
of Ge self-assembled QDs embedded into the active chan-
nel showed oscillations caused by Coulomb interaction of
holes at T ≤ 200 K [260]. The device is not only limited to
SETs. A double-SiO2-barrier MOSFET with a poly-Si dot
was reported [261]. Si quantum dots fabricated by PDOX
in silicon [262], and the origin of the potential profile in
such silicon SETs, were investigated by making use of the
geometric structure measured by AFM, the bandgap reduc-
tion due to compressive stress generated during PADOX
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Figure 8. Si nanocrystal based single-electron transistor. Reprinted with
permission from [255], Y. Fu et al., Superlattices Microstruct. 28, 189
(2000). © 2000, Elsevier Science.
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obtained using a first-principles calculation, and the effec-
tive potential method [263]. Electrochemically etched silicon
was dispersed into a colloid of ultrasmall (about 1 nm) sil-
icon nanoparticles [264]. Nanocrystalline Si dots were also
formed by annealing a thin film of SiOx (x < 2) with which
room-temperature single-electron narrow-channel memory
with silicon nanodots was obtained [265]. Silicon nanocrystal
was also used as floating gates to control Coulomb block-
ade oscillations in silicon SETs [266]. High-spatial-density
nanocrystals were formed using a thin layer of amorphous
Si0�7Ge0�3 deposited on SiO2 [267]. SETTs were composed of
thin polycrystalline silicon films patterned by EB lithography
and thermally grown oxidized film [268].

4.2.5. Combination of Dual-Gate
and Nanocrystal

Fabrication and low-temperature transport properties of
dual-gated SETs were studied based on a QD formed by
SA growth of MOVPE [269]. SETs were fabricated in solid
phase crystallized polycrystalline silicon films deposited on
SiO2 layers grown on silicon substrates and lateral side-
gated nanowires [270]. In a trench (150–600 nm wide)
defined inside a large “inversion” gate electrode into which
nanocrystalline Si (8 ± 1 nm diameter) was deposited by
remote plasma enhanced chemical vapor deposition, a two-
gate single-electron memory device with an active area of
1�5× 10−10 cm2 was processed to study the Si/SiO2 interface
in SOI nanoscale channels and nanocrystalline Si dots [271].

4.2.6. Impurity and Trap
In 1988, Uren et al. discussed the random telegraph sig-
nal in the drain current of submicrometer Si MOSFETs and
suggested sequential two-electron capture involving individ-
ual Si/SiO2 interface states which can exist in two or more
charge-equivalent, metastable states [272]. The Coulomb
energy induced by the transfer of a single electron into an
interface trap in MOSFETs was measured by random tele-
graph signals [273]. Coulomb blockade of a single quan-
tum dot formed by an impurity potential in low-mobility,
nanometer size Si MOSFETs was reported [274].

4.3. Characterizations

Low-dimensional p-channel Si MOSFETs with a source/
drain width of 100 nm formed by selective focused-ion-
beam implantation were fabricated and Coulomb blockade
phenomena were examined as a function of channel length
[275]. A similar technique was used to fabricate SETs oper-
ating at room temperature [276]. Influence of background
charges on Coulomb blockade in quantum dots was studied
in order to understand the sensitivity of the system to chang-
ing background charges due to freezing out or capture of
single electrons in the vicinity of the devices in the substrate
or the buried oxide of the SOI material [277]. The poten-
tialities of different techniques for detecting signals from
barrier structures in a scanning electron microscope were
discussed [278]. A silicon nanowire memory utilizes surface
charging and its operation analysis by scanning Maxwell-
stress microcopy [279]. Oxide trap properties were extracted

from the temperature dependence of random telegraph sig-
nals in submicrometer MOSFETs [280]. Random telegraph
noise was used to study the Coulomb blockade phenomena
at room temperature [281]. Si nanostructures were charac-
terized by cross-sectional transmission electron microscopy
[282]. There were discussions about strategies for measur-
ing currents from single-electron devices [283]. An asym-
metric tunnel barrier in a Si SET was characterized from
the strong asymmetry in conductance versus source–drain
voltage [284].

4.4. Circuit Applications

From the engineering point of view, it was concluded that
memories seem to be one of the most promising large scale
SET applications, particularly when granular films are used,
in the range of today’s process technology [285]. A silicon
single-electron memory consisting of three integrated silicon
nanowires was demonstrated [286].

On the circuit level, a programmable NAND/NOR logic
gate, threshold logic gates, and parallel counters using reso-
nant tunneling transistors were reported [287]. Boolean logic
functions were implemented in the so-called quantum-dot
cellular automata [288]. A merged SET and MOS transistor
logic was introduced for a SET-to-CMOS interface circuit
as well as for a basic element for multiple-valued functions
[289, 290]. A Si complementary single-electron inverter with
two identical SETs was fabricated on a SOI substrate, and
input–output transfer with a voltage gain larger than unity is
demonstrated at 27 K [291]. A silicon SETT, which shows an
inverting voltage gain greater than unity and as high as 3.7,
has been fabricated [292]. Voltage gain of Si SETs fabricated
by PDOX was investigated and used to evaluate the perfor-
mance of the n-MOS type inverter with resistive load [293].
There was also vertical PDOX [294]. The SET was used
as a Schmitt trigger with excellent noise immunity [295].
Programmable SET logic was demonstrated for low-power
intelligent Si large-scale integration [296]. Silicon-based few-
electron memory operated with write times as short as 10 ns
and voltages of less than 5 V at 4.2 K, and operation per-
sisted to 45 K [297]; then a 3 × 3-bit Coulomb blockade
memory cell array was demonstrated [298]. MOS-integrated
metallic single-electron memories were also reported [299].

Multiple-valued memory operation was successfully
demonstrated by combining a SET and a MOSFET which is
schematically shown in Figure 9 [300], where the source of
the MOSFET with a fixed gate bias Vg is connected to the
drain (d) of the SET. As discussed previously, the SET drain
current Id increases and decreases periodically as a function
of the SET gate bias Vgs (the SET source, s, is grounded;
see Fig. 9). However, the Id has such a large dependence
on the drain voltage Vds that the peak current is almost
proportional to Vds, and the valley current increases more
rapidly when the Coulomb blockade breaks. The MOSFET
connected to the SET eliminates this large Vds dependence
by keeping Vds nearly constant around Vg − Vth, where Vth
is the threshold voltage of the MOSFET. This Vg − Vth is
set low enough to sustain Coulomb blockade. By connect-
ing the SET gate to the MOSFET drain, the peak negative
differential resistance (NDR) characteristic in Figure 9b is
obtained. If a constant-current source I0 is connected to the
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Figure 9. (a) Schematic drawing of the multiple-value NDR device
comprising a SET and a MOSFET. (b) Expected I–V characteristics of
the device. Reprinted with permission from [300], H. Inokawa et al.,
Appl. Phys. Lett. 79, 3618 (2001). © 2001, American Institute of Physics.

combined SET-MOSFET device, the periodic nature of the
I–V characteristics results in a number of stability points,
which enables multiple-valued memory operation. The num-
ber of peaks is infinity in principle but is in practice limited
by the breakdown voltage of the MOSFET drain or SET
gate. Another SET application is the so-called exclusive-
OR (XOR) function as shown in Figure 10 by utilizing the
oscillatory conductance characteristics due to the Coulomb
blockade [301].

There was SET-based circuit design [302], and a new
strategy of constructing logic trees with SETs and their
complementary SETs both working as pull-down devices
was reported [303]. In the case of arrays of nanometer-
size metallic dots on a SiO2 substrate, a drastic reduction
of the Vth dispersion in these highly disordered arrays can
be achieved by a special design [304]. A single-electron
neuron device was described [305]. The low-charge limit
in SET memory devices was discussed [306]. A single-
transistor memory structure, with changes in threshold
voltage exceeding approximately 0.25 V corresponding to
single-electron storage in individual nanocrystals, operating
in the sub-3 V range, and exhibiting long term to nonvolatile
charge storage, was reported [307]. Concerning the low driv-
ing capability of SET devices, it was experimentally demon-
strated that the direct transmission of SET signals to the
conventional MOSFET current is possible, so that the out-
put impedance can be transformed locally or globally from
high to low in the SET-device circuits hybridized with CMOS
devices [308]. A cryogenic voltage amplifier using GaAs
FETs couple to a superconducting SET inside a dilution
refrigerator was developed to extend the maximum output
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Figure 10. Multi-input-gate SET that implements the XOR function.
Reprinted with permission from [301], Y. Takahashi et al., Appl. Phys.
Lett. 76, 637 (2000). © 2000, American Institute of Physics.

frequency of the SET, normally less than a kilohertz, up to
1 MHz [309]. SET based on a gated silicon nanowire has
been used to make a memory together with an electrometer
detector to read the memory state [310]. EEPROM based
on Si quantum dots on oxide–nitride tunneling dielectrics
was fabricated [311].

A design of an optically driven quantum dot quantum
computer was proposed based on n-type SETs [312].

Fundamental calculations on the circuit level were con-
ducted: Effects of dot size and dot size distribution on
electron number control in silicon floating dot memo-
ries at room temperature were investigated by numerical
calculation [313]. A functionally complete set of comple-
mentary logic circuits based on capacitively coupled single-
electron transistors (CSETs) was numerically simulated
[314]. A high-speed simulation technique for logic circuits
comprising SETs was proposed [315]. A new complemen-
tary digital logic based on resistive CSETs was proposed and
its basic characteristics were numerically analyzed using the
Monte Carlo method [316]. The use of nanoelectronic struc-
tures in cellular nonlinear network architectures, for future
high-density and low-power CMOS-nanodevice hybrid cir-
cuits was simulated [317]. An approach to computation with
single-electron circuits was discussed in which information
encoded in sensitive circuit signatures was adaptively tuned
by adjusting circuit variables to achieve a computationally
useful goal [318]. Simulations of SET memory were dis-
cussed based on experiments and achievable nanotechnolo-
gies [319]. Simulated annealing was proposed as a simulation
method for single-electron tunneling devices and circuits,
with acceptable computation time when cooling schedule
and cooling parameters are appropriately chosen [320].

4.5. Single Hole Transistors

An electron-based SET is normally concentrated. How-
ever, studies on hole-based systems were also conducted
(e.g., single-hole transistors [321, 322], room-temperature
single-hole silicon memory cells [323]). At 4 < T < 100 K,
single-electron and single-hole transport through the
lithographically defined dot were reported [324]. Dual-gate
quantum dot transistors have been fabricated in n- and
p-type strained SiGe on SOI [325].

5. NITRIDE AND OTHER SYSTEMS

5.1. GaN

GaN quantum dots were formed on an AlGaN/SiC sub-
strate by gas-source molecular beam epitaxy using a self-
assembling technique with Ga droplets showing Coulomb
blockade phenomena with negative conductance at 2.7 K
and a clear Coulomb staircase at 200 K [326].

5.2. SiN and SiC

High-density Si pillars were formed using thermally grown
SiN nuclei and furnace oxidation [327]. Silicon nitride bar-
rier layers of 2 nm thickness were used to form silicon
nanopillars for SET [328]. Multiple-valued memory oper-
ation was reported in SiN-based single-electron memory
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[329]. Single-electron memory using carrier traps in a silicon
nitride layer was reported [330].

Single-hole transistor operation and infrared induced
emission were obtained with 6H-SiC diffusion nanostruc-
tures [331].

5.3. Carbon Nanotubes

Electronics of single-wall carbon nanotubes was discussed
[332, 333]. A 0.4 �m long semiconducting single-walled car-
bon nanotube reveals single-electron charging at temper-
atures up to 160 K [334]. Similar works were reported
[335]. A SET was fabricated using the single-wall carbon
nanotube grown directly on to the Si AFM tip and TiOx

lines as the tunnel junctions which showed room tem-
perature Coulomb oscillation with periods of 1 V [336].
The Coulomb blockade effects were observed in a metal-
on-tube metal/multiwall carbon nanotube/metal structure
(metal = Ti or Pt/Au) [337], and a multiwalled carbon
nanotube between two gold electrodes at the SiO2 sur-
face [338]. Electrical transport properties of intramolecular
p–n–p junctions formed on individual semiconducting car-
bon nanotubes were reported, and well-defined and highly
reproducible SETs with much smaller size than the geomet-
rical length of the nanotube were obtained [339]. Single-
electron tunneling through amorphous carbon dots array
was reported [340].

5.4. Molecular Devices

A molecular device based on single molecule (Fig. 11) [341–
344] or molecular strands [345–347] has been advancing
rapidly. The possibility of atom/molecule switching devices,
atom relay transistors (ART), and molecular single-electron
switching with total dimensions of a few mm and an oper-
ation speed of more than terahertz (1012) to supersede the
present MOS devices and to establish the new era of atom
electronics were discussed [348], and devices based on ART
will be important in switching speed performance [349].
Quantum computing devices implemented into the same
substrate as the widely used LSI circuits are discussed [350].
A variety of molecular organic semiconductors have been
investigated for electronic applications [351].

5.5. Metallic Devices

Single-electron memory utilizing a Schottky in-plane gate
quantum wire transistor with nano-Schottky metal dots
whose position and size can be precisely controlled was
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Figure 11. Structure of a single molecular device connected to two
atomically sharp gold electron reservoirs. Reprinted with permission
from [408], Y. Luo et al., J. Chem. Phys. 117, 10283 (2002). © 2002,
American Institute of Physics.

realized [352]. The offset charge noise in metallic SET
devices fabricated on dielectric substrates was experimen-
tally studied [353, 354]. Background charge rearrangements
in metallic SETs were modeled in two-level tunneling sys-
tems as a Poisson process [355]. A SET was made from a
cadmium selenide nanocrystal [356].

Metal-based SETs were fabricated by the step-edge cut-
off process [357]. An aluminum SET was bonded to an
InP HEMT for high frequency applications [358]. There
were multilevel SET devices with Au–SiO–Al and Al–AlOx–
SiO–Al overlap capacitors [359]. And a self-aligned metallic
SETT was fabricated on a separated-by-implanted-oxygen
substrate, where an array of 10–50 gold islands of 1–3 nm
diameter was isolated between source and drain electrodes
on a silicon nanowire [360]. Fabrication of metallic SETTs
has been developed using different lithography steps for the
preparation of the different layers [361]. A few tens of nm
wide oxidized metal line was formed using a STM tip and
an AFM cantilever as a cathode, which works as an energy
barrier for an electron in SETs [362].

5.6. Ferromagnetic Devices

There was also ferromagnetic dot structure embedded in
split-gate quantum wires on AlGaAs/InGaAs/GaAs pseu-
domorphic HEMT by two-step surface modification with
STM [363].

6. OTHER SINGLE-ELECTRON
TRANSISTOR APPLICATIONS

Besides circuit applications, the status of the understanding
of SET devices with respect to their applicability in metrol-
ogy was reviewed [364], and the study of SET for metro-
logical application was conducted [365]. Electron pumps
consisting of two Coulomb blockade devices have been real-
ized using highly doped SOI material [366]. The behavior
of a single-electron pump operated by sinusoidal signals was
analyzed [367]. SETs were studied as far-infrared photon
detectors [368]. A modified rf-SET technique was proposed
to measure the transmission of the rf signal, having advan-
tages such as simpler circuits and clear frequency resonance
as compared with the reflection measurement by rf-SETs
[369]. Charge sensitivity of rf-SETs was discussed [370]. Con-
structed with highly doped silicon nanowires, an electron
detector can recognize the presence or absence of a sin-
gle excess electron on a storage node at a temperature of
4.2 K [371]. Quantum dot structures measuring Hamming
distance for associative memories were proposed and ana-
lyzed [372]. A scanned probe microscope capable of map-
ping static electric fields and charges with 100-nm spatial
resolution and a charge sensitivity of a small fraction of an
electron was reported using SETs [373]. Aluminum SETs
were used to measure, with extremely high sensitivity, the
fluctuation of charge in semiconductor quantum dots [374].
A SET has been used to detect chemical potential varia-
tions of the 2DEG [375, 376]. Si nanocrystals in close prox-
imity (1.5–4.5 nm) of a transistor channel lead to plateaus in
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Table 1. SETs based on group III–V materials, fabrication process, device characteristics (CB, temperature, and feature size), and reported major
applications.

Structure Heterosystem Fabrication method CB temperature and feature size Application

SET island from
2DEG

GaAs/AlGaAs
GaAs/InGaAs/
AlGaAs

multiple and split gates
[139–144]

50–100 nm, CB 100 K inverter operation at 1.6 K and
logic transfer gain 1.3 [141],
rf-SET [187], submillimeter-
wave detector [188]

GaAs InGaAs InP etching [145–147], EB lithog-
raphy and RIE [148, 149],
selective MBE [150], AFM
[151–153]

cross section 80 × 10 nm2

[145, 146], lateral 50 nm
[148], CB 100 K

GaAs/AlGaAs
GaAs/InGaAs/
AlGaAs

point contact [154, 155] room temperature CB room temperature quantum func-
tion bipolar transistor [186]

GaAs and InAs
self-formed
nanostructures

GaAs
GaAs/AlGaAs
InAs/AlGaSb

selective area MOVPE [138],
patterned AFM [156, 157]
and MBE [158–160], Ga
focused ion beam implan-
tation [167], local oxida-
tion [168], selective area
MOVPE [172], AFM and
STM nanooxidation [175]

Traps GaAs/AlGaAs standard HEMT [176, 177] random telegraph signal [177]

Table 2. SETs based on group IV materials.

Structure Heterosystem Fabrication method CB temperature and feature size Application

SET island from 2DEG
in MOSFET conduc-
tion channel

Si MOSFET, SOI reducing MOSFET size [193],
multiple gates [200–211]

SET-MOSFET for mul-
tivalue memory [289,
290, 300], SET inverter
[291–293], Schmitt trig-
ger [295], few- electron
memory with write time
of 10 ns and voltage
less than 5 V at 4.2 K
to 45 K [297], 3 × 3-bit
memory cell array [298],
XOR function [301],
electron detector [364],
electrometer [374]

EB lithography [213], RIE
[217], direct EM irradiation
[219], anisotropic etching
[227, 233], local oxidation
[228] and pattern depen-
dent oxidation [230], optical
lithography [234]

CB 170 K and drain bias 80 mV
[217], CB room temperature
[223, 224, 226], sub-10 nm
[229]

point contact CB 25 K and 5.3 nm [236],
259 meV charging energy and
dot diameter 4.4 nm [237]

Nanocrystals Si, SiO2, and SOI laser recrystallization [239],
EB lithography [242, 248,
249], high-frequency plasma
decomposition [250], EB
direct writing [251]

dot diameter 8 nm [247], source–
drain separation 30 nm [250],
hole CB 200 K [260], pattern-
dependent oxidation [262],
annealing thin SiOx (x < 2)
film [265]

room temperature SET
memory [240–243, 245,
246], nonvolatile mem-
ory [256], EEPROM
[311]

Dual-gate and nano-
crystal

Si, SiO2, and SOI dual-gate and selective area
MOVPE [269], remote
plasma enhanced chemical
vapor deposition [271]

1�5 × 10−10 cm2 [271]

Impurity and traps Si/SiO2 interface
states

Si MOSFET [272–274] submicrometer [272], nano-
meter [274]
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threshold voltage at low temperatures due to single-electron
effects [248]. The process of evolving from the few-electron
regime to the several-electron regime, and then the many-
electron regime, was studied in an artificial-atom vertical
SET [377]. A SET was used to measure the superconduct-
ing energy gap as a function of the external magnetic field
for various samples of mesoscopic sizes [378]. The influence
of electron-beam writing on the creation of charge trapping
centers which cause 1/f noise in SETs was discussed [379].
Single-electron tunneling transistors were used as electrom-
eters to verify proper switching of the quantum dot cellu-
lar automata cell [380]. A SET electrometer was used to
measure the destruction of charge quantization in a single-
electron box [381]. Phase-coherent transport was studied in
T-shaped quantum dot transistor [382].

7. FUNDAMENTAL PHYSICS
In addition to the device-application-orientated research,
fundamental physics investigation utilizing SET devices has
also been extensive. Transport in silicon/germanium nano-
structures was studied [383]. Strain caused by inserting
Si1−xGex can significantly improve the device performance;
it is also compatible with existing Si industrial technol-
ogy [384]. Cotunneling thermopower of SETs was studied
[385]. Electron–electron interaction to the high energy tail
of the electron energy distribution was studied in nano-
MOSFETs [386]. Spring constant and damping constant tun-
ing of nanomechanical resonators using a SET was reported
[387]. The lifetime of the emission of a single electron
stored in a nanocrystalline Si dot has been studied [388].
Quantum chaos observable in both open and closed systems
realized in GaAs/Alx/Ga1−xAs microstructures was reviewed
[389]. Dynamical offset charges in SETs were investigated
[390]. Kondo physics in the SET with ac driving was studied
using a time-dependent Anderson Hamiltonian [391], and
measurements of the Kondo effect on SETs were reported
[392], reviewed, and compared with theoretical analysis
[393]. There were works on the temperature dependence
of kBTc noise in Coulomb blockade regime [394], quantum
storage effects in n-AlGaAs/GaAs heterojunction FETs with
embedded InAs QDs between the gate and 2DEG [395]
(similar work was reported by [396]), Fano resonances in
electronic transport through a SET [397], spin-dependent
Coulomb blockade in a SOI-based SET [398], single-spin
measurement using SETs to probe two-electron systems
[399], and single-electron–hole recombination and photon-
pumped current in an asymmetric Si SET [400]. Temper-
ature and voltage dependence of the cotunneling current
were analyzed in comparison with inelastic cotunneling the-
ory [401]. The electron–phonon coupling in SETs was stud-
ied [402]. Magnetotransport properties of an AlGaAs/GaAs
double-barrier resonant tunneling transistor with sub-�m
lateral dimensions (where lateral confinement causes quasi-
zero-dimensional quantization) were studied [403]. Pho-
tocurrent generation in single-electron tunneling transistors
was studied theoretically [404]. Confinement enhancement
induced by the charge distributed in the floating dot on top
of a channel quantum dot in stacked quantum dot transis-
tors was carefully examined [405]. The resistively coupled

SET was studied including the Nyquist noise of the cou-
pling resistance [406]. The displacement current in SET was
calculated [407].

8. SUMMARY
The rapid advancing information technology demands
reductions in the chip size and increases in the density of
components per IC. The chip component density has been
following Moore’s law and doubled roughly every other year
over the last three decades. A most prominent discrete com-
ponent that already reaches nanoscale is the single-electron
transistor, which to a large degree functions like a conven-
tional transistor but is so small that it handles a single elec-
tron at a time.

The SET has been extensively studied. Its current
research and development are largely concentrated on the
device design and optimization. There are basically two
types of quantum dots in SETs. The first type of quantum
dot is defined by either gates or etching, with the advantage
of position control and the disadvantage of large dot size.
Small dot size is required for high temperature operation.
The second type of quantum dot utilizes the self-assembling
process of crystalization of one semiconductor on a different
one (e.g., Si nanocrystals on SiO2 and InAs quantum dots
on GaAs substrate). The dot size is very small, but the dots
are randomly positioned. Precise control over the dot spatial
position is required for IC fabrication.

Tables 1 and 2 list details of important III–V and VI semi-
conductor materials/heterostructures used for fabricating
nanoscale transistors, fabrication processes, Coulomb block-
ade temperature and feature size, and published major
applications of these devices.

GLOSSARY
Coulomb blockade When the spatial area that contains the
electron charges is small enough, an extra electron charge
added to the area significantly increases the Coulomb poten-
tial energy of the area so that this area becomes a classical-
forbidden region for other electron charges (blockaded).
Moore’s law The chip component density of an IC roughly
doubles every other year.
Nanofabrication technology To produce low-dimensional
feature size in the nanoscale. Molecular beam epitaxy is
one example that can grow one-dimensional structure with
atomic monolayer (about 0.2 nm) feature size. Current
quantum dot self-assembly can produce a three-dimensional
quantum dot artificial atom with a volume of 1000 nm3.
Scale of integration The complexity of a logic system is
represented by its component density. A circuit containing
between 100 and 1000 logic gates is classified as a large-scale
integrated circuit; a circuit with more than 1000 gates (up to
100,000 or more) is classified as a very-large-scale integrated
circuit. Processes that produce more than 106 devices on an
IC are classified as ultra-large-scale integrated circuits.
Single-electron transistor A transistor that is small
enough to handle one electron at a time.
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1. INTRODUCTION
The demands for faster operation and less heat dissipation
are among the major factors determining the development
of modern electronics. The trend toward miniaturization,
dominating the technological progress of the past decades,
corresponds to these needs. There is, however, a fundamen-
tal size limit beyond which the behavior of a physical sys-
tem is no longer governed by classical laws. This limit, the
border of the quantum realm, is reached when the sizes
of elements become comparable to atomic dimensions or
the number of electrons involved is just a few. In the case
of semiconductor heterostructures these ultrasmall elements
can be considered as more or less regular boxes for carriers,
in particular for electrons, holes, or excitons. As the effective
mass of electrons in many semiconductors is considerably
smaller than the free electron mass, the quantization effects
in these materials are significant for spatial confinement of
nanometer scale.

Actually, the size of individual elements making up com-
puter microchips, currently produced by photolithography
techniques, is usually not smaller than the shortest wave-
length of visible light (∼380 nm). Lithography using ultravi-
olet or X-rays still encounters strong technical complications
and is not yet acceptable for wide commercial use. Also
electron-beam or ion-beam lithography, allowing for far
higher resolution, is inconvenient for industrial production
as they resemble rather rewriting by pencil in comparison
to the photocopy-like performance of photolithography.
Thus, typical single microstructures (e.g., transistors in
microchips) are still rather far from the range of quantum

mechanics, and classical intuitions about physical mecha-
nisms are roughly applicable for their description. The same
holds true for currently fabricated elements for so-called
nanotechnology—news on nanoengines and other ultra-
precise mechanical devices concern objects of micrometer
rather than really nanometer scale; hence they fall again into
the classical range.

On the other hand, the rapid development of the semicon-
ductor technology, including epitaxy techniques for prepara-
tion of even single-molecular layers of materials, lithography
methods, and advances in controlling self-aggregation pro-
cesses, results in quite new possibilities for artificial creation
of ultrasmall physical systems with controlled properties.
The performance of these nanometer-scale objects meets
with limitations imposed on the small systems by quantum
mechanics and description of the processes taking place on
these extremely small scales taken from the macroscopic
physics is irrelevant when both their optoelectronic proper-
ties as well as mechanical behavior are concerned. This scale
of miniaturization seems to be the natural limit for classical
microelectronics.

For systems of nanometer dimensions the classical
description is very misleading but their quantum properties
open the possibilities both for deep understanding of the
fundamental laws of nature and for new applications that
could not be thought of on the classical grounds. Indeed,
the practical realization of quasi-two-dimensional electron
gas in semiconductor heterostructures, with electrons con-
fined in a few nanometers wide layer (thickness of order
of the electron de Broglie wavelength in semiconductor)
resulted in such discoveries as the quantum Hall effect,
which revealed sharply the unusual quantum nature of geo-
metrically confined systems. The fractional quantum Hall
effect and further experiments with so-called Hall metal [1]
suggest even an essential development of quantum theory
and lead to exotic new two-dimensional (2D) particles—
composite fermions instead of simple 3D electrons.

Since the early 1980s the rapid progress in laboratory
techniques of confinement of electrons, first in a plane, as
in Hall configurations, and further in remaining directions,
has led to creation of more fine objects called quantum
wires [2], in which electrons move freely only in one direc-
tion, and finally semiconductor quantum dots (QDs) [3–6]
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with electrons closed in small boxes of dimensions of tens
or even a few nanometers. These completely confined elec-
trons in artificially constructed boxes resemble the ordinary
atoms; hence frequently QDs are called artificial atoms, and
they reproduce many properties from atomic physics. QDs
seem to be, however, much more flexible in comparison
with atoms—QDs do not contain nuclei inside, so they can
confine an arbitrary number of electrons, starting from one
to hundreds or thousands closed in small spatial volume.
In addition, as opposed to natural atoms, their shapes and
various other properties can be modeled at the stage of
preparation.

2. MANUFACTURING METHODS
Unlike quantum wells, where the motion of carriers is
restricted to a plane through the crystallization of thin epi-
taxial layers, the creation of quantum wires or dots, which
confine the carriers in the space with at least two of three
dimensions limited to the range of the de Broglie wave-
length, requires far more advanced technology. Currently
there are a lot of methods of manufacturing QDs. Let us
briefly describe them (see [7–9]).

2.1. Etching

The earliest method of manufacturing QDs was imple-
mented by Reed et al. [3], who etched them in a struc-
ture containing two-dimensional electron gas. Subsequent
steps of this process are shown in Figure 1a. The surface
of a sample containing one or more quantum wells is cov-
ered with a polymer mask, and then partly exposed (1).
The exposed pattern corresponds to the shape of the cre-
ated nanostructure. Due to the required high resolution, the
mask is not exposed to visible light, but to the electron or
ion beam (electron/ion beam lithography). At the exposed
areas the mask is removed (2). Later, the entire surface is
covered with a thin metal layer (3). Using a special solution,
the polymer film and the protective metal layer are removed,
and a clean surface of the sample is obtained, except for the

Figure 1. (a) Process of quantum dot etching. Adapted with permission
from [219], M. A. Reed, Sci. Am. 3, 40 (1993). © 1993, SCI Ameri-
can. (b) Etched quantum dots in GaAs/AlGaAs well, electron scanning
microscope picture. Reprinted with permission from [96], T. Smith et
al., Phys. Rev. B 38, 2172 (1988). © 1988, American Physical Society.

previously exposed areas, where the metal layer remains (4).
Next, by chemically etching the areas not protected by the
metal mask (5), slim pillars are created, containing the cut-
out fragments of quantum wells (6). In this way, the motion
of electrons, which is initially confined in the plane of the
quantum well, is further restricted to a small pillar with a
diameter of the order of 10–100 nm. Due to the simplic-
ity of the production of thin, homogeneous quantum wells,
GaAs is the most commonly used material for creating dots
by means of etching. Figures 1b and 2 (upper) present the
pictures of real dots obtained using this method.

2.2. Modulated Electric Field

Another method consists in the creation of small electrodes
over the surface of a quantum well by means of litho-
graphic techniques. Application of an appropriate voltage to
the electrodes produces a spatially modulated electric field,
which localizes the electrons within a small area. The lateral
confinement created in this way has no edge defects, which
are characteristic for the etched structures. The process of
spreading a thin electrode over the surface of a quantum
well may produce both single QDs [10] and large arrays
(matrices) of dots [11–14].

Modulation of electric potential, produced by applying
a voltage to an electrode, can be realized by the previous
preparation (using a lithographic technique) of a regular
array of islets of nonmetallic material (e.g., of the barrier
material) on the surface of the sample. As a result, the dis-
tance between the electrode (overlaying the surface with the
islets) and the plane of the quantum well is modulated, and

Figure 2. Micrographs of single dots. Upper—etched. Reprinted with
permission from [154], S. Tarucha et al., Phys. Rev. Lett. 84, 2485 (2000).
© 2000, American Physical Society. Lower—self-assembled. Reprinted
with permission from [220], P. Fry et al., Phys. Rev. Lett. 84, 733 (2000).
© 2000, American Physical Society.
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the electrons are bound in small areas under the prepared
islets. A photograph of a matrix of such dots, together with
the profile of the confining potential, is shown in Figure 3a.

Instead of modulating the distance between the electrode
and the well, it is also possible to build a pair of parallel,
thin electrodes above the well. The lower one can have reg-
ularly placed holes which is where QDs are to be created
[15, 16]. A voltage applied to the pair of electrodes results in
the change of both the dot size and the depth of the confin-
ing potential. The potential depth influences the number of
confined electrons. However, when an additional electrode
is introduced between the quantum-well layer and the doped
layer, the number of electrons and the potential depth can
be changed independently. Even more complicated systems
of microelectrodes are currently also applied [17].

2.3. Interdiffusion between the Barrier
and the Quantum Well

QDs can be obtained also by local heating of a quantum
well sample with a laser beam [18]. The laser beam guided
along a rectangular contour surrounding an unilluminated
area of a diameter of 300–1000 nm causes a rapid interdif-
fusion of atoms between the well and the barriers, which
creates a local modulation of the material band structure
(i.e., the potential barrier) which surrounds the unillumi-
nated interior of the rectangle. For larger dimensions of the
illuminated rectangle the obtained effective potential which
confines the electrons is flat inside the rectangle and steep
near the edge. With the decrease of the illuminated rect-
angle, the confined area shrinks. According to the authors
of [18], for dimensions near 450 nm the effective potential
confining electrons is close to an isotropic parabola. How-
ever, it should be mentioned that details of the electron
confining potential in a QD of any type cannot be mea-
sured directly (except for the geometric dimensions) and are

Figure 3. (a) Quantum dots produced on InSb; electrons confined by
the electric field (electron scanning microscope picture). Bottom: shape
of the electrode and the configuration of band edges (valence and con-
duction bands). Reprinted with permission from [14], C. A. Sikorski et
al., Phys. Rev. Lett. 62, 2164 (1989). © 1989, American Physical Soci-
ety. (b) Quantum dots created on the surface of GaAs in the selective
MOCVD growth (scanning electron microscope pictures); configuration
of layers in a single dot is given. Width of the electron localization area
at the top of the pyramid is ca. 100 nm. Reprinted with permission from
[20], T. Fukui et al., Appl. Phys. Lett. 58, 2018 (1991). © 1991, American
Institute of Physics.

alternatively obtained through an interpretation of various
indirect effects, which are related to the electronic structure
of a QD.

2.4. Semiconductor Microcrystals

It is also possible to create QDs in the form of semicon-
ductor microcrystals. In the first experiment based on this
idea, carried out by Ekimov et al. [19], silicate glass with ca.
1% addition of the semiconducting phase (CdS, CuCl, CdSe,
CuBr) was heated for several hours at high temperatures,
which led to the formation of appropriate microcrystals of
almost equal sizes, depending on the temperature and heat-
ing time. Radii of these dots measured in different samples
varied in the range of 1.2–38 nm.

2.5. Selective Growth

The next method is the selective growth of a semiconduct-
ing compound with a narrower bandgap (e.g., GaAs) on the
surface of another compound with a wider bandgap (e.g.,
AlGaAs) [20]. Restriction of growth to chosen areas is
obtained by covering the surface of the sample with a mask
(SiO2) and etching miniature triangles on it. On the surface
not covered with the mask the growth is then carried out
with the metal-organic chemical vapor deposition method
(MOCVD), at a temperature of 700–800 �C. The crystals
created have a shape of tetrahedral pyramids and hence,
when the first crystallized layers are the layers of the sub-
strate compound (AlGaAs), and only the top of the pyramid
is created of GaAs, it is possible to obtain a dot of an effec-
tive size below 100 nm. Pictures of such dots, and the con-
figuration of layers GaAs/AlGaAs, are shown in Figure 3b.

2.6. Cleaved Edge Overgrowth

Quantum dots may appear at the intersection of three
orthogonal quantum wells [21]. The technology consists of
growing subsequent quantum wells on a cleaved edge of a
previously existing well [22, 23]. In this way, localization of
carriers on a scale of a few nm may be achieved.

2.7. Interface Fluctuations

Thickness fluctuations of a quantum well induce effective
potential fluctuation and appearance of localization cen-
ters for carriers [24, 25]. Such “natural” quantum dots have
low localization energy (∼10 meV) and large size fluctua-
tions. Photoluminescence data prove the existence of zero-
dimensional density of states, conforming with a model of 1
monolayer thick islands of lateral extension of several tens
of nanometers [26].

2.8. Self-Organized Growth

Another very promising method is the self-crystallization
of QDs [27]. When lattice constants of the substrate and
the crystallized material differ considerably (7% in the case
of GaAs and InAs, the most commonly used pair of com-
pounds), only the first deposited monolayers crystallize in
the form of epitaxial, strained layers with the lattice constant
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equal to that of the substrate. When the critical thickness
is exceeded, a significant strain which occurs in the layer
leads to the breakdown of such an ordered structure and to
spontaneous formation of randomly distributed islets of reg-
ular shape and similar sizes, called self-assembled quantum
dots (SADs). The shape and average size of islets depend on
the strain intensity in the layer related to the misfit of lat-
tice constants, the temperature at which the growth occurs,
and the growth rate. The phase transition from the epitaxial
structure to the random arrangement of islets is called the
Stranski–Krastanow transition [28].

Figure 4 presents subsequent phases of the creation of
islets for a pair of compounds with the misfit of lattice con-
stants: InAs and GaAs, where the transition occurs at the
1.8 monolayer deposition. In Figure 2 the micrograph of a
single self-assembled dot is presented.

When the process of crystallization is terminated shortly
after reaching the phase transition, islets evolve to a quasi-
equilibrium state in which they assume the shape of pyra-
mids [29–32] or flat, circular lenses [33–35] formed on a thin
layer of InGaAs (the wetting layer).

Raymond et al. [35] report growth of self-assembled dots
in the shape of lenses with ∼36 nm diameter and ∼4�4 nm
height (with fluctuations of 5–10%). Marzin et al. [32]
obtained dots in the shape of regular pyramids with a square
base of ∼24 nm side length and ∼2�8 nm height (with fluc-
tuations of ∼15%), and a distance between neighboring dots
of ∼55 nm. Ultrasmall pyramidal dots of less than 10 nm
dimensions were also obtained in a InAs/GaAs interface
[29].

Small sizes of the SADs, homogeneity of their shapes and
sizes in a macroscopic sample, perfect crystal structure with-
out edge defects, as well as the convenient growth process,
without the necessity of any precise deposition of electrodes
or etching, are among their greatest advantages which bring
hope regarding their future application in electronics and
optoelectronics.

More examples of quantum dots obtained by different
techniques from different materials are given in Table 1.

3. SPECTROSCOPY OF QUANTUM DOTS

3.1. Optical Spectroscopy

Three-dimensional confinement of carriers and the resulting
�-shaped density of states manifests itself in the appearance
of sharp lines in the optical spectra of quantum dots.

Figure 4. Evolution of islets—self-assembled quantum dots (white cir-
cles), in the molecular beam epitaxy growth of InAs on GaAs surface.
Subsequent pictures correspond to the increasing coverage of 1.6, 1.7,
and 1.8 monolayer; size of presented areas: 1× 1 �m2. Reprinted with
permission from [27], P. Petroff et al., Superlattices Microstructures 15,
15 (1994). © 1994, Elsevier Science.

In a photoluminescence (PL) measurement, the emission
intensity from a sample is measured as a function of the
detection energy. This PL radiation from QDs is caused by
recombination of trapped electron–hole pairs (i.e., excitons;
see Section 4.2).

PL experiments on etched dots [36–39] show a peak at the
energy corresponding to the interband transition, increasing
with decreasing dot diameter. At higher excitation energy
another (redshifted) line appears, due to transition involving
a biexciton state. Appearance of further (blueshifted) lines
accompanies the saturation of the single-exciton lines and
corresponds to recombination from higher excitonic levels.
These lines split in nonzero magnetic field due to lifting the
degeneracy of the levels [35].

Self-assembled dots have much stronger quantization
effects (larger interlevel distance) due to their reduced size.
This should lead to more clear photoluminescence features.
The PL measurements on such dots (InAs/GaAs [40–44],
InGaAs/GaAs [34, 45], InAlAs/AlGaAs [46]) show a distinct
feature, shifted by a few hundreds of meV (the exciton bind-
ing energy) from the wetting layer. The excited state recom-
bination appears at higher excitation power and is shifted by
a few tens of meV, indicating large energy separation from
the closest bright exciton state (a state with allowed radiative
transition).

The resolution of the PL spectra is limited by the nonuni-
form size of the dots in the investigated ensemble, lead-
ing to inhomogeneous broadening of spectral peaks. This
may be overcome by using a modified technique, spot focus
cathodoluminescence [47], or by preparing small mesas con-
taining a small number of dots [32, 48]. For decreasing num-
ber of dots [33], the initial wide Gaussian peak evolves into a
series of densely packed narrow lines separated by an inter-
val much smaller than the calculated [32, 49] interlevel spac-
ing, hence corresponding to the ground-state transition from
different dots. On the grounds of such spectra, it is possible
to evaluate the homogeneous broadening of spectral lines
due to the intrinsic decoherence processes.

The PL spectra not only show the structure of the ground
and excited zero-dimensional states but also provide infor-
mation on relaxation processes. Higher excited states appear
before saturation of the ground state transition which indi-
cates a slowdown of relaxation [44, 50].

An alternative experimental technique, of not less impor-
tance than PL, is photoluminescence excitation (PLE). In
this method, the detection energy is fixed and the lumines-
cence intensity is investigated as a function of the excitation
energy. In this way, one can study the capture of carriers and
their relaxation to the optically active state (usually ground
state). It turns out [51, 52] that PLE spectra of ensembles
of dots contain a series of longitudinal optical (LO) phonon
resonances instead of the excited dot state. This results from
the fact that apart from the existence of an optically active
state at the detection energy and a nonvanishing density
of states at the excitation energy (which is guaranteed by
the size and shape fluctuation in the dot ensemble) an effi-
cient relaxation mechanism must be provided which is the
case only around the LO phonon energy [53, 54] (bottleneck
effect; see Section 4.6 for a discussion).
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Table 1. Selected examples of quantum dots.

Fabrication method Material Size �E Ref.

Cleaved edge overgrowth GaAs/AlGaAs 7× 7× 7 nm [22]
Interface fluctuations GaAs/AlGaAs ∼100 nm 6 meV [26]
Interface fluctuations GaAs/AlAs ∼100 nm [89]
Interface fluctuations GaAs/AlGaAs 2 meV [55]
Electric field Si 150 nm [15]
Selective growth GaAs/AlGaAs <100 nm [20]
Selective growth GaAs/AlGaAs 25× 25× 15 nm [215]
Etching InAs/GaAs 40–90 nm 4–9 meV [38]
Etching InGaAs/AlGaAs 500 nm 4 meV [154]
Etching Si/SiO2 7× 7× 2 nm 30 meV [212]
Interdiffusion GaAs/AlGaAs 300–1000 [18]
Self-organization InAs/GaAs 80–90 meV [41]
Self-organization CdMnSe/ZnSe 8–10 nm [216]
Self-organization InAs/GaAs 17–19 nm 60 meV [188]
Self-organization InGaAs/GaAs 100 [58]
Self-organization CdSe/ZnSe 10× 1�6 nm 40 meV [55]
Self-organization GaN/AlGaN 40× 6 nm [217]
Self-organization Ge/Si 150× 15 nm [218]

Note: �E is the confined energy level separation

3.2. Single Dot Optical Spectroscopy

Improvement in the sample preparation and optical focusing
techniques leads to the possibility of single dot spectroscopy
[55, 56]. A spatial resolution high enough to probe a single
dot may be achieved by near-field optical techniques [57].
Such single-dot experiments provide much more detailed
insight into the states of the confined carriers and their inter-
action with environment.

The single dot optical spectra show features related to the
shell structure of the carrier levels [58]. Polarization of the
PL signal has been studied [59]. Large self-assembled dots
prove to be optically anisotropic [60]. By breaking the dot
symmetry with magnetic field it is possible to get informa-
tion also on dark exciton states [61]. Single dot spectroscopy
allows one to study in detail the structure of few-particle
states (charged excitons and multiexciton states) [62–69] and
the dependence of the spectrum on the number of confined
carriers [70]. Additional information about the spectrum
(fine structure, few-particle effects) is provided by measure-
ments in magnetic fields (magnetospectroscopy) [71–73]. It
turns out that emission from the biexciton ground shell is
correlated with the value of the g factor which suggests the
effect of dopants on the dot spectrum and its magnetic prop-
erties [74, 75]. A nearby defect increases also the coupling
to LO phonons and in this way affects the phonon-assisted
transitions [76]. Information on the mechanisms of creation
of biexciton states has been obtained [77, 78]. Spectra of
single “artificial molecules” (coupled dot systems) are also
investigated [79].

Homogeneous broadening of single-dot spectral lines
yields information on the lifetime of the states and the
effects of coupling to the environment, including relaxation
mechanisms [57, 80–85]. A direct insight into the system
evolution and coherence times is possible by time-resolved
spectroscopy methods [56, 86–89]. It was suggested that the
linewidth of quantum dots may be to some extent controlled
[90].

Single dot experiments on single-photon level yield data
on statistics (correlations) of emitted photons [91–94].

3.3. Capacitance Spectroscopy

In capacitance spectroscopy experiments, the capacitance of
a quantum dot system is measured as a function of the
bias voltage applied. As the capacitance is proportional to
the density of states of the dot, the measured differential
signal shows oscillations corresponding to the energies of
confined carriers [11, 95, 96]. The measured energy differ-
ences consist of energy differences of single-particle states
and charging energies, related to carrier–carrier repulsion
(Coulomb blockade effect).

A more sophisticated variation of this method, single-
electron capacitance spectroscopy, allows one to observe
ground state energies of multielectron dots by adding elec-
trons one-by-one (with changing the gate bias voltage) to the
initially empty dot and measuring the single-electron charg-
ing energy (chemical potential) [10, 17, 97, 98].

As the optical methods (far infrared absorption) probe
only the center of mass mode of the confined multielectron
system (Kohn theorem; see Section 4.3), the capacitance
spectroscopy methods are an important tool for investigat-
ing the properties of large, multielectron QDs. It is, how-
ever, employed also as a complementary method to study the
spectral properties of small, self-assembled dots [99–105]. It
may be applied to study capacitance associated not only with
electrons but also with holes [106, 107]. The time-resolved
version of the capacitance spectroscopy has been applied to
study the electron escape processes from a InAs quantum
dot in an electric field [108], demonstrating the presence of
both tunneling and thermally activated processes.

3.4. Transport Spectroscopy

The idea of transport spectroscopy consists in measuring the
tunneling current through a dot or a system of dots as a
function of the bias voltage applied by external electrodes.
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The tunneling current peaks reveal information on the dot
spectra and on the charging effects for multicarrier states.

The measurements in a vertical setup (current along the
strongest confinement axis) on etched dots in the charge
accumulation regime (reverse bias, emitter barrier more
transparent than the collector one) [109–114] showed single-
electron charging features and revealed information on the
many-particle ground state. Other experiments performed
on a similar structure, with an additional side electrode,
yielded information about many-particle states of a con-
trolled number of confined carriers [115–117].

Spectra of InAs/GaAs self-assembled quantum dots have
been obtained by vertical tunneling spectroscopy with for-
ward bias [118, 119]. The results show distinct peaks corre-
sponding to the confined single-electron states in spite of a
large number of dots in the mesa (only a few dots from the
ensemble contribute).

Vertical tunneling measurements were performed also on
single self-assembled dots (Si/SiO2 [120], InAs/GaAs in a
mesa structure [121], ultrasmall Si dots [122], PbS by scan-
ning tunneling spectroscopy [123]).

The spectroscopy in the lateral setup was applied to dots
defined by electric field gating in a 2D electron gas to study
spectra of the 0D states, Coulomb interactions between car-
riers, and various tunneling channels [124–128]. Transport
measurements in this setup have been performed also on 2D
electron gas in close contact with a sheet of self-assembled
dots [129, 130].

With transport spectroscopy on various materials it was
possible to detect maximum density droplet states in many-
electron quantum dots [131], to probe the confined carrier
wavefunctions [132], to identify the contribution from differ-
ent confined states [133] and from elastic and inelastic tun-
neling [134], to test the coherence of charge transfer [135],
and to estimate g factors [136]. By using spin-polarized
injection, not only Coulomb blockade but also spin blockade
effects may be studied [137].

4. MAIN PROPERTIES
OF QUANTUM DOTS

In this section we describe the essential properties of QDs.
A more exhaustive description may be found in reviews [7–9,
138, 139].

4.1. Single-Particle Spectrum

Owing to full confinement of carriers inside the dots of
dimensions of order of 10–100 nm, their properties corre-
spond to discrete quantum levels separated typically with a
few or tens of meV in energy (due to usually smaller effec-
tive mass of electron in semiconductors in comparison to
free electron mass). The discretization of the energy spec-
trum enhances sharpness of the density of states. In Figure 5,
the densities of states corresponding to the reduction of the
dimensionality of the systems are presented.

The sharp density of states of QDs makes these sys-
tems very attractive for laser applications. And indeed, the
first reported QD laser constructions with application of
pyramid-shaped InAs/GaAs ultrasmall self-assembled dots
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Figure 5. Density of states as a function of energy in systems with
different numbers of spatial dimensions: 3D—bulk material, 2D—
quantum well, 1D—quantum wire, 0D—quantum dot.

[30, 31] and with lens-shape InAs/InGaAs self-assembled
dots [140] revealed better parameters in comparison with
even best lasers built on the basis of quantum wells. It con-
cerned both lower threshold injection current and higher
temperatures of operating—due to the so-called bottleneck
effect corresponding to a significant decrease of the interac-
tion with phonons in the case of confined carriers in com-
parison to their counterparts in bulk.

At low enough temperatures (several Kelvin) the energy
of phonons is too low to excite the electrons in QDs and
the strong quantization of energy determines the electronic
properties of these systems. The confining potential of QDs
is not singular, unlike the Coulomb potential in atoms, and
could be expanded in a series with respect to radius—the
first term of this expansion is the parabolic potential and
it is commonly applied for model investigation of QDs. An
advantage of this model potential consists of the possibil-
ity of analytical solution of single-electron problem in 2D
parabolic confinement even in the presence of perpendicu-
lar static magnetic fields. The resulting one-particle states,
known as Fock–Darwin levels [141, 142], are presented in
Figure 6. The degeneracy of the energy levels in the absence
of magnetic field gives rise to the shell structure of the
QD spectrum which is present also in real (not necessarily
parabolic) systems [100]. In the limit of high magnetic fields
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Figure 6. Evolution of the Fock–Darwin energy levels in a magnetic
field. Dashed lines—the Landau energy levels; vertical arrows—allowed
optical transitions.
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the Fock–Darwin states transform into ordinary Landau lev-
els of a free 2D electron in magnetic field, but for lower
fields the modifications of Landau levels due to confinement
are significant.

In real QDs the lateral confinement potential is a finite
well (thus the parabolic approximation holds only for the
lowest levels) and for sufficiently high energy originally cap-
tured carriers can leave the dot. To analyze such phenom-
ena, the finite well of Gaussian type is usually applied [143],
even though for a particular shape of a quantum dot [e.g.,
pyramid shape for InAs/GaAs self-assembled dots or lens-
shaped In(Ga)As/GaAs self-assembled dots] more realistic
finite wells are considered. The common feature of all these
models is, however, the nonsingular character of the con-
fining potential, which assures that the particularities of the
potential well used for modeling do not cause any important
qualitative changes.

In a class of semiconductor quantum dots not only elec-
trons but also holes can be trapped (such QDs, like self-
assembled InAs/GaAs dots, are sometimes called type I
dots, in contrast to the type II dots, e.g., defined by elec-
tric field focusing, which have binding potential for only
one kind of carrier and repulsive for the other). In con-
trast to conduction band electrons, a realistic description of
valence band holes requires the inclusion of a larger num-
ber of sub-bands. The valence band is built from atomic
p-type orbitals, and thus its states carry an internal angular
momentum equal to unity. In circular dots both the angular
momentum length and its projection in the vertical direc-
tion are good quantum numbers for a single captured hole,
and its states can be assigned to heavy-hole and light-hole
sub-bands (also spin-orbit split-off sub-band). In the simplest
approach (the effective mass approximation) all sub-bands
can be treated independently (it has been suggested that
this model may be unexpectedly accurate [144]), but a more
accurate description of holes requires taking inter-sub-band
mixing into account. The mixing effects increase for larger
magnitudes of the hole wave vector and for small dots with a
high value of averaged wave vector the sub-band mixing cor-
rections are significant. In self-assembled, strain induced dot
structures the inter-sub-band interaction is, however, weak-
ened due to sub-band separations induced by strain inherent
to the manufacturing method [145].

4.2. Excitons

Optical excitations in QDs lead to the creation of pairs
of particles (electron and hole) which may form charge-
neutral states (i.e., excitons). If the confinement potential is
attractive for both types of carriers (as it is, e.g., for the self-
assembled InAs/GaAs dots) the single-particle shell struc-
ture is reflected also in the exciton spectrum, both in the
parabolic confinement model [54] and in a more realistic
modeling [146]. The hybridization of the nearly degenerate
levels forming one shell affects the optical spectra [147] of
such two-carrier states. However, unlike in the single-carrier
case, the shells are not equidistant due to the decreasing
Coulomb energy gain for higher states. The exciton-like
complexes and multiexciton states in quantum dots were also
investigated [148, 149].

From the point of view of future optoelectronic applica-
tions of QDs understanding of their PL properties is very
important. The PL spectrum of QDs is much more com-
plicated in comparison with bulk systems or quantum wells.
The PL properties of QDs are analyzed very intensively both
experimentally and theoretically for various types of QDs,
as these phenomena are utilized, for example, in laser con-
structions [30, 31, 140].

For QDs, instead of a single PL peak as for a quantum
well (or bulk), a multipeak structure is usually observed both
in the presence and in the absence of a magnetic field [18,
33, 34, 150]. Even for very weakly activated QDs the doublet
of PL features occurs. Mutual positions and intensity of par-
ticular PL peaks strongly depend on the dot diameter and
the magnetic field [18, 42, 151]. There are many approaches
for the theoretical investigation of these phenomena [7].

A simplified theoretical model in terms of metastable
states can be formulated within the Hartree approach for
electric-field-defined dots [152]. The bare lateral potential
of this dot is attractive only for either an electron or a hole,
contrary to the case of SADs (e.g., InAs/GaAs) where the
same empty dot can capture an electron or a hole. If, how-
ever, the electric-field-defined dot is filled with an electron,
the hole next could also be trapped due to electron–hole
attraction. It resembles the similar phenomenon in the case
of a charged acceptor or donor in the presence of magnetic
field, where a magnetoexciton (i.e., electron–hole pair) can
be trapped by the charged defect. In the absence of magnetic
field the electron–hole attraction is too weak to overcome
repulsion of such a center and the charged donor/acceptor
cannot capture an exciton. The mediating role of the mag-
netic field is clearly connected with its property to enhance
localization for both carriers due to diamagnetic effects. In
the case of a QD defined by electric field a localized exci-
ton can be formed even in the absence of magnetic field,
because the lateral potential of the dot is nonsingular in dis-
tinction from a charged donor/acceptor potential. The simul-
taneous presence of both types of carriers in a small region
leads to a strong mutual modification of this nonsingular
lateral potential which results in effective confinement for
both the electron and the hole in the dot. Moreover, the
effective potential can attain the double-well shape, giving
rise to a splitting of the excitonic ground state (also unlike
a charged donor/acceptor magnetoexciton). Particular prop-
erties of effective potentials for an electron and a hole in a
QD depend on the geometrical dimension of the QD—cf.
Figure 7 (also on the external magnetic field and the activa-
tion level) similarly to what is observed in experiments (cf.
Fig. 8).

4.3. Many-Particle Effects

In the case of a higher number of carriers captured in a dot,
inclusion of the electric interaction for the many-electron
system strongly affects the energy levels (e.g., [115, 153,
154]). Due to the fact that the dimensions of QDs are con-
siderably larger than those of atoms, the Coulomb interac-
tion is of much greater importance here. According to the
Heisenberg uncertainty principle, the single-particle excita-
tion energy depends on the size L as � ∝ 1/L2, while the
Coulomb interaction energy behaves as VC ∝ 1/L. In small
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Figure 7. Effective self-consistent potential which acts on the electron
Ue (left), and approximated photoluminescence spectrum (right), for
three values of �, that is, the dot size: (a) large dot, � = 0�4, (b) medium
dot, � = 0�7, and (c) small dot, � = 0�9 [bare lateral confinement for
electron ∼V exp�−r2/L2�, � ∼ 1/L2].

QDs (e.g., self-assembled dots: L ∼ 20–40 nm) the rela-
tion between � and VC is similar to that in atoms, the
single-particle levels are relatively strongly separated, and
the ground state satisfies the (slightly modified) Hund rules.
Thus, while filling the shells of nearly degenerate states at
zero magnetic field, ferromagnetic spin alignment is favored.
This is, however, not the case for nonzero magnetic field as
well as in nonsymmetric (e.g., rectangular) dots, where the
shells are split by lifting the degeneracy.
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Figure 8. Photoluminescence spectra of single dots with three different
diameters; splitting of the PL peak behaves similar to the scheme in
Figure 7. Adapted with permission from [151], U. Bockelmann et al.,
Solid State Electron. 37, 1109 (1994). © 1994, Elsevier Science.

On the other hand, in larger dots the interaction between
electrons determines the ground state of the system [155–
157]. The ground state is a result of the competition between
two opposite effects: the Coulomb repulsion favors pushing
the electrons apart from one another, whereas the exter-
nal confinement squeezes electrons in the center of the
dot and prevents a large separation between them. This is
not the only difference between QDs and ordinary atoms.
As the energy scale in atoms is 2–3 orders of magnitude
greater than in QDs, the latter are relatively more sensi-
tive to phonons (and also to crystalline disorder) resulting
in significant broadening of spectral lines in the QD case
(in comparison to atoms). It precludes the usefulness of a
simple quantum level picture (“artificial atom” concept) in
all the cases when the level separations become comparable
with level broadenings.

Under the influence of a magnetic field the electrons are
subject to an additional squeezing in the plane perpendic-
ular to the field since the magnetic field term appearing
in the Hamiltonian also has the form of parabolic confine-
ment (both for electrons and holes): 1/8m	2

cr
2, where 	c

is the cyclotron frequency. In strong magnetic fields, where
the magnetic length becomes smaller than the dot diame-
ter (e.g., in a field of magnitude of order of 1 T, the mag-
netic length is about 25 nm), a dominating single-particle
potential is the parabolic Landau potential (of the mag-
netic field). Thus, following the decrease of the effective dot
size with growing magnetic field, the characteristic energy
of the electron–electron Coulomb repulsion grows as the
square root of the field magnitude. On the other hand, the
characteristic kinetic energy scale decreases with an increas-
ing magnetic field. Tuning the magnetic field varies the two
energy scales and induces transitions in the ground state.

Detailed theoretical analysis of energy levels including
interaction (also in the presence of magnetic field) is done
by application of numerical procedures of quasi-exact diag-
onalization of relevant Hamiltonians or by various versions
of Hartree–Fock calculus.

For QDs one can observe a realization of the gener-
alized Kohn theorem—independence of resonant electro-
magnetic attenuation of electron interaction and number of
electrons in the QD. This property corresponds to the sepa-
ration of the center of mass and relative motion for the elec-
tron system in a QD with parabolic confining potential. For
far-infrared (FIR) radiation with energy corresponding to
interlevel distances in the QD (of order of meV), the wave-
length (of order of mm) is far larger than the dot diameter;
hence only the center-of-mass dynamics is involved in system
response, exactly as for a uniform field. Hence the resonant
FIR radiation frequencies correspond only to transitions in
the center-of-mass quantum levels of the dot and hence are
independent both of interaction and number of electrons.
A fair coincidence of experimental data and theoretical pre-
dictions for FIR spectroscopy [158, 159]—as presented in
Figure 9—is also evidence that the real confinement in QDs
is actually close to the parabolic type, for which the separa-
tion of the center-of-mass and the relative dynamics occurs.

On the other hand, some features in FIR spectroscopy
data, namely the double splitting of frequencies and
characteristic anticrossing of resonant lines (cf. Fig. 9a, b, d)
occurring for QDs with large number of electrons confined,
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Figure 9. Evolution of the FIR resonance energies for quantum dots
in a magnetic field. (a) 210 electrons. (b) 25 electrons. Reprinted with
permission from [159], T. Demel et al., Phys. Rev. Lett. 64, 788 (1990).
© 1990, American Physical Society. (c) 4 electrons. Reprinted with per-
mission from [13], B. Meurer et al., Phys. Rev. Lett. 68, 1371 (1992).
© 1992, American Physical Society. (d) Dependence of the FIR absorp-
tion spectrum of quantum dot containing 25 electrons on the magnetic
field. Squares—the experiment. Adapted with permission from [159],
Phys. Rev. Lett. 64, 788 (1990). © 1990, American Physical Society.
Lines—the model with spin–orbit interaction. Adapted with permission
from [160], L. Jacak et al., Physica B 229, 279 (1997). © 1997, Elsevier
Science.

indicate a small breaking of the Kohn theorem (inclusion of
spin–orbit interaction [160] or confinement nonparabolicity
corrections can explain these effects).

Another simple and unique property of the 2D (i.e., pla-
nar) parabolic confinement manifests itself in vanishing of
effects caused by in-plane electric field even in the presence
of perpendicular magnetic field. In the case of parabolic
potential the in-plane electric field can be simply removed
by an appropriate gauge transformation, which is, how-
ever, not the case for other confinement shapes. Therefore,
appearance of electric-field-induced shifts of kinetic angular
momentum or magnetization can be treated as an indicator
of nonparabolicity of the QD confinement.

The electric interaction between electrons in a QD sig-
nificantly modifies the relative dynamics of electrons. Very
spectacular, although not yet confirmed experimentally, are
the so-called magic states of QDs [157, 161–163], reveal-
ing the composite fermion nature of 2D electrons in planar
QDs in the presence of strong magnetic fields. The crucial
role is played here by topological phenomena, similar to the
fractional quantum Hall effect. The magic states of strongly
interacting electrons in QDs were there identified with the
so-called compact states of weakly interacting composite
fermions. The transformation of an electron system into a
composite-fermion system is performed by attaching to each
electron an equal and even number of elementary fluxes of
a magnetic field. As shown in the exact numeric calculations
[164, 165], the eigenstates of the interacting electron system
are very close to the respective compact states of noninteract-
ing composite fermions. The electronic system described in
terms of composite fermions is thus an effectively free (non-
interacting) system. It should, however, be stressed that the

system of noninteracting composite fermions is essentially a
many-body system due to intrinsic nonlocality of topological
effects. Each of its quantum states is nonlocal and differs
strongly from the antisymmetrized product of single-particle
electronic states (i.e., the appropriate Slater determinant).

An interesting property of the confined many-electron sys-
tem is the observation, in very strong magnetic fields, of
characteristic features in the capacitance spectrum at frac-
tional filling factors [16], suggesting a close relation with the
fractional Hall effect.

In the recent single-electron capacitance spectroscopy
experiment [17], the spatial localization of electron wave-
functions has been observed. It has been shown that at low
electron densities, the electrons occupy localized sites in the
dot, while for larger number of electrons, the states become
delocalized. A similar study has also been done on a two-
dot system [166] in magnetic field showing splitting of one
low-density droplet into two parts for high fields.

4.4. Coupled Dots

Apart from the properties of a single dot, also systems of two
coupled dots (artificial molecules) are of interest for their
potential applications. A ground state of two electrons in
such a system at zero magnetic field is a singlet. However,
the singlet–triplet transition takes place at relatively low mag-
netic field [167], similar to the case of an electron pair in
the same dot [168]. Orbital states of an exciton in a double-
dot structure may be mapped onto the entangled states of
two spins [169], providing formal grounds for applications
in quantum information processing. A coupled two-dot sys-
tem can be used as an exciton storage device. Even though
in single self-assembled QD excitons live only for nano-
seconds, in a vertically stacked QD pair obtained by the self-
assembled strain-induced technique, the electron–hole pair
can be stored even for seconds, provided that the electron
and the hole are spatially separated (i.e., they are located
in distinct dots of the pair). By application of lateral electri-
cal field it is possible to manipulate this exciton by chang-
ing localization of both carriers [170]. Long-living metastable
states in QD systems are very desired as candidates for future
applications as memory elements, especially combined with
ultrafast optical coherent switching techniques [171].

4.5. Magnetic Quantum Dots

The properties of carriers confined in quantum dots may be
strongly modified by introducing magnetic ions (e.g., Mn2+)
into the crystal lattice. The effects appearing in bulk mag-
netic or semimagnetic semiconductors (e.g., giant Zeeman
splitting, formation of magnetic polarons) have been exam-
ined for a few decades (see, e.g., [172]). In a quantum dot, a
single confined carrier or exciton interacts with the magnetic
environment, reflecting the fundamental aspects of mag-
netic interaction in a nanometer scale confinement. Mag-
netic interaction between the carriers and the magnetic ions
leads to the formation of a magnetic polaron (i.e., to ferro-
magnetic alignment of spins in a small region of the crystal).
Experimental study of self-organized semimagnetic semicon-
ductor quantum dots [173, 174] revealed some information
on the properties of confined magnetic polarons and on the
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relaxation processes accompanying their formation. Photo-
luminescence spectra show that the energy shift related to
the formation of the magnetic polaron is of order of a few
meV, while the formation times, obtained by time-resolved
spectroscopy, are of the order of a hundred picoseconds.

4.6. Carrier–Phonon Interaction
in Quantum Dots

QDs are not isolated systems. They are embedded in the
macroscopic crystal and interacting with other carriers,
crystal defects, and lattice excitations. While the former
two kinds of interaction may be eliminated by optimizing
the manufacturing conditions, lowering temperature, and
decreasing the excitation power, the latter is unavoidable,
being the most serious obstacle for many future applications
and limiting the usefulness of the “artificial atom” analogy.

There are three major mechanisms of carrier–phonon
interaction [175]: (1) Coulomb interaction with the lattice
polarization induced by the relative shift of the positive and
negative sublattices of the polar compound, described upon
quantization by LO phonons; (2) deformation potential cou-
pling which describes the band shifts due to lattice compres-
sion and is related to longitudinal acoustical (LA) phonons;
(3) Coulomb interaction with piezoelectric field generated
by shear crystal deformation described by transversal acous-
tical (TA) phonons. The latter effect is weak in InAs/GaAs
QD systems but may be of more importance for the proper-
ties, for example, of GaN dots [176, 177]. Moreover, anhar-
monic interaction between LO and TA phonons [178, 179]
(although other anharmonic channels can be also important)
leads to another, indirect, coupling between the localized
charges and TA phonons, manifesting itself in multiphonon
processes.

It was predicted theoretically [180, 181] that phonon-
induced relaxation from excited states should be slow due
to the bottleneck effect: the trapped carrier wavefunction
is localized on approximately 10 lattice constants and high
energy acoustic phonons do not effectively couple to carriers
due to the wavelength mismatch, while optical phonons have
very weak dispersion around k = 0 so that energy conserva-
tion would require a strictly defined energy distance between
the carrier levels. Experiments on large ensembles of dots
show, however, that the carriers relax from the excited states
in a few tens of picoseconds by emitting one [182] or more
[53] LO phonons. The cascade relaxation rate is limited by
the final step, from the lowest excited to the ground state.
The observed LO phonon relaxation, apparently contrary to
the bottleneck idea, can be explained by the fact that in the
large ensemble of inhomogeneously sized dots some of them
satisfy the energy conservation [53].

Another manifestation of the carrier–phonon interaction
in confined semiconductor systems (similarly as in bulk) are
the phonon replicas in the emission and absorption spectra,
corresponding to simultaneous photon and phonon absorp-
tion or emission. Such phonon-assisted peaks may be found
both in ensemble [183, 184] and single-dot [76] experiments.
These peaks are much stronger than could be expected
on the grounds of the adiabatic theory and much stronger
than in bulk—the relevant so-called Huang–Rhys parame-
ter (i.e., the intensity ratio of the satellite phonon-assisted

peak to the central peak) is for surprisingly high for QDs.
To explain this increase arguments of a geometrical nature
were invoked, referring to relative displacement of electron
and hole charges in QDs. Due to localization in the same
small region of QD, the electron and hole wavefunctions
tend to overlap strongly in the ground state of the charge-
neutral exciton, which leads to the diminishing of the polar
interaction between the exciton and LO phonons [185]. Nev-
ertheless, for, for example, pyramidal shape QDs the geom-
etry leads to more effective separation of electron and hole
charges. However, it is still insufficient to explain the high
value of the observed Huang–Rhys factor. It was shown that
nonadiabatic effects, included via carrier transitions between
ground and excited excitonic states, induced by the lattice
dynamics [186] or by taking into account the inertial correc-
tions for confined carriers resulting in enhancement of the
Fröhlich constant [187], lead to the increase of the phonon-
assisted peak strength in better accordance with experiment.

Apart from these incoherent phonon processes, carrier–
phonon interaction induces also coherent effects. The FIR
magnetospectroscopy of QDs shows distinct anti-crossings
of electron [188] or exciton [189] levels each time they
are separated by a multiple of the LO phonon energy
(Fig. 10). Such anti-crossings are evidence of the presence
of polaron states (i.e., coherent superpositions of carrier
and LO phonon states). The appearance of such coherent
effects is possible because of the quasi-dispersionless char-
acter of the strongly coupled LO phonons [190], assuring
LO phonon-induced dephasing times longer than any other
relevant process.

Thus, there are two aspects of the carrier–phonon dynam-
ics in QDs: According to the coherent polaron idea, the
carrier–LO phonon interaction leads to the reconstruction
of the spectrum and to the formation of hybrid states. In
this picture, the interaction with phonons induces coher-
ent oscillations between the excited state and the ground
state accompanied by a phonon [188, 190]. On the contrary,
the LO phonon-induced relaxation [53, 182] assumes a non-
invertible transition from the excited state to the ground
state, after which the final state dissolves in the phonon con-
tinuum. Both these aspects may be consistently described
in terms of new quasiparticles, polarons, whose definition
includes the coherent effects related to LO phonons.

Figure 10. Energy spectrum of the polaron for a single electron in a
InAs/GaAs self-assembled dot as a function of the magnetic field. The
results of the harmonic approximation (solid lines) successfully repro-
duce the experimental data [188] (dots). The levels form anti-crossings
whenever the electron energy crosses the LO phonon energy (see [191,
221] for discussion and dot parameters).
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The polaron levels are shifted with respect to the excitonic
ones (the polaron ground state energy is always lower, typi-
cally by a few meV, usually not more than 10% of character-
istic confinement energy for electrons, and 5% for excitons).
Around resonances they show anti-crossings, as observed in
the experiment [188]. This effect is present both for charged
excitations (excess electrons) and for neutral ones (excitons)
[191]. In the latter case the electron and hole wavefunc-
tions overlap to some extent (in self-assembled InAs/GaAs
structures) but in a typical dot the Coulomb interaction
between the carriers tends to shrink the hole wavefunction,
diminishing the charge cancellation effects and strengthen-
ing the polar phonon effects. In piezoelectric semiconduc-
tors the built-in electric field separates the charges in the
growth direction [176, 177] and in the dots created by elec-
tric field significant charge separation appears due to the
attraction/repulsion of electron/hole by the empty dot. In
both these cases the LO phonon effects are increased.

Polarons are not everlasting quasiparticles. They relax due
to decomposition of their phonon cloud. These processes,
including acoustical phonons, are incoherent due to the exis-
tence of a broad, weakly coupled continuum of final states.
Such processes are induced both by the carrier–phonon
interaction and by the anharmonic phonon–phonon cou-
pling. In the former case, due to the bottleneck effect (i.e.,
exponential suppression of the coupling to short-wavelength
phonons), they are effective only for level spacing around
the LO phonon resonance. The latter channel is not affected
by the bottleneck and is restricted only by the limited acous-
tic phonon bandwidth. In a InAs/GaAs SAD, the relaxation
typically takes place on the time scale of tens of picoseconds,
in agreement with the relaxation experiments [53, 182]. Due
to the coherent nature of interaction with LO phonons,
any process involving a LO phonon must be actually an
at least two-phonon event in which an acoustical phonon
participates.

Due to the nanometer scale of confinement, phonon phe-
nomena in QDs differ essentially from those in bulk. The
energy scale of the confined carriers is close to the resonance
with optical phonons; hence the carrier–LO phonon interac-
tion is in the strong coupling regime leading to considerable
modification of the carrier spectrum (i.e., to the polaron
effect). The Fröhlich interaction for confined carriers is
enhanced by nonadiabatic effects. An electron confined in
QD moves with greater quasi-classical velocity than in bulk,
thus the inertial local polarization, important for Fröh-
lich interaction, is enhanced. In contrast to these increased
coherent effects, the incoherent carrier–acoustical phonon
interaction is diminished due to the typically large interlevel
distance compared to the acoustical phonon energy and to
the confinement-related bottleneck effect (size incommen-
surability). These effects are magnified by wide polaron anti-
crossings in the spectrum induced by the increased Fröhlich
coupling and lead to relaxation times of tens of ps (at least
one order of magnitude longer than in bulk).

Another phenomenon related to the carrier–phonon
interaction is the phonon-induced coherence loss. The
recent time-resolved single dot spectroscopy experiment
[192] showed a partial decay of the initial signal coherence
on a picosecond scale. The coherence loss was then stopped

Figure 11. Decoherence of an exciton created in a InAs/GaAs dot by
subpicosecond pulse due to interaction with acoustical phonons at dif-
ferent temperatures (theoretical results). The measure of decoherence
is the decrease of the correlation function G�t� = �a�t�a†�0��. Inset:
Decoherence due to acoustical and optical phonons (at zero temper-
ature). Due to weak optical phonon dispersion the LO phonon beats
decay on a much longer time scale.

at a relatively high, temperature dependent level, with a sub-
sequent exponential decay limited by the exciton lifetime
(∼1 ns) at low temperatures (perhaps influenced also by
other effects, like anharmonism). Such a behavior of the sys-
tem polarization after a short, subpicosecond exciting pulse
(modeled by an instant one) was theoretically accounted for,
for example, in the single-state (independent boson) model
within the linear response regime [185] and then gener-
alized to higher orders and to sequences of pulses [193].
This partial coherence loss is a manifestation of a general
dressing phenomenon, where the lattice reaction is a slow
process following a fast (nonadiabatic, here of subpicosec-
ond scale) carrier excitation [54]. Due to the slow lattice
dynamics, the fast charge excitation must be followed by a
relaxation process which may be interpreted as formation
of the polarization or deformation dressing (phonon cloud)
around the exciton. The time scale of the resulting dephas-
ing, corresponding to the dissipation of an excess energy in
the phonon sea, depends on the effective spectral width of
the coupled phonon continuum (the most effective in this
respect is the LA phonon sea). This process is, in turn, deter-
mined by the dot size, similar to the ordinary bottleneck
effect. For a typical InAs/GaAs dot, this decoherence time
is of the order of a picosecond, while the final degree of the
coherence loss strongly depends on temperature and may
vary in a wide range (Fig. 11).

5. APPLICATIONS
QDs are promising from the point of view of many state-
of-the art and future technology applications. In the rapidly
developing new domain of quantum information process-
ing (see, e.g., [194]), a number of proposals based on the
unique properties of QDs were put forward. The flexibility
and small size of these quantum objects favors their appli-
cation for definition of so-called qubits—quantum counter-
parts of classical bits. In such proposals, usually pairs of
closely coupled dots (obtained, e.g., by stress-induced spon-
taneous stacking in the self-organization technology) play
the role of two separated and interacting systems in which
the entanglement of quantum states could be realized in
a controlled manner [169]. Such entangled states, being



730 Semiconductor Quantum Dots

nonseparable tensor products of states of subsystems, are
crucial for quantum computing. The quantum gate propos-
als employ dots manufactured in various ways: by electric
gate [195], self-organized [196], or multilayered dot systems
obtained by an etching technique.

A natural choice for the quantum bit is the spin of a con-
fined electron [195, 197–199]. This choice is favored by long
spin decoherence times (of order of microseconds) [171,
200, 201]. In one of the proposals [198, 199] a two-qubit
gate is realized by two electrons residing in two coupled
dots. The exchange interaction between the electrons may
be switched on and off by applying external magnetic field
[167], providing an efficient way of generating entanglement
and performing two-qubit operations. On the other hand,
one-qubit operations are based on the spin coupling with
external magnetic field which is very weak in nonmagnetic
dots (e.g., InAs/GaAs), leading to slow performance.

Much faster, all-optical operation is possible for a qubit
defined by orbital degrees of freedom as, for example, the
presence or absence of an exciton in a dot [196, 177]. Condi-
tional two-qubit operations are induced by the dipole inter-
action when both dots are occupied. Here, however, the
information is affected by fast decoherence related mostly
to the interaction with phonons.

In order to combine the long decoherence time of the
spin with the fast gating provided by strong coupling to the
orbital degrees of freedom a new idea was recently put for-
ward, based on the Pauli blocking mechanism [202]. In this
proposal, the optically induced excitonic transition leading
to dipole interaction (gating) is conditioned on the spin state
of an excess electron.

Despite the very rapid progress in nanotechnology the
realization of even a small quantum computer is hampered
by severe obstacles caused mainly by decoherence processes
[203]. So far, coherent control over excitonic states [55] and
evidence of Rabi oscillations (an indicator of coherent evo-
lution) [204–207] have been demonstrated. The feasibility of
the readout of quantum states is supported by the possibility
of converting the state of the dot into currents. In the case
of orbital states this was achieved [207] by placing a self-
assembled dot in a photodiode. Under external electric field
the charge tunnels from the dot contributing to the current.
For the spin state, the tunneling current of spin-polarized
electrons depends on the state of the localized spin [208].

The quantization of states in a QD leads to the possi-
bility of controlling a current, even of single-electron inten-
sity. This leads to the proposal of QD spin filters and spin
memory [209]. The Pauli exclusion principle may also be
employed to implement current rectification and spin filtra-
tion in doubledot systems [210]. Depending on the polariza-
tion of bias voltage applied, either one spin component of
the current may flow through the device, or both components
are blocked. These proposals, aiming at spintronics applica-
tions of QDs, may strongly benefit from application of QDs
created in magnetic semiconductor medium (like CdMnTe).

The dot in a diode structure mentioned previously [207]
may be used as a highly effective single-electron source.
With repeated laser pulses, a photocurrent of controlled
intensity is obtained which, potentially, may be spin-
polarized by applying polarized laser light. A single-photon
source, essential for quantum cryptography applications, is

also obtainable in the QD technology. As demonstrated
experimentally [211], charging the dots with many charges
using a high-intensity laser pulse leads to a single-photon
emission at the single-exciton recombination energy.

Other ideas concerning technological applications of
QDs, exploring the limits of miniaturization of the classical
microelectronics, are related to the single-electron transistor
or single-electron memory [212, 213]. In these nanodevices a
charge is stored in silicon nanocrystals of a few nanometers
diameter. Such a device may be operated at room tempera-
ture and can store a single electron for weeks.

The excitonic laser, working within the semiconductor
diode scheme and employing recombination of excitons
(thus emitting a light corresponding approximately to the
forbidden gap of the semiconductor medium), has already
been constructed within QD technology [30, 31, 140]. Quan-
tum dots play also a still growing role in the continuously
improving constructions of GaN heterostructures for blue
lasers.

Another proposal is a version of a far-infrared laser work-
ing on transitions between only electronic states of quantum
dots (defined by electric field focusing), similar to ordinary
molecular lasers. The novelty consists here in a possibility of
pumping such a laser by rapid changes of the dot dimension
via oscillations of the field which creates the array of dots
in the quantum well [214]. The inverse occupation can be
achieved due to distinct probability of filling with electrons
of upper and lower dot levels. Dots should be, however, cre-
ated (or changed) very rapidly—nonadiabatically—which is
hard to attain in practice.

Even though the practical implementation and, in some
cases, even laboratory demonstration of all these novel con-
structions and ideas needs further technological and theoret-
ical progress, advantages of the next step of miniaturization,
toward and beyond the quantum limit, are very attractive.
As was noticed in [170], currently the storage of a single bit
of information involves millions of atoms, while application
of quantum dots would reduce this number to thousands or
even hundreds. The semiconductor nanodevices employing
QD technology will certainly remain in the mainstream of
the technological progress underlying the development of
the information society and, possibly, even the forthcoming
quantum information breakthrough.

GLOSSARY
Artificial atom See quantum dot.
Artificial molecule A system of closely spaced quantum
dots allowing interaction of the localized carriers.
Capacitance spectroscopy An experimental method of
inferring on system properties (density of states) based on
capacitance changes upon applied voltage.
Confinement potential The effective potential arising from
the quantum dot structure, restricting the dynamics of the
carriers.
Exciton An electron-hole pair bound by Coulomb attrac-
tion (in quantum dots also by the confinement potential).
Charged excitons are excitons accompanied by additional
charges.
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Hole In a semiconductor system, a missing electron in
the filled valence band, behaving dynamically as a positive
carrier.
Optical spectroscopy An experimental method of inferring
on system properties based on luminescence (light emission)
upon optical excitation.
Polaron A carrier (or exciton) accompanied by the lattice
polarization field induced by carrier-phonon coupling.
Quantum dot (also artificial atom) A modulation by the
semiconductor structure (e.g. by composition modification
or external electric field) leading to carrier localization on
nanometer lengthscale.
Self-assembly (or self-organization) A process in which
the strain resulting from the lattice constant misfit between
epitaxially grown semiconductor layers is released by aggre-
gation of nanocrystal islands (quantum dots).
Transport spectroscopy An experimental method of infer-
ring on system properties based on the measurement of cur-
rent flowing through the system while external voltage is
applied to the attached electrodes.
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1. INTRODUCTION
The ability to control or tailor the conduction and
valence band profiles in semiconductor nanostructures—
denominated bandgap engineering—has completely
changed the physics and technology of semiconductors in
the last few decades. An enormous amount of studies,
realizations, and achievements have been accumulated
during almost 30 years of research on semiconductor
nanostructures. The fundamental quantum mechanical
properties of condensed matter have been deeply tested.
A large variety of new physical phenomena, such as the
quantum Hall effect [1], the resonant tunnelling [2], the
quantum confined Stark effect [3], and the Coulomb block-
ade [4], have been demonstrated. Electronic nanodevices
using a very small number of electrons or even a single
electron have been proposed or realized [5]. Extremely
efficient lasers and emitting diodes based on nanostructures
covering nearly the full optical spectrum are commercially
available.

The band engineering revolution is fully based on the
technology of semiconductor heterostructures, which are
synthesized crystalline systems composed of more than one
coherently grown material. The variation of the composition
across the heterostructures, which leads to a spatial local-
ization of the electrons and holes, is used to control the
carrier motion and therefore to modify the electronic and
optical properties of the system. The band alignment at the

heterojunction between two different compounds, which is
one of the most relevant parameters for band engineering,
determines the spatial position of the lowest energy states
for both electrons and holes. Since the spatial overlap of
electrons and holes is an unavoidable constraint for all the
electro-optical devices, the largest interest is in heterostruc-
tures where the lowest energy state for both kinds of carriers
is spatially localized in the material with lower bandgap. In
fact, this direct alignment holds for the best studied het-
erojunction, InxGa1−xAs/AlyGayAs; in the following we will
focus our attention to this case.

Whenever the carrier localization, at least in one spa-
tial direction, becomes comparable or smaller than the de
Broglie wavelength of carriers, quantum mechanical effects
occur. In this limit the optical and electronic properties
of the heterostructure change as a function of the size
and the system is called a nanostructure. As the size is
reduced the electronic states are shifted toward higher
energy and the oscillator strength becomes concentrated
into few transitions. In order to fix the order of magnitude,
let us mention that in the case of most of the semiconductor
systems the limit of the nanoworld is of the order of few tens
of nanometers.

The physics of the quantum size effect relies on the
Heisenberg uncertainty principle between the spatial posi-
tion and kinetic momentum of a quantum particle. It is not
possible to measure both the momentum and position of a
particle to an arbitrary precision. The product of the stan-
dard deviation in space and momentum satisfies the uncer-
tainty relation:

�x�p ≥ �

2
(1)

This equation means that the smaller is the carrier local-
ization in the nanostructure, the larger is the spread in the
momentum p, or, better said for semiconductor systems,
in the crystal momentum �k. The energy may still be well
defined, but the momentum is not well defined. In bulk sys-
tems, for states around the edge of conduction and valence
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band, the dependence of the energy on the wavevector k is
quadratic,

E = ��k�2

2m∗ (2)

where m∗ is the carrier effective mass. Following this equa-
tion, the spread in the momentum �k gives a minimum
kinetics energy to the localized particle. This is in contrast
with the classical physics, where the lowest energy state in
whatever potential corresponds to no kinetic energy. The
uncertainty principle of quantum mechanics imposes a pos-
itive zero-point energy, which is approximately inversely
proportional to the square of the nanostructure size. There-
fore the energy of the ground state of electrons and holes
in semiconductor nanostructures not only depends on the
materials but also on the dimension of the confinement
region. The quantum size dependence of the confinement
energy is the key to the tunability of the optical transitions
in nanostructures.

Nanostructures are classified by the number of dimensions
in which the carriers are confined or, alternatively, free to
move. In case of confinement in only one spatial direction,
the nanostructure is named a quantum well (QW). The car-
rier motion is frozen in one dimension but electrons and
holes can still freely move over the other two directions.
Therefore the QW is a quasi two-dimensional (2D) system.
A structure which provides carrier confinement in two direc-
tions, allowing the motion along the remaining dimension, is
called quantum wire (QWR) and it is a quasi 1D system. In
the case of confinement in all three spatial coordinates, the
nanostructure is denominated quantum dot (QD). QDs are
0D systems since the carrier motion is completely frozen.

Obviously the physics of the nanostructures strongly
depends on their dimensionality. This property is elucidated
by the concept of electronic density of states (DOS). In a
semiconductor structure a given energy usually corresponds
to a large number different electronic states resulting from
the carrier motion. In a bulk material where the motion
can occur in three different directions the density of states
increases proportionally to the square root of the energy.
In quantum wells the motion in the plane gives a staircase
DOS, where each step is associated with a new state in the
confining potential. In quantum wires a continuum of states
is still present, but strong resonances appear in the DOS
associated with the states in the confining potential. Finally
in quantum dots only discrete energy states are allowed and
the DOS is therefore a comb of delta functions. Quantum
nanostructures and their DOSs are illustrated in Figure 1.

The possibility to concentrate the DOS in a reduced
energy range is extremely important for a large variety of
fundamental topics and device applications. It is at the base
of the quantum Hall effect in QW, of the quantization of
the conductance in QWR, and of the single electron tun-
nelling in QDs. In the case of lasers the presence of a con-
tinuum DOS leads to losses associated with the population
of states that do not contribute to the laser action. Con-
versely, the concentration of the DOS produces a reduction
of the threshold current and enhances the thermal stability
of the device operation. Clearly this property is optimized
in QD structures. Due to the three-dimensional carrier
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Figure 1. Schematic view and graph of quantum nanostructures and of
their density of states.

confinement and the resulting discrete energy spectrum,
semiconductor QDs can be regarded as artificial atoms.
Nevertheless a QD is a crystalline system which is com-
posed of a large number of unit cells (nearly 105). On one
side this justifies the description of QD physics by the con-
densed matter approach (band structure, effective masses,
etc.). On the other side this simple consideration suggests a
large linear and nonlinear optical susceptibility of QDs, thus
explaining the huge interest in QDs in electro-optical device
applications.

Historically the research on semiconductor nano-
structures was initiated by the discovery of superlattices
(a periodic stack of QWs) by Esaki and Tsu in the 1970s
[6]. They predicted Bloch oscillations and negative resis-
tance for carriers moving in the superlattices. Few years
later Dingle et al. [7] demonstrated that a strong enhance-
ment of the excitonic optical transitions can be obtained
in QWs. Rapidly the QWs become the tool for producing
semiconductor systems with designed electronic and opti-
cal properties. A large variety of new optical phenomena
in QWs was demonstrated: the enhancement of the exci-
tonic resonances [8], the quantum confined Stark effect
[9], the presence of large optical nonlinearity [10]. These
peculiar properties rapidly produced a new generation of
electro-optical devices, such as quantum well lasers, optical
switches, modulators, and bistable devices [11]. The success
of the QW structures is strictly related to the technologi-
cal progress made in the growth of layered structures. The
requirements of controlling the materials composition at the
nanometer scale and of maintaining high crystal quality are
well satisfied by the epitaxial growth. Several types of epitax-
ial growth have been developed so far allowing the deposi-
tion of defect-free layers down to an atomic level of control.

Very soon it was also realized that the possibility to
confine carriers in additional spatial directions will further
improve the performances of nanostructure devices. In 1982
Arakawa and Sakaki [12] theoretically demonstrated that
the QWR and QD lasers will be far superior to QW lasers.
This prediction stimulated a huge effort to produce QWR
and QD nanostructures. However, the realization of QWRs
and QDs requires the control of the nanostructure geom-
etry not only along the epitaxial growth direction but also
along the lateral directions. This achievement has been pur-
sued by different approaches. The first attempts were based
on standard semiconductor processing such as lithography
for designing the nanostructure geometry and etching for
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reducing the lateral dimensions [13]. These methods, in spite
of various relevant advantages and some successful results,
suffer from the low quality of the processed interfaces
and therefore were not very useful for device applications.
A completely different route to the production of semicon-
ductor QDs is to use a colloidal chemical synthesis of nano-
meter crystallites of semiconductors [14]. The colloidal QDs
are typically surrounded by dielectrics such as glasses, poly-
mers, or organic solvents. The strength of this approach
consists in the control and tuning of the QDs. The main
disadvantage is related to the difficulty of integrating the
colloidal synthesis with the standard technology of semi-
conductor devices. The breakthrough in the achievement of
QD devices has occurred in the early 1990s with the dis-
covery of the spontaneous formation of QDs by the depo-
sition of highly strained layers during the epitaxial growth
[15] or by droplet epitaxy [16]. The self-assembled QDs are
coherently grown and show very high crystal quality. There
is no processing related damage and the technology of the
growth of self-assembled QDs is almost identical to the tech-
nology of multilayered deposition developed for the QW
devices. These conditions have contributed to a rapid growth
of interest for self-assembled QDs, opening the door to the
intriguing world of zero-dimensional physics and devices.

This chapter is mainly dedicated to self-assembled III/V
QDs (in particular InxGa1−xAs/AlyGa1−yAs systems) which
are nowadays one of the major areas of semiconductor
research. We will focus our attention to the electronic and
optical properties of the semiconductor QDs and in par-
ticular on the photoluminescence (PL) characterization of
QDs. The analysis of the wavelength, time, and polarization
dependence of optical spectra from nanostructures allows
one to obtain information on the carrier–photon interaction
(optical transition energy, oscillator strength, and nonlinear
response), the electronic structure (level positions, density
of states, and wavefunction overlap), the carrier dynam-
ics (energy, momentum, coherence, and spin relaxation).
Other relevant advantages of optical spectroscopy, with
respect to other characterization methods, are its noninva-
sive nature and the lack of time-consuming sample prepa-
ration. Many different spectroscopic techniques have been
used for the investigation of semiconductor QDs. Among
others let us mention absorption, PL, PL excitation, modu-
lated reflectance, microprobe and near field spectroscopies,
magneto-optical measurements, and four wave mixing. Here
we will focus our attention on the PL based techniques,
which are extremely useful and very common tools, provid-
ing ample information ranging from the statistical distribu-
tions of QD size to quantum correlations of electronic states
in a single QD.

This chapter is organized as follows. Section 2 breifly
describes the main aspects of the growth of QD nano-
structures, whose electronic structure is discussed in Section
3. A detailed description of the QD photoluminescence
is reported in Section 4, where both steady state PL
(Section 4.1) and time resolved PL (Section 4.2) are consid-
ered. Finally, Section 5 presents some relevant applications
and future developments of QD technology.

2. GROWTH
A huge effort has been devoted in recent years to the devel-
opment and understanding of self-assembling techniques
for the fabrication of QD structures. As already remarked,
the self-assembling approaches to QD production have the
advantage that the structures are formed in the growth envi-
ronment and no processing is needed either before or after
the growth. From the point of view of optoelectronic appli-
cations, this is an important advantage. Growth modes which
proceed via nucleation at the growth surface of islands,
capable of quantum confinement, are the heteroepitaxy of
strained layers (Stranski–Krastanow or Volmer–Weber [17])
and droplet epitaxy [16].

The QD growth environment is that of the usual epitaxial
techniques [18], like molecular beam epitaxy (MBE) [19].
A more detailed description of the QD growth modes can
be found in [20–23].

2.1. Dot Formation via Strained
Layer Epitaxy

2.1.1. General Aspects
Three epitaxial growth modes have been classified (Fig. 2):
the layer-by-layer growth in lattice matched systems [Frank–
van der Merwe (FM)], the island growth mode [Volmer–
Weber (VW)], and the layer by layer, followed by island
nucleation, growth mode [Stranski–Krastanow (SK)] in lat-
tice mismatched systems [17]. All three growth modes have
been observed experimentally, depending on the interface
free energy and on the lattice mismatch, in the epitaxy of
semiconductors.

In the growth of strained III/V epilayers the SK mode
dominates. This gives rise to a growth characterized by nano-
meter size islands, thus able to induce electronic confine-
ment. Various combinations of III/V semiconductors based
on P [24–26], Sb [27, 28] and As [29–32] have shown a SK
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Figure 2. Equilibrium phase diagram in function of the coverage L and
the lattice mismatch � calculated using the model reported in [33]. Illus-
tration of the morphology of the surface in the three coherent growth
modes (FM, SK, and VW). The R phase is incoherent (large relaxed
islands and presence of dislocations).
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growth mode. The more widely studied system for optoelec-
tronic applications is InxGa1−xAs/AlyGa1−yAs, where the
maximum lattice mismatch, between the epilayer of InAs
and the substrate of GaAs, is 7%.

A schematic of the SK growth for the typical InAs/GaAs
system is reported in Figure 3. In short, the SK growth mode
proceeds as follows: after the epitaxial growth of a thin pseu-
domorphic layer, a two-dimensional layer which “wets” the
surface [thus called the “wetting layer” (WL)], the accumu-
lated strain is relieved by the formation of nanometer-scale
islands. Thus, a deep change is produced in the character-
istics of the epilayer, whose growth switches from layer by
layer to islands. This is called the SK transition and hap-
pens at a precise epilayer coverage, called critical coverage
Lc (see Fig. 3). For the InAs/GaAs system Lc = 1�5 mono-
layers (MLs) [32]. The SK transition, according to [33], can
be described as a second order phase transition.

At the early stage of QD formation, the islands can
be free of defects. This type of growth produces coher-
ent islands necessary for the fabrication of QDs. Near the
critical thickness Lc increasing the coverage gives rise to
an increase of the island density, eventually of larger size,
without destroying the coherent crystalline growth. On the
contrary, when thick layers are grown the islands start to
coalesce [34] and defects (like dislocations) are introduced
in the structure [30].

The SK formed islands show a pyramidal shape [35], even-
tually truncated and asymmetric respect to the [110] and
[110] directions [36]. The exact shape of the QD depends
on the surface free energy of the developed facets [37].

A statistical noise affects the size of the grown islands.
Typical fluctuation of the self-assembled QD size around
the mean is about 10% [38]. A certain degree of con-
trol of the shape, size, density, and overgrowth of the dots
can be obtained through a suitable variation of the growth

InA
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Figure 3. Schematic of the SK growth process.

conditions. Lateral ordering because of strain fields, pref-
erential nucleation at step edges, and growth on patterned
substrates have been reported [20]. Nevertheless the achieve-
ment of quantitative control of size and uniformity of QDs
is one of the open issues in QD science and technology.

Multilayer depositions of InAs separated by thin GaAs
spacers result in the formation of stacked, vertically aligned,
InAs QD columns (Fig. 4). The self-organization of the QDs
into vertical columns is driven by the strain fields of the
buried islands of the previous QD layer [39, 40]. By sub-
sequent QD layer growth, the QD size becomes more and
more uniform within each layer, giving rise to a large reduc-
tion of the size distribution. Moreover, the interdot in-plane
spacing is made more uniform by stacking, eventually result-
ing in some kind of lateral ordering [41]. These systems show
interesting properties associated with the strain induced by
the spatial correlation among different layers.

2.1.2. Theoretical Models
A complete understanding of the mechanisms determining
the island nucleation is still a matter of debate. The descrip-
tion is complicated by the coexistence, during the growth,
of equilibrium and nonequilibrium effects [33, 42]. Never-
theless, the theoretical equilibrium studies have been quite
successful in explaining the key mechanisms of island forma-
tion in strained heteroepitaxial systems [33, 43]. By including
the effects of in-island strain relaxation and island formation
in the determination of the free energy of the heteroepi-
taxial system, these studies predicted the existence in the
equilibrium phase diagram of a range of material constants
(namely lattice mismatch and coverage) where stable islands
can exist on the surface.

Phenomenologically, the heteroepitaxial growth of a
strained film of material A on top of a substrate of mate-
rial B may proceed in different growth ways, depending on
materials and growth conditions: (a) pseudomorphic layer
by layer growth, (b) small size islands, or (c) extremely large
and defected islands. Daruka and Barabasi modelled this
phenomenology by recognizing that the effective distribu-
tion of the material A among the three different growth
types should be determined by the free energy balance of
the whole system. The free energy density of a number L of
monolayers of epitaxial strained material A is modelled as

Figure 4. Cross-sectional transmission electron microscope image of a
structure consisting of five embedded layers of InAs QDs, separated by
10 nm thick GaAs spacers [110]. Courtesy of G. Salviati.
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the sum of the three terms, L dependent, pertaining to the
allowed growth modes [33, 44].

The presence of strain drives the system towards an island
growth, which, because of symmetry breaking, allows the
epitaxial material to relax the strain. Two effects counteract
this tendency: the interaction with the substrate, which sta-
bilizes the otherwise unstable (because of accumulation of
strain energy) pseudomorphic layer by layer growth at low
coverage and low lattice mismatch, and the increase of sur-
face energy due to the expansion of the surface imposed by
the island growth.

In the case of typical III–V semiconductor heteroepitaxy,
the deposited material A grows, at low mismatch, in the
FM mode, thus showing that the interaction with the sub-
strate and the energy cost connected with the increasing
free surface due to island nucleation quench the possible
strain relaxation permitted by an island mode. Conversely,
the VW mode characterizes the growth at high lattice mis-
match. Here, the reduction of free energy permitted by the
symmetry breaking controls the growth mode. At intermedi-
ate lattice mismatch (between 5% and 15%) and coverages
larger than unity, the growth mode is dominated by the SK
mode. In the Daruka and Barabasi model [33] the insur-
gency of the island growth mode after an initial layer by layer
growth at low coverages is due to the fading interaction of
the epilayer with the substrate and to a surface energy cost
for the formation of the islands lower than the strain relax-
ation energy gain connected with the island growth. As the
binding energy of the epilayer with the substrate is no longer
able to stabilize the pseudomorphic layer (this happens at a
certain critical coverage Lc), the extra material A will aggre-
gate in well defined islands, thus showing an SK-type growth.
The predicted phase diagram is shown in Figure 2.

In addition to strain energy, binding energy with the sub-
strate, and island surface energy, also stress discontinuities
at the island surface edges, surface stress cross-terms, and
island–island repulsive interaction have to be taken into
account [33]. Substantial refinement of the theoretical model
of Daruka and Barabasi [33] can be found in [37] where the
surface energies for both the island facets and the wetting
layer have been calculated using density-functional theory,
and the elastic energy in both the islands and the substrate
has been obtained from continuum elasticity theory.

2.2. Dot Formation in the Droplet
Epitaxy Mode

New paths for obtaining QDs with novel characteristics,
which possibly will give devices with even higher perfor-
mances, may be provided by the droplet epitaxy (DE)
method for the self-assembling [16, 45–50]. The DE method
does not rely on the lattice mismatch between the substrate
and the epilayer in order to nucleate the islands, thus allow-
ing one to self-assemble QDs in strain-free materials.

The DE process is performed in an MBE system. The
DE growth proceeds on a substrate taken at relatively low
temperatures (around 180 �C [47]) and consists of two steps.
First, a deposition, with the As pressure in the growth cham-
ber depleted, of metallic Ga (or In and Ga in the case of
InGaAs dots) which, due to the low growth temperature,
leads to the formation of metallic droplets on the top of

the growth substrate. Following the deposition of the Ga
(or InGa) droplets a high flux As4 molecular beam is irra-
diated on the surface leading to the formation of the dots.
Subsequent annealing is performed in order to improve the
structure.

Structural and electronic differences characterize the DE
QDs with respect to standard SK QDs. From a microscopic
point of view, the DE QDs are nanocrystal inclusions in the
barrier matrix. Their typical dimensions are of the order of
20–30 nm at the base and 12 nm height. It is important to
remark that it is possible to grow QDs with or without a WL
connecting the QDs (Fig. 5). These latter systems are then
a closer approximation to ideal quantum dots than SK QDs.

3. ELECTRONIC STRUCTURE
The accurate prediction of the electronic structure of a
semiconductor-embedded self-assembled QD is a highly
nontrivial task. Yet it is a crucial prerequisite for under-
standing the basic optical properties of such systems. The-
oreticians who tried to address the problem faced a series
of complications. The first one is connected with the low
amount of precise structural data available on the “really”
grown structures. In addition to QD shape and size, also
strain relaxation and composition gradients (for example, In
segregation in InAs/GaAs QDs) play fundamental roles in
determining the electronic structure of the QDs. Moreover,
due to the self-assembling process in the SK mode a resid-
ual, thin, 2D QW is present at the base of the QDs, which
may affect the QD electronic states. From the theoretical
point of view, another problem is given by the low symmetry,
no more than C2v, which poses serious difficulties in dealing
with excited states such as exciton formation.

The typical procedure followed by all the authors for the
electronic structure calculation is to factorize the problem
of finding the many-body electronic states in a system with
a highly deformed structure in a series of steps:

(a) calculation of the strain profile in the QD material via
classical models,

(b) determination of the single electron states in the QD,
(c) inclusion of the many-body effects.

The possibility to factorize the problem in these three levels
is given by two approximations, which are justified by the
nature of the QD system. The first approximation relies on
the observation that, in the self-assembled III–V QDs, the
excitonic radius is always larger than the QD dimensions.
This means that, in determining the electronic structure of
the QD, the major role is played by the confinement energy,
leaving to the Coulomb interaction between the carriers only
a minor correction, usually treated in a perturbative way.

Figure 5. Scanning electron cross-section micrographs of DE QDs
without WL (a) and with WL (b). After [50].
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The second is that the elastic approximation for the calcu-
lation of the relaxed structure is valid (i.e., the electron–
phonon interaction is small).

3.1. Strain Calculation

A large strain is present in the SK QDs, which strongly
couples to carriers through band structure and piezoelectric
effect. Therefore, it is essential to consider the influence of
strain on the properties of the dot itself and its surroundings,
because the wavefunctions and energies are very sensitive
to the underlying strain distribution. As a matter of fact, in
the SK QDs the impact of strain on the optical transitions
is comparable to that of the carrier confinement induced by
the band offset due to the variation of the chemical compo-
sition at the heterojunctions [35]. A relevant point is that the
strain in the QD is insensitive to the WL primarily because
the WL is so thin and also because it is biaxial strained to
match the substrate lattice. So the WL is usually excluded
from strain field calculations. Several methods can be used
to calculate the strain. They can be divided in two main cat-
egories: the continuum elastic theory [35, 51, 52] and the
atomistic approaches [53–55].

3.1.1. Continuum Elastic Theory
Within the continuum elastic theory (CET) approach, the
strain field �ij �r� for a given structure is obtained by mini-
mizing the total elastic energy UCET [56],

UCET = 1
2

∑
i� j� k� l

∫
V
Cijkl�r��ij �r��kl�r�d�r� (3)

where Cijkl are the crystal compliances. The usually reported
procedure to minimize UCET is via numerical (finite dif-
ferences) methods [35, 52, 57]. A more intriguing way
to achieve the minimization of UCET is described by the
isotropic elasticity (IE) theory [51, 58]. This approach con-
siders the elastic properties of the QD material as homoge-
neous and isotropic. This is a quite strong approximation,
because the elastic properties of III–V semiconductors are
significantly anisotropic. Moreover, the sensitivity of some
physical properties (such as effective masses) to strain sug-
gests that anisotropic effects could be important in semicon-
ductor materials. Nevertheless, as shown by [51, 59] the IE
is able to reveal the main features of the strain field dis-
tribution in QD materials. This is due to the low symmetry
of the QD shape, which is the major source of the strain
anisotropy in QD structures [59]. IE shows that the elastic
field which minimizes UCET can be analytically derived from
a scalar potential that obeys a Poisson-like equation with the
lattice mismatch acting as charge density. The strain field
is analogous to the electric field, thus providing an intuitive
way to visualize the distortion around the dot [51].

3.1.2. Atomistic Approach
The elastic energy, in the case of the atomistic approach
UAT, is written as a sum of the single atomic contribu-
tions. These are in turn determined by the appropriate inter-
atomic potentials which depend on the relative positions of
the nearest neighbor atoms. Because III–V semiconductors

show covalent bonds with only some partial charge trans-
fer, the more suitable interatomic potential is given by the
valence force field (VFF) [60, 61]. The VFF model is a
microscopic theory which includes the bond stretching and
bond bending contributions to the total energy. The equilib-
rium atomic positions are then derived through numerical
minimization of UAT, thus allowing the determination of the
displacement vector field and, in turn, of the strain field [56].
This type of approach becomes necessary when the exact
atomic positions are needed for the electronic structure cal-
culation, as in the pseudopotential approach [54, 55].

The strain field calculated with the two approaches has
been found to agree reasonably well [52]. The main discrep-
ancy is near the dot boundary, where large strain variation
is found in the atomistic approach with respect to the CET
[62].

Let us now describe the calculated strain field of an
InAs pyramidal QD embedded in GaAs within the CET
approach. The local variation of the hydrostatic and biax-
ial strain [56] is visualized through a linescan passing in the
dot center in Figure 6. These strain components define
the potential profile for the electrons and the splitting of
the light and heavy hole states, respectively. The inner part
of the QD contains nearly homogeneous hydrostatic strain,
which is almost absent in the barrier. This means that the
materials dilation is also confined in the QD. On the con-
trary, the biaxial strain is transferred significantly from the
dots to the barrier and exhibits a distinct minimum in the
QD. Thus the deformation of the electronic profile extends
deeply in the barrier. The exact shape of the QD does not
play a major role in determining the strain field distribu-
tion [59], although large changes in the QD aspect ratio do
play a role [63]. Additionally, shear strain is present in the
structure, which turns out, in QD grown on (100) oriented
substrates, to be significantly close to the pyramidal edges.
This strain component is responsible for the insurgency of
a piezoelectric polarization charge. In fact, the piezoelectric
polarization induced by the shear strain tensor components

Figure 6. Strain, calculated via IE approach [51], as a function of the
coordinate x of the dot axis, for a pyramidal quantum dot with 6 nm
height, 12 nm base, and a lattice mismatch 7.2% inside. The dotted
line indicates the material dilation, while the continuous line shows the
deviation of strain from the purely hydrostatic form.
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is given by [56]

Pk = e1� 4��ij + �ji� (4)

where i �= j �= k and e1� 4 is the piezoelectric constant. The
divergence of the polarization Pk gives rise to piezoelectric
charges spatially distributed around the dot thus contribut-
ing to the QD potential profile.

3.2. Energy Level Scheme

3.2.1. Single Electron States
The more widespread method for calculating the electronic
energy level scheme in QDs is the effective mass approxi-
mation (EMA) [35, 52, 53, 57, 63, 64]. In this approach, the
states of the dots are determined by expanding their wave-
functions on a basis containing the zone center (�) bulk
valence band states (from two to six states, including spin)
and the bulk conduction band (two states, including spin),

� EMA
i �r� =

NB∑
n=1

f �i�
n �r�un� � �r� (5)

where un� � �r� are the bulk Bloch functions at � and f
�i�
n �r�

are the envelope functions satisfying the equation

HEMAf = Ef f = 	f1f2 · · · fNB

 (6)

The HEMA Hamiltonian contains the contributions coming
from the band structure of the heterostructure, the strain
field, and the piezoelectric field. The calculation of the strain
field is performed usually by solving the elasticity contin-
uum theory problem with numerical methods. Comparison
of the changes in the obtained electronic band structure
when using the IE analytical solutions or the VFF atomistic
method is reported in [65] and in [52], respectively.

Early calculations by Grundmann et al. [35] for InAs/
GaAs QDs made use of a three-dimensional EMA single
band Scröedinger equation for the electrons and holes mov-
ing in the strain-induced potential corresponding to the band
edges. The effective masses were different in the island and
barrier materials, but the effective mass dependence on the
strain was not included.

This approach has been subjected to a number of criti-
cisms, mainly dictated by the model prediction of a single
electronic bound state in QD, in poor agreement with the
experimental findings. As pointed out in [63], the narrow
InAs bandgap leads to significant band mixing, resulting in
large strain induced variations of the effective masses. Based
on a pseudopotential calculation, the authors of [63] set the
electron effective mass meff = 0�04m0, which is the value
predicted for bulk InAs under the average hydrostatic strain
in the island. This gives two electronic confined levels, in
better agreement with the experimental findings.

As matter of fact, the calculation of the QD band struc-
ture by solving the decoupled electron and hole problems is
not correct in the case of SK QDs. In general, in SK QDs
strong mixing of the bands is promoted by the low bandgap
of the constituent semiconductors, by the very large strain
field, and also by strong spatial variation of the strain field.
More reliable results are claimed when using EMA methods

with a larger set of bands in the wavefunction expansion
given in Eq. (5) [52, 53, 64, 66].

A very different picture comes from the GaAs/AlGaAs
QDs grown by droplet epitaxy. Here no particular strain is
expected due to close resemblance of the lattice constant of
the QD and the material. In this case, a simple one band
EMA is sufficient in order to obtain theoretical predictions
very close to the observed transitions [67].

Due the confined nature of the QD states, a good repro-
duction of the band structure in the proximity of the � point
becomes necessary. In their calculations Stier et al. [52, 68]
selected an EMA set of parameters which gave the best
available agreement with the bulk band structures calculated
from the pseudopotentials within the largest possible region
around the � -point.

The piezoelectric potential is a crucial ingredient for
obtaining the correct description of the QD electronic prop-
erties. In the most widely studied case of QDs grown on
(100) substrates, the shear strain at the QD edges gives
rise to a quadrupolar piezoelectric charge distribution which
reduces the symmetry of the QD (in the case of QDs of pyra-
midal shape the symmetry is lowered from C4v to C2v) [35].
The presence of a piezoelectric field only slightly alters the
ground state energies (few meV) while it forces the electron
states to prefer the [110] direction and the holes to be more
attracted toward the [110] directions. The effect is more
marked on the hole states. This symmetry breaking reduces
the overlap between the electron and hole states and has
strong effects on the polarization dependence of the opti-
cal transition matrix [52, 68]. Its effect is shown in Figure 7
where such reduction can be appreciated both on the band
edge profiles and on the ground state wavefunctions.

In Figure 8 the electron and hole energies in pyramidal
InAs/GaAs QDs for different sizes, calculated using the CET
strain model and the eight band �NB = 8� EMA method [52,
68]. The presence of the WL at the base of the QD was taken
into account. The discrete nature of the electronic levels is
clearly perceptible. This gives rise, as in the case of atoms, to
a well defined shell structure of the electronic levels.

For pyramidal QD with a base b smaller than 10 nm only 1
electronic state is predicted, but for b = 20 nm there can be
as many as 11 [52]. The ground state of electrons (see Fig. 7)
is always s-like, with a shape slightly elongated along the
[110] direction. Excited states have p-like symmetries. No
intermixing between the QD electronic states and the WL
has been found. Holes are generally confined at the bottom
of the pyramid. The shape of their wavefunctions strongly
depends on the dot size due to pronounced band mixing
effects. The wavefunctions of the excited hole states extend
into the WL, thus coupling with the 2D quantum well states.

More recently, empirical pseudopotential methods [69]
able to calculate the electronic structure of QDs contain-
ing ≈106 atoms became available [55]. In this pseudopoten-
tial approach the wavefunction, �i�r�, is a solution of the
Schrödinger’s equation{

−1
2
� 2 +∑

n

v̂�r −Rn�

}
�i�r� = �i�i�r� (7)

where v̂�r − Rn� is the pseudopotential of the atoms of
type  and Rn is the relaxed position of the nth atom
of type . The atomic pseudopotentials �v� are strain
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Figure 7. Top row: electron (cols. a,b) and hole (cols. c,d) band edge
profiles in a (001) cross section plane 1.0 nm above the WL with and
without piezoelectric effect for a square based InAs/GaAs QD. The
energies refer to that of the unstrained InAs. Other rows: corresponding
probability density of bound states along the same section plane. After
[68].

dependent and are carefully fitted [70] to measured bulk
bandgaps, effective masses, and first-principles calculations
of the band offsets [71] and deformation potentials [72].
The relaxed atomic positions are determined by minimiz-
ing the VFF energy, as outlined in the previous section.
The main disadvantage of this method is the requirement of
large computer time, although some attempts toward a more
treatable solution of the problem have been taken [73]. In
addition, the pseudopotential approach, in the present ver-
sion, is unable to treat the piezoelectric field contributions.

The advantage of the pseudopotential method is the abil-
ity to take into account the whole band structure of the
material when calculating the electronic structure of the con-
fined system. This becomes a crucial point when treating
with semiconductors where other minima in the k space may
contribute to ground state wavefunction [74]. In principle,
also the EMA method could give an accurate description of
the band structure effect, provided that the number of the
� functions Nb involved in the calculation [Eq. (5)] is suf-
ficiently large. However, in the EMA calculations the use
of more than eight bands becomes rather cumbersome. As
shown by Wang et al. [74], Nb = 8 becomes, in some cases,
an insufficient base for a correct description of the QD elec-
tronic structure.

Figure 8. Electron and hole energies in pyramidal InAs/GaAs QDs for
different sizes, calculated using CET strain model. The lines connect
levels having the same wavefunction symmetry. After [68].

Eventually, the electronic level schemes of a “well
behaved” InAs/GaAs QD system, calculated via a pseudopo-
tential method [75] or via the eight-band EMA [52], largely
agree [68].

The oscillator strength of the electron–hole transitions
can be theoretically determined from the single electron
level scheme [52, 63]. In the linear response approxima-
tion the resulting spectrum is equivalent to the absorp-
tion. A comparison of the oscillator strength spectra with
the emission spectra must be performed cautiously because
population [76] or many-body effects [77] may substantially
change both the energy and the intensity of the transitions.

The electron–hole transition spectra exhibit [52] a large
number of lines which reflect the presence of several excited
electron and hole states. Some electron states yield a signifi-
cant oscillator strength with more than one hole state so they
contribute to more than one line. Therefore straightforward
attribution of a line to a given transition, except the ground
state one, is impossible because the peaks are made of a sig-
nificant number of equal strength electron—hole transitions
with no particular dominant transition [52, 78].

A significant decrease of the optical strength of the
ground state transitions with increasing dot size has been
found, owing to the increasing piezoelectric field which,
by symmetry breaking of the hole state wavefunction,
reduces the overlap with the electron [52]. Moreover, the
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piezoelectric induced symmetry breaking induces a polariza-
tion anisotropy between the two directions [110] and [110].

3.2.2. Multiparticle States
As soon as the QD is populated with two or more carri-
ers, the single particle description of the electronic proper-
ties is no longer valid. As a matter of fact, the Coulomb
energy, the exchange, and the correlation effects between the
carriers lead to the formation of distinct many-body states
with different energies. Thus a demanding challenge in the
QD modeling arises when calculating the optical transitions
because, in addition to the shape, size, and composition of
the dot, they are also dependent on the population of the dot
itself. Multiparticle states have a strong influence not only
on the QD optical properties, but also on the way in which a
QD is charged. The QD state filling by carrier injection has
been calculated, taking into account the many-body effects,
by Fonseca et al. [79] who showed that, even in the presence
of large state filling, the QD shows a distinct electronic shell
structure and that the state filling follows Hund’s rule.

Generally speaking, the many-body effects on the QD
electronic structures are usually divided into three differ-
ent contributions, namely: (1) a perturbative part, reflecting
carrier–carrier direct Coulomb and exchange energies
obtained from fixed single-particle orbitals, (2) a self-
consistency correction arising when the single particle
orbitals are allowed to adjust to the presence of carrier–
carrier interaction, and (3) a correlation correction [80]. This
picture is correct since self-assembled III/V semiconductor
QDs are always in the strong confinement regime.

The presence of more than one electron–hole (e–h) pair
inside the QD strongly modifies the QD radiative emission,
leading to the so-called multiexciton transitions [77, 81, 82].
The energy of the photon emitted by the recombination of a
single e–h pair depends on the number of carriers filling the
QD. The essential physics of the multiexciton transitions can
be understood by considering the fundamental recombina-
tion from the lowest electron level and the highest hole level
if other electron–holes pairs are present in the dot as spec-
tators [77, 81, 83]. Let us consider only the Hartree–Fock
energy (thus neglecting correlation effects) of a single con-
figuration of electrons and holes [77, 83]. By indicating with
Jij the direct Coulomb interaction and with Kij the exchange
interaction between carriers in levels i and j , the recombi-
nation energy E1→0

eh of the single exciton is given by

E1→0
eh = ��e1 − �h1�− Jeh (8)

where �e1 and �h1 are the single-particle levels. Then the
electron–hole recombination in the presence of N − 1 spec-
tator electrons and holes is [83]

EN→N−1
eh =

[
N∑
i=2

�Je1ei − Je1hi �+
N∑
i=2

�Jh1hi − Jhie1�

]

+−
[

N∑
i=2

Ke1ei
+

N∑
i=2

Kh1hi

]
+ E1→0

eh (9)

where e1 (h1) is the electron (hole) that recombines and ei
(hi) are the spectator electrons (holes). Thus the e1–h1 tran-
sition is shifted in energy with respect to the single exciton

transition energy by a quantity depending on the number
of spectator charges present in the QD. The sign of this
shift depends on the exact material characteristics and on
the charge state of the QD [84]. Accurate many-body calcu-
lations of ground state transition energies as a function of
the number of excitons in the InAs/GaAs QD system can
be found in [77, 83]. In this case, multiexcitons transitions
occur at lower energy (few meV) with respect to single exci-
ton transition energy. Experimental evidence of multiexci-
ton transition in QDs has been reported by using single QD
spectroscopy (see Section 4.1.8).

3.3. Dot–Dot Correlation

As reported in Section 2.1.1, repeated depositions of InAs
on thin GaAs spacers result in the formation of stacked,
vertically aligned, InAs QDs in a GaAs matrix. The self-
ordering of QD columns produces strong quantum mechan-
ical modifications of the electronic structure. Whenever the
barrier thickness is thin enough to allow tunneling, a carrier
delocalization occurs and the carrier wavefunctions become
extended over many QD sites along the column. The cou-
pling between adjacent QDs leads to the splitting of the
levels [85, 86] and eventually minibands can open in a QD
superlattice [87].

The fascinating concept of self-aligned QD molecule has
been introduced [88, 89] and several interesting aspects have
been addressed. In connection with the growing interest in
quantum information processes, the use of self-aligned QD
molecules as quantum gates has been recently proposed and
the possibility of entangled states of the electron–hole com-
plex in QD molecules has been reported [90].

It is usually assumed that the hole coupling is weaker
than the electronic one, due to the heavier hole masses
[40, 86]. However, a detailed study of the electron and hole
confinement energies in stacked self-assembled InAs QDs
as a function of the layer separation is reported in [91].
It is shown that very little coupling is observed in case of
electron levels, while the hole levels are strongly affected
by the coupling, which definitively lifts the hole degeneracy.
Of consequence, this results in a different character of the
electron and hole wavefunctions. It is also shown that the
electron wavefunction in a nine-layer structure with an inter-
layer separation of about 10–15 nm remains localized within
each QD, whereas a complete delocalization over the entire
dot column is predicted for the hole wavefunction. Only for
smaller interlayer separations is the electron wavefunction
also delocalized over the coupled QDs.

Carrier delocalization along the QD column modifies the
recombination kinetics in stacked QDs, as well [91–93]. An
increase of the emission lifetime in stacked QDs has been
observed [91, 92]. The interpretation relies on the reduction
of the oscillator strength of the exciton inside the QD col-
umn [91], also due to the different delocalization between
the wavefunctions of electrons and holes [91, 94].

4. PHOTOLUMINESCENCE
The study of the optical properties of semiconductor struc-
tures is a very wide topic. It covers a large variety of exper-
imental techniques and it allows one to investigate many
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physical aspects ranging from the intimate nature of quan-
tum mechanics to the characterization of impurity contam-
ination and defect content. The optical methods are very
often complementary of the electrical measurements, which
are the other powerful techniques for the investigation
of electronic properties in semiconductors. They offer the
advantages of the spectroscopic techniques, that is, the pos-
sibility of discriminating over different contributions. A fur-
ther advantage of many optical methods is the requirement
of very small, if any, sample preparation which therefore
makes it a noninvasive technique. Among the optical spec-
troscopies, PL is certainly the most widely used, due to its
simplicity and powerfulness.

The PL consists of the spectroscopic analysis of the
radiation emitted by a system which has been excited via
absorption of light with energy above the absorption edge.
The radiation is generated by the radiative recombina-
tion of the photoexcited electron–hole pairs. The analysis
of the photoluminescence spectrum as a function of dif-
ferent parameters, such as temperature, excitation energy,
excitation intensity, and external fields, provides general
information on the electronic properties and on the qual-
ity of semiconductors and semiconductor heterostructures.
Generally speaking, the PL spectroscopies can be divided
into steady state (or CW) and time resolved. We will treat
separately these two experimental techniques.

4.1. CW Photoluminescence

The CW-PL is a well established technique for the study of
semiconductor structures and we refer to [95–98] for general
reviews on different types of recombination in semiconduc-
tors and also to experimental details of the CW-PL appara-
tuses. Here we will review only a few experimental aspects
that are of peculiar importance for the study of QD struc-
tures and then we will refer to the main topics that can be
addressed by CW-PL in the study of QD structures.

4.1.1. Experimental
The measurement of QD-PL spectra is commonly per-
formed using conventional optical systems. The exciting
source is a laser with energy higher than the energy gap of
the confining barrier and the exciting laser beam is focused
on a spot of diameter of a few tenths of a millimeter. In
this case the QD-PL band is almost unstructured and broad
some tens of meV, due to the spread of the QD dimensions.
Thus, no special resolution is required for the detection.

More demanding are the optical systems needed to mea-
sure the PL spectra of a single or of a few QDs. In order
to resolve the single QD emission high spectral and spatial
resolution is required. The intrinsic homogeneous linewidth
of the fundamental optical transition at low temperature has
been found to be as small as 2 �eV. [99]. The need for this
high spectral resolution is not very common in the PL study
of semiconductor structure and it is related to the atomic-
like nature of the QD electronic structures. High spectral
resolution apparatuses are obtained by the use of diffractive
spectrometers with high focal length [100] and/or inserting a
Michelson interferometer in the detection path of a photo-
luminescence system [101]. At the same time very high spa-
tial resolution is needed for isolating a single QD emission.

A submicrometer spatial resolution is required for single
QD spectroscopy. This has been realized following different
methods. The simplest way is to use a micro-PL appara-
tus that can allow diffraction limited resolution. To fix the
orders of magnitude, let say that a 1 �m spatial resolution
allows one to detect one single QD only if the areal density
is lower than 108 dot cm−2, which is slightly smaller than the
achievable QD densities. Fortunately, due to the inhomoge-
neous size distribution of QDs, the emissions of individual
QDs are spectrally separated and even for 109 dot cm−2 it
is possible to isolate a single QD emission with micro-PL
techniques after a careful choice of the point on the sample.
Nevertheless the control of the areal density down to 109 dot
cm−2 or even lower is not a very simple task for the epitaxial
growth of self-aggregated QDs [82]. To further improve the
spatial resolution near field optics [102] or sample process-
ing with very small mesas (hundreds of nm) [101] have been
used.

Usually, the PL of quantum structures in general and of
QDs in particular is excited using photons whose energy
is higher than the energy of the bandgap of the barrier
of the structure. However, excitation spectroscopy is fre-
quently used for characterizing the complex electronic struc-
ture of QDs. Excitation spectroscopy means the study of
PL emission as a function of the energy of the absorbed
photons. Two main spectroscopic methods have been used
so far: resonant PL (RPL) and PL excitation (PLE). PLE
measurements are made by monitoring the intensity of a
given emission energy (usually within the inhomogeneous
broadened QD-PL band) while the excitation energy spans
the QD density of states. Peaks in the PLE spectrum are
interpreted as resonances in the QD absorption spectrum
due to excited states. RPL measurements refer to PL spec-
trum taken for a given excitation energy which is usually
below the absorption edge of the bidimensional WL. The
RPL spectrum shows a spectral narrowing due to the selec-
tion of a sub-ensemble of QDs which have excited states in
resonance with the laser energy. The relationship between
RPL and PLE has been recently discussed in [103].

4.1.2. General Aspects
The analysis of the CW photoluminescence spectra of 0D
strained epitaxial heterostructures provides important infor-
mation on the electronic and morphological properties of
these systems [21]. In this section we introduce the main
aspects of the CW photoluminescence of QDs which will be
discussed in more detail in the following sections.

A first example is reported in Figure 9 for the InAs/GaAs
system; PL spectra measured for increasing thickness of the
deposited layer evidence the morphological changes induced
by the coverage variation [104, 105]. At low coverages (� <
1�5 ML) a high energy structure peaked at about 1.45 eV
appears, which smoothly shifts to lower energies and whose
intensity increases for increasing coverage. This structure,
which is attributed to the 2D confined states of the WL,
vanishes at coverages just beyond the critical thickness Lc.
At this coverage the PL spectra provide some evidence of
more confined states due to the islands or QDs. The corre-
sponding PL band is peaked at about 1.215 eV, thus show-
ing that the QD localization energy with respect to the WL
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Figure 9. PL and PLE (inset) spectra measured at low temperature
(T = 6�6 K) of InAs/GaAs samples with different InAs coverages �;
the excitation power density is 5 W/cm2. C and C′ indicate large and
small quasi-3D clusters, D fully developed QDs. For the PLE spec-
tra �E = Eexcitation − Edetection. Reprinted with permission from [105],
T. Ramachandran et al., J. Crystal Growth 175/176, 216 (1997). © 1997,
Elsevier Science.

ground state is about 200–250 meV. After the SK transition,
the narrow peak due to the WL disappears from the spectra
measured at low and intermediate excitation power densi-
ties, as shown in Figure 9. The WL optical transition, how-
ever, still appears increasing the excitation intensities due to
the filling of the lower energy confined states [106].

Another interesting feature of the PL spectra consists in
providing information on the morphological characteristics
of the QDs [107]. Low temperature PL spectra measured
on different InAs/GaAs QD structures grown with increas-
ing InAs coverage show that, slightly after the SK transition,
the QD PL band slowly shifts toward the red with increas-
ing the coverage. This is proof of the tendency toward the
increase in the QD size with the amount of deposited matter
(Fig. 10). Analogous results are reported also in Figure 2 of
[108].

The low temperature PL spectra measured at low excit-
ing power densities, well before the appearance of the
effects related to the excited states, clearly reflect the QD
size distribution. The presence of a structured band is usu-
ally an indication of multimodal QD size distribution, as
evidenced by the correlation between the PL band shape
and the size distributions deduced from the morphological
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Figure 10. Photoluminescence spectra of InAs QDs grown on (100)
substrate with different coverages measured at T = 2 K with an excita-
tion power density of 20 W/cm2. After [121].

analysis of QDs [109]. An example is reported in Figure 11
for InAs/GaAs QDs grown on (311)A and (100) surfaces.
Figure 11 shows, for each surface, the histograms of the
QD lateral size together with the respective low temperature
PL spectra. A well defined bimodal distribution is observed
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Figure 11. Comparison between the 2 K PL spectra and the lateral size
histograms of InAs/GaAs QDs grown on (100) and (311)A substrates.
In the left panels the PL spectra are reported: top spectrum (100) sam-
ple, bottom spectrum (311)A sample. In the right panels the size his-
tograms are reported: top histogram (100) sample, bottom histogram
(311)A sample. Reprinted with permission from [109], S. Sanguinetti
et al., Micron 31, 309 (2000). © 2000, Elsevier Science.
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for the QDs grown on GaAs (311)A and the correspond-
ing PL spectrum shows an asymmetric lineshape with two
clearly visible structures. In contrast to the (311)A case, a
broad QD size distribution characterizes the (100) sample
with a corresponding broad and unstructured band in the
PL spectrum.

In analogy with the QW case [98], also in the case of
QDs the conduction band and the valence band confinement
barriers play an important role in determining the energy
of the optical transition. In Figure 12 the blueshift of the
PL spectra of InAs/AlyGa1−yAs self-assembled QDs for dif-
ferent Al mole fractions in the barrier are reported [110–
112]. The PL spectra show a broad and intense band due
to the electron–hole recombination in the dots, whose peak
energy shifts from about 1.13 to about 1.55 eV increasing
the Al mole fraction y from y = 0�0 to y = 0�8. The PL
band blueshift is likely due to the increase of the potential
confining barrier. However, following [110], also the forma-
tion of smaller dots when the barrier is formed by the alloy
and to the Al incorporation in the dots during the (AlGa)As
overgrowth contribute to the blueshift. The two last effects
seem to dominate for the higher Al concentrations.

The photoluminescence is one of the few spectroscopic
techniques which provide information on the excited elec-
tronic states. Both PLE spectra and RPL spectra have been
applied to the study of excited states in QDs. One of the
most interesting results is the evidence of the so-called quan-
tum size effect. The analysis of the PLE spectra of self-
organized InAs/GaAs QDs has shown that the energy of the
resonances in the PLE spectra depends on the choice of
the detection energy inside the inhomogeneously broadened
PL band [103, 113, 114]. This means that, as expected from
simple quantum mechanical considerations, the excited state
transition energy is a function of the ground state transition
energy. These results have been supported by an eight-band
EMA calculations for pyramidal QDs [114]. The results of
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Figure 12. Blueshift the QD PL band as the Al content is increased.
Different symbols refer to data taken from [111] (circles), [110] (trian-
gles), and [112] (diamonds).

RPL spectra on InGaAs/GaAs QDs confirm these conclu-
sions [103]. Evidence of the size dependence of the excited
state spectrum has been reported also in the case of stacked
InAs/GaAs QDs [115].

4.1.3. Study of the Quantum
Dot Morphology

As already discussed in the previous sections, the QD mor-
phology strongly influences the CW PL spectra and, of con-
sequence, the PL spectra provide interesting information on
the morphological properties of QDs.

In the SK growth regime (see Sections 2.1 and 4.1.2) it
is usually assumed that at coverages larger than the critical
thickness Lc a layer by layer to island transition sets in the
growth process and QDs start to grow superimposed to the
interconnecting WL. Obviously Lc is one of the most rele-
vant parameter for the SK QD growth, and, as discussed in
Section 4.1.2, it can be estimated from PL measurements.
However, different values of the critical thickness for sur-
face elastic relaxation have been reported, ranging from less
than 1 to 1.8 MLs. As a matter of fact it is rather difficult to
exactly define experimentally the critical thickness, because
the determined value of Lc strongly depends on the sensi-
tivity of the technique used [116]. The concept of Lc has
been critically commented on in [116], where it has been
shown that the critical thickness does depend, even if in a
limited range, on the growth conditions and in particular on
the growth temperature. The description of the initial stages
of QD growth is not univocal, thus evidencing the complex-
ity of the problem. For instance, at coverages just below
the critical one, the evidence of some kind of QD “precur-
sors,” the so-called “quasi three-dimensional islands,” has
been reported [104]. These structures thus behave in an
intermediate way between WL and QDs. In addition the
study of InAs/GaAs QDs grown on nonconventionally ori-
ented surfaces only partially confirms the results of Figure 9
[107]. In fact at coverages lower than the critical thickness
weak bands appear on the low energy side of the WL peak
whose energy does not seem to change with the coverage
(Fig. 13). As discussed in [107], this suggests that in these
systems the QD self-assembling starts well before a truly
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Figure 13. Photoluminescence spectra of InAs QDs grown on (511)B
and (311)B substrates with different coverages measured at T = 2 K
with an excitation power density of 20 W/cm2. Reprinted with permis-
sion from [107], S. Sanguinetti et al., Mater. Sci. Eng. B 74, 239 (2000).
© 2000, Elsevier Science.
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three-dimensional growth mode takes place and the QD size
seems not to change appreciably across the SK transition.
Thus the island nucleation on high index planes seems to
proceed through a direct nucleation of QDs with a well
defined size and aspect ratio rather than through the for-
mation of quasi three-dimensional islands as shown for the
(100) growth in [104].

The relationships between the QD optical properties and
morphology are discussed in [116], comparing the features
of PL spectra measured on several tens of MBE samples
grown in different laboratories and under different growth
conditions. This analysis was stimulated by the observa-
tion that PL spectra of QDs grown with the same cover-
age L are characterized by spectral bands with different
peak energies Ep and lineshapes. The peak energy of the
PL bands Ep measured at low temperature as a function
of the thickness of the deposited layer L for a number of
InAs/GaAs QD samples is reported in Figure 14 from [116].
The authors highlight an excellent agreement between their
results (Fig. 14) and literature data, thus proving that the
(Ep, L) plane is intrinsically divided into the three regions
shown in Figure 14.

The interpretation of these data is as follows. The energy
of the PL emissions of samples with L lower than about
1.5 MLs (region I) shows a weak linear dependence on L
(about 40 meV/ML) and is some tens of meV lower that
the WL recombination. The emission in this region can
be attributed to the three-dimensional precursors of QDs,
that is, lens-shaped structures with a quite low aspect ratio.
These emissions are seen only in samples grown at low
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Figure 14. Peak emission energies of self-assembled InAs/GaAs QDs vs
InAs coverage L. The data are taken from [116] and references therein.
The three regions discussed in the text are indicated. Courtesy of M.
Capizzi.

temperature (420 �C). For L values around the critical thick-
ness Lc, namely in the 1.5–2.0 MLs range (region II), Ep

shows a strong dependence on L (about 600 meV/ML). In
this region QDs develop and their aspect ratios and Ep are
intermediate between those of precursors and those of well
developed QDs. The high slope of the Ep on L dependence
can be attributed to the change in the dimension and shape
of QDs. Finally, at L values larger than about 2 MLs, sam-
ples grown in different conditions give rise to independent
sets of emission energies, with the result that discrete val-
ues of energy can be observed at a given L value. The rate
of change of Ep with L decreases to the value observed
in region I. As suggested by morphological high resolution
cross-sectional transmission electron microscopy characteri-
zation, a different lateral faceting seem to characterize the
QDs in the samples connected with the different lines in
region III.

Obviously, the size also influences the energy of the QD
excited states. The dependence of the energy of the QD
excited states on the QD size has been analyzed in InGaAs/
GaAs samples [103]. The dependence of the resonance
energy (determined by the PLE and RPL spectra and attri-
buted to excited state transitions) on the energy of the QD
ground state allows the authors to evidence the combined
role of quantum size and quantum shape effects in deter-
mining the energy of QD excited states.

The QD morphology can also be modified by a suitable
choice of the GaAs substrate orientation. An early study
of strained InGaAs epilayers grown on non-(100)-oriented
substrates showed that this is a promising method for the
self-aggregation of nanostructures [117]. Indeed the self-
organization of InGaAs QDs on different GaAs surfaces
intermediate between (100) and (111) has been subsequently
demonstrated and the PL of these QDs has been studied
[118–120].

A careful analysis of the QD self-assembling process in
these QD systems has shown that the island assembling crit-
ical thickness in InAs QDs is affected in a controlled way
by the substrate orientation. The determination of the onset
of the island nucleation via PL measurements in samples
grown on (100), (311)B, and (511)B oriented substrates is
reported in [121]. In this paper it is shown that the criti-
cal coverage on the (311)B surface is larger than that on
the (511)B substrate, which in turn is larger than that on
the (100) surface. In [121] it is concluded that the driving
force of the critical thickness dependence on the substrate
orientation is the reduction of the in-island strain relaxation
in high Miller index substrates. Furthermore, modifications
of the internal energy induced by island shape and faceting
seem to be less relevant than strain relaxation effects
[121].

Another powerful tool in order to manipulate the QD
morphology and, in turn, the QD energy levels is the rapid
thermal annealing (RTA) technique [122–125]. During the
RTA treatment the QD material undergoes to a thermal
annealing in argon atmosphere for few tens of seconds and
for temperature ranging from 700 to 950 �C [124, 126]. The
presence of group III vacancies in the InGaAs/GaAs QD
material should stimulate [127], under RTA, interdiffusion
of the In and Ga atoms at the interface between the QD
and the barrier [126]. This should result in a change in the
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QD composition, thus reducing the confining potential and
an effective increase in the dot size [126]. The study of
the morphological modifications of the QDs after RTA has
been performed mainly by PL measurements, a well estab-
lished method for the characterization of the interdiffusion
effects in nanostructures [128, 129]. As expected (Fig. 15) an
increasing blueshift in the QD emission, caused by a change
in the QD composition, and a narrowing QD PL line, due
to a larger mean size of the QDs, is observed for increasing
RTA temperature [123, 124, 126].

4.1.4. Optical Anisotropy
Although quantum dots are often referred to as artificial
atoms, their geometrical shape is quite often characterized
by a much stronger confinement along some peculiar crystal-
lographic directions. This morphological in-plane anisotropy
of the QDs can be directly monitored by analyzing the polar-
ization properties of the PL emission both from the top and
from the edge of the samples.

A clear indication of optical anisotropy in QD emission
has been reported in [130] where natural QDs, formed by
large interface fluctuations in GaAs/AlGaAs quantum wells,
are studied. A scanning tunnel microscope (STM) analysis
shows that these islands are asymmetric with an elongated
shape along the [−110] crystal axis. As a consequence of this
reduction of symmetry, the PL spectra are polarized. A dis-
cussion of the origin of the observed polarization behavior
is reported in [130].

The presence of optical anisotropy is of the utmost
relevance also for laser application. In [131] anisotropic
self-assembled In0�5Ga0�5As/Al0�25Ga0�75As QDs, whose PL
spectra show optical polarization, are used to control the
polarization mode of a QD vertical cavity self-emitting laser.

QDs with very large morphological asymmetry can be
growth on (N11) oriented substrates. InAs quantum dashes

700

As Grown

1.05

1.10

1.20

1.30

1.40

1.45

1.15

1.25

1.35

800

Anneal Temperature (°C)

E
ne

rg
y

(e
V

)

900750 850 950

Figure 15. Photoluminescence peak energies of the ground state and of
the first three excited state emissions of as-grown and rapid thermally
annealed InAs/GaAs self-assembled quantum dots. Data taken from
[124].

have been grown on GaAs (211)B substrates by increas-
ing the growth temperature [132]. Arrow-like InAs QDs
have been obtained by growth on (311)A GaAs substrates.
The peculiar shape of the (311)A InAs QDs is determined
by the properties of the reconstruction of the surface on
which nanostructures are grown. The (311)A surface recon-
struction, at typical MBE growth temperatures, discussed in
detail in [133–135], gives rise to a corrugated surface with
channels running along the [233] direction.

The shape of MBE InAs QDs grown on the (311)A ori-
ented surface reflects this peculiar reconstruction. The STM
analysis (Fig. 16) of QDs grown with 1.8 ML of InAs on
(311)A and (100) substrates placed side by side provides evi-
dence of a marked shape differences. The QDs grown on
(100) oriented substrates have a shape ranging from round
domes to square based pyramids, whereas the (311)A QDs
display an arrow-head-like faceted shape. The arrow orien-
tation points along the [233] direction, which is related to
the (311)A surface reconstruction.

The QDs grown on two faces have comparable PL effi-
ciency and a strict mutual relationship is observed between
the QD shape and their optical response [136]. In partic-
ular, no PL polarization anisotropy was observed on the
(100) grown sample. On the contrary, on the (311)A sample
the maximum intensity was observed with a Polaroid ana-
lyzer parallel to the [233] direction, the same direction of
the arrow QD tips (see Fig. 16). The polarization ratio �
(i.e., the fraction of light polarized along [233]) was

� = I	233
 − I	011


I	233
 + I	011

= 0�13± 0�02 (10)

where I	233
 and I	011
 are the integrated PL intensities along
the two orthogonal directions [233] and [011], respectively.
An explanation of the observed polarization anisotropy has
been proposed taking into account the nonspherical QD
shape as well as of the degeneracy of the valence bands in
bulk III/V semiconductors [137].

It should be mentioned that the polarization anisotropy of
QD emission is connected to asymmetries in the hole confin-
ing potential introduced or by anisotropic shapes [136, 137]
or by quadrupolar piezoelectric effects (see Section 3.2.1)
[52]. Symmetric QDs show isotropic oscillator strength [137].

Figure 16. STM pictures (100 × 100 nm2) of InGa/GaAs QDs grown
on (100) (left panel) and (311)A (right panel) surfaces. Courtesy of
P. Moriarty.
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Lowering the symmetry of the QD leads to a substantial mix-
ing between “light-hole” (LH) and “heavy-hole” (HH) states,
hence to a polarization asymmetry of the oscillator strength.

An interesting study addressing the polarization proper-
ties of the interband optical dipole transition in InAs/GaAs
QDs is reported in [138]. The reported results show, in fact,
that a moderate LH–HH mixing characterizes the ground
hole state.

4.1.5. Photoluminescence
Thermal Quenching

The temperature dependence of the QD PL shows some
complex characteristics. In fact, an unusual temperature
dependence of the integrated intensity, the energy of the
maximum, and the width of the PL bands has been reported
in InAs/GaAs QDs by several groups [139–144]. In partic-
ular, the peak energy of the PL bands exhibits a sigmoidal
behavior and, at low temperature, the PL band linewidth
decreases with increasing temperature. Such features can-
not be explained using the rate equation models commonly
adopted to describe the temperature dependence of the PL
in confined structures, even if one introduces two activa-
tion energies to account for the temperature quenching of
the PL bands. For instance, in [110] it is reported that the
temperature dependence of the PL integrated intensity of
InAs/GaAs/AlxGa1−xAs QDs with different Al mole frac-
tions x cannot be described simply in terms of an Arrhenius
plot with one or more activation energies. Moreover, the
general description in terms of a carrier thermal evapora-
tion from the QD ground state is complicated by the pres-
ence of the WL connecting the QDs. The use of a simple
thermal escape model has been questioned and the critical
role of the carrier capture and relaxation, as well as of their
dependence on temperature, in determining the QD radia-
tive recombination efficiency has been pointed out [115]. In
particular, a detailed study of the temperature dependence
of the PL decay measured at different wavelengths across
the PL band is reported in [144]. The results strongly sug-
gest that excitons or carriers, thermally activated from the
QD states to the WL states, move in the WL and finally are
recaptured into other QDs. During this process carriers or
excitons in QDs with higher transition energy are effectively
promoted to the WL states, whereas the population of lower
energy QDs tends to increase, due to retrapping. The exper-
imental temperature dependence of the PL decay times is
well explained quantitatively in terms of a rate equation
model which considers the effects of both carrier emission
and retrapping [144].

Recently, a steady-state thermal model for the temper-
ature dependence of the PL spectra in InAs/GaAs QDs
has been introduced which takes into account all the most
important mechanisms invoked for explaining the pecu-
liar evolution of the InAs QD PL band with temperature,
namely, carrier thermal escape and retrapping, QD inhomo-
geneous broadening, random population of the QD ground
states, lack of direct coupling between different QDs, sat-
uration effects, and increasing carrier thermalization for
increasing temperature [145]. The model is based on a sys-
tem of rate equations connecting the main components of
the system: the QD states, the wetting layer states, and the
GaAs barrier states.

The model accurately fits the integrated intensity depen-
dence on temperature, well reproduces the redshift of the
peak position, and reasonably describes the full width at half
maximum (FWHM) temperature dependence, as shown in
Figure 17. The substantial agreement between model simu-
lations and experimental data suggests a description of the
carrier quenching process in QDs in terms of thermal exci-
tation of correlated e–h pairs from the QD to the WL state,
which acts as a transit channel to other QDs or to quench-
ing states inside and/or outside the GaAs barrier. The non
monotonic dependence on T of the linewidth and peak
energy is accounted for in terms of an increasing carrier
thermalization within the QD disordered system and in the
WL.

A general conclusion that can be drawn from the T -
dependence of the QD PL is that the QD interconnec-
tion via the WL has a strong influence on the InAs/GaAs
QD optical properties [139, 140]. In particular, following
the model presented in [145], the carrier escape toward the
WL is mainly responsible for the thermal quenching of the
InAs/GaAs QD emission. The possibility to control the elec-
tronic levels of the WL is therefore of the utmost relevance
for the optimization of QD structures toward device appli-
cations at room temperature.

This objective has be pursued by different approaches.
In particular, it has been recently demonstrated experi-
mentally by means of PL measurements of self-assembled
In0�5Ga0�5As/AlxGa1−xAs QD structures grown by atomic
layer MBE that the energy separation between the funda-
mental QD state and the WL electronic levels can be tuned
by increasing the barrier bandgap [146]. The energy separa-
tion between 0D and 2D levels strongly increases with the
Al content, due to the larger penetration into the barrier
of the wavefunctions of the WL states with respect to the
QD states, and thus the confinement effect related to the
increase of the barrier potential is larger for the 2D-WL lev-
els. Furthermore, the use of ternary alloys for both the QD

Figure 17. Integrated intensity (a), FWHM (b) and peak position (c)
of the PL band of InAs/GaAs QDs vs temperature. The full lines are
calculated following the model discussed in [145].
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layers and barrier layers allows one to separately tune the
QD and the WL emission energies [146]. An alternative way
to control independently the energy of the WL states and of
the QD states has been proposed: InGaAs QDs have been
grown on an AlInAs WL whose energy is matched to the
GaAs barrier and embedded in a GaAs matrix [147]. In this
system the energy of the WL, increased with respect to the
conventional InGaAs/GaAs structures, reduces the thermal
carrier redistribution processes, as shown by the tempera-
ture dependence of the PL spectra. A strong reduction of
the PL thermal quenching has been found when increasing
the energy separation between QD and WL electronic levels
[110–112, 146, 147].

4.1.6. Piezoelectric Effect in InAs
Quantum Dots

The zinc blende III–V semiconductors are piezoelectric
because of the lack of inversion symmetry. As a consequence
a built-in piezoelectric field, due to the shear strain, can
be present. In (001) QD structures the shear strain at the
QD edges gives rise to a quadrupolar piezoelectric charge
distribution which reduces the QD symmetry [35]. As dis-
cussed in Section 4.1.4, this has a quite small effect on the
ground state energy transition. On the other side, the piezo-
electric field forces the electron states to prefer the [110]
direction and the holes to be more attracted toward the
[110] directions. This reduces the overlap between the elec-
tron and hole states, leading to an intrinsic dipole moment
[52, 68].

Piezoelectric effects are relevant also in enhancing the
interaction with longitudinal optical (LO) phonons. The
polar exciton–LO phonon coupling strength, described by
the Huang–Rhys factor S, is dependent on the difference
between the probability densities of the electron and hole. In
the case of self-assembled QDs, a strong difference between
the electron and hole wavefunctions is expected. The charge
separation between electron and holes, driven by the piezo-
electric potential in the QD, provides an intrinsic way of
enhancing polar exciton–phonon coupling [148, 149]. This
has been demonstrated in [148] where low energy side-
bands of the main exciton recombination peak in InAs/GaAs
QDs have been observed. These sidebands, attributed to
phonon-assisted exciton recombinations, allow the deter-
mination of the Huang–Rhys factor S, which is about 5
times larger than in bulk InAs, thus proving the enhance-
ment of the polar-exciton–LO-phonon interaction in QDs.
It should be remarked that the determined value of the
Huang–Rhys factor (S = 0�012) in InAs/GaAs QDs nicely
agrees with the theoretically predicted value. Finally, it
is reported that the experimental S values in InAs/GaAs
QDs exhibit a clear trend as a function of the QD emis-
sion energy: samples emitting at high energy are charac-
terized by high S values, whereas in samples emitting at
low energy the S values decrease with the emission energy
[150].

Much stronger piezoelectric effects are expected on QDs
grown on (N11) oriented GaAs substrates where a dipo-
lar distribution of the piezoelectric charges is predicted
[151]. Whereas piezoelectric effects in InGaAs/GaAs quan-
tum wells grown on (N11) substrates have been largely

investigated, leading to a well-established understanding of
the problem [152, 153], only very recently has this problem
been investigated in QDs. The reverse quantum confined
stark (QCS) effect has been evidenced in a series of (N11)
InAs/GaAs QDs by means of CW PL measurements [154],
the direct QCS effect has been investigated by means of
photocurrent spectroscopy in a (311)B InGaAs/GaAs QD
[155], and finally, the dynamic QCS effect has been analyzed
by means of time-resolved PL [156].

The first evidence of piezoelectric effects in (N11) QDs
was reported in [154]. The PL band of QDs grown on (N11)
oriented substrates (N = 2� 3, and 5) with the two A and
B terminations shifts toward the blue for increasing the
excitation power density [154]. The blueshift (Fig. 18) shows
a clear dependence on 1/N with a marked asymmetry about
the (100) orientation, being larger on the A faces than on
the B faces. The PL integrated intensity of these QDs mea-
sured at T = 2 K and low excitation power density shows
a reduction for large values of 1/N . Also in this case an
asymmetry is found between A and B terminations: the PL
efficiency of (N11)A samples drops by more than two orders
of magnitude when the coverage and thus the QD size is
increased, while on the (N11)B side the PL intensity reduc-
tion is definitely less pronounced.

This phenomenology can be interpreted in the light of
the strain induced piezoelectric field, whose presence is
expected in self-assembled QDs grown on (N11) GaAs sub-
strates. The injection of photogenerated carriers produces a
reduction of the internal field and then the QD PL band
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Figure 18. Maximum PL blueshift induced by the increase in the excit-
ing intensity as a function of the substrate orientation. The markers
indicate different InAs coverages: 1.4 (squares), 1.8 (triangles), 2.3
(stars), and 3.8 MLs (circles). Reprinted with permission from [151],
S. Sanguinetti et al., Microelectron. J. 33, 583 (2002). Elsevier Scicence.
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shifts toward the blue (photoinduced reverse QCS shift)
for increasing the excitation power density. The observed
dependence of the PL blueshift on the substrate orienta-
tion agrees with the expected QCS shift due to the built-in
piezoelectric fields in InAs (N11) QDs. Finally, the asym-
metry with respect to A or B termination can be explained
by assuming that in the (N11) QDs a permanent dipole
similar to the (100) case is present [157]. Confirmation of
this picture has been found by time-resolved investigation
(Section 4.2.6).

4.1.7. Electronic Coupling Effects
in Multilayer Quantum Dots

A key aspect in the technological applications of self-
assembled QDs is connected to the achievement of both
high spatial density and good size uniformity of the nano-
structures. Actually, the state-of-the-art of QD lasers is
represented by multilayer structures, where layers of self-
assembled QDs are grown in close sequence. As discussed
in Section 2.1.1, multilayer depositions of InAs separated by
thin GaAs spacers result in the formation of stacked, verti-
cally aligned, InAs QD columns.

Spectroscopic evidence of the interdot coupling is shown
in Figure 19 where PL peak energies and Full width at half
maximum (FWHM) as a function of the number of verti-
cally stacked InAs/GaAs QDs layers are reported [40]. The
band of the single layer sample is broad, reflecting a large
QD size variation. Increasing the number of QD layers, the
peak energy of the PL band shifts to lower energies and
the FWHM decreases. The reduction of the PL band broad-
ening is clear evidence of the reduction of the spread in
QD size distribution. The stacking of QD layers produces
a relevant ordering in the QD size due to the fact that the
QD nucleation is driven by the strain of the buried layer.
Thus the spontaneous vertical ordering of QDs in multi-
layer structures is very important also for controlling the QD
size distribution. Nevertheless, more evidence is reported in

Figure 19. Low temperature photoluminescence peak position (circles)
and FWHM (squares) as a function of the number of vertically stacked
QD layers. The lines are guides for the eye. Data taken from [40].

[158] leading to the conclusion that in the InAs/GaAs system
the stacking of QD layers determines a deterioration of the
GaAs barrier. In fact, increasing the number of layers and
decreasing the interlayer spacing induce a decrease of the
carrier transfer efficiency from the GaAs to the QDs. Effi-
cient nonradiative quenching channels of the QD emission
have also been observed. This deterioration of the GaAs
interdot layers should be connected with the strain accumu-
lated in the structure [158].

The spectral shift of the QD PL shown in Figure 19 has
been interpreted in terms of carrier delocalization induced
by the vertical electronic coupling of QDs in columns. This
reduces the ground state confinement energy of each dot
column since the carrier wavefunction is spread over many
QD sites. The coupling between adjacent QDs leads to the
splitting of the levels [85, 86] and eventually minibands can
open in a QD superlattice [87]. The interplay of Coulomb
correction and carrier delocalization complicates the analy-
sis of the optical transition of stacked QDs. In [159] it has
been shown that the different delocalization of electrons and
holes can also produce a blueshift of the PL from vertically
aligned QDs due to the reduction of the e–h Coulomb inter-
action. A more detailed analysis with analogous results is
reported in [160], where the low temperature PL of verti-
cally aligned InAs/GaAs QD structures with 10 layers and
spacers varying between 7.7 and 12.5 nm at steps of 0.2 nm
is measured.

4.1.8. Photoluminescence of Single
Quantum Dots

The main part of the experimental results published on PL
of QDs refers to large ensembles of nanostructures. Indeed
the large areal dot density, together with the relatively low
spatial resolution of the conventional optical techniques,
usually makes a huge number of QDs contribute to the
optical spectrum. Of consequence, large inhomogeneously
broadened bands characterize, even at low temperature, the
PL spectra. The bands usually display a Gaussian shape, thus
showing that the broadening is due to statistical fluctuations
of the QD size around a mean value determined by the
growth conditions (coverage, growth temperature, etc.). The
best results refer to PL bands whose FWHM is of the order
of few tens of meV. We could mention a FWHM of about
15 meV obtained in a InAs/GaAs heterostructure grown on
a (511)A oriented substrate [119] and FWHM of 22 meV in
InGaAs/GaAs DE grown structures [49].

Such a large width of the PL bands limits in a significant
way the potentialities of the QD applications and, further-
more, partially masks the intrinsic properties of QDs, some-
times making their study complex. An example where the
discrete nature of the transitions contributing to the large
inhomogeneous band is evidenced is reported in Figure 20.
The measurements have been performed on MBE grown
self aggregated In0�5Ga0�5As/GaAs structure using a conven-
tional, broad area, PL or a confocal micro-PL apparatus
capable of micrometer spatial resolution. The broad area PL
spectrum displays the typical Gaussian shape, with a FWHM
of about 50 meV; reducing the diameter of the spot via
micro-PL measurements, the spectrum is resolved in a series
of narrow lines (Fig. 20), whose FWHM is about 40–60 �eV
[100].
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Figure 20. (a) Photoluminescence and microphotoluminescence spec-
tra of InGaAs/GaAs QDs. (b) A single line [marked with an arrow in
(a)] measured at different temperatures. The spectra have been ver-
tically displaced for clarity and horizontally shifted for T > 10 K to
compensate the change in bandgap. Reprinted with permission from
[100], K. Leosson et al., Phys. Status Solidi B 221, 49 (2000). © 2000,
Wiley Science.

These interesting results have stimulated an intense activ-
ity aimed at developing experimental techniques for the
measurement of the optical properties of a small number
of QDs or of a single QD. In particular, the development
of near-field spectroscopy (see, e.g. [102]) has allowed the
spectroscopic study of single QDs.

A typical example of low temperature PL spectra of
a single self-assembled GaAs/Al0�3Ga0�7As QD for differ-
ent excitation intensities is shown in Figure 21. At the
lowest excitation intensity, a single narrow spectral line,
whose linewidth is limited by the spectral resolution of the
apparatus (0.7 meV), is observed. Increasing the excitation
intensity, weak lines appear some meV below the narrow
line. Higher energy lines may appear some tens of meV
above the first line [81] and can be attributed to the excited
states of the QDs. The low energy lines provide evidence
of the existence of multiexciton complexes. In [81, 82] these
attributions are supported also by the time evolution of the
PL spectra and by the results of a theoretical multiexciton
model. A detailed analysis of the multiexciton states of sin-
gle self-assembled QDs is presented in [161, 162], where
emission spectra obtained at different excitation intensities
are compared with a theoretical many-body model.

The linewidth of the fundamental interband transition of
single InGaAs QDs has recently been measured as a func-
tion of the temperature using a high spectral resolution
apparatus obtained inserting a Michelson interferometer
in the detection path of a microphotoluminescence system
[101]. The very high spectral resolution obtained in this way
(0.2 �eV) showed that the FWHM strongly varies from QD
to QD, due to extrinsic effects connected to the electrostatic
environment of QDs. The data also show that the interac-
tion with acoustic phonons dominates at low temperature,
producing a linear variation of the FWHM for T ≤ 40 K.
At higher temperature an exponential variation is observed,
attributed to the interaction with optical phonons.

In [101] the temperature dependence of the homoge-
neous linewidth of the excited states of single InAs/GaAs
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Figure 21. PL spectra of single self assembled GaAs/AlGaAs QD
measured at T = 15 K for different excitation powers. Courtesy of
T. Kuroda.

QDs is also studied, evidencing an efficient acoustic phonon
broadening.

Interesting effects on single QD PL, the so-called “ran-
dom telegraph noise” [163] and “spectral diffusion” [164],
have been recently reported. These are assumed to be
extrinsic effects, usually attributed to defects surrounding
the QD and to their state of charge.

The “random telegraph noise,” or blinking, consists of a
QD switch among two or three levels, with a corresponding
change in the PL intensity. The switching rate has a typical
scale of seconds or even minutes and increases, increasing
the temperature or the excitation intensity. Apparently the
emission energy does not change appreciably between the on
and the off state [165]. For the explanation of these data a
model has been proposed involving a photoactivated defect,
having two fairly long–lived configurations. In one configu-
ration the defect captures carriers from the QD, which of
consequence has a low emission efficiency. In the other con-
figuration the carrier capture is less efficient and the QD is
characterized by a high PL efficiency [163].

The “spectral diffusion” manifests itself as an inhomoge-
neous broadening of the PL of single QDs at low tempera-
ture, determined by the electric fields due to fluctuations in
the charge distributions surrounding the dot, with an unex-
pected temperature behavior [164]. In InP/GaInP QDs the
single QD band at low temperature is characterized by a
FWHM of some meV; increasing the temperature the band
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abruptly changes, switching into several narrow lines and
then, at even higher temperatures, to a single sharp peak
of very narrow width. The interpretation of these data, as
discussed in [164], is as follows. The sharp line in the high
temperature spectra is due to the unperturbed fundamental
transition of the OD and the broadening of this emission at
low temperature is attributed to the interaction of the QD
electron and hole states with charges trapped or released by
the sites surrounding the QD, leading to fluctuations in the
charge configuration. The mode of QD emission depends
on the position of the Fermi level determining the charge
of these sites. The presence of spectral diffusion effects may
not allow one to measure the QD homogeneous broadening
using single QD PL. This problem can be overcome by using
four-wave mixing techniques [99].

4.1.9. External Applied Fields
The spectroscopic techniques permitting the study of sin-
gle QDs have opened great opportunities for the analysis
of the effect of external fields on the electronic states of
zero-dimensional structures.

A recent paper on AlxIn1−xAs/AlyGa1−yAs self-assembled
QDs gives some insight on the effect of an electric field on
the electronic properties of these systems [166]. Microphoto-
luminescence measurements have been performed on single
QDs in the presence of an external field oriented along the
growth direction (the field was considered positive when the
field lines were oriented from top to substrate); the field,
both positive and negative, has been varied in a wide inter-
val. The most interesting result is an asymmetric Stark shift
of the emission energy as a function of the applied field. In
general, the single QD lines blueshift for increasing positive
fields and this shift reaches a maximum; on the contrary,
the emission is redshifted for negative applied fields. The
results of theoretical calculations are quantitatively consis-
tent with the experimental findings; in particular, the theory
shows that the blueshift is mainly due to a strong increase in
the electron confinement energy because the field displaces
the electron toward the apex of the QD. Another interest-
ing effect of the application of the electric field is that lines
appear and disappear in the spectrum as the field is tuned.
The effect is probably related to the modification of the
emission selection rules [166].

The spectroscopy of single QDs in magnetic fields up to
8 T is discussed in [167], where a magneto-optical study
of excitons, biexcitons, and charged exciton complexes in
Al0�36In0�64As/Al0�33Ga0�67As is presented. In particular, as
the magnetic field is increased, the single exciton splits into
�+ and �− polarized states, the splitting between the two
states increasing linearly with the magnetic field. A slight
diamagnetic shift of the order of 0.1 meV in the range 0 to 8
T is observed for the single exciton. Furthermore, the split-
ting of the biexciton is identical to that of the single exciton,
despite the fact that the biexciton energy is not expected to
split in a magnetic field, due to the singlet nature of the
biexciton. In fact the final state of the biexciton transition is
an exciton and thus the splitting of the biexciton emission is
given by the Zeeman splitting of the exciton [167].

The use of magnetic field allows study of the presence of
dark excitons in QDs. The concept of dark exciton refers to

fine electronic structure of the electron–hole complex. Gen-
erally speaking, the e–h complex consists of a multiplet of
states with different total angular momenta. The states are
split (usually by few hundreds of �eV) due to the exchange
interaction. Only the states with angular momentum equal
to 1 can recombine radiatively; the other states are not cou-
pled to the light field and are denominated dark exciton
states. The presence of dark states has a strong influence
on the recombination kinetics of bright excitons. In fact,
dark states, due to their long lifetime, act as a reservoir for
the bright exciton recombination.

A determination of the dark exciton states is quite dif-
ficult, first because a direct access by optical spectroscopy
is allowed only if a symmetry breaking relaxes the conser-
vation of the angular momentum. This occurs, for exam-
ple, by using a magnetic field, which produces a mixture of
dark and bright exciton states. A further complication in the
study of dark excitons is related to the very small splitting
between states of different angular momentum, which, in
semiconductor structures, is usually much smaller than the
inhomogeneous broadening. However, this last limitation is
overcome in single QD spectroscopy. A spectroscopic study
of dark exciton states in InGaAs single QDs under magnetic
field has been reported in [168]. By varying the strengths and
the orientation of the external magnetic field, the authors
were able to resolve the full detail of the fine structure of
the QD excitons, determining both the electron and hole g
factors and the electron–hole exchange splitting.

4.2. Time-Resolved Photoluminescence

Ultrashort laser pulses below 100 fs are nowadays routinely
generated and used for providing a sort of instantaneous
optical excitation of semiconductor systems. The availability
of laser sources with a large range of wavelengths, repeti-
tion rate, pulse duration, and energy has made it possible to
explore a large variety of physical phenomena by means of
time-resolved spectroscopy. After the excitation by an ultra-
short pulse of a semiconductor in thermodynamic equilib-
rium, this undergoes several stages of relaxation before it
returns to the initial condition. The investigation of these
relaxation processes allows one to get information on the
intrinsic time constant ruling the carrier dynamics. Time-
resolved spectroscopic techniques with the appropriate time
resolution are then largely exploited in order to follow, in
real time, the relaxation paths of the photoexcited carriers.
For a general review we refer to [169].

4.2.1. Experimental
Ultrafast Lasers Ultrashort laser technology is based on
the mode locking method, in which the longitudinal modes
of the laser cavity are locked in phase, in active systems
with large gain bandwidth. Synchronously pumped organic
dye lasers with a mode-locked Nd:YAG or Ar+ ion laser,
invented at the end of the 1970s, were the first efficient tool
for ultrashort laser pulse generation. Enormous progress
in tunability, stability, and quality of the laser pulses has
been achieved with the development of solid state lasers and
in particular with Ti:sapphire lasers. Generation of pulses
shorter than 10 fs has been realized directly from the laser
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oscillator without the need for laser amplification and com-
pression. Optical parametric oscillators or amplifiers have
recently increased the tunability range of ultrafast lasers.

PL Detection Several detection techniques have been so
far developed for time-resolved PL spectroscopies. The most
widely used method makes use of a streak camera. The
PL photons, focused on a photocathode, extract photoelec-
trons that are deflected by time modulated electrostatic
fields to be streaked, after multichannel plate amplification,
across a phosphorescent screen. Therefore photoelectrons
emitted at different times impinge onto the screen at dif-
ferent positions and the information on the time is trans-
ferred into a spatial distance. Picosecond resolution can
be achieved in state-of-the art streak camera apparatuses.
Higher time resolution, limited only by the pulse duration,
can be achieved by nonlinear techniques like the paramet-
ric up-conversion. In this case the PL signal is combined in
a nonlinear crystal, such as KTP or LiIO3, with part of the
laser pulse suitably delayed. Frequency sum generation can
occur only during the laser pulse gate and its intensity as a
function of the delay of the laser pulse directly gives the PL
time evolution.

4.2.2. General Aspects
The carrier relaxation in semiconductors can be classified
into three main temporally overlapping regimes.

Coherent Regime The excitation in the semiconductor
created by a ultrashort laser pulse has a well defined phase
relationship within the excitation and with the electromag-
netic field of the laser pulse. In this situation, the system
optical response is driven by the interaction of the field
with the coherent macroscopic polarization induced by the
laser pulse. This coherent regime shows several interesting
phenomena, which are strictly related to the basic quantum
mechanics in semiconductors. The time scale on which the
coherent interaction relaxes is usually very short in semi-
conductor structures due to the scattering processes leading
to a coherent loss. Typically, in semiconductor systems the
dephasing processes are very fast (few picoseconds or even
less). On the contrary, long dephasing times (in the nano-
second timescale) have been recently observed in semicon-
ductor QDs.

Cooling Regime In this regime the photoexcited carriers
lose their excess of energy, mainly by emission of phonons.
In the first stages (few picoseconds) of this regime the distri-
bution of the photoexcited carriers is very likely nonthermal
(i.e., cannot be described by a temperature) Carrier–carrier
scattering processes are very often responsible for the carrier
redistribution within the accessible states leading to a ther-
malized distribution of the carriers. The related temperature
can be higher than the lattice temperature for a long time
scale (few tens of picoseconds). This stage is indeed denom-
inated as a hot-carrier regime. In this regime the carriers
lose their excess of energy mainly by emission of phonons.
At the end of the intraband relaxation processes the pho-
toexcited carriers eventually reach a thermalized distribu-
tion in equilibrium with the lattice vibrations. In the case
of semiconductor nanostructures within the cooling regime
the thermalization processes include also the carrier capture

into the nanostructures because they represent the lowest
energy states of the system.

Recombination Regime The carriers and the phonons
are in thermal equilibrium with each other. However, there
is an excess of electrons and holes with respect to the ther-
mal distribution due to the laser pulse excitation. The pho-
toinjected carrier population decays by either radiative or
nonradiative recombination with a typical time constant of
100 ps–1 ns, in direct semiconductor nanostructures.

It should be stressed that often the relaxation processes in
the different regimes occur simultaneously. For example, the
electron–hole pair recombination can also occur during the
cooling regime leading to the so-called hot PL. Nevertheless
the description in terms of different relaxation regimes pro-
vides a useful framework for discussing the carrier dynamics
in semiconductors.

4.2.3. Carrier Dynamics in Quantum Dots
Several experimental techniques have been so far developed
for investigating different aspects of the carrier relaxation.
Here we will focus our attention on the time-resolved PL
originated by the thermalized distribution of electron–hole
pairs (or excitons) in semiconductor QDs. Since the elec-
tronic levels in QDs are separated by tens of meV, low tem-
perature PL measurements mainly probe the fundamental
optical transition, unless state filling effects take place under
large excitation power density. Generally speaking, the PL
time evolution after short pulse excitation can be character-
ized by two time constants, that is, the rise time and the
decay time. The rise time describes the delay after the exci-
tation that occurs for the carriers to reach the levels from
where the emission takes place and it contains information
on the carrier capture and energy relaxation processes. The
decay time is a direct measurement of the electron–hole
pair recombination time by either radiative or nonradiative
mechanisms.

It should be also noted that the carrier capture and
recombination in QDs are random processes which are
not adequately described by standard rate equation models.
A theory of random population has indeed been developed
for a correct description of the carrier dynamics in QDs [76].
Monte Carlo models have been developed for taking into
account the random nature of the carrier capture in the QD
recombination kinetics [170].

4.2.4. Carrier Relaxation and Capture
in Quantum Dots

The nature of the mechanisms underlying the carrier relax-
ation in QD materials has been largely debated in the last
years [171–175] and it is not yet completely understood.
The relaxation processes in QDs attract much attention
since they involve fundamental physical aspects of the zero-
dimensional semiconductor systems, and also due to their
relevance for device applications. In QD lasers the carri-
ers are injected into the barriers embedding the QDs. After
energy dissipation processes, the carriers are captured by
the QDs and then relax to the fundamental lasing state.
The efficiency of the relaxation cascade directly affects the
device performances, such as threshold current, temperature
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stability, and so on. The achievement of very fast capture
rate is therefore a relevant aspect of the device optimiza-
tion study. At the same time the interband phonon scatter-
ing in quantum confined electron gases is expected to show
strong dimensionality effects [176]. Bockelmann and Bas-
tard proposed a model calculating the theoretical emission
rates for longitudinal acoustic (LA) phonons as a function
of the lateral dimension L of the nanostructure in 0D, 1D,
and 2D systems, corresponding to QDs, QWRs, and QDs,
respectively. The model is based on weak phonon-coupling
assumptions and Fermi’s golden rule was used to estimate
the carrier relaxation rate. In this model the initial elec-
tron state energy Ei was chosen in order to have the same
energy difference from the fundamental level for the QD,
QWR, and QW as illustrated in Figure 22. The initial elec-
tron states are the first excited level for the QD and the
edge of the first excited subband for the QWR and the QW.
For lateral sizes exceeding 200 nm the three scattering rates
decrease and become very close, since the differences vanish
when the confinement size becomes very large. In the pres-
ence of quantum confinement effects (L < 100 nm), a clear
reduction of the LA phonon scattering efficiency is instead
predicted when decreasing the dimensionality of the elec-
tron gas. In particular the LA phonon scattering rate in QDs
is extremely small and exhibits strong oscillations. The oscil-
lations are manifestations of the discrete atomiclike energy
spectrum of the QD. Even more dramatic are the effects of
the QD constraints on the allowed inelastic carrier scattering
via LO phonons. In particular, single LO phonon emission
is forbidden unless the energy separation between the QD
levels exactly matches the LO phonon energy. The predicted
inefficient carrier relaxation via phonon emission in QDs is
usually referred to as phonon bottleneck.

From the experimental side, the characteristic carrier
relaxation time from the barrier states to the fundamen-
tal QD level is found to be very fast, that is, of the order
of few tens of picoseconds, and becomes even shorter for
large injection of carriers. Several mechanisms have been
invoked to explain the lack of phonon bottleneck. In the
low injection regime, the fast relaxation time (30–70 ps)
has been interpreted as a consequence of the presence of a
continuum tail of defect states to which the carriers easily
relax the excess energy [174]. Alternatively, resonant mul-
tiphonon processes can mediate the relaxation between the
localized states [177]. The formation of vibronic (polaron)
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Figure 22. Schematic dispersion curves in the case of 0D, 1D, and 2D
confinement.

states, which might provide wide energy windows for effi-
cient relaxation, has been also proposed [178]. In summary,
a clear understanding of the origin of the fast carrier cap-
ture and relaxation in QDs has not yet been reached. On
the contrary, there is evidence of the major role played by
Auger-like processes in the carrier relaxation under large
injection. This is shown in Figure 23 where the experimental
PL rise time (equivalent to the relaxation time) is reported
as a function of the excitation density and wavelength [179].
Increasing the carrier injection, the carrier–carrier interac-
tion speeds up the energy relaxation rate. This effect has
been assigned to Auger–like processes where an electron
(or a hole) occupying an excited level of the dot relaxes to
a lower state giving the excess of energy to another elec-
tron (or hole) [179, 180]. In particular, the Auger processes
involving carriers localized in the 2D WL states have been
claimed to increase the carrier relaxation rate inside the
QD [181, 182]. Nevertheless recent experimental data unam-
biguously show that very similar phenomenology occurs also
in GaAs/AlGaAs QD grown without WL, pointing out the
relevance of internal Auger mechanisms in the QD carrier
relaxation [183].

4.2.5. Spin Relaxation in Quantum Dots
The discrete nature of the electronic DOS of semiconduc-
tor QDs modifies the carrier spin relaxation dynamics with
respect to the bulk or to quantum well structures [184]. The
lack of available energy states is expected to inhibit both
elastic spin flip mechanisms and inelastic phonon scattering.
The possibility of very long spin relaxation time has been
exploited for proposing the QDs as candidates for the imple-
mentation of spintronics [185].
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Figure 23. Dependence of the QD ground state PL rise time as a func-
tion of the laser excitation density in GaAs/AlGaAs QDs. After [183].
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These predictions have stimulated large interest on the
spin relaxation in QDs. In the study of natural QDs formed
by interface fluctuations in GaAs QWs, it has been shown,
by means of CW-PL experiment, that the rate of spin flip-
ping was lower than the radiative recombination rate [130].
The same conclusions were obtained in [186] in the case
of self-aggregated InAs QDs. On the contrary, longer spin
relaxation times, almost twice the recombination time, have
been observed in InGaAs quantum discs [187]. It should be
noted that in all these studies the spin dynamics has been
addressed via nonresonant excitation of the QD structures.
This means that the carriers were photoinjected into the bar-
riers. Therefore the observed polarization dynamics was the
result of all the spin relaxation processes occurring during
the relaxation path.

Recently the study of the QD spin relaxation has been
performed by using strictly resonance conditions [188]. The
laser excitation energy was exactly coincident with the detec-
tion energy. The use of up-conversion methods for detecting
the QD-PL allowed not only a very good time resolution but
also the elimination of the strong initial contribution due to
Rayleigh scattering. The QD emission was analyzed both in
the linear and in the circular polarization channel. The result
was that spin relaxation was completely frozen on the car-
rier relaxation time scale. The discrepancy with the previous
study was assigned to the relevant role of resonant injection
in reducing carrier occupation of higher energy states which,
via Coulomb exchange mechanisms, may produce a spin flip
of the QD ground state [188].

4.2.6. Carrier Recombination
in Quantum Dots

The measurement of the QD-PL lifetime �PL directly gives
the recombination time of the electron–hole pairs inside the
QD. Obviously �PL depends both on the radiative recombi-
nation time �rad and on the nonradiative recombination time
�nrad via the well known relation �PL = �1/�rad + 1/�nrad�−1. It
is commonly assumed that self-aggregated QDs are almost
defect-free and that the parasitic nonradiative recombina-
tion channels do not play a major role in the low tempera-
ture PL emission. Therefore the experimental �PL is used as
a direct measurement of the intrinsic QD radiative lifetime
[189, 190], even if the presence of the nonradiative recom-
bination affecting preferentially the small QDs has been
reported in the case of high QD density [177]. The radia-
tive decay rate 1/�rad can be evaluated by means of Fermi’s
golden rule in the dipole approximation [191]. In the limit
of strong confinement conditions, where the carrier quan-
tization energies are much larger than the exciton binding
energy, 1/�rad is simply proportional to the atomiclike life-
time [192],

1
�rad

= e2Ep�n

2m0�0hc
3
�2 (11)

where �� is the QD transition energy, m0 and e are the
electron vacuum mass and charge, Ep is the Kane energy,
c is the speed of light in vacuum, and n is the index of
refraction. The factor �2 is the overlap of the electron and
hole wavefunctions. This expression predicts two relevant

features. The first is the increase of the radiative recom-
bination rate with the QD transition energy. Smaller QDs
are expected to have shorter radiative lifetime. The second
feature is that the radiative lifetime is proportional to the
overlap of the electron–hole wavefunctions. The predicted
dependence of the QD-PL lifetime on the QD size has
been recently reported in a set of annealed InAs/GaAs QDs
[190]. The thermally activated interdiffusion effect produces
a large blueshift of the fundamental QD optical transition.
Therefore the annealing induces a reduction of the effective
QD size. As a consequence, the ground state radiative life-
times are found to vary from 800 to 490 ps as the QD size
is decreased. This variation is larger than the reduction pre-
dicted by the variation of the optical transition energy. The
difference has been attributed to the increase of the overlap
of the electron–hole wavefunctions [190].

The dependence of the radiative lifetime on the overlap
of the electron–hole wavefunctions has been used to monitor
the relative separation of the photogenerated carriers. Let
us discuss two examples.

The first is related to the QDs grown on high index
Miller substrates. As discussed in Section 4.1.6, the pres-
ence of piezoelectric fields in these QDs produces a spatial
separation of the electron and hole wavefunctions which is
expected to produce a reduction of the radiative recombina-
tion probability. The investigation of the carrier dynamics in
InAs/GaAs (N11) QD performed in [156] by time-resolved
(TR) measurements confirms this picture. The study of the
time evolution of different spectral components of the PL
band of (211)A QDs for increasing emission wavelengths
evidences a progressive lengthening of the PL decay time.
Of consequence, the PL emission peaks shift toward lower
energy increasing the delay time after the exciting pulse, with
minor variations of PL shape and linewidth (Fig. 24). In the
long time limit the QD PL spectrum tends to recover the
lineshape of the CW PL spectrum measured at low power
density. Both the dynamic redshift of the PL band and the
wavelength dependence of the PL decay times can be inter-
preted in terms of dynamic screening of the internal electric
fields in the QDs. The electrons and holes injected by the
optical excitation are spatially separated by the field result-
ing in a photoinduced screening of the internal field. Thus,
in a TR-PL experiment, when increasing the delay time after
the pulse excitation, an effective increase of the internal
electric field is expected and the dynamic redshifts of the
PL band can be attributed to the increase of the quantum
confined Stark shift of the QD optical transition. The PL
decay time dependence on the wavelength also reflects the
same physical mechanism [156]. Note also that a large intrin-
sic nonlinearity in the carrier recombination kinetics [156]
is associated with the described phenomenology. A detailed
discussion of the influence of intrinsic internal fields on the
recombination kinetics of high coverage (N11) InAs/GaAs
quantum dots is reported in [193].

A second example is the possibility to tune the radiative
lifetime in multilayer QD structures. The strain fields from
the preformed islands induce vertical alignment in closely
stacked QD layers and a self-organization of the QDs in ver-
tical column occurs (see Sections 2.1.1 and 4.2). Whenever
the barrier thickness is thin enough to allow tunneling, the
carrier wavefunction becomes extended over many QD sites



III/V Semiconductor Quantum Dots 757

0

102

103

1000

Delay Time (ps)

P
L

In
te

ns
ity

(a
rb

.u
ni

ts
)

P
L

In
te

ns
ity

(a
rb

.u
ni

ts
)

Energy (eV)
2000

880 nm

1.6 ns

1.2 ns

0.8 ns

0.4 ns

0 ns

890 nm
900 nm

910 nm

920 nm

930 nm

1.30 1.401.35

(a) (b)

(c)

Figure 24. (a) PL intensity decay of the sample (211)A measured at
various wavelengths: 880 (squares), 890 (circles), 900 (up-triangles), 910
(down-triangles), 920 (diamonds), and 930 nm (left-triangles). (b) Time-
resolved spectra of the (211)A QDs. The step of the time delay between
each spectrum is 200 ps. Each spectrum is normalized to its maximum.
(c) Comparison between the time-resolved spectra of the (211)A QDs
for an excitation power of 200 Wcm−2 at 1.6 ns delay (corresponding to
a reduction of nearly 1/10 of the PL integrated intensity at zero delay—
continuous line) and the time-resolved spectrum for an excitation power
of 20 Wcm−2 at 0 ns delay (circles). Reprinted with permission from
[151], S. Sanguinetti et al., Microelectron. J. 33, 583 (2002). Elsevier
Science.

along the column. However, the tunnel probability is larger
for electrons than for holes. Therefore there exists a range
of barrier thicknesses where the electrons are delocalized
over the QD column and the hole are confined within a sin-
gle QD. This induces a strong reduction of the electron–hole
overlap and therefore an increase of the radiative recombi-
nation time [91].

An increase of the emission lifetime in stacked QDs
increasing the number of layers has been observed [91, 92].
Data from [91] are reported in Figure 25. The emission

Figure 25. Dependence of the PL decay time at T = 10 K on the num-
ber of stacked QD layers (the solid line is only a guide for the eye).
Courtesy of M. Colocci.

lifetime increases with the interlayer separation [160]. The
interpretation relies in the reduction of the oscillator
strength of the exciton inside the QD column [91], also due
to the different delocalization between the wavefunctions of
electrons and holes [91, 94].

Finally the excitation with ultrashort laser pulses has been
used for the characterization of the QD excited state struc-
ture. [177, 189, 194, 195]. State filling in QDs, which is due
to the exclusion principle, is effective when only a few car-
riers populate the lower states. Therefore the population of
the excited states is easily achieved by photoinjection of car-
riers inside the barriers at excitation power exceeding few
hundred W cm−2, also due to the hindering of the interlevel
relaxation. QD state filling has lead to the observation of a
large number of excited state optical transitions. The mea-
surement of the emission decay time of each transition was
used to evaluate the excited state radiative lifetime, which
was estimated to be of the same order of magnitude as the
ground state lifetime [189].

5. APPLICATIONS
Significant technological improvements in the growth of
nanostructures have been realized in the last decade. This
opened the route to a new generation of QD devices tak-
ing advantage of the unique QD features arising from car-
rier quantization effects in all the three spatial directions.
On one side, QDs have attracted large interest as possi-
ble efficient replacements of other quantum heterostruc-
tures for standard optoelectronic devices [196]. On the other
side, a more general prospect has been recently addressed,
aiming at exploiting the specific features of QDs for novel
devices in the revolutionary field of quantum communication
and quantum computation [197, 198]. Here we will touch
on only two topics: the QD laser and QD based quantum
cryptography.

5.1. Quantum Dot Lasers

Semiconductor lasers are nowadays key components in
several widely used technological products, such as laser
printers and compact disc players. At the beginning of the
1980s it was demonstrated that the use of quantum wells
as the active layer in semiconductor lasers should result in
more efficient devices. Even better performances can be
obtained for lasers with quantum dot active layers [12]. This
can be explained as follows. Stimulated recombination of
electron–hole pairs occurs inside the nanostructure, where
the confinement of carriers and also of the optical mode
enhances the radiation–matter interaction. In particular, the
change in the electronic density of states as a function of
the nanostructure dimensionality is relevant, as discussed the
Introduction. One relevant figure of merit of an active sys-
tem is the optical gain spectrum [199]. Figure 26 reports a
comparison between the optical gain of bulk and low dimen-
sional semiconductors. The optical gain is enhanced in the
case of QDs. It is clear that a QD laser will allow a reduc-
tion in threshold currents and an increase in differential
gain. Other benefits of quantum dot active layers include less
temperature dependence than other semiconductor lasers,
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Figure 26. Calculated gain spectra at 300 K for a QD (a cube of 10 nm
side), a QW (width of 10 nm), and bulk of Ga0�47In0�53As/InP. Data from
[199].

reduced degradation at elevated temperatures, and larger
tuning range.

However, the advantages in operation depend also on the
uniformity of QD size. A large distribution of QD dimen-
sions broadens the density of states, reducing the optical
gain. Thus, the challenge in realizing QD lasers with opera-
tion superior to other semiconductor lasers was that of form-
ing high density, high quality, and uniform quantum dots in
the active layer. The first demonstration of a quantum dot
laser with high threshold current density was reported by
Kirstaedter et al. in 1994 [200]. QD lasers with improved
operation were later achieved by increasing the density of
the QD structures, stacking successive, strain-aligned rows
of quantum dots and therefore obtaining vertical as well
as lateral coupling of the QDs [196]. Nowadays 1300 nm
GaAs-based and 1550 nm InP-based QD lasers are com-
mercially available with performances not achievable with
QW lasers. Nevertheless a number of critical issues on QD
technology, involving the uniformity of size, the controllable
achievement of higher quantum dot density, and a better
understanding of loss mechanisms are still under study and
will very likely improve the device characteristics in the next
years.

5.2. Quantum Cryptography

The principles of quantum mechanics appear to offer novel
degrees of freedom in the development of technological
applications. Assuming to be able to organize and control a
complex system governed by the law of quantum mechan-
ics, it will be possible to engineer devices with revolutionary
features. Among them quantum computational [197] and
quantum cryptography [198] devices have been proposed to
be realizable by means of QD technology. While quantum
computing is still a dream, the realization of quantum cryp-
tography seems to be very near. Let us briefly discuss the
latter. Cryptography is the science of devising code to allow

two users of a secret communication channel. The informa-
tion generally takes the form of a string of bits that can be
decoded only by the use of either a public-key encryption or
secret-key encryption. Roughly speaking, in both cases the
security of the communication channels is nowadays based
on the assumed difficulty of factoring of extremely large
prime numbers. Quantum information exchange is expected
to provide a way of agreeing to a secure key without mak-
ing this assumption [198]. The basic elements of quantum
encryption are the measurements of a quantum state, typi-
cally the polarization state of a single photon. The quantum
state is decided by the sender and then measured by the
recipient. Due to the uncertainty principle, conjugate vari-
ables cannot be measured simultaneously. For example the
photon polarization can be expressed in the linear or cir-
cular bases, but measuring the polarization in one specific
basis will destroy the conjugates. Thus if the receiver do not
know the basis used by the sender, the observation of the
receiver can destroy the sender’s information without under-
standing it.

The key technology for implementing quantum cryptog-
raphy is the realization of a true single photon source. This
cannot be realized simply by attenuating a standard light
source since it has been predicted that even a very low
rate of two–photon events makes the cryptography com-
pletely insecure. Recently the goal of a single photon source
has been realized with QDs embedded in micropillar struc-
tures [201–203]. The QD layer placed inside a high Q pla-
nar microcavity, formed by two distributed Bragg reflectors,
was fabricated monolithically using epitaxial growth tech-
niques. Then the sample was patterned by electron beam
lithography and etched through the microcavity leading to
arrays of microposts with submicrometer diameters. This
structure provides simultaneously the presence of very few
QDs in the micropillar and fully three-dimensionally con-
fined optical modes. Due to the quantum electrodynamical
Purcel effect, the QD emission is enhanced and has prefer-
ential output direction [201]. It has been shown that, under
these conditions, the QD generates one and only one photon
from the fundamental optical transition for every excitation
laser pulse [202, 203]. This demonstrates the realization of
a quantum-dot single photon turnstile device.

GLOSSARY
Epitaxy The deposition of a crystalline substance, usually
in a thin layer, upon the surface of a single crystal with a
similar crystalline structure. The process does not involve a
chemical reaction between the two materials.
Exciton Electron-hole pair bound by electrostatic interac-
tion free to move in the semiconductor crystal. The exciton
has no net electrical charge but it transports energy.
Heterostructure Synthetised crystalline system composed
of more than one coherent material.
Phonon Quantum of lattice vibrational energy. The
phonon can be viewed as a wave packet with particle-like
properties.
Photoluminescence Emission of light as a result of absorp-
tion of electromagnetic radiation. The emitted light energy
is usually lower that of the absorbed light.
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Quantum structures Nanostructures capable of electronic
quantum confinement in one (quantum well), two (quantum
wire) or three (quantum dot) dimensions.
Self-assembling Generation of complex structures via
atom organization driven by thermodynamics and kinetic
processes.
Strain Relative deformation of elastic, plastic, and fluid
materials under applied forces.
Quantum computer Device that employs properties
described by quantum mechanics to enhance computational
capabilities.
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1. INTRODUCTION
The superior performances of quantum well (QWL)
semiconductor devices over bulk devices have stimulated
considerable interest in lower dimensional structures such
as quantum wires (QWRs) and quantum dots (QDs) [1].
Carrier confinement to one or zero dimensions is expected
to give rise to sharp peaks in the density of states (DOS).
Figure 1 shows the DOS profile in energy of quantum nano-
structures. The sharp peaks of the DOS can result in many
interesting properties. For example, when used for optoelec-
tronic devices, the sharp DOS peaks can lead to increased
exciton binding, enhanced optical nonlinearities, narrower
gain spectra, and higher differential gain.

The mature modern epitaxial techniques, such as metal-
organic vapor-phase epitaxy (MOVPE) and molecular-beam
epitaxy (MBE), provide the possibility of the fabrication of
nanometer-sized semiconductor structures, including QWLs,
QWRs, and QDs. In this chapter, we mainly review the

advances in the growth, optical properties, and devices of
semiconductor QWRs.

Several types of QWRs are realized by using III–V,
II–VI, and SiGe semiconductor heterostructures, and also
by using polymers and colloids. Here, we concentrate mainly
on GaAs- and InGaAs-related QWRs produced by epi-
taxy, which are the two most mature kinds of semicondutor
QWRs. Compared with others, these two kinds of QWRs
have been well investigated, and several electronic devices
have been realized, including QWR lasers, photodetectors,
modulators, and transistors.

2. GROWTH OF QUANTUM WIRES
The current fabrication techniques of semiconductor QWRs
make it difficult to obtain symmetric strong confinement
from both dimensions. Most of the methods are based on
the modified heteroepitaxial techniques, that is, QWRs are
formed using the edges, corners, or intersections of two
QWL layers. Therefore, one dimension confinement is from
the potential barriers of heterostructures, while the other
confinement is from the differences of the quantization
energy, which is weaker. One aim to fabricate high-quality
QWRs is to obtain large confinements from both sides.
Two superior epitaxial methods of semiconductor QWRs are
MOVPE and MBE.

2.1. V-Groove Quantum Wires

V-groove QWRs are one type of the most mature and
promising QWR structures. The idea of V-groove QWRs
was first proposed by Kapon and co-workers [3–5]. The
idea is to grow QWL structures on a nonplanar substrate
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Figure 1. Density of states of semiconductor bulk, quantum wells,
quantum wires, and quantum dots.

to achieve lateral confinement by QWL thickness variation.
V grooves are formed by two {111} facets. Figure 2 demon-
strates the processing of the V grooves on GaAs (001) sub-
strates. A (001) GaAs substrate wafer is processed using
standard photolithography to obtain 2 �m wide photoresist-
masked stripes with a 2 �m blank region between two
stripes. Wet chemical etching is used to etch this patterned
wafer. Because of the selectivity of the chemical etching to
the different crystal facets, the {111} facets will be exposed
to the surface. The V grooves are then formed by two
{111} crystal facets, as demonstrated in Figure 2(a). Two
kinds of chemical solutions are usually used to produce the
V-groove patterned substrates: H3PO4:H2O2:H2O (3:1:1), or

(b)

(311)A

(001)

θ=78°

50 nm

(a)

(001)

(001) GaAs substrate

Wet chemical etching

(111)

[01-1]

Figure 2. (a) Schematic of preparation of V-groove pitches. (b) TEM
image of multiple AlGaAs/GaAs V-groove QWRs grown using flow rate
modulation epitaxy method. Reprinted with permission from [16], X. L.
Wang and M. Ogura, J. Cryst. Growth 221, 556 (2000). © 2000, Elsevier
Science.

NH3:H2O2 (1:5). The etching temperature can be at 0 �C or
at room temperature. 4 �m pitch, [01–1]-oriented V grooves
are formed after chemical etching of a 4 �m pitch pho-
toresist patterned substrate wafer. To obtain a high den-
sity of the V grooves, the holographic lithography technique
has been used. One short-wavelength laser beam interferes
with its reflected beam on a substrate surface, which is
coated with photoresist to obtain a high density of stripe
patterns. This patterned substrate is also etched with the
chemical solution. A 250 nm period V-groove array has been
reported [6]. The growth on these V grooves will be self-
limiting growth. When a GaAs or InGaAs QWL structure
is grown on the patterned substrates, the well thickness at
the V groove bottom is much thicker than that at the lat-
eral side (so-called sidewall QWLs). Therefore, confinement
can be obtained from the sidewall QWLs. At the bottom
of the V grooves, a crescent-shaped QWR will be formed.
Figure 2 shows a schematic illustration and a cross-section
TEM image of a multiple GaAs/AlGaAs V-groove QWR
structure grown on a 4 �m pitch V-groove grating substrate
using the flow-rate-modulated epitaxy (FME) method [7].
The crescent shape is formed by different crystal facets,
which is demonstrated in the schematic diagram. Because
the diffusion length of the Al atom on the GaAs substrate
is much smaller than those of Ga and In atoms, therefore
the AlGaAs layer will not show much of a self-limiting pro-
file; then the growth of the AlGaAs layer can maintain the
V-groove shape. This property provides a chance to grow
a thick AlGaAs buffer layer to recover the etching-induced
damages on the surface without changing the V shape, and
also to recover the V shape after the QWR layer.

2.1.1. Growth of V-Groove Quantum Wires
with Conventional Epitaxy

AlGaAs/GaAs QWR MOCVD is preferred to grow
V-groove QWR structures rather than MBE, which has been
predicted in theory [8–9]. Here, conventional epitaxy means
growing a QWL structure on the V-groove substrate as a
conventional process of QWL growth on a planar substrate
without interruption. Figure 3(a) shows a TEM image of
multiple GaAs/AlGaAs QWRs grown with conventional epi-
taxy using low-pressure MOVPE on a 4 �m pitch V-groove
patterned substrate. During the growth, a 0.1 �m GaAs
buffer layer was grown before a 1 �m Al0�5Ga0�5As layer. On
the top of this thick Al0�5Ga0�5As layer, a nominal multiple
QWL structure was grown. All layers were grown at 750 �C.
Multiple QWRs were then obtained at the V-groove bot-
toms. The thickness difference between the QWR and the
lateral QWL is about three times. A dark vertical band in
the TEM image is formed at the bottom of the V grooves as
a low Al composition AlGaAs band due to the longer migra-
tion length of a Ga atom than that of an Al atom, and this
low Al composition AlGaAs band forms a vertical quantum
well (VQWL). Figure 3(b) shows the room-temperature PL
spectra by using the micro-PL method. The dotted line is
a Gaussian fitting. The sample is silicon doped in the wire
region, which is for the purpose of photodetector devices
using intersubband transition.

The lateral confinement of the QWR is always a limitation
to obtaining the one-dimensional properties. To increase the
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Figure 3. (a) TEM image of a multiple QWR structure grown by con-
ventional MOVPE epitaxy. (b) Room-temperature micro-PL spectrum.

lateral confinement, the sublevel energy difference between
a sidewall QWL and QWR should be enlarged. Liu et al.
used dual self-aligned geometry to selectively implant the
sidewall QWL, and then used thermal annealing to recover
the damage. The sublevels of the sidewall QWL are then
lifted from the interface intermixing [10, 11]. Figure 4(a)
and (b) shows the CL images of the implanted and as-grown
QWR structures. After implantation, the sidewall QWLs are
disabled, and the CL from QWRs are clearly shown.

InGaAs/AlGaAs QWRs Indium atoms have a larger dif-
fusion length than gallium and aluminum atoms. In the
meantime, the InGaAs has a smaller bandgap than GaAs.

Unimplanted

Implanted

Figure 4. CL spectra of the as-grown (labeled as unimplanted) and the
implanted samples.

Therefore, incorporation of indium in the wire region will
benefit the lateral confinement. Figure 5 shows a TEM
image of the cross section of an In0�2Ga0�8As/Al0�5Ga0�5As
QWR structure. The growth selectivity of the QWR to
the sidewall QWL is obviously improved compared with
GaAs/AlGaAs QWR structures. One difficulty for the
growth of the In0�2Ga0�8As/Al0�5Ga0�5As QWR structure is
the difference of the growth temperature of the In0�2Ga0�8As
layer and the Al0�5GaAs barrier layer, which could be more
than 150 �C. Asymmetric Al0�5Ga0�5As–In0�25Ga0�75As–GaAs
QWR was successfully fabricated. Strain effects and the
DOS were theoretically investigated [12].

High-Density QWRs To increase the planar density of
QWRs, holographic lithography can be used to obtain a high
density of stripes, then the high density of V grooves by
using wet chemical etching. Figure 6 demonstrates the high
density of an InGaAs/GaAs V-groove QWR structure. The
distance between two QWRs is about 320 nm. This kind
of high-density QWR structure will benefit optical devices,
such as lasers and detectors.

2.1.2. Growth of V-Groove Quantum
Wires Using FME

To achieve larger lateral confinement, one direct way is to
increase the thickness difference of the sidewall QWL and
the QWR layers, which needs stronger self-limited growth.
Wang et al. used FME to achieve a larger lateral con-
finement [13–15]. Figure 7 shows the diagram of the flow
rate control for the FME growth. We can see that Ga will
have a larger diffusion length on the sample surface with
arsine flow off. The TEM image in Figure 2 is a typi-
cal FME QWR [16]. It is clearly shown that the thickness
ratio of the QWR to the sidewall QWL is increased com-
pared with the QWR grown with conventional epitaxy (see
Fig. 3). The enhanced lateral confinement can be seen in
the optical properties, which will be described in the next
part. Another key limitation to achieve real one-dimensional
quantum structures is the strong interface effect, which is
much stronger than that of QWLs because of the dramati-
cally increased interface-to-volume ratio. Most of the QWRs
are quantum box structures, which come from the mono-
layer fluctuation. The FME method dramatically improved
the QWR interfaces [15].

TBA (tertiarybutylarsine) as Arsenic Source Wang
et al. found that, when the TBA is used as an arsenic
source in FME growth, the QWR interfaces were obviously

Figure 5. TEM image of the cross section of an In0�2Ga0�8As/
Al0�5Ga0�5As QWR.
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Figure 6. TEM image of high-density GaAs/In0�2Ga0�8As QWRs grown
on high-density V-groove substrates prepared by using holographic
lithography. The distance between two QWRs is 320 nm.

improved compared with the conventional arsine source
[16]. A comparison of V-groove structures by using arsine
and TBA as an arsenic source in FME growth was demon-
strated by AFM observation. Clear improvements were
observed.

QWR Superlattice Buffer Layer One of the methods to
improve the QWR interface is to use a QWR superlat-
tice as a buffer layer. Microphotoluminescence (micro-PL)
measurements showed that the number of exciton emissions
within the excitation spot dramatically decreased (to be dis-
cussed in Section 3).

2.2. T-Shape Quantum Wires

The concept of the T-shaped QWR was originally proposed
and investigated by Chang et al. [17]. The QWR is formed
by using the cleaved-edge-overgrowth method, which is real-
ized by cleaving a grown QWL structure in the MBE growth
chamber followed by QWL growth over the cleaved edge.
Two QWLs form a T shape; at the cross-section line, a
QWR can be formed [18–20]. Figure 8 shows a schematic
diagram of a T-shaped QWR. An In0�17Ga0�83As T-QWR
with Al0��3Ga0�7As barriers is fabricated by the cleaved-edge-
overgrowth method. The MQW layer consists of ten periods
of In0�17Ga0�83As QW and Al0�3Ga0�7As barriers, and the total
width of the MQW region is about 1 �m. Two 5 �m wide
regions of the overgrowth QW were formed on both sides of
the QWR region. This structure enables the unambiguous
assignment of the PL peaks to QWR, QW1, and QW2 (after
[20]). The T-shaped QWR has been extensively studied, par-
ticularly for the basic 1-D excitonic properties [21–23].
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Figure 7. Schematic of the FME flow sequence during the epitaxy of
QWR region.
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Figure 8. Structure of In0�17Ga0�83As T-QWR with Al0��3Ga0�7As barriers
fabricated by the cleaved-edge-overgrowth method. The MQW layer
consists of ten periods of In0�17Ga0�83As QW and Al0�3Ga0�7As barriers,
and the total width of the MQW region is about 1 �m. Two 5 �m wide
regions of the overgrowth QW were formed on both sides of the QWR
region. This structure enables the unambiguous assignment of the PL
peaks to QWR, QW1, and QW2. Reprinted with permission from [20],
M. Yoshita et al., J. Appl. Phys. 83, 3777 (1998). © 1998, American
Institute of Physics.

2.3. Sidewall Quantum Wires

Using the selectivity in (Al,Ga)As growth on patterned
GaAs(311)A substrates, another kind of GaAs sidewall
QWR can be fabricated by using MBE growth [24–27]. This
concept is based on the intentional introduction of distinct
lateral thickness variations of narrow quantum wells (QWs)
in the x and/or y direction, in addition to the abrupt poten-
tial barrier in the z direction, which can be grown epitaxi-
ally with great perfection. These lateral thickness variations
translate directly into bandgap variations via the transverse
quantum size effect, that is, there is a strong variation of
carrier confinement energy with well thickness. As a result,
in addition to the vertical confinement in the z direction,
there is a lateral 1-D or 2-D potential “well” in the (x; y)
plane for electrons and holes at the thicker part of the
(tapered) quantum well. By combining the lithographic pat-
terning with self-organized growth during MBE growth, this
kind of QWR can be obtained. Figure 9 shows a schematic
illustration of the formation of lateral quasiplanar single (a)
and multiple (c) GaAs QWRs in an (Al,Ga)As matrix at
the fast-growing sidewall of shallow [01–1] mesa stripes on
patterned GaAs(311)A. The one-dimensional confinement
depicted by the real-space energy band diagram in (b) arises
from the strong variation of the GaAs layer thickness along
[−233].

2.4. Other Kinds of Quantum Wires

Quite a few other kinds of methods are used to fabricate
the QWR structures, such as vicinal-substrate QWRs, etched
QWRs, and so on. A vicinal-substrate QWR is achieved by
making use of the step flow mode of growth on vicinal sur-
faces with MBE or MOCVD. The vicinal surfaces with small
misorientation angles have an atomic step array with a well-
defined periodicity in the 10 nm range. In this growth mode,
the precursor atoms will preferentially adsorb at the edge
of the steps. Based on this mode, the QWR structures are
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Figure 9. Schematic illustration of the formation of lateral quasipla-
nar single (a) and multiple (c) GaAs QWRs in (Al,Ga)As matrix at
the fast-growing sidewall of shallow [01–1] mesa stripes on patterned
GaAs(311)A. The one-dimensional confinement depicted by the real-
space energy band diagram in (b) arises from the strong variation of
the GaAs layer thickness along [−233]. Reprinted with permission from
[27], K. H. Ploog and R. Nötzel, Phys. E 11, 78 (2001). © 2001, Elsevier
Science.

formed by deposition of a superlattice structure on the tilted
substrates, in which the lateral confinement is from the com-
position modulation [28–31].

Etched QWR is achieved by postgrowth etching of a
QWL structure. The lateral confinement is from the vac-
uum potential when the stripe size is narrow enough. This
requires a narrow stripe. To achieve nanometer stripes,
electron-beam lithography or holographic lithography are
necessary, followed by wet or dry etching. One great prob-
lem of this QWR is the strong lateral surface effects
resulting from chemical etching, particularly for the optical
properties [32–34].

3. OPTICAL PROPERTIES OF
QUANTUM WIRES STRUCTURES

3.1. Light Emission from Real
One-Dimensional Quantum Wires

PL is a direct way to study the one-dimensional proper-
ties of QWR. Also, it is a basic property (light emission)
for application of the QWR to optoelectronic devices. As
described in the first part, most of the QWR structures are
quantum-box-like structures because of the monolayer fluc-
tuation at the interface between the wire region and the
barriers. The properties can be seen from micro-PL mea-
surements at low temperature with low excitation power.
Figure 10 shows low-temperature micro-PL spectra [15]. The
structures are Al0�45Ga0�55As/GaAs single QWRs before and
after improvements. The excitation laser spot diameter is
about 1 �m. From Figure 11, we see that, within this 1 �m
range, there are many quantum boxes before the interfaces
are improved. Each individual sharp PL peak is from one
quantum box. When the interface is improved, the quantum
box number decreases dramatically, which means that the
single QWR section is longer. Scanning near-field optical
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Figure 10. Micro-PL spectra of QWRs (a) without and (b) with inter-
face improvement achieved by chemical etching. Reprinted with per-
mission from [15], X.-L. Wang et al., J. Cryst. Growth 213, 19 (2000).
© 2000, Elsevier Science.

microscope (SNOM) experiments give a clear indication of
a single QWR section. Figure 9 shows the PL emission from
an 800 nm long single QWR section [35]. Within 800 nm,
only one exciton emission line can be observed, which means
that, within 800 nm, there is no interface fluctuation, 800 nm
is very close to an ideal one-dimensional QWR. This promis-
ing quantum structure provides a good chance to investigate
true one-dimensional quantum phenomena.

3.2. Thermal Stability of Quantum
Wires Compared with Quantum
Well Structures

The QWR was predicted to show higher thermal stabil-
ity because of the sharp peak of the DOS. However, the
increased ratio of the interface to the volume enhanced
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Figure 11. Real space image of PL intensity and the PL spectra cor-
responding to the long QWR section. Reprinted with permission from
[35], A. Crottini et al., Phys. Rev. B 63, 121313 (2001). © 2001, American
Physical Society.

the interface effects, and therefore decreased of the ther-
mal stability of the QWR devices. Using a TBA source
and special processing before the growth, the interface was
tremendously improved, as discussed in Section 3.1. In the
meantime, the nonradiative centers in the QWR structures
are also dramatically reduced. Figure 12 shows the improve-
ment of the thermal stability by using TBA as an arsenic
source [36]. The intensity was increased about 1000 times
at room temperature. Temperature-dependent lifetimes give
further proof, as shown in Figure 13, in which the temper-
ature of the maximum lifetime of the QWRs grown with
TBA is about 100 K higher than that of those QWRs grown
with arsine. The nonradiative centers are obviously reduced.
We made a systematic comparison with QWL structures.
Figure 14 shows the temperature-dependent PL intensities
of 2, 5, and 9 nm single QWRs and single QWLs [37]. The
PL intensities of a 9 nm QWR are larger than those of a
9 nm QWL at temperatures lower than 270 K. Our latest
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Figure 12. Temperature dependence of the integrated PL intensity of
the TBAs (solid circle) and the AsH3 (hollow triangle) samples, respec-
tively. Reprinted with permission from [36], X. Q. Liu et al., Appl. Phys.
Lett. 79, 1622 (2001). © 2001, American Institute of Physics.

3000 60 120 180 240

104

103

T
im

e
(p

s)

Temperature (K)

TBAs nonradiative
lifetime

TBAs decay time

AsH3 decay time

AsH3 nonradiative
lifetime

Figure 13. Temperature dependence of decay times and nonradiative
lifetimes. The solid circle and star lines are the decay times and non-
radiative lifetimes, respectively, of the TBA sample. The hollow up-
triangle and down-triangle lines are the decay times and nonradiative
lifetimes, respectively, of the AsH3 sample. The dotted line is the exten-
sion of the nonradiative lifetime line to higher temperatures. Reprinted
with permission from [36], X. Q. Liu et al., Appl. Phys. Lett. 79, 1622
(2001). © 2001, American Institute of Physics.

0 60 180120 240 300

1

9 nm QWL

9 nm QWR

Temperature (K)

0.01

0.1

0.1

1

5 nm QWR

5 nm QWL

PL
In

te
ns

ity
(a

.u
.)

0.01

0.1

1

2 nm QWR

2 nm QWL

Figure 14. Comparison of the temperature-dependent integrated PL
intensities of QWRs and QWLs with different thicknesses.



Semiconductor Quantum Wires 769

results show that stronger PL intensity of a QWR compared
to that of a QWL structure is achieved at room temperature.

3.3. Piezoelectric Effects in
High Quality Quantum Wires

Zinc-blende semiconductors are piezoelectric [38, 39].
Strain-induced piezoelectric effects have been shown to
strongly affect the optical properties of quantum structures
in strained III–V heterostructures [40–46]. Liu et al. demon-
strated strong modification of optical properties by the tiny
lattice-mismatch-induced piezoelectric field along the wire
in ultrahigh-quality AlGaAs/GaAs V-groove QWR struc-
tures [47, 48]. In this study, a 5 nm thick Al0�39Ga0�61As/GaAs
single QWR was grown using the FME method. To improve
the quality of the interface, a short period superlattice buffer
layer (AlGaAs (2.8 nm)/GaAs (1.4 nm) × 150) was grown
before the growth of the AlGaAs barrier and the QWR
structure. QWRs grown by this technique were proved to be
of extremely high interface quality; the (001) center facets
were composed of 1-D QWR sections with lengths of at
least several 100 nm for one section, and the (113)A facets
also became much smoother. Figure 15(a) illustrates TEM
images of part of the superlattice buffer layer and the sin-
gle QWR grown on it, (b) shows a schematic diagram of
the axis, and (c) shows a schematic diagram of the poten-
tial profile along wires. The optical properties of the grown
QWRs were characterized by photoluminescence, PL exci-
tation (PLE), and time-resolved PL (TRPL) measurements.
Figure 15(d) demonstrates the temperature-dependent PLE
spectra and the 5 K PL spectrum. One striking feature
shown in Figure 15 is that the PLE intensity of the ground
state (e1–hh1) transition is almost zero at 5 K over an energy
range as large as 20 meV. With increasing temperature, the
e1–hh1 transition appears gradually, and clear e1–hh1 transi-
tion peaks can be observed when the temperature is higher
than 100 K. The zero PLE intensity at low temperatures
strongly suggests complete spatial separation of electron and
hole wavefunctions, which might be caused by an internal
electric field effect. With the temperature increased, the
piezoelectric field is screened, and the PLE peak can be
observed clearly.

3.4. Disordered Quantum Wires
Superlattice Structures

In the last decade, much attention has been focused [49–57]
on the two-dimensional disordered superlattice (d-SL) pro-
posed by Sasaki et al. [58]. A d-SL is formed by disor-
dered distribution of layer thickness and/or confinement
potential, which causes carrier localization along one direc-
tion (growth direction). Superior optoelectronic properties
resulting from the effects of strong carrier localization have
been shown in d-SL as compared with ordered SL (o-SL),
such as enhanced photoluminescence, particularly at higher
temperatures, and slow PL decay with increasing temper-
ature. Further stronger carrier localization, and thus fur-
ther stronger PL intensities, are expected to result from a
lower dimensional disordered structure, for example, a dis-
ordered quantum wire SL (d-QWR-SL) and a disordered
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Figure 15. (a) Cross-sectional TEM images of the superlattice buffer
and the QWR. (b) Schematic diagram of axis. (c) Schematic of poten-
tial profile along wires. (d) Temperature-dependent PLE spectra and
PL spectrum at 5 K. Reprinted with permission from [47], X. Q. Liu
et al., Appl. Phys. Lett. 80, 1894 (2002). © 2002, American Institute
of Physics.

quantum dot SL. To realize the lower dimensional disor-
dered structures, accurate control of the size and multilayer
potential profile, that is, energy bandgap engineering (EBE)
in more than one direction, is required. The V-groove QWR
is fabricated by direct epitaxial growth on a V-grooved sub-
strate, during which the EBE can easily be realized in the
growth and lateral directions. Liu and co-workers reported
the first successful fabrication of the d-QWR-SL structures
and the observation of significantly high thermal PL sta-
bility [59, 60]. PL properties and the carrier lifetimes in
comparison with those of an ordered QWR-SL (o-QWR-
SL) and a single QWR structure are systematically investi-
gated. The results demonstrated superthermal PL stability
of the d-QWR-SL structures, which probably comes from
carrier localization phenomena resulting from artificial dis-
order effects. The samples were grown on a 4 �m pitch
V-grooved substrate by means of MOVPE using the FME
technique. The layer structures of the o-QWR-SL sample
consist of a 200 nm thick GaAs buffer layer, a 900 nm
thick AlGaAs barrier layer, a 32-period GaAs/AlGaAs SL
layer, and a 200 nm thick AlGaAs barrier layer. The Al
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composition of the AlGaAs barrier is different for dif-
ferent crystalline facets, which are about 0.425 and 0.336
for (111)A sidewall facets and the vertical quantum well
(VQWL) formed at the V-groove center, respectively. All
layers were grown at 630 �C. The nominal AlGaAs barrier
thickness is 12 monolayers (MLs), and that of GaAs wire
layer is 6 MLs. The d-QWR-SL structures consist of nomi-
nal 3(W1), 6(W2), and 9(W3) MLs for wire layers and 7(B1),
12(B2), 17(B3) MLs for barrier layers. Individual thicknesses
appear randomly, but with equal probability. The average
thicknesses of the wire and barrier in the d-QWR-SL struc-
tures are same as those in the o-QWR-SL. The sequence
of the different thickness layers in d-QWR-SL sample is as
follows:

W3B1W1B3W1B3W2B2W1B2W2B1W2B1W3B3W2B3W3B2

×W3B3W1B1W1B3W2B3W1B1W2B2W2B3W3B1W2B2

×W3B1W3B1W1B3W3B3W1B2W1B2W2B1W1B1W2B3

×W2B3W3B2W3B2W1B2�

The cross section was checked by TEM. Figure 14 shows
the TEM image graphs. Figure 16(a) is of the o-QWR-SL,
and Figure 16(b) is of the d-QWR-SL. The integrated PL
intensity is shown in Figure 17, which demonstrates a much
worse thermal stability of the o-QWR-SL than that of the
d-QWR-SL. The thermal stabilities of single QWRs with
thicknesses of W1 and W3 were also confirmed to be worse
than that of the d-QWR-SL sample. Therefore, the thermal
PL stability of the d-QWR-SL is indeed much better than
those of a single QWR with a thick barrier or o-QWR-SL
structures.

The carrier lifetime measurements confirmed the above
PL results. Figure 16 shows the temperature-dependent life-
times of the o-QWR-SL and the d-QWR-SL. For com-
parison, the lifetime of the single QWR is also shown in
Figure 18. For the d-QWR-SL sample, the lifetimes of the
low (labeled d-QWR-SL) and the high (labeled d-QWR-S1

energy transitions reach maximums of 3.20 and 2.64 ns at
about 170 and 180 K, respectively, and then decrease con-
tinuously. These temperatures are consistent with those of

(a) (b)

50 nm

Figure 16. TEM images of cross section of (a) o-QWR-SL, (b) d-QWR-
SL. Reprinted with permission from [59], X. Q. Liu et al., J. Appl. Phys.
90, 6363 (2001). © 2001, American Institute of Physics.

Temperature (K)

0 50 100 150 200 250

o-QWR-SL

o-QWR-Si

d-QWR-Si

d-QWR-SL

Single QWR

Figure 17. PL integrated intensity of the d-QWR-SL and the
o-QWR-SL structures. Reprinted with permission from [59], X. Q. Liu
et al., J. Appl. Phys. 90, 6363 (2001). © 2001, American Institute of
Physics.

the PL intensity maxima of the d-QWR-SL. On the other
hand, for the o-QWR-SL sample, the lifetimes of the ground
and the excited state transitions reach maxima at about
110 K, which is much lower than that of the d-QWR-SL,
and then decrease continuously. In the temperature range
from 60 to 110 K, in which the radiative recombination
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Figure 18. Temperature-dependent carrier lifetimes of the d-QWR-SL
and o-QWR-SL structures. Reprinted with permission from [59], X. Q.
Liu et al., J. Appl. Phys. 90, 6363 (2001). © 2001, American Institute of
Physics.
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is dominant for both the o-QWR-SL and the d-QWR-SL,
the lifetimes of the d-QWR-SL are obviously shorter than
those of the o-QWR-SL, while for the single QWR sample,
the lifetime reaches a maximum of about 2.6 ns at about
70 K before decreasing, which is a temperature much lower
than that of the d-QWR-SL. It is evidence of the contri-
bution of the nonradiative recombination as the wavefunc-
tion penetrates into the barriers. These results demonstrate
again the superior thermal stability of the PL of the
d-QWR-SL.

4. QUANTUM WIRES DEVICES

4.1. Quantum Wires Laser

The interest in QWR laser structures is mainly focused on
the predicted peaked density of states due to the lateral
quantum confinement experienced by the charge carriers in
such low-dimensional systems [1]. An extremely low thresh-
old current is expected compared with QWL laser struc-
tures. However, the expectation for improved performance
with such lower dimensional structures is difficult to real-
ize because of fabrication difficulties. Kapon and co-workers
reported lasing behavior in their pioneering papers [3, 5];
however, the laser emission is from excited states at low
temperature. With the improvement of the QWR structures
including the improved interfaces and the enhanced lat-
eral confinement, the ground state QWR laser was demon-
strated at room temperature [61, 62]. Figure 19 shows typical
light output versus current characteristics (a) and stimulated
emission spectra at various power levels (b) taken for the
600 nm long uncoated laser. Excitonic lasing behavior in a
V-groove QWR was also reported at 10 K by optical pump-
ing arising from a population inversion of localized exci-
tons within the inhomogeneously broadened luminescence
line [63].
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Figure 19. (a) Light output versus current characteristic. (b) Stimu-
lated emission spectra at various power levels taken for a 600 nm long
uncoated laser. Reprinted with permission from [61], T. G. Kim et al.,
Phys. E 7, 508 (2000). © 2000, Elsevier.

4.2. Other Kinds of Quantum Wires Devices

The success of QWL infrared photodetectors [64–67] stim-
ulated further interests in lower dimensional infrared quan-
tum structures, such as photodetectors, including QWR and
QD photodetectors, in which the photoabsorption will be
enhanced, and also the normal incidence absorption can be
realized. QD infrared photodetectors have been intensively
investigated [68–70]; however, for QWR infrared photode-
tectors, it is not the case because of the difficulties of fabri-
cation of the QWR structures. Liu and co-workers [71, 72]
demonstrated a QWR photodetector device; however, the
performances still need to be improved.

Another promising application of QWR structures is the
single QWR FET [73–76], which can realize ballistic trans-
portation. Sugaya et al. made an extensive study of the
QWR FET, in which the QWR is a trench type grown by
using MBE. The novel properties and promising prospects
of the QWR FET are attracting great attention. The obvi-
ous improvement of the interfaces of QWR structures will
speed up the application in electronic devices.

5. SUMMARY
In summary, we made a review of the growth, optical prop-
erties, and devices of semiconductor quantum wires. Differ-
ent types of growth techniques and the structures associated
with quantum confinement were reviewed. The optical prop-
erties were discussed in detail, followed by several kinds of
devices.

GLOSSARY
Detector A kind of device, which can detect optical radia-
tion, or other kind of signals.
Field effect transistor (FET) A kind of electronic device,
which is used as electrical amplifier or switch.
Laser Light amplification by stimulated emission of radia-
tion. A kind of optical device, which can emit light of ultra-
high density. The emitting media can be gas or solid.
Localization The carriers (holes or electrons) confined in a
structure and the structure dimension is smaller than carrier
mean-free length.
Metal organic chemical vapor deposition (MOCVD) A
promising method to get high-quality semiconductor quan-
tum structures for electronic devices.
Molecular beam epitaxy (MBE) An advanced method to
grow semiconductor quantum structures. It can achieve
mono-atomic layer control.
Nanometer One nanometer is 10−9 m.
Quantum well A structure that can confine the electrons
or holes in a very thin layer. The electrons or holes will be
free in two dimensions in the well plane. The well layer is
generally around 10−9 to 10−7 m.
Quantum wire A structure that can confine electrons or
holes in a very narrow line. The electrons or holes will be
free along the line. The dimension of the line is generally
about 10−9 to 10−7 m.
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Superlattice When the confinement barrier is thin, and
multiple quantum well stacked together, the carriers states
in different quantum wells will couple with each other and
form a new kind of quantum structure.
Transmission electron microscope (TEM) A method mak-
ing use the electron beam to transmit a thin solid sample
and can show up to atomic level image.
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1. INTRODUCTION
The Si/SiGe:C heterostructures add a rich variety to the
monotonic Si world. The misfit between Si and Ge, which
is the initial obstacle to fabricating such material systems,
becomes an advantage in tailoring the electronic properties
of Si-based devices. Si/SiGe heterojunction bipolar transis-
tors have a cutoff frequency of 210 GHz [1] and a maximum
oscillation frequency of 285 GHz [2] with carbon incor-
poration in the base. The figures of merit of metal-oxide-
silicon-field-effect transistors (MOSFETs) are also enhanced
to some extent with the use of the strained Si on the relaxed
SiGe buffers for both N and P channel devices [3, 4]. The
reported peak hole mobility is 2700 cm2/Vs in the strained
Ge channel [5], and the reported peak electron mobility
is 800 cm2/Vs in the strained Si channel [6]. Heterojunc-
tion devices such as resonant tunneling diodes [7–9] and
modulation-doped FETs [10, 11], which were only possible
with III–V semiconductors in the past, can now be made
from SiGe/Si heterostructures. Table 1 gives a summary of
SiGe device performance.

Si1−xGex material is a solid solution of Si and Ge with
an intrinsic lattice constant larger than that of Si. A simpli-
fied way to look at Si1−xGex is that it is made of “Si1−xGex

atoms” in a diamond structure, and the virtual “Si1−xGex

atom” inherits the characteristics from both Si and Ge, with
the atomic fraction as a weighting factor. In most cases, a
linear weighting assumption is good for applications. For
example, the relaxed lattice constant of a Si1−xGex crystal

is a liner sum of the lattice constants of Si crystal and Ge
crystal. The virtual Si1−xGex atom approximation ignores the
random nature of Si1−xGex, where the traveling carriers in
the Si1−xGex crystal visit Ge atoms with the frequency of x
and visit Si atoms with the frequency of 1 − x, but in the
virtual Si1−xGex crystal, the carrier sees only one kind of
atom, the Si1−xGex. This kind of random alloy effect has
to be taken into account when randomness is important.
For example, the alloy scattering allows nonphonon radia-
tive recombination in Si1−xGex, which does not occur in Si
and reduces the carrier mobility. For a good approximation,
Si1−xGex is a diamond structure occupied by virtual Si1−xGex

atoms, and randomness has to be taken into account by alloy
scattering in certain circumstances.

2. STRAIN EFFECT
Si and Ge have the same diamond lattice structures and are
completely miscible for a full range of composition, but have
different lattice constants. The misfit is defined as the lattice
constant difference between Si and Ge with respect to the Si
lattice constant and is around 4%. For a linear assumption,
the misfit between Si1−xGex and Si is ∼0.04x. For example,
the misfit between Si0�75Ge0�25 and Si is 1%, that is, the 100
Si lattice units have the same length as the 99 Si0�75Ge0�25
units. For device applications such as heterojunction bipo-
lar transistors (HBTs), the misfit dislocation at Si/Si1−xGex

interface has to be avoided, and the virtual SiGe atoms have
to bond with the Si atoms one by one in the underlying
Si substrates. The dislocation-free strained Si1−xGex is also
described as “pseudomorphic.” The Si1−xGex on the Si is
under compressive strain, since the lattice constant of Si is
smaller compared with Si1−xGex. The strain causes changes
in the crystal structures and electronic structure of Si1−xGex.

2.1. Critical Thickness

Since the Si substrate is much thicker (∼0.7 mm for 200-mm
wafers), the original cubic Si1−xGex lattice with a lattice con-
stant larger than that of Si has to be distorted into the
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Table 1. The achieved performance of electronic and optoelectronic devices based on SiGe technology.

Device Figure of merit Growth technique

Strained Peak effective electron mobility 800 cm2/Vs [6] Relaxed buffer
NMOSFET
Strained Peak effective hole mobility 2700 cm2/Vs [5] Relaxed buffer
PMOSFET
NPN-HBT fT = 210 GHz [1], fmax = 285 GHz [2] Pseudomorphic
PNP-HBT fT = 59 GHz at RT, fT = 61 GHz at 85 K [12] Pseudomorphic
Heterojunction 1.47 A/W at 850 nm, bandwidth = 1�25 GHz [13] Pseudomorphic

phototransistors
NMODFET Gm = 460 ms/mm fT = 76 GHz, fmax = 107 GHz at RT Relaxed buffer

[14] Gm = 730 ms/mm fT = 105 GHz,
fmax = 170 GHz at 50 K

PMODFET Gm = 300 ms/mm fT = 70 GHz, fmax = 135 GHz at Relaxed buffer
RT [15]

NRTD P/V ≥ 7.6 at RT [7], 2 at 4.2 K [8] Relaxed buffer
PRTD P/V = 1.8 at RT, 2.2 at 4.2 K [9] Pseudomorphic
Detector (IR) 1.3 �m, 1.5 �m [16] Quantum dots
Detector (LWIR) Schottky barrier: �c = 10 �m [17] Pseudomorphic
LED 1.3 �m, 1.5 �m at RT [18, 19] Pseudomorphic,

quantum dots

Note: The last column indicates the growth techniques used to obtain device-quality material.

tetragonal symmetry with the built-up strain energy. The
in-plane lattice constant of Si1−xGex is reduced to that of Si,
and the vertical lattice constant increases by 80% of the in-
plane lattice constant reduction. Si1−xGex under stress may
yield to form dislocations if the compressive strain energy
is high enough. Strained Si1−xGex with dislocations grown
on Si is shown schematically in Figure 1. The thickness
of strained Si1−xGex has to be thin enough to prevent the
dislocation formation. The maximum thickness to have a
defect-free Si1−xGex epilayer is the so-called critical thick-
ness. To minimize the sum of the strain energy and disloca-
tion energy, the thermal equilibrium critical thickness (hc)
[20] can be derived as

x = 0�55 ln�10hc�/hc (1)

where hc is in nanometers. For example, the critical thick-
ness is ∼13 nm and ∼1.5 nm for strained Si0�8Ge0�2 and Ge
on Si, respectively. This value is too small to be used in
many applications. The meta-stable growth away from ther-
mal equilibrium is desired to increase the critical thickness.
The selective epitaxial growth [21] and the low temperature
epi-growth are common meta-stable growth methods. The
enhancement by a factor of at least 4 can be obtained for
x less than ∼0.5, but it really depends on the details of the
growth conditions. Generally speaking, the smaller area of
growth and the lower temperature of growth can have a
larger meta-stable critical thickness. Most Si1−xGex reactors
have a growth temperature of 550–650 �C. However, metal-
stable films will generate the defect if the thermal budget
of the further process is too high. This is a challenge in the
integration of Si1−xGex into a CMOS process.

In ultra-large scale integrated circuits (ULSIs), the build-
ing devices are N-channel or P-channel MOSFETs. Strained
channels can improve the device performance of MOSFET.
Si1−xGex grown on Si can be relaxed if it is much thicker

than the critical thickness and/or is annealed at high tem-
perature. Relaxed Si1−xGex is not good enough for devices
with vertical carrier transportation such as HBTs, since both
the threading dislocations and misfit dislocations at the

dislocation

: Si Ge virture atoms

: Si atoms

Figure 1. The strained SiGe grown on (100) Si. The misfit dislocation
is the missing bond between the Si and SiGe atom.



SiGe/Si Heterostructures 777

Si/Si1−xGex interface can act as recombination centers. The
Si or Ge grown on relaxed Si1−xGex is under tensile and
compressive strain, respectively. The defects in the strained
Si or Ge layer are the threading dislocation as shown in
Figure 2, and most misfit network exists in the relaxed buffer
layers. The threading dislocations in the strained Si and Ge
channels have a small effect on in-plane carrier transport,
especially for small feature devices, if the density is low
enough (below 105 cm−2). The strained Si and Ge channels
increase the carrier mobility, and thus the device speed is
enhanced in the same MOSFET technology node. For the
Si or Ge grown on relaxed Si1−xGex layers, the same critical
thickness constraint is also applied. Note that the relaxed
Si1−xGex can be obtained with graded relaxed buffers [22],
silicon on insulators (SOI) [23], and regrowth after smart
cut [24]. Equation (1) can be used to estimate the criti-
cal thickness of strained Si or Ge, but x is the Ge fraction
difference between strained Si (Ge) and relaxed Si1−xGex

buffers.
Because of the small lattice constant of diamond (made

of carbon), the incorporation of carbon into SiGe on Si can
compensate for the compressive strain from the large Ge
atoms. A strain-free SiGeC film can be obtained if the ratio
of the Ge fraction to the C fraction is ∼11 (compensation
ratio), obtained from the linear interpolation of the lattice
constant between Ge and silicon carbide. Note that the sili-
con carbide is a compound with the same number of Si and
C atoms in the face center cubic sublattices. However, only
up to a few percent ( ∼2.5%) of carbon can be incorporated
into SiGe or Si [25, 26]. Note that Si and Ge can be mixed
at any concentration.

Si1−yCy and Si1−x−yGexCy alloys with tensile strain can be
fabricated by incorporating carbon into Si and incorporating
carbon content above the compensation ratio into Si1−xGex,
respectively. In principle, the critical thickness concepts can
still be applied to alloys with tensile strain. However, relax-
ation mechanisms in addition to the misfit dislocations, such
as silicon carbide precipitation, and stacking fault forma-
tion, can also occur for thick and high-temperature annealed
Si1−yCy and Si1−x−yGexCy films.

strained Si or Ge

relaxed SiGe

Si
misfit dislocation

threading dislocation

Figure 2. The misfit dislocation and threading dislocation. The misfit
dislocation is at the Si/SiGe interface, and threading dislocation ends
at the surface of the epilayers.

2.2. Growth Mode, Self-assembled Quantum
Dots, and SiO2 Dots

For Si1−xGex layers thicker than the critical thickness, the
relaxation is mainly apportioned by misfit dislocation gener-
ation at low Ge fraction (< ∼0.4), although the morphol-
ogy roughening can also lower the elastic energy [27]. For
the high Ge fraction, the roughening is the dominant mech-
anism for relaxation, since the roughening barrier is suf-
ficiently small in energy for most growth conditions. The
roughening can be represented by the Stranski-Krastanow
growth model. After the two-dimensional layer-by-layer
growth reaches some critical thickness, the growth becomes
three-dimensional island growth. Note that the critical thick-
ness here can differ from the thermal equilibrium criti-
cal thickness (Section 2.1). The two-dimensional layer is
also called the “wetting layer,” and the islands are called
“dots” or “quantum dots,” depending on the size. The three-
dimensional islands remain dislocation-free, but the top lay-
ers of the islands start to relax. This relaxation can stop the
build-up of strain energy in the Ge islands. Further growth
can cause the islands to coalesce, and misfit dislocations can
occur.

Because of the different strain conditions on Ge layers,
that is, the strained wetting layer and relaxed islands, the
Si layer grown on the Ge dots has a tensile strain, whereas
the Si layer on the Ge wetting layer is strain-free. If this Si
layer is thinner than the correlation length [28], the strain
condition remains, and the further Ge deposited on the Si
layer (spacer) can vertically align with the underside of the
Ge layers. The Ge dots of individual Ge layers are vertically
self-assembled in a row in the same position [29] (Fig. 3).
Ge quantum dots can also be fabricated with fine structures
such as Ge/Si/Ge composite dots (Fig. 4) to improve uni-
formity, dot area coverage (Fig. 5), and photoluminescence
efficiency. These Ge dot structures are used for photodetec-
tors at wavelengths of 1.3, 1.5, and 10 �m (see Section 3.3.2).

To reduce the thermal budget of Si1−xGex-based devices,
a low-temperature oxide is often used. Liquid-phase deposi-
tion can provide a low-temperature oxide on Si1−xGex. It is
interesting that silicon dioxide dots can be deposited on the
Si cap layers of self-assembled Ge dots with a liquid phase
deposition method. The Si capping layer directly above the
Ge dots has a tensile strain, whereas the Si cap on the wet-
ting layer is not strained. The tensile strain can enhance the
silicon dioxide nucleation and deposition on the Si surface,
and SiO2 dots are formed directly above the Ge dots with
the SiO2 wetting layers between the dots [29] (Fig. 3).

2.3. Electronic Structures

Because of the tetragonal distortion of strained Si1−xGex

grown on relaxed (001) Si1−yGey layers, the energy bands of
electrons and holes change according to the strain condition.
For the compressive strain, the originally sixfold degener-
ate conduction band valleys split into a low-energy group
of four valleys perpendicular to the growth direction and
a high-energy group of two valleys along the growth direc-
tion. Similarly, the originally degenerate light and heavy hole
bands split into the high-energy heavy-hole band and the
low-energy light-hole band. For tensile strain such as that of
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Ge
Si spacer

Ge
Si spacer

GeSi cap

SiO2

p-type Si substrate

Si buffer layer ~ 50nm

~100 nm ~2 nm
~6 nm

(a)

(b)

20 nm

Figure 3. (a) TEM micrograph of multilayer Ge dots. The spacer thick-
ness is ∼20 nm. The SiO2 dots are also formed above the Ge dots.
(b) Schematic diagram showing the strain field in Si layers. Adapted
with permission from [29], C. W. Liu et al., Appl. Phys. Lett. (2003).
© 2003, American Institute of Physics.

Ge/Si/Ge

composite dots

Figure 4. Composite dots with fine structures such as Ge/Si/Ge com-
posite dots.

0.5 µm 0.5 µm
(a) (b)

Figure 5. AFM picture of (a) composite dots and (b) conventional dots.
The composite dots have a larger coverage area.

strained Si on relaxed Si1−xGex, the results are similar, but
the energy levels switch between the degenerate groups. The
two conduction valleys along the growth direction are lower
in energy than the other four valleys in the strained Si. So
are the valence bands. The effects are sometimes referred
to as “uniaxial splitting.”

The strained Si1−xGex on Si has a smaller lattice con-
stant in the two in-plane directions, and larger lattice con-
stants in the growth direction as compared with originally
relaxed Si1−xGex. The net volume decrease (hydrostatic
term) of the tetragonal Si1−xGex unit cell grown on Si
leads to a shrinkage of the bandgap, that is, the valence
band moves up and the conduction band moves down. Note
that the strained Si on relaxed Si1−xGex has the oppo-
site effect, and the net volume increases. The bandgap
of strained Si1−xGex on Si is given in Figure 6 with the
relaxed bandgap, and the optoelectronic devices for opti-
cal communication (1.3 and 1.5 �m wavelength) can be
easily implemented by the strained Si1−xGex bandgap. At
low Ge concentration, the bandgap reduction is ∼7.5 meV
per % Ge for strained Si1−xGex grown on Si. The con-
duction band discontinuity between strained Si1−xGex and
Si is often negligible. For strained Si grown on relaxed
Si1−xGex buffers, the bandgap reduction of Si is ∼4 meV
per % Ge. The smaller bandgap reduction of strained Si
on relaxed Si1−xGex as compared with the strained Si1−xGex

on Si is due to the fact that the tetragonal distorted lat-
tice of strained Si has a net volume expansion to widen the
conduction band edge and valence band edge. The conduc-
tion band edge of strained Si is lower than that of relaxed
Si1−xGex (�Ec ∼ 6 meV/%), and the electron confinement is
possible in the relaxed Si1−xGex/strained-Si structures. The
modulation doped devices can thus be made (Section 3.2.3).
The bandgap of strained Si1−yCy on Si is also reduced with
respect to Si with the experimental value of 68 meV/% C
[30].

There are two effects for carbon incorporation into
Si1−xGex on the bandgap:

1. Carbon can change the strain condition of the pseu-
domorphic film, and this effect on band structure can
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Figure 6. The bandgap of strained Si1−xGex on a (001) Si substrate
and relaxed bandgap of Si1−xGex alloys. The shadow areas indicate the
optical communication wavelength of 1.3 and 1.5 �m. Reprinted with
permission from [16], B.-C. Hsu et al., “International Electron Device
Meeting” 2002, pp. 91–94. © 2002, IEEE.
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be taken account of in a manner similar to that of Ge
incorporation.

2. Carbon also changes the fundamental bandgap [25, 31],
and the relaxed Si1−yCy bandgap decreases with car-
bon concentration initially because of the local lattice
disorder, despite the large bandgap of diamond.

2.4. Mobility

2.4.1. Mobility in Relaxed and Strained
Si1−xGex alloys

The theoretical calculation [32] and experimental [33] val-
ues of the majority hole mobility in relaxed Si1−xGex alloys
are plotted in Figure 7. The decrease in mobility with Ge
concentration is due to the alloy scattering, and an alloy
scattering potential of 0.7 eV is used in the calculation to fit
the measurement data.

Because of the impurity scattering, the mobility depends
on the doping concentration. The in-plane and out-of-plane
majority hole mobilities in strained Si1−xGex layers for dif-
ferent doping concentrations are shown in Figure 8 [34].
Note that the hole mobilities in n-type material and p-type
material are different from the terms of majority hole mobil-
ity and minority hole mobility, respectively. So are electron
mobilities.

In the calculation, the alloy scattering potential deter-
mines the mobility value [37]. The majority hole mobilities
in the strained Si1−xGex alloys based on Monte Carlo sim-
ulation decrease by a factor of 2–3 if an alloy potential of
1.4 eV is used, as compared with 0.7 eV up to the dop-
ing concentration of 1019cm−3. The hole mobility of strained
Si1−xGex calculated by different groups [31, 35, 36] is qual-
itatively similar. For a doping concentration of ≥ 1019cm−3,
the mobility depends weakly on Ge content, and the alloy
scattering is not important. The majority hole mobility is
important for the p-channel strained Si1−xGex FET, where
the current is made of the majority hole current.

Both in-plane and out-of-plane minority electron mobil-
ities at different doping concentrations are plotted in
Figure 9 [37, 38]. The out-of-plane mobility is especially

0.00 0.04 0.08 0.12 0.16 0.20
0

50

100

150

200

250

300

350

400

450

500

H
ol

e
M

ob
ili

ty
(c

m
2 /V

s)

Ge Mole Fraction

Theoretical mobility

Experimental Data

Figure 7. Theoretical values of the hole mobility in relaxed SiGe alloys
at 300 K and a doping concentration of NA = 1016 cm−3, with experi-
mental results of Gaworzewski et al. [33].
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Figure 8. The in-plane and out-of-plane majority hole mobility of SiGe
strained alloys for different doping concentrations.

important for npn Si/SiGe heterojunction bipolar transistor
applications, where the electron transit time in the base is
shortened by the electrical field generated by the graded Ge
profiles. In-plane electron mobility decreases with increas-
ing Ge fraction, whereas out-of-plane electron mobility
increases with Ge fraction at small Ge content. The out-of-
plane mobility is larger than the in-plane mobility.

Klaassen model [39, 40] is commonly used for minority
and majority mobility. Klaassen’s model takes into account
four scattering mechanisms: lattice scattering, ionized impu-
rity scattering, phonon scattering, and carrier-carrier scatter-
ing. The last mechanism makes the minority and majority
carrier mobilities different.

2.4.2. Mobility in Strained Si
Figure 10 shows the in-plane electron and hole mobilities
at 300 K in strained Si, based on [41]. Here the carrier-
carrier scattering is neglected, and majority mobility and
minority mobilities are the same. For tensile strain (posi-
tive strain value), the in-plane electron mobility increases
rapidly, and electrons populate the two lower energy � val-
leys along the growth direction. The lower conductivity mass
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SiGe alloys at different doping levels at 300 K.
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Figure 10. The in-plane (a) electron and (b) hole mobility in strained
Si. Reprinted with permission from [70], F. Schafer, Semicond. Sci. Tech-
nol. 12, 1515 (1997). © 1997, Institute of Physics Publishing.

is the main cause of increased mobility with the help of the
small decrease of intervalley scattering (the strong g-type
process remains effective). The electron mobility reaches
∼2300 cm2/Vs at a tensile strain of about 0.8% (correspond-
ing to a fully relaxed Si�8Ge�2 buffer layer). On the other
hand, the out-of-plane mobility in Si with tensile strain drops
rapidly with strain, since the conductivity mass is now the
large longitudinal mass. However, only the in-plane mobility
matters in the field effect device applications.

For the compressively strained Si, the in-plane electron
mobility initially decreases with the strain, since electrons
mainly populate the four � valleys perpendicular to the
growth direction with a large effective conductive mass. With
the further increase in compressive strain, the separation
energy between the twofold degenerate valleys and fourfold
degenerate valleys increases, and this reduces the intervalley
scattering. The in-plane electron mobility increases again.
Note that the out-of-plane electron mobility, controlled by
the small transverse mass, remains high.

The hole mobility in strained Si increases for strain of
either sign. The principal cause of the enhancement is the
split of the degeneracy between the heavy-hole and light-
hole bands at the � point in the reciprocal space and
the reduction of the conductivity mass. For tensile strain,

the light hole band has a much higher energy than the
heavy-hole band, whereas for compressive strain the splitting
of these two bands remains comparable to kT. This results
in larger hole mobility in Si with tensile strain.

Tensile strain improves both electron and hole mobil-
ities by reducing the effective transport masses and sup-
pressing intervalley phonon scattering. For the MOSFET
applications, the carrier in the inversion layers also suffers
the oxide roughness scattering, which decreases the mobil-
ity value in the Figure 10. The calculated electron and
hole inversion layer mobility enhancements in strained Si
are plotted in Figure 11 [42, 43]. The amount of strain in
Si is proportional to the Ge content in the relaxed SiGe
buffer layer. The electron and hole mobilities are expected
to increase with increasing strain and saturate at Ge con-
centrations of 20% and 40%, respectively, in the buffer lay-
ers. The saturation of mobility enhancement is related to
the diminishing benefit of strain-induced energy splitting.
The suppression of the intervalley scattering by energy split-
ting increases the mobility, but other scattering mechanisms,
such as oxide roughness scattering and other phonon scat-
tering, begin to dominate the low field mobility. At low tem-
perature, there are fewer phonons, and the smaller energy
splitting is enough to suppress the intervalley phonon scat-
tering. Therefore, the mobility enhancement saturation is
expected at even lower Ge content. Please note that both
NMOSFET and PMOSFET can use the strained Si channel
to increase the device speed.

2.4.3. Mobility in Strained Ge
Figure 12 shows the in-plane electron and hole mobilities
at 300 K in strained Ge [41]. The electron mobility shows
a noticeably complicated behavior. For tensile strain, elec-
trons begin to populate the conduction states at the � point
at strains larger than 1%. Because of the small in-plane
effective electron mass in the � valley, there is a dramatic
enhancement of mobility for strains larger than 1%. For
compressive strain, the electrons mainly populate the L
valleys at small strain, but the energy separation between
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Figure 12. Electron and hole mobility in strained Ge.

L valleys and the four-fold � valleys perpendicular to the
growth direction shrinks. The resulting larger intervalley
scattering causes a lower mobility. At large compressive
strain, all electrons stay in the � valleys. The mobility now
approximates a constant value, nearly equivalent to the �
valleys’ electron mobility in relaxed Ge. In practice, only the
compressively strained Ge can be grown. Therefore, there
is no advantage to using the Ge channel in the NMOSFET,
but it is interesting to note that the Ge with tensile strain
can have a direct bandgap.

For in-plane hole mobility, the situation is qualitatively
similar to that of strained Si. The compressive Ge has an
in-plane hole mobility greater than 2000 cm2/Vs and is ben-
eficial for the PMOSFET application.

2.5. Relaxed SiGe on an Insulator

To have fully relaxed Si1−xGex grown on Si, the Si1−xGex

thickness has to be much larger (>10x) than the critical
thickness. The growth rate has to be high enough to ensure
a reasonable growth time. The growth of films at low tem-
perature takes a long time, but they might also have to be
annealed at high temperature after growth to obtain suffi-
cient relaxation.

The misfit and threading dislocations are generated in the
relaxed films. All of the problems arise from the thick Si

(500–800 �m) substrates. The thin epitaxial Si1−xGex film
has to fight with thick substrate to become relaxed with the
pay-off of defects. It is unlikely that Si substrates can be
thinned down far below 50 �m with mechanical stability.
A smart way to effectively grow Si1−xGex on thin Si is to use
the silicon-on-insulator (SOI) substrates [44], and the Si can
be as thin as 10 nm on the buried oxide (BOX, commonly
used insulator). The SOI devices have the extra advantages
of high speed, latch-up resistance, and radiation hardening.
If the bonding force between Si and BOX can be small com-
pared with Si and Si1−xGex, a Si1−xGex thicker than SOI can
easily be relaxed without any defect generation, and the thin
SOI becomes strained. Several variations have been invented
based on the basic idea.

The BOX layer can be created by separation-by-
implanted-oxygen (SIMOX) technology after the Si1−xGex

layer is grown on conventional bulk Si wafers [45]. The
implantation depth can reach Si or Si1−xGex. The relaxed
films and BOX can be formed after high-temperature
(>1100 �C) annealing. To obtain a relaxed Si1−xGex layer
with a large Ge fraction, the relaxed films can be further oxi-
dized. The oxidation of Si1−xGex can inject Ge into under-
lying Si1−xGex films, and the underlying films can have a
higher Ge fraction.

Bond-and-etch-back SOI (BESOI) wafers have the advan-
tage of a cleaner silicon/oxide interface at the BOX than
SIMOX. Oxidation of the seed and handle wafer, followed
by bonding of the two wafers, generates the BESOI. The Si
can be thinned down by the combination of CMP (chemical-
mechanical polish) and etching to the desired film thickness.
The relaxed Si1−xGex can be grown on the BESOI wafers
with thin Si (<100 nm) on the BOX.

The hydrogen ions implanted in Si at a sufficient dose
(1016 to 1017 cm−2) can break Si into two pieces after anneal-
ing at 400 �C to 600 �C because of the formation of hydrogen
molecules (bubbles) in the implanted region. The way to cut
Si by hydrogen implantation is called “smart cut.” The split-
ting depth depends on the ion energy, and the splitting tem-
perature depends on the ion dose. The combination of smart
cut and wafer bonding can also yield relaxed Si1−xGex with
the use of one host wafer with oxide and the other handle
wafer with hydrogen-implanted Si1−xGex [46, 47]. Figure 13
shows one of the procedures for the smart-cut and layer
transfer process to make strained Si on SiGe-on-insulator
(SGOI) material, and Figure 14 is a transmission electron
microscopy (TEM) picture of the resulting relaxed Si1−xGex

films with strained Si on the top. The as-split SGOI has a
surface roughness of 5–12 nm (rms value); therefore a CMP
process is needed to smooth the surface of the transferred
layer. The relaxation of the Si1−xGex layer is confirmed by
X-ray diffraction measurement.

3. DEVICE PERFORMANCES
Advanced BiCMOS technology has fully utilized graded-
base SiGe:C heterojunction bipolar transistors, which will
dominate the radiofrequency (up to 10 GHz) and optical
communication (up to 40 Gbit/s) markets. For mainstream
Si technology, to increase the MOSFET speed with the same
lithography feature, the strained Si MOSFET will be used in
the 90-nm technology node and beyond. Si1−xGex is one of
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Figure 13. Smart-cut and layer transfer process flow for making
strained Si on SiGe-on-insulator material.

the enabling technologies that can make Si prosperous for
at least two more decades.

In addition to conventional Si devices, because of the
heterostructures of Si/Si1−xGex, some III–V device struc-
tures, such as modulation doped FET and resonant tunnel-
ing diodes, can be made with Si. It is possible that these Si
based quantum devices can outperform the original III–V
devices.

The bandgap of Si (∼1.1 eV) almost makes it impossible
to have Si-based devices operating at 1.3-�m, 1.5-�m wave-
lengths and at the far-infrared region (∼10 �m) for opto-
electronic and defense applications. However, Si1−xGex with
a small bandgap can absorb the light of 1.3 and 1.5 �m, and
Ge/Si quantum structures with intraband transition can have
far-infrared absorption. For light emission devices, Si1−xGex

p-i-n light-emitting diodes are also demonstrated.

Strained Si

Si1-xGex

BOX

Figure 14. Cross-sectional TEM picture of relaxed SiGe on SOI from
the smart-cut method.

3.1. Si/SiGe:C Heterojunction
Bipolar Transistors

Since the first Si/SiGe heterojunction bipolar transistor
(HBT) was reported in 1988 [48], tremendous progress of
Si/SiGe:C HBTs has been achieved, reaching a maximum
oscillation frequency of 210 GHz [1] and a cut-off frequency
of 285 GHz [2], with circuit applications in wireless and opti-
cal communication.

In the NPN bipolar transistor, the collector current is
controlled by application of a forward bias VBE to the
emitter-base junction [49]. In the forward active region, the
base-collector junction is reverse biased by VCB, as shown
in Figure 15. More electrons are injected into the base
region in HBT than in bipolar junction transistor (BJT)
because of the lowering of the potential barrier �Vn. Note
that the same base doping concentration is assumed in HBT
and BJT, and therefore the separation between the Fermi
level and the valence band edge is the same for HBT and
BJT. This results in an increase in collector current as com-
pared with Si BJT with the same base doping. In other
words, to have the same barrier �Vn (same collector cur-
rent), the HBT can have a heavy base doping, which moves
the conduction band edge in the base upward. The narrow
bandgap of the Si1−xGex base can have a concentration of
up to 2× 1020 cm−3 [50], which significantly reduces the base
resistance and hence leads to a high maximum oscillation
frequency, high Early voltage, and a low noise figure, as
compared with Si bipolar junction transistors.

A built-in electric field for electrons in the p-type base
region can be obtained with graded Si1−xGex (shown in
Fig. 16). The electrical field accelerates the electron motion
in the base and thus reduces the base transit time. The
cut-off frequency ft can be enhanced. Many studies [51–56]
are focused on the optimal Ge profile of SiGe base HBT′

to minimize the base transit time. The narrow base also
reduces the base transit time. However, because of the
boron out-diffusion, especially by transient-enhanced diffu-
sion (TED) in the fabrication process, the base width is
limited. An ultra-high-speed HBT requires a heavily doped
and extremely narrow base. The carbon incorporation in
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Figure 15. Band diagram of typical SiGe HBT. In the forward active
region, the base-emitter junction is forward-biased (VBE) and the base-
collector junction reverse-biased (VCB). EfC, EfB, and EfC are the Fermi
levels in the emitter, the base, and the collector, respectively.
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Figure 16. The compositionally graded Si1−xGex can build an electrical
field in the base of Si/SiGe HBTs.

the Si1−xGex base can reduce the boron out-diffusion to a
narrow base with small base resistance and without the par-
asitic barrier in the collector. A low concentration of carbon
atoms (∼< 0�2% = 1020 cm−3) is introduced into the base
region to effectively suppress the TED of boron [57]. The
suppressed boron diffusion found in carbon-doped Si and
SiGe is caused by an undersaturation of Si interstitials due to
carbon out-diffusion from the base. However, it is reported
that the addition of a carbon concentration higher than ∼1%
can degrade the electron mobility by a factor of 2 [58].

3.2. Field Effect Transistors

3.2.1. N Channel Metal-Oxide-Semiconductor
Field Effect Transistors

Very high electron mobilities in strained Si layers suggest
a great potential for this material in high-performance N
channel metal-oxide-semiconductor field effect transistors
NMOSFETs. The low defect density buffers and high quality
oxide at low temperature are key technologies for ensuring
a mobility advantage in device performance.

The enhancement of effective electron mobility has been
reported for long-channel MOSFETs with both surface and
buried channels [59]. Figure 17 shows schematic diagrams
of these two possible configurations of strained Si channel
NMOSFETs [60]. Both structures have relaxed SiGe buffer

Relaxed
Si1-xGex Relaxed Si1-xGex

Relaxed Si1-xGexStrained-Si

Strained-Si

SiO2
SiO2

Gate
Gate

Metal/Poly Metal/Poly
Source SourceDrain Drain

n+ n+

n+ n+

(a) (b)

Figure 17. Device structures for strained Si NMOSFETs with (a) a Si
surface channel and (b) a Si buried channel. Adapted with permission
from [59], J. Welser et al., IEEE Electron Device Lett. 15, 100 (1994).
© 1994, IEEE.

layers grown on either a graded-Ge layer or SOI. The
surface channel device (Fig. 17a) has a single layer of thin
strained Si grown on top of a relaxed buffer layer. This
layer is oxidized to form gate oxide. The buried strained Si-
channel device (Fig. 17b) has a layer of strained Si buried
beneath a thin layer of relaxed SiGe. An additional layer
of strained Si is necessary to form gate oxide on top of
the SiGe, and ideally this additional Si layer should be con-
sumed during oxidation. If it is not, the residual sacrificial Si
layer between the gate oxide and the SiGe barrier layer can
act as a parallel conducting channel and strongly affects the
device performance. Depending on the dopant type in the
layers, these structures can also be used for PMOSFETs or
NMOSFETs. The long channel (W = 10 �m ×168 �m) sur-
face and buried-channel NMOSFET devices fabricated on
relaxed Si0�7Ge0�3 buffer layers showed well-behaved output
characteristics. The effective low-field mobilities for these
device structures [60] are shown in Figure 18. For the surface
channel strained Si device, the effective mobility is enhanced
with a similar dependence on the effective electric field as
compared with a bulk-Si control device. The peak mobility
value is 1000 cm2/Vs, which shows 80% enhancement over
the Si control device (550 cm2/Vs). The peak mobility value
of the buried channel device is over 1600 cm2/Vs, which is
almost 3 times that of the Si control device, but drops rapidly
with increasing effective field. The enhancement of strained
Si NMOSFET mobility becomes less significant, if the low
Ge content buffer is used [60], since the strained Si mobil-
ity increases with increasing strain (more Ge content in the
relaxed buffer layer). Note that buried channel devices with
deep submicron length suffer from degraded threshold volt-
age roll-off and subthreshold characteristics.

Recently, IBM [6] has demonstrated current drive
enhancements in the strained-Si NMOSFET with sub-100-
nm physical gate lengths. Measured effective electron mobil-
ity characteristics are shown in Figure 19. For ∼1.2% strain
(i.e., 28% Ge content in buffer layer), effective electron
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Figure 18. Effective low-field mobility as a function of effective field
for different NMOSFETs at T = 290 K. The surface channel mobility
shows a fairly constant mobility enhancement compared with that of
a control-Si device, whereas the buried channel mobility peaks at low
fields but decreases rapidly at higher fields. Adapted with permission
from [59], J. Welser et al., IEEE Electron Device Lett. 15, 100 (1994).
© 1994, IEEE.
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Figure 19. NMOSFET effective mobility versus vertical effective field.
Adapted with permission from [6], K. Rim et al., “IEEE Symposium on
VLSI Technology Digest, 98,” 2002. © 2002, IEEE.

mobility at high field was enhanced by 110% over that of
the control Si. Note that to obtain a high current drive in
extremely small devices (∼30 nm), the saturation velocity, in
addition to the mobility, is also important.

3.2.2. P Channel Metal-Oxide-Semiconductor
Field Effect Transistors

Strained-Si P channel metal-oxide-semiconductor field effect
transistors (PMOSFETs) have been studied [61–67] through
the use of high hole mobility. The tensile strain in silicon
grown on relaxed SiGe buffer raises the light-hole band
and lowers the heavy-hole band. This reduces an intervalley
scattering and increases the low field hole mobility signif-
icantly. Recently, IBM [6] has demonstrated current drive
enhancements in the strained-Si PMOSFET with sub-100-
nm physical gate lengths. Measured hole mobility charac-
teristics are shown in Figure 20. For ∼1.2% strain (i.e.,
28% Ge content in the buffer layer), peak hole mobility
was enhanced by 45% over that of the control Si. The hole
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Figure 20. PMOSFET effective mobility versus vertical effective field.
Adapted with permission from [6], K. Rim et al., “IEEE Symposium on
VLSI Technology Digest, 98,” 2002. © 2002, IEEE.

mobility enhancement diminishes at high effective electric
field. For lower strain in Si (13% Ge content in buffer layer),
hole mobility is slightly degraded compared with the con-
trol Si. Since the strained SiGe also has high hole mobil-
ity (Fig. 8), it is desirable to use a SiGe channel in the
PMOSFETs. With a strained SiGe buried channel below the
strained Si in the buried channel device (Fig. 21), the hole
mobility has an enhancement comparable to that of the Si
surface channel structure with high strain (28% Ge content
in the buffer layer). The same strained Si structure suitable
for NMOSFETs and PMOSFETs makes it possible to apply
strained Si technology in CMOS circuits.

Since the compressively strained Ge has a large hole
mobility (Fig. 12), Ge channel PMOSFETs with an effective
mobility of 2700 cm2/Vs have also been reported [5].

3.2.3. Modulation Doped Field
Effect Transistors

Carriers can be separated from their parent donor or accep-
tor atoms for suitable band discontinuity. The impurity scat-
tering can be further reduced if a spacer is inserted between
the doped carrier-supply layers and undoped conduction
channels. In principle, the modulation doped field effect
transistors (MODFET) can have a much higher mobility than
the MOSFET because of the lack of impurity scattering.
With the band alignment requirement, NMODFETs have to
use a strained Si channel on relaxed Si1−xGex [68], whereas
PMODFETs have to use strained Si1−xGex on relaxed Si or
strained Ge on relaxed Si1−xGex [5, 69]. Figure 22 shows
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Figure 21. Schematic diagram of a buried strained-SiGe PMOSFET.
Most current flow is in the strained SiGe channel. Adapted with per-
mission from [6], K. Rim et al., “IEEE Symposium on VLSI Technology
Digest, 98,” 2002. © 2002, IEEE.
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Figure 22. Typical MODFET structures. (a) NMODFETs with Si-
channel on relaxed-SiGe buffer. (b) PMODFET with SiGe channel and
(c) PMODFET with Ge channel on relaxed-SiGe buffer. Note that the
doping layers and spacers can be located below the bottom of the chan-
nels (after [70]).

these three possible MODFET structures [70]. As in MOS-
FETs, the large defect density of these structures can seri-
ously degrade the device performance.

An electron mobility up to 2700 cm2/Vs at 300 K for a
sheet carrier density of 7 × 1012 cm−2 in a strained Si chan-
nel NMODFET is reported [71], and a hole mobility of
1880 cm2/Vs at 300 K for a sheet carrier density of 2�1 ×
1012 cm−2 has been obtained with a pure Ge channel layer
on a relaxed Si0�4Ge0�6 buffer [71]. All of the available data
on effective electron and hole mobilities for MODFET are
shown in Figure 23 [71–75]. From a comparison of Figure 19
and 23, it is evident the MODFETs have larger enhance-
ment than MOSFETs.
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Figure 23. Available experimental data [71–75] at 300 K for effective
electron and hole mobility in MODFET. A denotes modulation doping
above a strained Si channel, B denotes a doping supply layer below a
strained silicon channel, x is the Ge fraction in the channel, and y is the
Ge fraction in the buffer layers. DC, DaimlerChrysler Research Center;
CNET; France Telecom.

3.3. Optoelectronic Devices

In the last decade, interest in silicon-based optoelectronic
devices has grown rapidly [76]. The trend of optoelectron-
ics is to integrate both high-performance optoelectronic
and electrical devices on the same chips with silicon pro-
cessing technology. Among silicon-integrable materials, Ge
and SiGe are of great importance to the fabrication of
optoelectronic devices because of their optical absorption
wavelengths.

Many SiGe/Si devices operated in the 1.3–1.5 �m wave-
length range have been reported and demonstrated [77–78].
In this section, we discuss Si/SiGe photodetectors, light-
emitting diodes, and heterojunction phototransistors.

3.3.1. Absorption of SiGe
Because of the large absorption length (∼16�m) of Si at
820 nm [79] and the forbidden absorption at 1300 and
1550 nm, Si-based photodetectors have limited detection
efficiency and wavelength range. Not only can the incorpora-
tion of Ge into Si increase the cutoff wavelength (Fig. 6); it
can also enhance the absorption efficiency (small absorption
length). The strained Ge could have an absorption length
of 0.1 �m or less at a wavelength of 820 nm. Figure 24
shows the absorption length at 820, 1300, and 1550 nm ver-
sus Ge mole fraction. The absorption length decreases as the
Ge mole fraction increases. For the large Ge fraction, the
shadowed areas indicate the uncertainty of the estimation.
The incorporation of strained Ge/SiGe into optoelectronic
devices makes devices particularly useful over the important
fiber optic communications wavelengths.

3.3.2. Photodetectors
The figures of merit for light detection are high effi-
ciency, high responsivity, low noise, low dark currents,
and fast response. Previous studies have focused on
metal-semiconductor-metal (MSM) diodes and p-i-n diodes.
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Figure 24. The absorption length at 820, 1300, and 1550 nm versus
Ge mole fraction. The absorption length decreases as the Ge mole
fraction increases. For the large Ge fraction, the shadowed areas indi-
cate the uncertainty of the estimation. Reprinted with permission from
[16], B.-C. Hsu et al., “International Electron Device Meeting,” 2002,
pp. 91–94. © 2002, IEEE.
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In 1992, a metal-semiconductor-metal (MSM) diodes was
reported by Splett et al. [80]. The measured responsiv-
ity at 1.3 �m is 0.2 A/W over a 1-mm detector length
with 500 pA/�m2 dark current at 5-V bias. In 1996, Huang
et al. reported an epitaxial SiGeC/Si photodetector with a
response in the 1.3–1.55-�m wavelength range [77]. The
active absorption layer of the p-i-n photodiode consists of
a pseudomorphic SiGeC alloy grown on a Si substrate with
a Ge content of 55% and a thickness of 80 nm. In 2001, a
p-i-n Ge on Si photodetector was reported by Masini et al.
[78]. The photodiodes exhibit short-circuit responsivities of
0.3 and 0.2 A/W at 1.3 and 1.55 �m, respectively, reverse
dark currents of 20 mA/cm2, and response times of 800 ps.

In 1999, photodetectors and light-emitting diodes for
1.1-�m wavelength have been demonstrated with metal-
oxide-silicon (MOS) tunneling structures on both n-type
and p-type silicon substrates [81–84]. The ultrathin thickness
(<3 nm) of thermal oxide is required in these novel pho-
todetectors to provide sufficiently large tunneling probabil-
ity. As biased in inversion region, the tunneling diode works
in the deep depletion region with the soft pinning of oxide
voltage, instead of pinning of surface potential, which is very
different from the conventional MOS diode with thick oxide.
The Ge MOS detector can operate at 1.3 and 1.55 �m with
high responsivity [85]. To avoid material degradation such
as strain relaxation and Ge out-diffusion, low-temperature
liquid phase deposition (LPD) oxide is introduced [86].

A MOS Ge quantum dot photodetector is demonstrated
[16]. The photodetector has responsivities of 130, 0.16, and
0.08 mA/W at detection wavelengths of 820 nm, 1300 nm,
and 1550 nm, respectively. The dark current is extremely
low (0.06 mA/cm2). Si/Ge quantum dots are prepared by
ultra-high-vacuum chemical vapor deposition (UHVCVD)
on p-type Si (001) substrates. The structure is shown in
Figure 25. With the careful design of intraband transition,
the long-wavelength infrared (6–10 �m) can also be detected
with the same devices.

3.3.3. Light-Emitting Diodes
Two different Si light emitters have been reported. A narrow-
band infrared emitter at 1160 nm was implemented with a
pn junction under forward bias with an external quantum

Figure 25. The MOS detector structure with five layers of Ge quantum
dots.

efficiency of ∼10−4 [87]. A broad-band (450–850 nm) visible-
light emitter was also realized with an avalanche pn diode
with an external quantum efficiency of ∼10−8 [87] and ∼10−6

[88]. Recently, the band-edge (1.1 �m) electroluminescence
(EL) of a MOS tunneling light-emitting diode has also been
reported [83]. Because of the indirect bandgap of Si, addi-
tional momentum is required for the light emission pro-
cess. The phonon provides the additional momentum in
bulk Si and bulk SiGe [89]. In the MOS structure, the
interface/surface roughness can seriously affect the carrier
transport in the inversion layer [90]. This indicates that the
interface/surface roughness can scatter the carrier and can
change the carrier momentum. Therefore, the rough oxide
can enhance the emission efficiency of MOS light emitting
diodes [91].

The addition of Si1−xGex to p-i-n diodes can increase
the emission wavelength. Both 1.3-�m [18] and 1.5-�m [19]
emissions with Si1−xGex/Si quantum wells and Ge/Si quan-
tum dots, respectively, are demonstrated at room temper-
ature, and erbium-doped Si1−xGex can also have 1.5-�m
emission [92]. However, MOS diodes with Si1−xGex or Ge
quantum dots are not reported to have long-wavelength
emission so far.

3.3.4. Heterojunction Phototransistors
With high gain and low noise, the phototransistor can be
used in the front end of an optical receiver. The Si1−xGex/Si
multiple quantum well heterojunction phototransistor with
an ultrahigh responsivity of 1.47 A/W and a bandwidth of
>1.25 GHz at a wavelength of 850 nm has been reported at
an operation voltage as low as ≤1.5 V [13]. The responsivity
at 1310 nm is 0.15 A/W. The multiple quantum wells in the
collectors can enhance the photon absorption and increase
the cutoff wavelength. The current gain of the transistors
can further amplify the optical current. Si/Si1−xGex quantum
well phototransistors with far-infrared (6–20 �m) response
with low leakage current and high gain were also proposed
[93].

4. FABRICATION TECHNOLOGIES

4.1. Growth of Si1−xGex Films

Si1−xGex can be epitaxially grown by chemical vapor deposi-
tion (CVD) and molecular beam epitaxy (MBE). Depending
on the growth pressures, CVD has some variations: APCVD
(atmospheric pressure), rapid thermal CVD (RTCVD, sev-
eral torr with lamp heating), low-pressure CVD (LPCVD,
several tenths of a torr), and ultrahigh vacuum pressure
CVD (UHV/CVD). UHV/CVD [94] has a growth pressure
of 10−2 to 10−3 torr and a base pressure of UHV (∼10−9

torr). The designation UHV is sometimes confusing and
only indicates the base pressure of the reactor chamber, not
the growth pressure. The wafer temperature can be obtained
by lamp heating or thermal equilibrium furnaces. For lamp
heating, the wafer temperature can rise and fall very rapidly
(on the order of 10 s), and is often called “rapid thermal
CVD” [95]. The chamber used for RTCVD is often made
of quartz to avoid contamination during growth. The quartz
chamber does not absorb as much emission from the lamps
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as Si wafers. A cold-wall RTCVD can be obtained, whereas
a quartz tube with hot walls is used in the furnace-type reac-
tor, such as that used for UHV/CVD. Because of the config-
uration of heating lamps, RTCVD can process only a single
wafer at a time, whereas a furnace-type reactor such as that
used for UHV/CVD can process a batch of wafers (more
than 20 wafers). Silane (SiH4) and dichlorosilane (DCS) are
the common precursors of Si, and germane (GeH4) is the
precursor of Ge. Phosphine (PH3) is used for n-type dop-
ing, and diborane (B2H6) is for p-type doping. Both RTCVD
and UHV/CVD are used in semiconductor manufacturing
laboratories as well as research laboratories.

MBE is a physical deposition system with a stainless
chamber. The base pressure and growth pressure are about
10−11 and 10−9 torr, respectively. The electron beams are
used to heat source materials such as Si and Ge, and the Si
and Ge atoms are evaporated on Si substrates. The chamber
is cold and substrates are heated by a local heater. Because
of the difficulty of using large-diameter wafers and some
process issues, MBE is used in research laboratories, and
HBTs with ideal base currents are grown by MBE [96] after
CVD.

4.2. Metal Contacts

As the microelectronics industry moves into the era of
deep submicron devices, metallization has become the
main performance-limiting factor. Metal silicides have
been widely used to reduce the contact resistance of the
source/drain of microelectronic devices. The self-aligned sili-
cidation technique has become a crucial part of recent ultra-
high-speed silicon device technologies [97]. TiSi2 is currently
the most commonly used silicide in the IC industry. In the
deep submicron regime, a linewidth dependence of sheet
resistance was observed for TiSi2 [98, 99]. CoSi2 has been
introduced to replace TiSi2 in sub-quarter-micron technol-
ogy. However, its use in sub-0.1-micron devices is in doubt
unless a raised source/drain scheme becomes feasible. NiSi
is the only silicide left with resistivity comparable to that
of TiSi2 and CoSi2. On the other hand, intensive efforts
have been made to extend IC devices to other substrate
frames, such as Si-Ge. Metal germanosilicide/Si1−xGex/Si
heterostructures are promising for use in devices such as the
heterojunction bipolar transistor and infrared detectors with
high cutoff wavelengths [100, 101].

Metal germanosilicides may be used for making metal-
lic contacts with Si1−xGex alloys, and knowledge about the
formation and stability of thin metal germanosilicide films
is essential for such applications. The thermally induced
metal/Si1−xGex reaction has previously been studied for
many metals. Various degrees of germanium segregation
and/or the formation of segregated layered structures were
observed in the reactions of these metal/Si1−xGex systems.
The difference in heats of formation of silicide and ger-
manide offers the driving force for the segregation of
Ge-rich Si-Ge alloy [102]. The phase formation paths were
found to depend strongly on the composition of substrates.
By extension from silicon to Si-Ge devices, the contact mate-
rials considered for Si-Ge devices have been focused on Ti,
Co, and Ni contacts.

4.2.1. Co/Si-Ge System
Direct deposition of metal thin films on Si1−xGex in a self-
aligned silicide process would be an efficient technique and
would take advantage of established technologies. However,
the major difficulties in using Co as a contact material for
Si1−xGex appear to be the preferential reaction of Co with
Si and the high consumption ratio of the Si to Co to form
CoSi2. The undesirable characteristics lead to Ge segre-
gation, deterioration of the Si1−xGex layer, degradation of
junction integrity, and film agglomeration at low tempera-
tures, resulting in poor thermal stability and high-resistivity
contacts [103–105]. In addition, it has been demonstrated
that CoSi2 is formed at much higher temperatures on a
Si1−xGex layer than that on Si, owing to Ge expelled from
the Co-Si-Ge compound, which blocks the Co diffusion
paths, slowing down the reaction [106–108]. Successful for-
mation of good quality CoSi2 on epitaxial Si0�7Ge0�3 in the
presence of a sacrificial a-Si layer has been achieved. CoSi2
was previously found to form at a lower temperature on a-Si
with a smoother interface than that on single-crystal Si [109].

For convenience, the two sets of samples Co(15 nm)/
Si0�7Ge0�3 and Co(15 nm)/a-Si(50 nm)/Si0�7Ge0�3 are desig-
nated as samples A and B, respectively. Five hundred-
nanometer-thick Si0�7Ge0�3 and 1-�m-thick strained layers of
SiyGe1−y (y varies from 1 to 0.7) were grown on (001)Si
wafers at 550 �C by MBE. A 50-nm-thick sacrificial a-Si
layer was deposited on a Si0�7Ge0�3 substrate followed by
the deposition of a 15-nm-thick Co thin film without break-
ing the vacuum at room temperature. Figure 26 shows the
sheet resistance data of the two sets of samples after dif-
ferent heat treatments. For samples annealed at 600 �C,
the sheet resistance of samples B is much lower than
that of samples A. The low resistance is attributed to the
early formation of low-resistivity CoSi2, which is consistent
with the X-ray diffraction data. In contrast, CoSi2 was not
detected in samples A annealed at a temperature as high as
800 �C. The further substantial increase in sheet resistance
for Co(15 nm)/Si0�7Ge0�3 samples after 800 �C annealing,

Figure 26. Sheet resistance versus annealing temperature curves for
samples A and B after annealing at 500–1000 �C for 30 s by RTA.
Reprinted with permission from [109], W. W. Wu et al., Appl. Phys. Lett.
81, 820 (2002). © 2002, American Institute of Physics.
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as shown in Figure 26, is correlated to the agglomeration
of Co(Si1−xGex). Figure 27 is a plane-view TEM micro-
graph showing the formation of Co(Si1−xGex) islands in a
Co(15 nm)/Si0�7Ge0�3 sample annealed at 800 �C. On the
other hand, for the Co(15 nm)/a-Si(50 nm)/Si0�7Ge0�3 sam-
ples, the formation of CoSi2 was completed after 700 �C
annealing. The sheet resistance maintained the same low
level for samples B after annealing at 700–900 �C. In 900 �C
annealed samples, the silicide films were found to be contin-
uous with the smooth interface with Si0�7Ge0�3, as revealed
by plane-view TEM and XTEM images shown in Figure 28.
No Ge segregation was detected from the analysis of TEM
direct images and electron diffraction patterns. In contrast
with samples B, rough interface and Ge segregation in sam-
ples A are evident. An example is shown in Figure 29.

Previous study showed that the retardation of the silici-
dation process on Si1−xGex is related to a higher effective
Ge concentration at the reaction front, therefore causing
an increase in the interface energy. The expelled and seg-
regated Ge tends to diffuse to the surface and interface
of the silicide layer [104, 105]. These Ge atoms can dec-
orate the grain boundaries, resulting in an increase in the
grain boundary energy, which makes the silicide film more
prone to agglomeration. On the other hand, the sacrificial
a-Si layer is shown to improve the interfacial roughness
and thermal stability of a CoSi2 film grown on Si0�7Ge0�3.
The increased uniformity of the silicide/Si0�7Ge0�3 interface
is speculated to result from small-grained CoSi2. The aver-
age grain size is smaller for silicides formed on a-Si than
that on single-crystal Si and poly-Si in samples subjected to
the same heat treatment [110]. The results indicated that the
reaction between Co thin films and a-Si incurs the formation
of small-grained CoSi2, which in turn enhances the mor-
phological stability of CoSi2. In addition, the formation of
thermally stable CoSi2 leads to a low sheet resistance value.

4.2.2. Ti/Si-Ge System
Titanium disilicide has been widely used for contacts to Si in
microelectronics devices. Its use is complicated by the exis-
tence of two crystalline phases. The high-resistivity C49-TiSi2

Figure 27. Plane-view TEM image of a Co(15 nm)/Si0�7Ge0�3 sample
after annealing at 800 �C for 30 s by RTA. Reprinted with permission
from [109], W. W. Wu et al., Appl. Phys. Lett. 81, 820 (2002). © 2002,
American Institute of Physics.

Figure 28. (a) Plane-view and (b) cross-sectional TEM images of
Co(15 nm)/a-Si(50 nm)/Si0�7Ge0�3 samples after annealing at 900 �C for
30 s by RTA. Reprinted with permission from [109], W. W. Wu et al.,
Appl. Phys. Lett. 81, 820 (2002). © 2002, American Institute of Physics.

forms first on heating of Ti on Si above 500 �C, and addi-
tional heating above 700 �C is needed to transform C49 into
the low-resistivity C54-TiSi2. However, in the Ti/Si1−xGex

system, Ge segregation was observed near the C54 phase
formation temperature [111]. In addition, the resistivity
of C54-Ti(Si1−zGez)2 forms on Si1−xGex layer is higher
than that of C54-TiSi2. The appearance and agglomeration
temperature of low-resistivity C54-Ti(Si1−zGez�2 were both
found to decrease with the Ge concentration [111].

Figure 29. Cross-sectional TEM image of Co(15 nm)/Si0�7Ge0�3 samples
after annealing at 900 �C for 30 s by RTA.
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An amorphous Si was also successfully used to decrease
the formation temperature of low-resistivity C54-TiSi2 and
alleviate the formation of islands as well as the segregation
of Ge. For the Ti/a-Si/Si1−xGex system, the thicknesses of Ti
and amorphous Si were selected to be 15 and 30 nm, respec-
tively. Figure 30 shows an XTEM image of a Ti/Si0�7Ge0�3
sample annealed at 900 �C, revealing the formation of C54-
Ti(Si1−zGez)2 islands and Ge segregation. An amorphous Si
was used to alleviate the formation of islands as well as the
segregation of Ge. The selection of the thickness ratio of Ti
and a-Si was such that the a-Si was completely consumed in
forming C54-TiSi2. If the a-Si was too thin, Ti would start
to react with the Si1−xGex layer and accompanying prob-
lems in forming higher-resistivity Ti(Si1−xGex) compound
became troublesome [102]. Ge segregation [111], a rough
interface [112], and strain relaxation of the Si1−xGex layer
are expected to occur [113].

GIXRD spectra of Ti(15 nm)/a-Si(30 nm)/Si0�7Ge0�3
samples revealed that low-resistivity C54-TiSi2 was the
dominant silicide phase above 650 �C. The formation tem-
perature of C54-TiSi2 was lowered by about 100 �C in
samples with a sacrificial a-Si interlayer compared with
that of the Ti/Si0�7Ge0�3 system [111]. Figure 31 shows the
resistivity curves of the Ti(30)nm/Si0�7Ge0�3 and Ti(15 nm)/a-
Si(30 nm)/Si0�7Ge0�3 samples (samples A and B) after anneal-
ing at different temperatures. For samples annealed at
700 �C, the resistivity of samples B is 23 much lower than
that of samples A. It resulted from the formation of low-
resistivity C54-TiSi2 at low temperature. On the other hand,
for samples A, as the annealing temperature was increased
to 800 �C, a sharp drop in resistivity occurred. In samples
B, the temperature range of low-resistivity C54-TiSi2 was
extended to 700–900 �C. From both resistivity and TEM
data, it was concluded that the resistivity of C54-TiSi2 in
samples B is lower than that of C54-Ti(Si1−zGez)2 in sam-
ples A. The magnitude of such differences will be affected
by the homogeneity of the microstructures and will depend
specifically upon the grain size [110]. On the other hand,
with higher solute concentration, the electronic structure or
phonon spectrum of the alloy will start to suffer from pertur-
bation, and then the resistivity is expected to increase. For
Ti(15 nm)/a-Si(30 nm)/Si0�7Ge0�3 samples, the a-Si was com-
pletely consumed in forming C54-TiSi2, and the phase pos-
sesses lower resistivity than ternary C54-Ti(Si1−zGez)2 phase.
In addition, no Ge segregation was detected. The silicide

Figure 30. Cross-sectional TEM image of Ti(30 nm)/Si0�7Ge0�3 samples
after annealing at 900 �C for 30 s by RTA.

Figure 31. Resistivity versus annealing temperature curves for samples
A and B after annealing at 500–1000 �C for 30 s by RTA.

films were also found to be continuous with the smooth
interface with Si0�7Ge0�3, as shown in Figure 32. As a result,
a sacrificial a-Si layer was found to decrease the formation
temperature of C54-TiSi2, prevent Ge segregation, lower the
resistivity of silicide, and improve the morphological stabil-
ity of C54-TiSi2 on the Si0�7Ge0�3 layer. If the a-Si was too
thin, Ti would react with the Si0�7Ge0�3 layer significantly and
result in a rough interface.

4.2.3. Ni/Si-Ge System
Low-resistivity NiSi is currently one of the most promising
silicides to replace TiSi2 for the self-aligned technology of
ULSI, owing to its favorable properties low resistivity, low
silicon consumption, low processing temperature, and rela-
tive insensitivity to the linewidth of the silicide.

For the Ni/Si0�7Ge0�3 system, Ge tended to be less reactive
with Ni than with of Si. Moreover, Ge was found to segre-
gate to grain boundaries in 600 �C annealed samples, and
Ni(Si0�9Ge0�1) islands were found to form in 700 �C annealed
samples. In the XTEM image observation, the Ge segrega-
tion toward the grain boundary was evident. An example is
shown in Figure 33. Ni(Si0�9Ge0�1) islands were observed to
form in 700 �C annealed samples [114].

Figure 32. Cross-sectional TEM image of Ti(15 nm)/a-Si(30
nm)/Si0�7Ge0�3 samples after annealing at 900 �C for 30 s by RTA.
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Figure 33. Cross-sectional TEM image of a Ni(30 nm)/Si0�7Ge0�3 sample
after annealing at 700 �C for 30 s by RTA.

The scheme of an interposing a-Si layer was also
attempted to overcome the detrimental effects of Ge seg-
regation as well as island formation in Ni/Si-Ge systems.
The thicknesses of Ni and amorphous Si were selected to be
15 and 27 nm, respectively. GIXRD spectra for Ni(15 nm)/
a-Si(27 nm)/Si0�7Ge0�3 samples annealed at 300–700 �C indi-
cated that low-resistivity NiSi was the only phase present in
all samples annealed above 500 �C.

Figure 34 shows the sheet resistance data for Ni(30 nm)/
Si0�7Ge0�3 and Ni(15 nm)/a-Si(27 nm)/Si0�7Ge0�3 samples
(samples C and D). After annealing at 400 �C, low-resistivity
NiSi phase was formed in both sets of samples. The apparent
increase in sheet resistance for Ni(30 nm)/Si0�7Ge0�3 samples
after annealing at 700 �C results from the formation of the
island structure of Ni(Si0�9Ge0�1). On the other hand, even
after annealing at 800 �C, the sheet resistance remained at
the same low level for the Ni(15 nm)/a-Si(27 nm)/Si0�7Ge0�3
samples. Furthermore, the sacrificial a-Si layer was also seen
to improve the interface roughness and thermal stability of
NiSi film grown on Si0�7Ge0�3 from XTEM micrographs. In
addition, no Ge segregation was observed. An example is
shown in Figure 35. In the Ni thin films on the Si system,

Figure 34. Sheet resistance versus annealing temperature curves for
Ni(30 nm)/Si0�7Ge0�3 and Ni(15 nm)/a-Si(27 nm)/Si0�7Ge0�3 samples after
annealing at 300–800 �C for 30 s by RTA.

Figure 35. Cross-sectional TEM image of Ni(15 nm)/a-Si(27 nm)/
Si0�7Ge0�3 samples after annealing at 800 �C for 30 s by RTA.

NiSi2 is normally formed at 750 �C. The extraordinary sta-
bility of NiSi on Si0�7Ge0�3 with a sacrificial a-Si layer is likely
due to the high consumption ratio of the Si to Ni to form
NiSi2, which requires the excess Ni atoms to react directly
with the Si1−xGex layer. Ge was then expelled from the Ni-
Si-Ge compound and slowed down the reaction. The block-
ing of Ni diffusion paths by Ge atoms may also slow down
the reaction and result in a delay of the formation of NiSi2.
The mechanism is similar to that of the formation of CoSi2
on a Si1−xGex layer. In contrast, if the a-Si is too thin, as in
Ni(15 nm)/a-Si(22 nm)/Si0�7Ge0�3 samples, a rough interface
is formed. The results indicate that a sacrificial a-Si layer
with appropriate thickness works beneficially for Ni contacts
on Si-Ge.

GLOSSARY
Chemical-mechanical polish (CMP) A chemical-mechanical
method utilized to eliminate the surface roughness of a sam-
ple. This method is commonly used in ULSI processes.
Chemical vapor deposition (CVD) A method utilizing
chemical gas to deposit film on substrates.
Dislocation A kind of line defect due to the lattice misfit
between SiGe and Si. There are two segments. The segment
parallel to the Si/SiGe interface is called “misfit disloca-
tion,” and the segment propagating to the surface is called
“threading dislocation.”
Heterojunction bipolar transistors (HBT) The narrow
bandgap base in the bipolar transistor to enhance the device
performance.
Metal germanosilicide A compound of metal, Si and Ge.
Strained Si-on-SiGe-on-insulator (SGOI) Introducing
strained Si to the silicon-on-insulator (SOI) technology,
which provides high-performance CMOS circuits due to
combination of carrier mobility enhancement in strained Si
with the advantage of SOI device/circuit.
Silicidation process The process used to form silicide.
Strained Si FET Strained Si field effect transistors. The
tensile strained Si has higher carrier mobility than conven-
tional Si. The new type of device can give larger current
drive in VLSI circuits.
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Universal mobility The carrier mobility in the field effect
transistor depending only on effective transverse electrical
field regardless of the doping concentration of the channel.

ACKNOWLEDGMENTS
The help of S. T. Chang (Department of Electrical Engi-
neering, National Taiwan University, Taiwan) and W. W.
Wu (Department of Materials Science and Engineering,
National Tsing Hua University, Taiwan) in manuscript
preparation are gratefully appreciated. The work on the
composite quantum dots by Dr. P. S. Chen, ERSO/ITRI,
Taiwan, is highly appreciated.

REFERENCES
1. S. J. Jeng, B. Jagannathan, J.-S. Rieh, J. Johnson, K. T. Schonen-

berg, D. Greenberg, A. Stricker, H. Chen, M. Khater, D. Ahlgren,
G. Freeman, K. Stein, and S. Subbanna, IEEE Electron Device Lett.
22, 542 (2001).

2. B. Jagannathan, M. Khater, F. Pagette, J.-S. Rieh, D. Angell,
H. Chen, J. Florkey, F. Golan, D. R. Greenberg, R. Groves, S. J.
Jeng, J. Johnson, E. Mengistu, K. T. Schonenberg, C. M. Schn-
abel, P. Smith, A. Stricker, D. Ahlgren, G. Freeman, K. Stein, and
S. Subbanna, IEEE Electron Device Lett. 23, 258 (2002).

3. T. Mizuno, S. Takagi, N. Sugiyama, H. Satake, A. Kurobe, and
A. Toriumi, IEEE Electron Device Lett. 21, 230 (2000).

4. U. Konig, and F. Schaffler, IEEE Electron Device Lett. 14, 205
(1993).

5. T. Irisawa, S. Tokumitsu, T. Hattori, K. Nakagawa, S. Koh, and
Y. Shitake, Appl. Phys. Lett. 81, 847 (2002).

6. K. Rim, J. Chu, H. Chen, K. A. Jenkins, T. Kanarsky, K. Lee,
A. Mocuta, H. Zhu, R. Roy, J. Newbury, J. Ott, K. Petrarca,
P. Mooney, D. Lacey, S. Koester, K. Chan, D. Boyd, M. Ieong,
and H.-S. Wong, “IEEE Symposium on VLSI Technology Digest,
98,” 2002.

7. Y. Suda and H. Koyama, Appl. Phys. Lett. 79, 2273 (2001).
8. Z. Matutinoviac-Krstelj, C. W. Liu, X. Xiao, and J. C. Sturm,

J. Vac. Sci. Technol., B 11, 1145 (1993).
9. H. C. Liu, D. Landheer, N. Buchanan, and D. C. Houghton, Appl.

Phys. Lett. 52, 1809 (1988).
10. K. Ismail, B. S. Meyerson, S. Rishton, J. Chu, S. Nelson, and

J. Noccra, IEEE Electron Device Lett. 13, 229 (1992).
11. J. Welser, J. L. Hoyt, and J. F. Gibbons, IEEE Electron Device Lett.

15, 100 (1994).
12. E. F. Crabbe, D. L. Harame, B. S. Meyerson, J. M. C. Stork,

J. Y. C. Sun, “Device Research Conference Digest, 50th Annual,”
1992, p. 26.

13. Z. Pei, C. S. Liang, L. S. Lai, Y. T. Tseng, Y. M. Hsu, P. S. Chen,
S. C. Lu, C. M. Liu, M.-J. Tsai, and C. W. Liu, “International
Electron Device Meeting,” 2002.

14. F. Aniel, M. Enciso-Aguilar, L. Giguerre, P. Crozat, R. Adde,
T. Mack, U. Seiler, Th. Hackbarth, and B. Raynor, “Proceedings
of the International Semiconductor Device Research Symposium,”
2001, p. 482.

15. U. Konig, “Proceedings of the IEEE international Symposium on
High Performance Electron Devices for Microwave and Optoelec-
tronic Application,” 2000, pp. 1–7.

16. B.-C. Hsu, S. T. Chang, C.-R. Shie, C.-C. Lai, P. S. Chen, and C. W.
Liu, “International Electron Device Meeting,” 2002, pp. 91–94.

17. J. R. Jimenez, X. Xiao, J. C. Sturm, and P. W. Pellegrini, Appl.
Phys. Lett. 67, 506 (1995).

18. Q. Mi, X. Xiao, J. C. Sturm, L. Lenchyshyn, and M. Thewalt, Appl.
Phys. Lett. 60, 3177 (1992).

19. T. Brunhes, P. Boucaud, S. Sauvage, F. Aniel, J.-M. Lour-
tioz, C. Hernandez, Y. Campidelli, O. Kermarrec, D. Bensahel,
G. Faini, and I. Sagnes, Apply. Phys. Lett. 77, 1822 (2000).

20. C. Houghton, C. J. Gibbings, C. G. Tuppen, M. H. Lyons, and
A. G. Halliwell, Appl. Phys. Lett. 56, 460 (1990).

21. C. W. Liu, J. C. Sturm, P. V. Schwartz and E. A. Fitzgerald, Mater.
Res. Soc. Symp. Proc. 238, 85 (1992).

22. F. Schaffler, D. Tobben, H.-J. Herzog, G. Abstreiter, and B. Hol-
lander, Semicond. Sci. Technol. 7, 260 (1992).

23. T. Mizuno, N. Sugiyama, H. Satake, and S. Takagi, Symp. VLSI
Technol. Dig. 210 (2000).

24. T. Mizuno, N. Sugiyama, T. Tezuka, T. Numata, and S. Takagi,
Symp. VLSI Technol. 106 (2002).

25. K. Brunner, K. Eberl, and W. Winter, Phys. Rev. Lett. 76, 303
(1996).

26. C.-L Chang, A. St Amour, and J. C. Sturm, Appl. Phys. Lett. 70,
1557 (1997).

27. E. Jesson, S. J. Pennycook, J. M. Baribeau, and D. C. Houghton,
Phys. Rev. Lett. 71, 1744 (1993).

28. O. G. Schmidt and K. Eberl, Phys. Rev. B 61, 13721 (2000).
29. C. W. Liu, B.-C. Hsu, K.-F. Chen, M. H. Lee, C.-R. Shie, and

Pang-Shiu Chen, Appl. Phys. Lett. (2003).
30. O. G. Schmidt and K. Eberl, Phys. Rev. Lett. 80, 3396 (1998).
31. S. T. Chang, C. Y. Lin, and C. W. Liu, J. Appl. Phys. 92, 3717

(2002).
32. F. M. Bufler and B. Meinerzhagen, J. Appl. Phys. 84, 5597 (1998).
33. P. Gaworzewski, K. Tittelbach-Helmrich, U. Penner, and

N. Abrosimov, J. Appl. Phys. 83, 258 (1998).
34. S. C. Jain, “Germanium-Silicon Strained Layers and Heterostruc-

tures,” Advances in Electrons and Electron Physics, (P. W. Hawkes,
Ed.), Suppl. l24, Academic, Boston.

35. P. J. Briggs, A. B. Walker, and D. C. Herbert, Semicond. Sci. Tech-
nol. 13, 692 (1998).

36. T. Manku. J. M. McGregor, A. Nathan, D. J. Roulston, J.-P. Noel,
and D. C. Houghton, IEEE Trans. Electron Devices 40, 1990 (1993).

37. F. M. Bufler, P. Graf, B. Meinerzhagen, B. Adeline, M. M. Rieger,
H. Kibbel, and G. Fischer, IEEE Electron Device Lett. 18, 264
(1997).

38. T. Manku and N. Nathan, IEEE Trans. Electron Devices 39, 2082
(1992).

39. D. B. M. Klaassen, Solid-State Electron. 35, 953 (1992).
40. D. M. Richey, J. D. Cressler, and A. J. Joseph, IEEE Trans. Elec-

tron Devices 44, 431 (1997).
41. M. V. Fischetti and S. E. Laux, J. Appl. Phys. 80, 2234 (1996).
42. R. Oberhuber, G. Zandler, and P. Vogl, Phys. Rev. B 58, 9941

(1998).
43. S. Takagi, J. L. Hoyt, J. J. Welser, and J. F. Gibbons, J. Appl. Phys.

80, 1567 (1996).
44. T. Mizuno, S. Takagi, N. Sugiyama, H. Satake, A. Kurobe, and

A. Toriumi, IEEE Electron Device Lett. 21, 230 (2000).
45. A. R. Powell, S. S. Iyer, and F. K. LeGoues, Appl. Phys. Lett. 64,

1856 (1994).
46. L. J. Huang, J. Chu, S. A. Goma, C. D’Emic, S. J. Koester, D. F.

Canaperi, P. M. Mooney, S. A. Cordes, J. L. Speidell, R. M. Ander-
son, and H. S. P. Wang, Symp. VLSI Technol. 57 (2001).

47. M. Bruel, B. Aspar, B. Charlet, C. Malevilie, T. Poumeyrol, A. Sou-
bie, A. J. Auberton-Herve, J. M. Lamure, T. Barge, F. Metral,
and S. Trucchi, “Proceedings of the 1995 IEEE International SOI
Conference,” 1995, p. 178.

48. G. L. Patton, S. S. Iyer, S. L. Delage, S. Tiwari, and J. M. C. Stork,
IEEE Electron Device Lett. 9, 165 (1988).

49. E. J. Prinz, Base Transport and Vertical Profile Engineering
in Si/SiGe/Si Heterojunction Bipolar Transistor, Ph.D. Thesis,
Princeton university, 1992.

50. A. Schuppen, U. Erben, A. Gruhle, H. Kibbel, H. Schumacher,
and U. Konig, IEEE Int. Electron Device Meeting Technical Dig.
743 (1995).



792 SiGe/Si Heterostructures

51. J. Song and J. S. Yuan, IEEE Trans. Electron Devices 44, 915
(1997).

52. V. S. Patri and M. J. Kumar, IEEE Trans. Electron Devices 45, 1725
(1998).

53. V. S. Patri and M. J. Kumar, IEE Proc. Circuits Devices Syst. 146,
291 (1999).

54. S. T. Chang, C. W. Liu, and S. C. Lu, “ISDRS 2001,” 2001, p. 490.
55. S. S. Winterton, C. J. Peters, and N. G. Tarr, Solid-State Electron.

36, 1161 (1993).
56. P. Rinaldi and N. Rinaldi, Solid-State Electronic. 41, 59 (1997).
57. L. D. Lanzerotti, J. C. Sturm, E. Stach, R. Hull, T. Buyuklimanli,

and C. Magee, Int. Electron Device Meeting Technical Dig. 249
(1996).

58. H. J. Osten, D. Knoll, B. Heinemann, H. Rucker, and B. Tillack,
IEEE BCTM Technical Dig. 109 (1999).

59. J. Welser, J. L. Hoyt, and J. F. Gibbons, IEEE Electron Device Lett.
15, 100 (1994).

60. J. Welser, The Application of Strained-Silicon/Relaxed-Silicon
Germanium Heterostructures to Metal-Oxide-Semiconductor
Field-Effect Transistors, Ph.D. Thesis, Stanford University,
1994.

61. J. Welser, J. L. Hoyt, and J. F. Gibbons, Int. Electron Device Meet-
ing Technical Dig. 1000 (1992).

62. T. Mizuno, S. Takagi, N. Sugiyama, J. Koga, T. Tezuka, K. Usuda,
T. Hatakeyama, A. Kurobe, and A. Toriumi, Int. Electron Devices
Meeting Technical Dig. 934 (1999).

63. D. K. Nayak, J. C. S. Woo, J. S. Park, K. L. Wang, and K. P.
MacWilliams, Appl. Phys. Lett. 62, 2853 (1993).

64. E. A. Fitzgerald, Y.-H. Xie, M. L. Green, D. Brasen, A. R. Kor-
tan, J. Michel, Y.-J. Mii, and B. E. Weir, Appl. Phys. Lett. 59, 811
(1991).

65. D. K. Nayak, K. Goto, A. Yutani, J. Murota, and Y. Shiraki, IEEE
Trans. Electron Devices 43, 1709 (1996).

66. C. K. Maiti, L. K. Bera, S. S. Dey, D. K. Nayak, and N. B.
Chakrabarti, Solid-State Electron. 41, 1863 (1997).

67. R. Kim, J. Welser, J. L. Hoyt, and J. F. Gibbons, Int. Electron
Device Meeting Technical Dig. 517 (1995).

68. K. Ismail, B. S. Meyerson, S. Rishton, J. Chu, S. Nelson, and
J. Nocera, IEEE Electron Device Lett. 13, 229 (1992).

69. U. Konig and F. Schafer, Electron. Lett. 29, 486 (1993).
70. F. Schafer, Semicond. Sci. Technol. 12, 1515 (1997).
71. T. Hackbarth, G. Hoeck, H.-J. Herzog, and M. Zeuner, J. Cryst.

Growth 201/202, 734 (1999).
72. K. Ismail, Int. Electron Devices Meeting Techhnol. Dig. 509 (1995).
73. E. H. C. Parker and T. E. Whall, Solid-State Electron. 43, 1497

(1999).
74. L. Garchery, P. Warren, I. Sagnes, and P. A. Badoz, Mater. Res.

Soc. Symp. Proc. 379, 321 (1995).
75. S. J. Koester, R. Hammond, J. O. Chu, P. M. Mooney, J. A. Ott,

L. Perraud, K. A. Jenkins, C. S. Webster, I. Lagnado, and P. R. de
la Houssaye, IEEE Electron Device Lett. 22, 92 (2001).

76. R. A. Soref, Proc. IEEE 81, 1687 (1993).
77. F. Y. Huang, Shawn G. Thomas, Michael Chu, and Kang L. Wang,

Int. Electron Device Meeting Technical Dig. 665 (1996).
78. Gianlorenzo Masini, Lorenzo Colace, Gaetano Assanto, Hsin-

Chiao Luan, and Lionel C. Kimerling, IEEE Trans. Electron
Devices 48, 1092 (2001).

79. Min Yang, J. Schaub, D. Rogers, M. Ritter, K. Rim, J. Welser, and
Park Byeongju, IEDM Technol. Dig. 547 (2001).

80. A. Splett, B. Schuppert, K. Petermann, E. Kasper, H. Kibbel, and
H. J. Herzog, Dig. Conf. Integrated Photonic Res. (OSA Technical
Dig. Ser.) 10, 122 (1992).

81. C. W. Liu, M. H. Lee, C. F. Lin, I. C. Lin, W. T. Liu,
and H. H. Lin, Int. Electron Device Meeting Technical Dig. 749
(1999).

82. C. W. Liu, W. T. Liu, M. H. Lee, W. S. Kuo, and B. C. Hsu, IEEE
Electron Dev. Lett. 21, 307 (2000).

83. C. W. Liu, M. H. Lee, M.-J. Chen, C.-F. Lin, and I. C. Lin, Appl.
Phys. Lett. 76, 1516 (2000).

84. B.-C. Hsu, C. W. Liu, W. T. Liu, and C.-H. Lin, IEEE Trans. Elec-
tron Devices 48, 1047 (2001).

85. B.-C. Hsu, W.-C. Hua, C.-R. Shie, and C. W. Liu, “Electrochemical
Society 201st Spring Meeting,” 2002, p. 662.

86. B.-C. Hsu, W.-C. Hua, C.-R. Shie, K.-F. Chen, and C. W. Liu,
Electrochem. Solid State Lett. (2002).

87. J. Kramer, P. Seitz, E. F. Steigmeier, H. Auderset, and B. Delley,
Sens. Actuators, A 37–38, 527 (1993).

88. L. W. Snyman, M. du Plessis, E. Seevinck, and H. Aharoni, IEEE
Electron Device Lett.

89. X. Xiao, C. W. Liu, J. C. Sturm, L. C. Lenchyshyn, and M. L.
Thewalt, Appl. Phys. Lett. 60, 1720 (1992).

90. A. Pirovano, A. L. Lacaita, G. Ghidini, and G. Tallarida, IEEE
Electron Device Lett. 21, 34 (2000).

91. Min-Hung Lee, Kuan-Fu Chen, Chang-Chi Lai, Chee Wee Liu,
Woei-Wu Pai, Miin-Jang Chen, and Ching-Fuh Lin, Jpn. J. Appl.
Phys. Part 2 Lett. 41, L326 (2002).

92. Shoou-Jinn Chang, Deepak K. Nayak, and Yasuhiro Shiraki,
J. Appl. Phys. 83, 1426 (1998).

93. N. Chand, IEE Electron. Lett. 29, 1800 (1993).
94. B. S. Meyerson, Proc. IEEE 80, 1592 (1992).
95. J. F. Gibbons, C. M. Gronet, and K. E. Williams, Appl. Phys. Lett.

47, 721 (1985).
96. E. Kasper, A. Gruhle, and H. Kibbel, Int. Electron Devices Meeting

Technical. Dig. 71 (1993).
97. S. P. Murarka, Mater. Res. Soc. Symp. Proc. 320, 3 (1994).
98. J. B. Lasky, J. S. Snakos, O. J. Cain, and P. J. Geiss, IEEE Trans.

Electron Devices ED-38, 262 (1991).
99. K. Maex, Mater. Sci. Eng. R 11, 53 (1993).

100. H. K. Liou, X. Wu, U. Gennser, V. P. Kesan, S. S. Iyer, K. N. Tu,
and E. S. Yang, Appl. Phys. Lett. 60, 577 (1992).

101. X. Xiao, J. C. Sturm, S. R. Rarihar, S. A. Lyon, D. Meyerhofer,
S. Palfrey, and F. V. Shallcross, IEEE Electron. Dev. Lett. 14, 199
(1993).

102. W. J. Qi, B. Z. Li, W. N. Huang, Z. G. Gu, H. Q. Lu, X. J. Zhang,
M. Zhang, G. S. Dong, D. C. Miller, and R. G. Aitken, J. Appl.
Phys. 77, 1086 (1995).

103. B. I. Boyanov, P. T. Goeller, D. E. Sayers, and R. J. Nemanich,
Appl. Phys. Lett. 71, 3060 (1997).

104. P. T. Goeller, B. I. Boyanov, D. E. Sayers, R. J. Nemanich, A. F.
Meyers, and E. B. Steel, J. Mater. Res. 14, 4372 (1999).

105. H. J. Huang, K. M. Chen, C. Y. Chang, T. Y. Huang, T. C. Chang,
L. P. Chen, and G. W. Huang, J. Vac. Sci. Technol., A 18, 1449
(2000).

106. R. A. Donaton, K. Maex, A. Vantomme, G. Langouche, Y. Mor-
ciaux, A. St. Amour, and J. C. Sturm, Appl. Phys. Lett. 70, 1266
(1997).

107. B. I. Boyanov, P. T. Goeller, D. E. Sayers, and R. J. Nemanich,
J. Appl. Phys. 84, 4285 (1998).

108. C. Detavernier, T. R. L. Van Meirhaeghe, F. Cardon, and K. Maex,
Thin Solid Films 384, 243 (2001).

109. W. W. Wu, T. F. Chiang, S. L. Cheng, S. W. Lee, L. J. Chen, Y. H.
Peng, and H. H. Cheng, Appl. Phys. Lett. 81, 820 (2002).

110. J. F. Chen and L. J. Chen, Thin Solid Films 293, 34 (1997).
111. J. B. Lai and L. J. Chen, J. Appl. Phys. 86, 1340 (1999).
112. O. Nur, M. Willander, H. H. Radamson, M. R. Sardela, G. V.

Hansson, C. S. Peterson, and K. Maex, Appl. Phys. Lett. 64, 440
(1994).

113. H. J. Huang, K. M. Chen, C. Y. Chang, T. Y. Huang, L. P. Chen,
and G. W. Huang, J. Appl. Phys. 88, 1831 (2000).

114. L. J. Chen, J. B. Lai, and C. S. Lee, Micron 33, 535 (2002).



www.aspbs.com/enn

Encyclopedia of
Nanoscience and
Nanotechnology

Silicon Nanocrystals in SiO2 Thin Layers

A. G. Nassiopoulou

IMEL, NCSR “Demokritos” Athens, Greece

CONTENTS

1. Introduction
2. Fabrication of Silicon Nanocrystals in SiO2

3. Luminescence Properties of Silicon
Quantum Dots in SiO2

4. Charging of Silicon Nanocrystals
Single Electron Devices

5. Conclusion
Glossary
References

1. INTRODUCTION
Semiconductor nanocrystals, also called quantum dots (QD),
show interesting properties, which are very different from
those of the corresponding bulk materials. Their electronic
structure is determined by the size and the chemical environ-
ment of the nanocrystals. The electronic structure is com-
posed of discrete energy levels into the conduction and
valence band of the bulk material. By decreasing the size of
the nanocrystals, these confined states are shifted to higher
values, and the electronic bandgap of the material increases.
The atoms occupying the chemical bonds around a nano-
crystal play an important role in the determination of the
effective bandgap, by introducing interface states below the
conduction band minimum or above the valence band maxi-
mum of the silicon nanocrystal. So, there is significant differ-
ence in the macroscopic properties of the QDs when their
chemical environment changes.

Another interesting property of semiconductor QDs is
that of the controlled charging, due to the Coulomb block-
ade effect. When one single charge is injected into a QD, it
will occupy a confined state in the nanocrystal. The energy
needed to inject a single charge into the QD is the confine-
ment energy. The presence of one charge in the nanocrystal
modifies the electrostatic potential within it, so that injection
of a second charge needs to overcome the semiconductor
charging energy. This means that under the same electric
field, there is blockade of the injection of the next charge.

In this paper, we consider the case of silicon nanocrystal
layers embedded in an SiO2 matrix for application in mem-
ory devices or in light emission. Silicon dioxide is the dielec-
tric used in current microelectronics technology both as a
gate dielectric and as an isolation layer in different process
steps. The use of this material as an insulating matrix of
the QDs for the mentioned applications, offers important
advantages, which concern not only the compatibility with
silicon integrated circuit (IC) processing but also the advan-
tage of a high-quality dielectric material with a high elec-
tronic quality interface to silicon, showing reduced interface
states.

For memory devices, the basic memory structure consists
of a sandwich of layers comprising a tunneling SiO2 layer on
bulk crystalline silicon, the silicon nanocrystal layer, a sec-
ond thicker SiO2 layer on top, and a metallic cap, used as
electrical contact. The optimum nanocrystal size in the case
of memory devices, is in the 5–6 nm range. For efficient light
emission, on the other hand, much smaller nanocrystals are
needed, with sizes necessarily below 2–3 nm. The efficiency
of light emission is directly proportional to the number of
luminescent sites so that it is necessary to increase, as much
as possible, the number of light emitting nanocrystals in
the structure. In this respect, periodic multilayers of silicon
nanocrystals and SiO2 are fabricated. If the SiO2 layer that
separates the silicon nanocrystals in these periodic structures
is very thin, in the nanometer range, then the structure is
called a nanocrystalline silicon superlattice (nc-Si SL).

Fabrication and fundamental properties of silicon nano-
crystals in SiO2, either arranged in one layer in between
SiO2 or in a nc-Si SL will be discussed in detail in this review
paper. The fundamental properties of the Si QDs for appli-
cation in light-emitting and in memory devices will also be
discussed.

2. FABRICATION OF SILICON
NANOCRYSTALS IN SiO2

A composite material of silicon nanocrystals, capped with
SiO2, may be fabricated by using different techniques. One
simple technique consists of fabricating porous silicon by
electrochemical dissolution of bulk crystalline silicon and
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then oxidizing it to produce silicon dioxide around the
nanoscale silicon structures. Fabrication of porous silicon by
anodizing p-type bulk crystalline silicon had been used for
the first time by Uhlir in 1956 [1]. The size of the obtained
silicon nanostructures depends on the anodization condi-
tions used [2, 3]. Further reductions in size may be achieved
by oxidation. Freshly prepared porous silicon, after exposure
in air, appears contaminated by a native oxide, which may
cover both its external and its internal surface. Controlled
oxidation may be realized by anodic oxidation in a nonflu-
oride electrolyte [4, 5], by chemical oxidation [6, 7], or by
thermal oxidation at high temperatures [8, 9]. Most of these
processes result in the formation of a Si–SiO2 interface of
poor electronic quality, the best results being achieved by
thermal oxidation at temperatures between 800 and 900 �C
in diluted oxygen.

The composite material obtained by oxidizing porous sil-
icon consists of a network of SiO2-passivated silicon nano-
crystals, interconnected and randomly oriented, with an
important dispersion in their sizes. Size dispersion may be
reduced by increasing the oxidation time or the porosity of
the starting material before oxidation. This material is well
suited for light emission by photoluminescence (PL), but its
application in electroluminescent devices is limited by the
difficulty of injecting carriers into the Si nanocrystals.

Another technique extensively used for the fabrication of
silicon nanocrystals in SiO2 is ion implantation of Si into
SiO2, followed by annealing at high temperature. Different
groups used SiO2 films thermally grown on silicon, which
were then implanted either with high [10–13] or with low
[14, 15] energy ions. Implantation with high-energy ions is,
in general, combined with thick silicon oxide films (in the
micrometer range). The material obtained after annealing is
composed of silicon nanocrystals of different sizes, randomly
oriented into the SiO2 matrix. The control on the size of the
nanocrystals and the nanocrystal packing density are limited.
Many groups reported visible PL from this material at room
temperature [10–13, 16], and some groups fabricated struc-
tures showing visible electroluminescence (EL) [17, 18]. For
EL emission, however, as well as for memory applications,
to get effective carrier injection into the nanocrystals by tun-
neling, the silicon oxide layer has to be very thin. Silicon ion
implantation at high energy results in a low density of silicon
nanocrystals in the oxide.

A reliable method to obtain a two-dimensional (2-D)
array of silicon nanocrystals of high packing density in a
very thin silicon oxide layer on silicon, suitable for memory
applications [20], is to implant it into the thin oxide, very-
low-energy ions (1 KeV and below) [14–19]. This technique
has been used successfully to fabricate silicon nanocrystal
memories with good characteristics [20].

An alternative technique to ion implantation of silicon, by
using ions, is ion-beam mixing of SiO2–Si–SiO2 layers [21].
The SiO2 and Si layers in [21] were both amorphous and
very thin (60 nm SiO2/3 nm Si/100 nm SiO2). They were
deposited by ion sputtering of crystalline Si, by using Ar+

ions for the deposition of amorphous Si (�-Si) and O+
2 ions

in an oxygen ambient for the deposition of �-SiO2. Ion-beam
mixing was performed by 80 KeV argon ions, and it was
followed by annealing at 1100 �C.

Other techniques used to fabricate Si nanocrystals in SiO2
include laser ablation of silicon targets in diluted oxygen gas
under vacuum [22], or in an inert He ambient and subse-
quent exposure of the films to oxygen [23, 24]. Laser break-
down of silane gas in a vacuum chamber also was used [25,
26], followed by oxidation. Electron-stimulated desorption
of SiO2 in an ultrahigh vacuum field-emission transmission
electron microscope was used to fabricate size- and position-
controlled silicon nanocrystals [27].

SiO2-capped silicon nanocrystals may be obtained from
high-temperature aerosols produced, for example, by
pyrolizing disilane [28–30]. A diluted aerosol of surface-
oxidized Si nanocrystals is produced, which is bubbled
through ethylene glycol to create a nanocrystalline colloid.
Size-selective precipitation with tetrahydrofuran is used to
reduce size dispersion of the nanocrystals (NCs). This tech-
nique is very interesting, since it has produced Si NCs with
the highest PL efficiency in Si (quantum efficiency of 50%
at low temperatures). However, the technological interest of
this technique is limited, due to the very low production rate
of the nanocrystals.

Two other promising techniques widely used for the fabri-
cation of a 2-D layer of Si NCs in SiO2 or a nanocrystalline
silicon SL are: (a) direct current (DC) or radiofrequency
(rf)-magnetron sputtering [31–37] and (b) low-pressure or
plasma-enhanced chemical vapor deposition (LPCVD or
PECVD) of silicon on an oxidized silicon wafer [31, 37–48].
Lu et al. [49] and Sullivan et al. [50] deposited ultrathin �-Si
layers separated by �-SiO2, with the aim to crystallize the sili-
con layer by annealing in a second step. However, crystalliza-
tion of these thin silicon layers proved to be very difficult and
even impossible for the thinnest layers [33]. This has been
attributed to the high-strain fields within the layers. Crys-
tallization has been achieved only for the larger layer thick-
nesses [31, 32], leading to relatively large Si NCs. A more
complicated process of solid-phase crystallization of 4- to 20-
nm-thick silicon layers, confined between amorphous SiO2
layers, was used [33] to produce smaller NCs in the SL. It
consisted of growing a disordered silicon–�-SiO2 superlat-
tice on silicon by rf-magnetron sputtering and plasma oxida-
tion, followed by a two-step annealing process: rapid thermal
annealing at 900 �C for 60 s, followed by quasi-equilibrium
furnace annealing starting from 750 �C up to 1100 �C.

Silicon nanocrystal layers in SiO2 may be produced in a
more controllable way by deposition of a thin silicon layer
on a thermally grown silicon oxide, by using LPCVD, fol-
lowed by high-temperature oxidation [38, 39–41]. Silicon
nanocrystals of sizes as small as 1–2 nm may be obtained,
arranged in a 2-D layer in between SiO2. By successive runs
of silicon deposition and oxidation, multilayers and super-
lattices may be fabricated as shown in Figures 1–3. Figure 1
[39] is a TEM image of a multilayer structure with relatively
large silicon crystals (10- to 20-nm thick), separated by thin
SiO2 layers. Figure 2 [41], shows a layer of smaller NCs in-
between SiO2 (sizes 2–4 nm), which were produced by oxi-
dizing a much thinner silicon layer (12-nm thick). Figure 2a
is a dark field, while Figure 2b is a bright field TEM image.
In Figure 3, we see a nanocrystalline silicon superlattice, fab-
ricated by successive runs of the process used in Figure 2.
Figure 4a and b shows high-resolution TEM images of sili-
con nanocrystals in SiO2, fabricated by the same technique,
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SiO2 layer

nc-Si layer

(a)

SiO2 layer

nc-Si layer

(b)

Figure 1. TEM images of Si–SiO2 multilayers. The silicon nanocrystal
layers are �20 nm thick and are separated by thinner SiO2 layers. They
were fabricated by successive runs of LPCVD silicon deposition and
high temperature thermal oxidation [39]. The electron diffraction pat-
tern from the nanocrystalline layers also is shown as an inset in (1a),
while the image in (1b) was taken with higher magnification. Reprinted
with permission from [39], P. Photopoulos et al., Mater. Sci. Eng., B
69–70, 345 (2000). © 2000, Elsevier.

while Figure 4c shows a bright field image of the same layer
in between a tunneling oxide (bottom) and a thicker oxide
on top. This structure is adequate for charge injection from
the substrate and charge storage in memory applications.

This process of LPCVD deposition and oxidation is fully
compatible with complimentary metal-oxide-semiconductor
(CMOS) processing. The nanocrystals are capped with a
high-quality silicon dioxide layer, with a reduced density of
interface states at both the silicon substrate–SiO2 interface
and the interfaces of silicon nanocrystals with SiO2. The only
drawback of the technique is the complexity of the process in
the case of SL fabrication (silicon deposition in the LPCVD
system and ex-situ furnace oxidation for each superlattice
period).

The material obtained by LPCVD deposition and oxida-
tion is appropriate both for light-emission devices (LED)
and for memory devices. As mentioned in the introduction,
for efficient light emission, very small NCs are needed, of
sizes preferably below �2 nm. The superlattice structure
is used to increase the number of light-emitting sites. For
memory devices, slightly larger NCs than those in light emis-
sion give optimum results (sizes in the range of 5–6 nm).
In general, one single layer of silicon nanocrystals on a thin
tunneling silicon oxide is used. In this case, to increase the
number of silicon nanocrystals participating in the memory
effect for a given device surface area, one has to increase

(a) (b)

Figure 2. A 2-D layer of silicon nanocrystals in between SiO2, produced
by growing a thin silicon oxide on silicon, on which a silicon layer, 12-nm
thick was deposited by LPCVD at 580 �C, 300 mTorr, and oxidized at
900 �C for 40 min. Two different magnifications are shown in (a) and
(b) Reprinted with permission from [40], P. Photopoulos et al., Appl.
Phys. Lett. 76, 3588 (2000). © 2000, American Institute of Physics.

Si-substrate

t = 4.3 nm

t = 4.6 nm

d1 = 5.6 nm
d2 = 2 nm

d = 3.5 nm

Si-nanocrystals layer

(a) (b)

(c)

Figure 3. (a)(b) High-resolution TEM images of silicon nanocrystals
in a 2-D layer in between SiO2. The SiO2 layer between the silicon
substrate and the silicon nanocrystal layer is 4.3- to 4.6-nm thick. The
diameter of the nanocrystal in (a) is 3.5 nm, while in (b), the nanocrystal
is not spherical (d1, d2 equal 5.6 nm and 2 nm, respectively). In (c),
the silicon nanocrystal layer in between SiO2 is shown at lower magni-
fication (A. G. Nassiopoulou, A. Travlos, and V. Ioannou-Sougleridis,
unpublished results).

the packing density of the NCs in the layer, while keeping
them isolated from each other. In this respect, different pro-
cesses have been used. One method consists of modifying
the surface chemistry of the SiO2 layer before silicon deposi-
tion and in creating a high density of preferential nucleation
sites for the growth of the NCs [51]. This is achieved by
surface treatment of the oxidized surface in diluted HF to
create surface silanol bonds (Si–OH) on SiO2, which act as

SL

SL

Figure 4. TEM images of a nanocrystalline silicon superlattice with 4
periods, fabricated by successive runs of silicon deposition and oxida-
tion, by using the same conditions as in Figure 2. A dark field TEM
image of silicon nanocrystals in shown in (a), while (b) is a bright
field TEM image (A. G. Nassiopoulou, A. Travlos, and P. Photopoulos,
unpublished results).
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nucleation sites for silicon nanocrystal formation by LPCVD
[47, 48]. In non-HF treated surfaces, nucleation sites on
SiO2 probably are generated by the thermal dissociation
of surface Si–O bonds, their density is, however, at least
one order of magnitude lower than that of HF-treated sur-
faces. Another technique applied to promote lateral self-
organization of Si QDs during CVD deposition of Si on a
very thin SiO2 layer was to use a buried array of disloca-
tions, located at the bonding interface between an ultrathin
silicon film and the silicon substrate [51]. Self-organized ver-
tical QDs were produced in this way.

More recently, a technique consisting of seeding the SiO2
surface with a submonolayer of silicon prior to chemical
vapor deposition (CVD) was proposed [52]. An increase in
Si NC density by one order of magnitude, compared to the
nonseeded surface, may be achieved.

3. LUMINESCENCE PROPERTIES
OF SILICON QUANTUM DOTS IN SiO2

3.1. Photoluminescence

The different techniques described previously for the fabri-
cation of SiO2-capped silicon nanocrystals, result, in general,
in a composite material composed of an amorphous SiO2
matrix in which the Si nanocrystals are embedded. Depend-
ing on the technique used, the material is different as to
the silicon nanocrystal sizes, size dispersion and their dis-
tribution and density in the matrix, the thickness and the
quality of the SiO2 film surrounding each nanocrystal, the
strain fields within the material, etc. All these parameters
significantly influence the PL properties of the material.

The following luminescence bands were, in general,
obtained from silicon nanocrystals embedded in SiO2 (see
an example in Fig. 5):
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Figure 5. PL spectra from the nanocrystalline silicon superlattice of
Figure 4 at different laser excitation intensities, obtained by using the
laser excitation line at 457.9 nm. One broad band with a peak at around
720 nm is observed, due to quantum confinement in silicon nanocrystals
and a yellow-green band at �575 nm, which is related to defects in SiO2.
Reprinted with permission from [76], B. V. Kamenev and A. G. Nas-
siopoulou, J. Appl. Phys. 90, 5735 (2001). © 2001, American Institute of
Physics.

3.1.1. Defect-Related Blue-Green Band
This band is, in general, observed in samples grown by ion
implantation of Si ions into SiO2 or in samples prepared by
CVD of silicon and oxidation, when the oxide is grown at
relatively low temperatures, and it is not post-annealed at
higher temperatures [39, 40, 53]. This is a weak PL band (see
Fig. 5), and it has been observed both by PL and by EL. It
is rapidly quenched under continuous wavelength (cw) laser
illumination or under current stressing [39]. Its intensity
increases linearly with increasing laser intensity. It does not
saturate at high laser power. Its decay time is in the nanosec-
ond range [40], and it can be resolved from the tail of the
red PL band by gated photon counting techniques [39].

Due to the above characteristics, the red–green PL band
is attributed to defects in SiO2 or at the Si–SiO2 interface,
and it does not show any significant technological interest.

3.1.2. Tunable Red PL Band
3.1.2.1. General Characteristics This band is much
more intense, and it is stable with time and under laser illu-
mination. For large nanocrystals, the maximum of the emis-
sion is at about 900–950 nm, while it is blue shifted down
to 680–700 nm by decreasing the size of the nanocrystals.
This band is attributed to quantum confinement of electron-
hole pairs in the nanocrystals. It has the general charac-
teristics of PL observed in other low-dimensional silicon
structures [54–70], starting from porous silicon in 1990 [54,
55] and including both zero-dimensional [54, 55, 59–70] and
one-dimensional structures [56–58]. These characteristics
are: (i) the tunability of the emission by changing the size of
the nanostructure, (ii) the high quantum yield at room tem-
perature, which is orders of magnitude higher than that of
crystalline silicon (c-Si), and is due first, to the physical iso-
lation of superimposed electron-hole pairs, and second, to
the remarkably efficient suppression of nonradiative recom-
bination, and (iii) the broad and featureless PL spectrum.

Suppression of nonradiative recombination in confined
structures is due to the physical isolation of electron-hole
pairs. This isolation suppresses Auger recombination at
moderate excitation densities because a rare defect existing
in the material is confined to just one nanocrystal contain-
ing the defect, so that nonradiative quenching of the PL is
limited, and the luminescence is enhanced.

Photoluminescence tunability with the nanocrystal size is
related to the important bandgap opening when the size is
below ≈3–4 nm.

In the case of hydrogen-terminated Si nanocrystals, the
nanocrystal bandgap Eg as a function of the nanocrystal
diameter is fitted by the equation [71, 72]:

Eg�d� = 1�167+ 88�34
d1�37

� �eV �

where the effective diameter d is expressed in angstroms.
Experimental results from hydrogen-terminated silicon

nanocrystals [73, 74] showed that PL emission follows the
bandgap opening. In an experiment under controlled condi-
tions of hydrogenation of porous silicon films, it was demon-
strated that when the nanocrystal size is decreased, PL is
tuned from the near infrared (IR) to the ultraviolet (UV)
wavelength.
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The size dependence of PL from silicon nanocrystals
capped with SiO2 was first demonstrated experimentally
by Wilson et al. [70], by using size-selective precipitation
and size-exclusion chromatography to separate the silicon
nanocrystals from larger crystallites and aggregates. The
optical spectra and photophysics of the nanocrystals pro-
vided direct evidence for quantum confinement. Quantum
yields as high as 5.6% at room temperature and 50% at
temperatures below 50 K were measured, which approach
the yields obtained from direct bandgap semiconductors.
However, their data indicated that although these nano-
crystals had high luminescence yields, they behaved funda-
mentally as indirect bandgap materials with low oscillator
strength. The measured high-emission quantum yields were
attributed to the suppression of nonradiative recombination
and the extremely efficient nanocrystal oxide passivation.
The average lifetime of PL from their nanocrystals at 630 nm
was found to be 50 �sec at room temperature and about
2.5 msec at 20 K. These values are typical for indirect gap
semiconductors [73–75].

Photoluminescence tunability by size tunability of silicon
nanocrystals in SiO2 also was demonstrated in [41], where
arrays of silicon nanocrystals of different sizes, arranged in
a layer in-between SiO2, were obtained by depositing a thin
LPCVD silicon layer on a thermally grown silicon oxide on
bulk silicon, followed by oxidation at a high temperature.
The size of silicon nanocrystals was controlled by controlling
the oxidation time. Silicon nanocrystal superlattices were
obtained by successive cycles of silicon deposition and oxida-
tion. By varying the size of nanocrystals from 3.5 to 1.5 nm,
the PL peak intensity was shifted from 800 to 680 nm.

Tunable PL from silicon nanocrystals in Si–SiO2 super-
lattices also was reported in [44]. The Si–SiO2 superlattice
was produced by depositing substoichiometric silicon oxide
by PECVD, followed by high-temperature annealing. The
nanocrystal size distribution was, in this case, tuned either by
varying the annealing temperature or by changing the excess
silicon content in the deposited layer. Tuning of the PL sig-
nal from 910 nm for a nanocrystal diameter of 4.6 nm to
�800 nm for a nanocrystal diameter of 2.2 nm was reported.

Compared to hydrogen-terminated silicon nanocrystals,
where the PL emission was tuned experimentally from the
near IR to the UV, in the case of SiO2–capped silicon
nanocrystals, the emitted wavelengths do not go below 650–
680 nm [41]. Below these wavelengths, there is no PL.
The existence of this limit suggests that the luminescence
is not related to free exciton recombination involving only
silicon nanocrystal confined states in the conduction and
valence band of the nanocrystal, but some localized states
are involved in the recombination mechanism.

The existence of localized states also has been considered
in a theoretical study for porous silicon by Allan et al. [75] to
account for the large energy difference observed experimen-
tally between absorption and luminescence. Porous silicon is
a material composed of a network of silicon nanocrystals or
nanowires terminated by hydrogen or silicon oxide or –OH,
depending on whether the material is freshly prepared, aged
in air, or oxidized. By using total energy calculations, they
demonstrated the existence of self-trapped excitons at some
surface bonds of silicon nanocrystals. These bonds are, for
example, dimer bonds passivated by hydrogen atoms or by

silicon oxide. Stretching of the covalent Si–Si bond stabi-
lizes the self-trapped exciton. They attributed part of the
observed luminescence to such surface states, while optical
absorption is characteristic of quantum confinement, and it
follows the bandgap opening when the nanocrystal size is
decreased.

Figures 6, 7 and 8 illustrate the results of their calcu-
lations [75]. Figure 6 is a schematic configuration coordi-
nate diagram, showing the energies of the ground state G,
the normal excitonic state E, and the self-trapped exciton
state as a function of the configuration coordinate Q, which
corresponds to the stretching of the covalent bond. For a
small Q, the ground and first exited states are delocalized
over the crystallite and show a normal parabolic behavior.
For Q larger than a critical value Qc, the system localizes
the electron-hole pair on one particular bond. Such a self-
trapped exciton is likely to be favored at surfaces of nano-
crystals where the elastic response of the environment is
likely to be weaker than in the bulk. Calculations showed
that in the case of Si–H surface bonds, it is always possible to
trap an exciton when these bonds are sufficiently stretched.
The stable situation corresponds to the broken bond that
leads to hydrogen desorption. In the case of stretching of
the Si–Si bond of a surface dimer, the stable situation for
the excited state corresponds to the surface silicon atoms
almost returned to their original lattice sites (see Fig. 7 from
[75]).

Calculations by Allan et al. [75] were extended to the case
of dimers at the Si–SiO2 interface. It has been shown that
the exciton can be trapped on the dimer. The Si–Si dimer
distance was found to be 3.24 Å in the self-trapped state and
the optical gap equal to 1.51 eV.

Later, a theoretical study of the electronic states of SiO2-
capped Si QDs has been published by the same group [73],
combined with experimental results on the PL from oxidized

Figure 6. Schematic configuration coordinate diagram showing the
energies of the ground state (E) and the self-trapped exciton state (STE)
in silicon nanocrystals, The curve (E�) corresponds to a very large crys-
tallite with no blue shift, showing that the STE state might not exist for
large crystallites. Reprinted with permission from [75], G. Allan et al.,
Phys. Rev. Lett. 76, 2961 (1996). © 1996, American Physical Society.
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Figure 7. Total energy (full symbols: tight binding; empty symbols:
LDA) of a spherical crystallite with 29 silicon atoms in the ground state
and in the excitonic state as a function of the dimer interatomic distance
d (� = 0�54 nm). The arrows indicate the energy minima. Schematic
side views of the cluster surface dimer in the ground state (G) and in
the self-trapped state (STE) are also shown (o = hydrogen, • = sil-
icon). Reprinted with permission from [75], G. Allan et al. Phys. Rev.
Lett. 76, 2961 (1996). © 1996, American Physical Society.

porous silicon, obtained by a group from the University of
Rochester [73]. The results of this study showed that the
recombination mechanism in oxidized nanocrystals is differ-
ent from that in hydrogen-passivated nanocrystals. It is pro-
posed that in oxide-passivated nanocrystals, the carriers are
trapped in an Si O double bond, which is formed when a
silicon nanocrystal is oxidized to stabilize the Si–SiO2 inter-
face. This bond does not require either large deformation
energy or an excess element. It also terminates two dangling
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Figure 8. Energy of a spherical crystallite with 123 silicon atoms (diam-
eter = 1.67 nm) in the ground state (�) and in the excitonic state
(o) as a function of the interatomic distance d (� = 0�54 nm). Crosses
are the radiative lifetimes of the excitonic state. Reprinted with permis-
sion from [75], G. Allan et al., Phys. Rev. Lett. 76, 2961 (1996). © 1996,
American Physical Society.

bonds. Depending on the size of the nanocrystals, the Si O
surface state is stable or unstable. In large nanocrystals, (size
≥3 nm), the bandgap is not wide enough to stabilize the
Si O state, and recombination occurs via free excitons, as
in the case of hydrogen-terminated silicon nanocrystals. In
the range of sizes between 1.5 and 3 nm, a p-type localized
state on the silicon atom of the Si O bond traps the elec-
tron, so recombination involves a free hole and a trapped
electron. For sizes below ≈1.5 nm, both a p state local-
ized on the Si atom and a p state localized on the oxygen
atom are found, which localize, respectively, the hole and
the electron. In this case, recombination is via trapped exci-
tons. The calculated electronic states as a function of silicon
nanocrystal size are illustrated in Figure 9 (from [75]).

The above simple model explains the red shift in the
PL observed in oxidized silicon nanocrystals compared to
hydrogen-terminated ones.

A detailed experimental investigation of PL from silicon
nanocrystals in nc-Si–SiO2 multilayers and superlattices, fab-
ricated by successive runs of silicon deposition and high-
temperature thermal oxidation, is found in [39–41] and [76].
Limited tunability of PL emission with silicon nanocrystal
size was observed, and a clear red shift of PL, compared to
the wavelength corresponding to the calculated nanocrystal
bandgap. This discrepancy was more pronounced in the case
of smaller nanocrystals. This result is in agreement with the
theoretical calculations previously described. An example of
PL spectra obtained at 70 and 300 K is given in Figure 10
(from [76]).

Another interesting result in [40] is the superlinear
increase of PL intensity by increasing the number of periods
in the superlattice. This is illustrated in Figure 11, where the
PL signal from SLs with 1 to 5 periods is shown in (a), while,
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Figure 9. Electronic states in Si nanocrystals as a function of cluster
diameter and surface passivation. When the silicon cluster is passivated
by hydrogen, recombination is via free excitons for all sizes (symbols:
“oo” for conduction band and “��” for valence band). If the silicon
cluster is passivated by oxygen, a stabilized electronic state may be
formed on the Si=O bond. The trapped electron state is a p state, local-
ized on the Si atom of the Si=O bond, and the hole state is a p state
localized on the oxygen atom. Reprinted with permission from [73],
M. V. Wolkin et al., Phys. Rev. Lett. 82, 197 (1999). © 1999, American
Physical Society.
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Figure 10. PL spectra from silicon nanocrystals in nanocrystalline Si–
SiO2 superlattice at two different temperatures. The size of silicon
nanocrystals was �1.5 nm. A laser line at 457.9 nm, and an excitation
intensity of 30 mW/cm2 are used. Inset: schematic representation of
the nanocrystalline silicon superlattice. Reprinted with permission from
[76], B. V. Kamenev and A. G. Nassiopoulou, J. Appl. Phys. 90, 5735
(2001). © 2001, American Institute of Physics.

in (b), we see the PL peak intensity variation as a function
of the number of periods. This interesting result may be
attributed either to annihilation of defects during processing
for the fabrication of the next SL period or to a decrease
of silicon nanocrystal sizes and narrowing of their size dis-
persion after prolonged processing and thermal treatment.
Smaller, defect free, silicon nanocrystals are more efficient
light emitters. The hypothesis of decreasing the sizes of NCs
in the first layers during formation of the next bilayers is
evidenced in Figure 3.

3.1.2.2. Recombination Dynamics The recombination
dynamics in silicon nanocrystals embedded in SiO2 depend
strongly on the characteristics of the sample used. This is
because the radiative lifetime depends on silicon nanocrystal
size, size dispersion, shape [77], and separation distance
between the nanocrystals. As a result, different authors gave
different experimental results for the radiative lifetimes of
silicon nanocrystals. From Si nanocrystals produced by laser
breakdown of silane gas [25], which were composed of a
crystalline silicon core covered by a 1.6-nm-thick amorphous
SiO2 surface layer, the red PL decay profiles were described
by a stretched exponential function, as follows:

I�t� = I0

(
�

t

)1−�

exp
[(

− t

�

)]�
�

where � is an effective decay time, � is a constant between
0 and 1, and I0 also is constant. This stretched exponen-
tial decay usually is observed in the PL decay of disor-
dered systems. It has been systematically observed in the
case of porous silicon [78–80], and it was attributed either
to size, shape, or crystallographic orientation [81] disper-
sion of the nanostructures. In the case of silicon nano-
crystals in SiO2 fabricated by ion implantation of silicon [62,
63], strongly nonexponential PL decay was obtained, which
was associated with a nanocrystal–nanocrystal interaction.
Multiexponential PL decay also was obtained from size-
selected, surface-oxidized nanocrystals fabricated by size-
selective precipitation and size-exclusion chromatography
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Figure 11. (a) PL spectra from nanocrystalline SiO2 superlattices with
one to five periods. (b) PL peak intensity as a function of the number
of periods. A superlinear increase in PL intensity with the increase of
the number of periods is obtained. Reprinted with permission from
[40], P. Photopoulos et al., Appl. Phys. Lett. 76, 3588 (2000). © 2000,
American Institute of Physics.

[82]. Since in that case, the size distribution was limited, the
multiexponential PL behavior was attributed to the distri-
bution of shapes and decay dynamics of nanocrystals for a
given emission wavelength. The 630-nm average lifetime was
found to be 50 nm at 293 K and about 2.5 nm at 20 K. On
the other hand, single [44] or double [76] exponential PL
was found in the case of well-separated silicon nanocrystals
in Si–SiO2 superlattices. This behavior was attributed to bet-
ter size control and larger nanocrystal separation, which lim-
ited the nanocrystal–nanocrystal interaction. For example, in
[44], it was found that for a nanocrystal diameter equal to
2.2 nm, the PL band was peaked at 790 nm and the radia-
tive lifetime was in the range of 0.8 ms at 17 K and 0.25 ms
at 250 K. The radiative rate, calculated by dividing the PL
intensity by the decay time, was found to increase monoton-
ically by a factor of 4 when the temperature was increased
from 17 to 300 K. This increase has been explained by con-
sidering the model of Calcott et al. [83 ]for porous silicon.



800 Silicon Nanocrystals in SiO2 Thin Layers

According to this model, the exchange electron-hole inter-
action splits the excitonic levels by an energy 	. The lowest
level is a triplet state and the upper level is a singlet state,
the triplet state having a radiative decay rate much smaller
than that of the singlet. Once excited, carrier population in
this state will be distributed according to a thermal equi-
librium law. The temperature dependence of the radiative
decay is, thus, deduced, and it is found that by increasing
the temperature, the relative population of the singlet state,
compared to the triplet state, will increase. As a result, since
the radiative rate of the singlet state is much higher than
that of the triplet state, the total radiative rate will increase
with the increase of the temperature.

Slightly different behavior was found in the case of sili-
con nanocrystals of sizes below ≈1.5 nm, arranged in mul-
tilayers in between SiO2, and studied in detail in [76]. The
PL peak intensity was found to increase by increasing the
excitation intensity, as illustrated in Figure 12. This increase
was linear at low excitation intensity, and it saturated at
higher intensities, both under cw and under chopped exci-
tation. The PL saturation was observed both at room and
at low temperatures (Fig. 13). This saturation is typical of
systems with a finite number of light-emitting centers. In PL
from silicon nanocrystals due to exciton recombination, PL
saturation is attributed to the switching on of the fast nonra-
diative Auger recombination channel, which is due, at high
excitation rates, to an additional carrier added to the first
electron-hole pair within the nanocrystal [83–85].

The temperature dependence of PL intensity is different
when we operate at low excitation than in the case of high
excitation. As it was found experimentally in [76], at low
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Figure 12. PL intensity from silicon nanocrystals in a nanocrystalline
silicon superlattice as a function of the excitation intensity under con-
tinuous wave (cw) and chopped excitation with 12.5% duty cycle. The
line is the linear slope at low excitation intensity. At high excitation
intensity, there is saturation of PL. Reprinted with permission from
[76], B. V. Kamenev and A. G. Nassiopoulou, J. Appl. Phys. 90, 5735
(2001). © 2001, American Institute of Physics.
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Figure 13. Same as in Figure 12 for different temperatures. Reprinted
with permission from [76], B. V. Kamenev and A. G. Nassiopoulou,
J. Appl. Phys. 90, 5735 (2001). © 2001, American Institute of Physics.

excitation, PL intensity was increased by decreasing the tem-
perature, and it saturated at temperatures below ∼180 K.
Under high excitation, PL intensity increased as the temper-
ature was decreased down to 180 K, and it then decreased
again at lower temperatures (Fig. 14).

The thermally activated behavior of PL emission is bet-
ter understood if we consider PL intensity in combination
with PL relaxation times. It was found that the PL decay
time does not follow the stretched exponential law observed
in the case of porous silicon, but it is fitted by two expo-
nentials with relaxation times at room temperature equal,
respectively, to 25–30 �sec (�F ) and 80–100 �sec (�S). Typ-
ical PL transients at different temperatures are shown in
Figure 15. By examining separately each term of the dou-
ble exponential function of PL, it was found that while the
temperature dependence of the two decay times was similar
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Figure 14. PL peak intensity from silicon nanocrystals of an average
size of �1.5 nm from a nanocrystalline Si–SiO2 superlattice as a func-
tion of the inverse temperature under low (open circles) and high (dark
squares) laser power excitation. The solid lines are fittings. Reprinted
with permission from [76], B. V. Kamenev and A. G. Nassiopoulou,
J. Appl. Phys. 90, 5735 (2001). © 2001, American Institute of Physics.
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Figure 15. Typical PL decay times from silicon nanocrystals, �1.5 nm in
size, at different temperatures. Lines are fitted by using a double expo-
nential function. Reprinted with permission from [76], B. V. Kamenev
and A. G. Nassiopoulou, J. Appl. Phys. 90, 5735 (2001). © 2001, Amer-
ican Institute of Physics.

(Fig. 16), the PL amplitude of each component showed dif-
ferent temperature dependence. The PL amplitude of the
slower component, IPLS, with decay time �S was independent
of temperature, while that of the faster component IPLF, with
decay time �F , showed a maximum at around ∼160 K. From
room temperature down to 160 K the variation of IPLF fol-
lowed that of the decay time �F , while at lower temperatures,
down to 70 K, IPLF decreased (Fig. 17).

The increase of IPLF from 70 to 160 K suggests that its
excitation is thermally activated with small activation energy.
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Figure 16. Variation of the two different components of PL decay times
from �1.5 nm silicon nanocrystals in a nanocrystalline Si–SiO2 superlat-
tice as a function of the inverse of temperature. Reprinted with permis-
sion from [76], B. V. Kamenev and A. G. Nassiopoulou, J. Appl. Phys.
90, 5735 (2001). © 2001, American Institute of Physics.
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Figure 17. PL amplitude as a function of the inverse temperature for
the two PL components obtained from 1.5-nm silicon nanocrystals.
Reprinted with permission from [76], B. V. Kamenev and A. G. Nas-
siopoulou, J. Appl. Phys. 90, 5735 (2001). © 2001, American Institute of
Physics.

However, its decrease, by increasing the temperature in
the range 160–300 K, which directly follows the decrease
of the corresponding decay time, suggests that for this
recombination channel, in this temperature range, Auger
recombination is absent. This component was attributed to
self-trapped excitons, related to Si–Si dimers at the surface
or to the Si–SiO2 interface of the very small silicon nano-
crystals under investigation (size ≈1.5 nm). It also was sug-
gested that the formation of self-trapped excitons on Si–Si
dimers was in competition with the recombination mecha-
nism of other active centers in the system, resulting in an
apparent absence of Auger recombination in the case of this
PL component. The slower PL component was ascribed to
radiative recombination involving localized interface states
in Si O bonds [73, 76, 84].

3.1.2.3. Nature of Absorbing and Emitting States in
Si Nanocrystals Bulk crystalline silicon is an indirect
bandgap material. As a result, optical transitions are
allowed only if phonons are absorbed or emitted to con-
serve the crystal momentum (phonon-assisted (PA) pro-
cess). The relevant phonon modes include transversal optical
(TO) phonons (ETO = 56 meV), longitudinal optical (LO)
phonons (ELO = 56 meV), and transversal acoustic (TA)

(a) (b)

Figure 18. Vertical silicon pillars on a silicon substrate fabricated by
using lithography and highly anisotropic silicon etching. The etching
process was based on SF6 and CHF3 gases (S. Grigoropoulos and A. G.
Nassiopoulou, unpublished results).
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Figure 19. (a) PL spectrum from silicon nanowires, fabricated by using
lithography and silicon etching. After etching, different steps of high
temperature oxidation at 900 �C and oxide removal were performed to
reduce the diameter of the nanowires below �4 nm. (b) Zero spectrum
from the silicon wafer in an area outside the pillars. Reprinted with
permission from [103], A. G. Nassiopoulou et al., Appl. Phys. Lett. 66,
1114 (1995). © 1995, American Institute of Physics.

phonons (ETA = 56 meV). In a nanocrystal, the situation is
quite different. First, due to spatial confinement, both the
absorbing and luminescing states are shifted to higher ener-
gies, thus the density of electronic states is changed, and
second, this spatial confinement results in delocalization of
carriers in K space, thus allowing no-phonon (NP) optical
transitions to occur and significantly enhancing the oscilla-
tor strength of these transitions [86, 87]. A third result is
that due to the better overlap of electron and hole enve-
lope wavefunctions, one can expect a strong enhancement of
the exchange interaction, inducing a splitting of the exciton
levels [88].

The clear evidence that emitting states are driven to
higher energies by confinement is coming from PL measure-
ments. Photoluminescence tunability is obtained by chang-
ing the silicon nanocrystal size. Due to size distribution
of the nanocrystals, a broad and featureless spectrum is
obtained. A more detailed understanding of the nature of
the absorbing and luminescing states in silicon nanocrystals
is obtained from resonant PL emission (PLE) studies [89,
90], where the excitation energy approaches the detection
energy. Under these conditions, only a small subset of nano-
crystals is probed. It has been observed that the PL spec-
trum is no longer featureless, but it exhibits a set of onsets,
whose energy separation corresponds to the energy of TO-
and TA-momentum-conserving phonons of bulk silicon [89,
90]. Moreover, it has been found that phonon-related spec-
tral features of the PLE signal are replicated in energy. This
behavior is explained as follows: Spatial confinement par-
tially breaks down the K-conservation rule. This allows NP
transitions to be possible, and, therefore, in both absorption
and emission, NP and PA processes coexist. At each par-
ticular energy, two groups of nanocrystals are contributing,

one having an energy gap Egap = Edet and the other with a
bandgap Egap = Edet + ETA and Egap = Edet + ETO. The
same is valid for the absorption, and this is why the related
spectral features in PLE are replicated in energy [90].

Theoretically, it is predicted that the probability of NP
transitions is increased by decreasing the size of the nano-
crystals. Therefore, the optical properties of Si nanocrystals
are governed by a competition between indirect and quasi-
direct recombination channels. By using extremely energy-
selective optical spectroscopy, Kovalev et al. [90] estimated
the relative strengths of the NP transitions and phonon-
assisted processes. It was found that in the vicinity of the
crystalline silicon bandgap, in the weak confinement regime,
TO-phonon-assisted processes dominate, while at 1.8 eV, NP
processes begin to take over. The ratio between TO- and
TA-phonon-assisted processes was estimated to be of the
order of 10, independent of the confinement energy.

The above results were obtained from hydrogen-
terminated silicon nanocrystals [90] in porous silicon.
The authors claimed that SiO2-capped silicon nanocrystals
behave in a similar way, but, in this case, the strength of
NP processes is significantly enhanced at the same emission
energies. However, their overall conclusion was that even
nanometer-size silicon crystallites do not become totally
direct semiconductors. The more direct nature of the recom-
bination leads to an increase of the oscillator strength,
resulting in a shortening of lifetime of the optically active
exciton state by two orders of magnitude over the whole
spectral range.

3.1.3. Absorption Cross Sections
To estimate the quantum efficiency of PL, it is important to
know the absorption cross sections for different excitation
wavelengths. A detailed study has been made for porous
silicon by Kovalev et al. [91] and for silicon nanocrystals
embedded in SiO2 by Priolo et al. [92] and Garcia et al. [93].
In [92] and [93], it was found that in SiO2-capped silicon
nanocrystals, the value of the absorption cross section per
nanocrystal varies in the range of 10−16 to 10−15 cm2 for
excitation energies in the visible (457-, 488-, and 514-nm
lines) and UV ranges (325 nm). The absorption cross section
per nanocrystal increases as the nanocrystal size decreases
for all excitation wavelengths, implying that the variation of
the oscillator strength dominates over the reduction of the
density of states.

Different results were obtained from porous silicon by
Kovalev et al. [91], who found that absorption cross section
depends both on the excitation and detection energy differ-
ence and it varies over nearly 5 orders of magnitude, from
10−19 cm2 under low-energy resonant excitation to 10−14 cm2

under excitation at higher energies above the bulk silicon
direct bandgap. At resonant excitation, it was found that the
value of the absorption cross section is a very strong function
of the difference of the excitation and detection energy dif-
ference �
ex − �
det, this energy dependence reflecting the
increase in the density of electronic states with increasing
energy above the “gap.”

3.1.3.1. Optical Gain in Silicon Nanocrystals For the
practical use of silicon nanostructures for the fabrication of
silicon-based optoelectronics, it is important to reach quan-
tum efficiencies at least similar to those obtained from III–V
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semiconductors. In an effort to demonstrate that this would
be possible, experiments were carried out to investigate
the possibility of obtaining stimulated emission from silicon
nanocrystals. By using samples fabricated by ion implan-
tation of silicon into SiO2, Pavesi et al. [94] claimed, in
the year 2000, that they observed optical gain from silicon
nanocrystals. Other works then followed [95–97], reporting
stimulated emission in silicon nanocrystals, in severe compe-
tition with fast nonradiative Auger processes. To explain the
gain mechanism, it was suggested that interface states asso-
ciated with oxygen atoms were involved in light emission.
More recently, it was reported that either positive or nega-
tive gain could be observed [98], depending on the sample
and on whether Auger fast processes or stimulated emission
predominate. An effective four-level model was proposed to
explain the obtained results.

However, although the above results on optical gain and
light amplification seem to be promising, silicon LEDs still
have a factor of 10 lower efficiencies than those required
in optoelectronics. One important limiting factor seems to
be the low density of light-emitting centers in the compos-
ite material, composed of an insulating matrix in which the
nanocrystals are embedded.

3.2. Electroluminescence

Electroluminescence was observed both from silicon nano-
crystals in SiO2 [17, 18, 39, 43, 99] and from silicon
nanowires [100–102] passivated by silicon dioxide. Com-
pared to PL, the main issue in EL is carrier injection into
the nanostructures.

3.2.1. Electroluminescence from
SiO2-Passivated Silicon Nanowires

Light-emitting silicon nanowires were fabricated by Nas-
siopoulou et al. [100, 102] and Grigoropoulos et al. [101]
in 1995. These nanowires were in the form of nanopillars
vertically standing on a silicon substrate, and they were
fabricated by using lithography, combined with a highly
anisotropic silicon-etching process [103], and followed by
high-temperature thermal oxidation and oxide removal. The
diameter of the wires was the same all along their length,
and the aspect ratio of height to diameter after removal of
the surface oxide was equal to 120. An example of these
nanowires, arranged in line arrays on a silicon substrate,
is shown in Figure 18. Figure 19 shows an example of PL
spectrum from these nanowires. The PL intensity was lim-
ited because of the small number of light-emitting nanowires
probed (their packing density was low). The characteris-
tics of PL were similar to those of the red PL band from
silicon nanocrystals, and they were attributed to quantum
confinement.

To obtain EL from these wires, a device structure was
fabricated as follows: The oxidized silicon nanowires were
embedded in a nonconductive transparent polymer (poly-
methylmethacrylate), deposited by spinning on the silicon
wafer containing the nanowires, which provided a matrix
for planarization of the whole structure and extra electri-
cal isolation of the nanowires, since both the wires and the
silicon surface on which they were lying were covered by a

thin SiO2 layer. After planarization, the surface was slightly
etched in an oxygen plasma to remove the resist from the
top of the nanopillars. The oxide from the nanopillar top
was removed by dipping the sample in diluted HF for a few
seconds. A thin gold film, 15-nm thick, was then evaporated
on top, which was used as gate metal. An ohmic contact was
formed on the back side of the wafer, which was used as
second contact. The process flow is schematically illustrated
in Figure 20. Figure 21 shows EL spectra at two differ-
ent polarization voltages. These results demonstrated clearly
that light emission from silicon nanowires at room temper-
ature is possible, both under optical and under electrical
excitation, when their diameter is below few nanometers.

3.2.2. Electroluminescence from Silicon
Nanocrystals in SiO2

Samples fabricated by different techniques were used to
investigate EL from silicon nanocrystals embedded in SiO2.

Samples obtained by ion implantation of silicon into an
oxide thin film on a silicon substrate showed, in general,
EL at relatively high voltages. The main difficulty is carrier
injection into the nanocrystals through the insulating oxide,

Figure 20. Process flow for the fabrication of a light-emitting structure
based on silicon nanowires. Reprinted with permission from [103], A. G.
Nassiopoulou et al., Appl. Phys. Lett. 66, 1114 (1995). © 1995, American
Institute of Physics.
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Figure 21. EL spectra from silicon nanowires, by using the structure of
Figure 20 at two different applied voltages. Reprinted with permission
from [103], A. G. Nassiopoulou et al., Appl. Phys. Lett. 66, 1114 (1995).
© 1995, American Institute of Physics.

which leads to a low quantum efficiency. To improve carrier
injection, two solutions were proposed, either (a) to grow a
very high concentration of silicon nanocrystals into the oxide
(close to the percolation threshold), implanted at high volt-
ages [104]; or (b) to use very thin SiO2 layers, implanted at
low voltages, to get tunneling transport through the oxide.
Song et al. [17] used 34-nm-thick SiO2films on p-type silicon
implanted with Si+ ions of 25 KeV and annealed in a con-
trolled nitrogen atmosphere at temperatures up to 1100 �C.
Electroluminescence was observed at forward bias, with an
onset at 8 V. The EL spectrum was broad and centered
at 580 nm, with two weaker shoulders at around 470 and
730 nm. Song et al. [17] suggested that part of the 730 nm
band was due to silicon nanocrystals, while some contribu-
tion was due to defects in SiO2. The bands at 470 nm and
580 nm also were attributed to defects in the oxide. Valenta
et al. [18] fabricated light-emitting diodes based on Si nano-
crystals, by using thermal silicon oxides of thickness between
12 and 100 nm and covered by an amorphous silicon layer,
210-nm thick, which were implanted with Si+ ions at 150
KeV. The EL band from radiative recombination in silicon
nanocrystals was peaked at 800 nm. An external quantum
efficiency of 3× 10−5 was obtained.

More promising for EL emission were samples containing
2-D arrays of nanocrystals in between SiO2 [80], fabricated
by LPCVD deposition of silicon and high-temperature oxi-
dation. The structure used for EL is shown in Figure 22.
The substrate was p type, and a thin transparent aluminum
film, ≈15-nm thick, was deposited on top of the SiO2 layer
containing the nanocrystals, and it was patterned to be used
as gate metal. A variable voltage was applied between the
gate and an ohmic contact on the backside of the wafer.

Transparent gate metal (Au or Al)

Si nanocrystals

Al ohmic contact

p-type (100) Si

SiO2

Figure 22. MOS structure with silicon nanocrystals in the SiO2 layer,
used to observe EL from silicon nanocrystals.

Figure 23 shows typical EL spectra at different tempera-
tures, obtained with an applied voltage of 10 V, while Fig-
ure 24 shows EL spectra at different voltages. Figure 25
shows the evolution of EL intensity measured at two differ-
ent emitted wavelengths as a function of the applied voltage,
normalized by the electrical current through the structure.
At low voltages, the normalized EL intensity increased lin-
early by increasing the voltage, while it saturated at higher
voltages. Moreover, the normalized EL intensity at the two
different emitted wavelengths (680 and 770 nm), showed
that at low voltages, the intensity of the signal at 770 nm was

500

290° K

260° K

230° K

200° K

170° K

140° K

110° K

80° K

550 600 650

Wavelength (nm)

(α)

700 750 800

EL spectra
at 10 Volts

Figure 23. EL spectra from silicon nanocrystals in SiO2 at different
temperatures. Reprinted with permission from [99], P. Photopoulos and
A. G. Nassiopoulou, Appl. Phys. Lett. 77, 1816 (2000). © 2000, Ameri-
can Institute of Physics.
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Figure 24. EL spectra from silicon nanocrystals at different applied
voltages (P. Photopoulos and A. G.Nassiopoulou, unpublished results).

higher than that at 680 nm, while this was inverted at higher
voltages. The saturation of EL at a high applied electric field
occurs because part of the light-emitting nanocrystals are
quenched, due to two different main effects: (a) the higher
carrier injection when the applied voltage is increased and
(b) the effect of the electric field itself (quantum-confined
Stark effect, see [105]). The first effect also occurs in PL at
high excitation power. It has been observed experimentally
both in the case of nanocrystalline silicon SLs [105, 106] and
in the case of porous silicon [83–85]. It is attributed to the
fact that at high excitation power, it is more likely that more
than one electron-hole pair is generated or injected into the
nanocrystal [84, 85]. The presense of an extra carrier or a
second electron-hole pair into the nanocrystal results in the
fast opening of a nonradiative Auger recombination chan-
nel, which quenches PL and EL. This effect is expected to
be more pronounced in larger nanocrystals, and this is why
the PL signal at 680 nm (due to smaller nanocrystals) satu-
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Figure 25. Variation of EL intensity from silicon nanocrystals, normal-
ized by the current through the structure, measured at two different
emitted wavelengths. Reprinted with permission from [99], P. Photopou-
los and A. G. Nassiopoulou, Appl. Phys. Lett. 77, 1816 (2000). © 2000,
American Institute of Physics.

rates at a higher voltage than that at 770 nm (due to larger
nanocrystals). This is illustrated schematically in Figure 26.

The second effect, which is at the origin of EL satura-
tion but is not present in the case of PL, is the effect of the
electric field on the electron and hole of an electron-hole
pair in the nanocrystal. This effect is known as the quantum-
confined Stark effect, and it has been studied in detail in the
case of quantum wells of III–V compounds [107–110]. For
the case of Si–SiO2 superlattices, a detailed study has been
made by Quisse and Nassiopoulou [105] by means of a vari-
ational calculation. Due to the good dielectric properties of
SiO2, an electric field as high as 6–7 MV/cm can be applied
to the Si–SiO2 superlattice without causing a breakdown to
the structure. This high electric field results in an increase
of the separation between the electron and the hole of the
electron-hole pair and, thus, exciton lifetime is increased. In
[105], a cubic quantum box of size L with infinite barrier
heights was considered and the possibility of carrier escape
from the box was neglected. It was found that for a nano-
crystal of a given size, as the electric field increases, the
electron and the hole wavefunctions are gradually separated
from one another, so that the radiative lifetime increases.
Figure 27 schematically illustrates this effect. On the other
hand, the transition energy decreases. At moderate electric
field, the energy shift is proportional to the square of the
electric field, as predicted by the second-order perturbation
theory [105]. Also, to a good approximation (a few percent-
ages), the dependence of the phonon-assisted lifetime on
the applied electric field at room temperature is empirically
given by:

� = �0�1+ �L5�25E2�

where � ≈ 2�1× 10−8, if E is expressed in MV per centime-
ter, L is in angstroms, and �0 is the lifetime in the absence
of an external electric field. The overall effect of the elec-
tric field on a nanocrystal of a given size is thus manifested
by: (a) a red shift of the luminescence and (b) a quench-
ing of the radiative recombination rate. This effect is size
dependent, and it is more important for larger nanocrystals,
as illustrated in Figures 26–28. Figure 28 shows the varia-
tion of the gap of cubic silicon nanocrystals versus the cube
size and the electric field applied along the (100) crystallo-
graphic direction. Figures 29 and 30 show, respectively, the
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Figure 26. Effect of the applied electric field on energy levels in the
case of a large and a smaller silicon nanocrystal, surrounded by two
tunneling SiO2 layers. See the position of the confined states Eh and Ee

with respect to the Fermi level of the metal and the semiconductor in
the two cases.
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Figure 27. Effect of an electric field on the electron and hole wave-
functions of an exciton in a silicon nanocrystal surrounded by two thin
silicon oxide layers.

direct and TO + LO phonon-assisted radiative recombina-
tion lifetime as a function of nanocrystal size and electric
field along a (100) direction (lower valleys), at T = 300 K.
As it is seen, the effect of the electric field is more sub-
stantial in larger nanocrystals. By increasing the electric field
in these nanocrystals, the radiative recombination lifetime
increases substantially.

3.3. Effect of a High Electric Field
on PL and EL

3.3.1. Effect on PL
The effect of a high applied electric field on PL from silicon
nanocrystals in SiO2 has been systematically investigated in
[111]. The structures used were MOS-type (metal–oxide–
semiconductor) structures on silicon with the silicon diox-
ide layer containing 2-D arrays of silicon nanocrystals in
SiO2. The thickness of SiO2 was chosen so as to mini-
mize carrier injection into the oxide under the influence
of the vertically applied electric field. The PL signal was
excited by laser pumping at 457.9 nm. Two different sam-
ples were investigated, one with a mean nanocrystal size in
the range of 1–2 nm and the other with a mean nanocrystal
size in the 2–3 nm range. The PL was measured under the
application of an increasing electric field at constant laser
pumping. By current-voltage (I-V) and capacitance-voltage
(C-V) measurements, it was found that there was no cur-
rent flow through the structure if the electric field was kept
below 2.5 MV/cm for the sample with the larger nanocrystals
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Figure 28. Variation of the radiation lifetime of silicon nanocrystals as a
function of the crystallite size for different values of the electric field (a)
and as a function of the electric field for different values of crystallite
size (b) (T. Ouisse and A. G. Nassiopoulou, unpublished results)
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Figure 30. Variation of TO + LO phonon-assisted radiative recombi-
nation lifetime as a function of crystallite size and electric field along a
(100) direction (lower valleys). Reprinted with permission from [105],
T. Ouisse and A. G. Nassiopoulou, Europhys. Lett. 51, 168 (2000).
© 2000, EDP Sciences.

and below 4 MV/cm for the sample with the smaller nano-
crystals. The observed overall effect of the electric field on
PL was as follows:

(i) In the sample with the larger nanocrystals, it was
found that by applying an increasing electric field,
the PL peak position was first slightly red shifted,
and it was then blue shifted at a higher field, while
PL intensity was continuously quenched by increas-
ing the electric field. This is illustrated in Figures 31,
32, and 33.

(ii) In the case of the sample with the smaller nano-
crystals, it was found that PL peak position was
almost constant under the influence of an increas-
ing electric field (slightly red shifted), up to an elec-
tric field of 2.3 MV/cm, while it showed a constantly
increasing blue shift by increasing the electric field
above this value. The PL intensity was also constant
up to ≈2.3 MV/cm, while it was rapidly quenched
above this value. This is illustrated in Figures 32–34.

The observed shift in PL peak position and the PL
quenching under the influence of an external electric field
is explained in terms of the quantum-confined Stark effect,
described previously. In the case of very small nanocrystals,
PL was insensitive to the electric field, up to a certain field,
while larger nanocrystals showed an important PL quench-
ing under the influence of the same electric field, in agree-
ment with theoretical calculations [105]. The fact that the
observed shift in PL peak wavelength did not follow a con-
stant red shift by increasing the electric field was attributed
to the size distribution of silicon nanocrystals. The broad
PL signal measured, contains the contribution from nano-
crystals with different sizes, which show different behavior
under the influence of the electric field. At a given electric
field, PL from larger nanocrystals is quenched, while that
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Figure 31. Effect of an increasing electric field on PL emission from
silicon nanocrystals, of a diameter of 2–3 nm, in between SiO2. The
sample structure used was similar to that of Figure 22, with a bottom
SiO2 layer, 30-nm thick and a top SiO2 layer, 18-nm thick. Reprinted
with permission from [111], Ioannou-Sougleridis et al., Mater. Sci. Eng.,
B (to appear, 2003). © 2003, Elsevier Science.

from smaller nanocrystals is not affected by the field. The
macroscopic effect observed is so manifested by a blue shift
in PL position, accompanied by an important PL quenching.
The obtained results were consistent with this explanation.
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Figure 32. PL peak intensity from silicon nanocrystals in SiO2 as a func-
tion of an applied electric field for two different sizes of silicon nano-
crystals (2–3 nm [F1] and 1–2 nm [F2]). The influence of the electric
field is more important in the case of larger nanocrystals. Reprinted
with permission from [111], Ioannou-Sougleridis et al., Mater. Sci. Eng.,
B (to appear, 2003). © 2003, Elsevier Science.
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Figure 33. (a) PL peak wavelength as a function of an applied elec-
tric field for larger (2–3 nm, F1) and smaller (1–2 nm, F2) silicon
nanocrystals in SiO2. Reprinted with permission from [111], Ioannou-
Sougleridis et al., Mater. Sci. Eng., B (to appear, 2003). © 2003, Elsevier;
(b) PL spectra from samples F1 and F2 at zero electric field.

3.3.2. Effect on EL
In the case of EL, there is no laser pumping, so carrier
injection is necessary, to create electron-hole pairs into the
nanocrystals. In the presence of carrier injection, the electric
field has different effects on the EL signal:

(i) By increasing the electric field, carrier injection is
increased, so we expect an increase in the EL signal
proportional to the current. This is valid for low car-
rier injection, while at high carrier injection, Auger
quenching of the EL signal occurs, which leads to
saturation of the EL intensity.
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Figure 34. PL spectra from silicon nanocrystals, 1- to 2-nm thick, at
different applied electric fields from zero to 40 V. The PL spectrum
at zero voltage, obtained after the application of 40 V for some time,
shows PL quenching and a slight blue shift compared with the initial
spectrum before the application of the electric field. Reprinted with
permission from [111], Ioannou-Sougleridis et al., Mater. Sci. Eng., B
(to appear, 2003). © 2003, Elsevier Science.

(ii) The quantum-confined Stark effect plays an impor-
tant role in EL quenching at high electric fields. The
effect is more pronounced in larger nanocrystals.

(iii) Carrier injection into the nanocrystals is also a size-
dependent effect. Smaller nanocrystals have a signif-
icantly smaller cross section for carrier injection.

The effect of an increasing electric field on EL was inves-
tigated in [99]. The EL intensity as a function of the applied
electric field has been investigated at different wavelengths,
and an example has been given in Figure 24 for two detected
EL wavelength. The evolution of the EL position as a func-
tion of the applied voltage was given in Ref. [99] for nano-
crystals of different sizes. The overall behavior was a blue
shift in EL wavelength by increasing the applied field. This
was observed in all samples. observed in all samples.

3.4. EL Efficiency

In the case of PL, it was demonstrated that the use of silicon
nanocrystal–SiO2 multilayers, instead of a single 2-D silicon
nanocrystal layer in SiO2, leads to a significant increase in
PL emission, due to the increase of light-emitting centers.
As mentioned, it was even found that a superlinear increase
in PL emission is obtained when the number of multilayers
is increased [40]. In the case of EL, however, the increase of
recombination centers by increasing the number of silicon
nanocrystal layers does not necessarily imply an increase in
EL emission. This is because the main limiting factor in EL
is carrier injection into the nanocrystals. By using vertical
carrier injection, which was the configuration used in the lit-
erature [99, 104, 111] in light emitting devices, Quisse et al.
[112] simulated the tunneling and recombination current in
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Si–SiO2 superlattices, to find the optimum conditions for
EL. A p-type silicon substrate was considered for hole injec-
tion and an aluminum gate for electron injection. The basic
assumptions used were that (i) the Si wells were thin enough
to get an almost ideal 2-D system and (ii) quantization was
represented by a square well approximation. They first simu-
lated the one-well configuration, and it was found that in the
absence of recombination, the hole-electron density prod-
uct in the well is maximum for equal top and bottom oxide
thickness (tox1 = tox2). This is illustrated in Figure 35, where
the density of electrons and holes in the well is plotted ver-
sus the top oxide thickness for a bottom oxide of thickness
tox2 = 2�6 nm, a well thickness t = 1�5 nm, a gate voltage
Vg = −2 V, lower than the breakdown voltage of the Si well,
and a temperature of 300 K. The optimum for a high density
of both electrons and holes in the well is at (tox1 = tox2). As it
now concerns the optimum thickness for tox1 and tox2, it was
found that the thinner the insulating layers are, the higher
are the currents and, therefore, the recombination rate.

In the presence of recombination, however, accumulation
of holes is only possible if the top oxide thickness, tox1, is
below a critical value tcrit. For accumulation of electrons, on
the other hand, the necessary condition is tox1 = tcrit. This
means that it is impossible to get simultaneously both high-
electron and high-hole density in the well in the presence
of recombination. Another interesting result in [112] con-
cerns the material of the injecting electrodes. The injection
of carriers for radiative recombination in the well is difficult
when the injecting material has the same or a similar work
function as that of the confined layer, in the present case
of silicon. Theoretically, to get acceptable electron injec-
tion currents in the direction of confinement, one has to
use injection electrodes with a work function much lower
than the electron affinity of Si. Similarly, one should inject
holes from a material with a Fermi level as close as possible
to the top of the Si valence band. For example, platinum
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Figure 35. Variation of the electron and hole concentrations in an Al–
SiO2–Si–SiO2–Si structure versus top oxide thickness tox2 = 2.5 nm and
voltage, without any recombination process in the single well. Reprinted
with permission from [112], T. Quisse et al., J. Phys. D: Appl. Phys. 33,
2691 (2000). © 2000, Institute of Physics.

could be used as a gate metal (chemical potential lower than
the top of the Si valence band) and an n-type silicon sub-
strate for electron injection. Compared with the Al–SiO2–
Si–SiO2–p-Si structure, an improvement of a factor of 3 may
be achieved.

Coming back to the Al–(Si–SiO2)SL–p-Si structure, a sys-
tematic investigation has been made in [112] by varying the
number of wells and other parameters, for example, the
voltage and temperature. The obtained results showed that
almost all the recombination takes place in one well, the
closest to the p-type substrate. There are no holes in all the
other wells, and even the first well is almost empty, since both
electron and hole concentrations are low. As in the case of
one well, all the injected holes recombine with electrons, and
they do not reach the metal electrode. In contrast, a non-
negligible part of electrons tunnels into the silicon substrate.

In general, in contrast to what happens in PL, in EL,
we do not expect any gain from the use of a multiple-well
configuration.

Although the study in [112] concerns silicon wells in SiO2,
the obtained results could give a rough idea of what is
expected in the case of 2-D arrays of nanocrystals in a nc-
Si–SiO2 superlattice. The use of a superlattice, instead of
a single layer of 2-D arrays of nanocrystals does not offer
any advantage in EL compared to PL. The obtained EL
efficiency in the literature was, in general, low, below 10−5

[104], and this mainly is attributed to the intrinsic difficulty
to inject carriers into the nanocrystals. The optimum case is
expected to be a structure with a 2-D array of nanocrystals
in a layer at a tunneling distance from the silicon substrate.

4. CHARGING OF SILICON
NANOCRYSTALS SINGLE
ELECTRON DEVICES

Silicon nanocrystals in SiO2 constitute a very good candidate
for use in single electron devices, due to material and pro-
cess compatibility with the well-established IC technology
(113–118). The IC compatible processes used involve either
ion implantation of silicon into SiO2 followed by annealing
or LPCVD or PECVD deposition of silicon on a very thin
SiO2 layer, followed by high-temperature oxidation.

The active part in a single electron memory is a MOS
capacitor, in which the oxide layer contains a 2-D layer of
silicon nanocrystals at a tunneling distance from the silicon
substrate, as shown in Figure 36. The top oxide is relatively
thicker than the tunneling oxide, to prevent carrier injec-
tion from the gate electrode. The silicon nanocrystal mem-
ory uses, in general, two more electrodes (source and drain),
and it operates as a three-terminal device. The MOS struc-
ture may be used to evaluate the quality of the nanocrystals.
Single electron charging of the nanocrystals is evidenced by
applying a vertical electric field between the gate metal and
an ohmic contact on the backside of the silicon substrate.
Capacitance-voltage (C-V) and current-voltage (I-V) charac-
teristics may be used in this respect. The C-V curves show
an hysteresis effect, due to charging of the silicon nano-
crystals, while I-V curves show N-shaped behavior [119–121].
To correlate the observed hysteresis with charge trapping
in the nanocrystals, one has to minimize all other causes
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Figure 36. Basic structure used in a silicon nanocrystal memory. The
bottom oxide is a tunneling oxide and the top oxide is thicker.

of hysteresis (defects within the oxide and at the different
Si–SiO2 interfaces, including the interface of silicon dioxide
with the nanocrystals). The hysteresis 	V due to the nano-
crystals is observed when the voltage is swept from deep
inversion to deep accumulation and back. An example is
given in Figure 37 [119], where the substrate was p type and
trapping of holes was observed (counterclockwise hystere-
sis). The measured hysteresis 	V depends on nanocrystal
size, being smaller for smaller nanocrystals. An example of
a N-shaped I-V curve from the same sample is shown in
Figure 38 for three different structures examined. The cur-
rent shows a peak at a voltage of −4 to −5 V. This peak cor-
responds to hole charging of the nanocrystals. There is direct
correlation between this peak in the current and the onset of
C-V curves. This is illustrated in Figure 39, which shows C-V
curves corresponding to successive voltage sweeps, starting
from +1 V and going to negative values, with successively
higher negative end voltage. The curves corresponding to
sweeps from 1 to −2 V and back, and from 1 to −4 V coin-
cide. The curve corresponding to a sweep from −4 to 1 V
is considerably shifted with respect to the 1 to −4 V sweep.
The sweeps with negative end voltage higher than −4 V
are further shifted to more negative values. A capacitance
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Figure 37. Double C-V curve from a MOS structure with silicon nano-
crystals as in Figure 36. An hysteresis is observed, attributed mainly
to silicon nanocrystal charging. Reprinted with permission from [119],
D. Kouvatsos et al., Mater. Sci. Eng., B (to appear, 2003). © 2003,
Elsevier.
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Figure 38. Current-voltage (I-V) curves from a MOS structure with sil-
icon nanocrystals as in Figure 36. The I-V curves from three different
samples are shown. These curves exhibit N-shaped behavior, attributed
to charging of silicon nanocrystals. Reprinted with permission from
[119], D. Kouvatsos et al., Mater. Sci. Eng., B (to appear, 2003). © 2003,
Elsevier.

drop also is observed at around −4 V, which also corre-
lates with the peak in the current. However, the observed
shift 	V may be related not only to nanocrystal charging but
also to charges at the interfaces between silicon nanocrystals
and silicon oxide. By appropriate annealing, these interface
states may be minimized to separate the nanocrystal charg-
ing effect [120, 121].

Silicon nanocrystal memory devices published so far are
based on the threshold voltage shift, induced by the pres-
ence of nanocrystals in the gate dielectric of a field effect
transistor [118, 120]. Compared to standard floating gate
Flash electrically erasable programmable ready only mem-
ory (EEPROM), the difference is that in the case of silicon
nanocrystal memories, the floating gate is not composed
of a continuous nanocrystalline silicon layer, but it is com-
posed of discrete nanocrystal dots, which are not electrically
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Figure 39. Multiple double C-V sweeps of MOS structure with silicon
nanocrystals in SiO2, biased from 1 V to increasing voltages into accu-
mulation. Solid or open symbols are used for forward or reverse sweeps,
respectively. The dip in the curves starting at �3 V is attributed to the
silicon nanocrystal layer. Reprinted with permission from [119], D. Kou-
vatsos et al., Mater. Sci. Eng., B (to appear, 2003). © 2003, Elsevier.
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continuous. In this way, a discrete defect in one of the
nanocrystals does not lead to total charge leakage through
the structure, and the memory device may still be func-
tional. Moreover, there are other advantages of silicon
nanocrystal memories compared to floating gate flash EEP-
ROMs, such as the reduced degradation of the devices,
faster write–erase times, lower operation voltage and lower
power consumption.

To scale down the memory-device size, while increasing
the stored charge, one has to maximize the density of silicon
nanocrystals in the 2-D layer in-between SiO2. In the case of
LPCVD deposition of silicon on SiO2, it was found that the
silane (SiH4) pressure, as well as the chemistry of the SiO2
surface, influence significantly the silicon nanocrystal density
[51], which decreases almost linearly with the increase in
silane pressure. On the other hand, a chemical treatment
of the SiO2 surface before silicon deposition by 0.05% HF
in deionized water, which creates surface silanol bonds (Si–
OH), favorizes silicon dot nucleation and growth [51]. A QD
density increase from 4× 1011 cm−2 to 1�2 × 1012 cm−2 was
measured by increasing the silanol density from 0.4 to 1.4
OH/nm2.

5. CONCLUSION
Silicon nanocrystals in SiO2 thin layers on silicon consti-
tute a composite material with many interesting properties,
the most important being the bright and stable PL at room
temperature in the visible range and the controlled charg-
ing of the nanocrystals. These properties are size dependent
and are significantly influenced by the chemical composi-
tion of the interface between silicon nanocrystals and silicon
dioxide. They lead to very important applications, including
light-emitting and memory devices and sensors.

GLOSSARY
Coulomb blockade effect The effect of blocking the injec-
tion of a second charge into a semiconductor under a certain
electric field, due to modification of the electrostatic poten-
tial within it by the presence of the first injected charge.
Injection of a second charge needs to overcome the semi-
conductor charging energy.
Ion implantation A technique used to incorporate differ-
ent atoms into a solid at a certain depth from the surface.
The atoms are ejected from different sources, they are ion-
ized and accelerated by an electromagnetic potential under
vacuum so as to be injected at high energy into the sample.
Their depth distribution depends on their mass and energy.
Low-pressure chemical vapor deposition A technique
used to deposit thin dielectrics or semiconductors on a
solid surface from gas reactions under vacuum at high
temperature.
Luminescence Intrinsic property of a material consisting
in light emission at a certain wavelength under excitation
by photons (photoluminescence) or under voltage excitation
(electroluminescence).
Light-emitting devices Devices that emit light under elec-
trical excitation.

Memory devices Devices used to store information. In
conventional semiconductor memories, the information is
stored in the form of charge.
Nanocrystalline silicon superlattice A structure consisting
of ultrathin Si nanocrystal layers separated by nanometer-
thick silicon dioxide.
Nanowires or quantum wires Wires with diameters below
∼10 nm.
Optical gain Amplification (positive optical gain) or
reduction (negative optical gain) of light from a source after
interaction with a material.
Resonant photoluminescence emission
Photoluminescence of the material with an excitation
energy that approaches the detection energy.
Semiconductor quantum dots Semiconductor nanocrystals
of diameter below ∼10 nm.
Single electron devices Devices based on semiconductor
nanocrystals, in which there is a possibility of controlling the
injection of a single electron charge into each nanocrystal by
controlling the applied electric field. Single electron devices
are based on the Coulomb blockade effect.
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1. INTRODUCTION
In the past decade there have been major advances in mate-
rials growth techniques as well as electron-beam lithography
and reactive ion etching. Scanning probe microscopy manip-
ulation became more advanced and able to form nanoscale
structures. These developments made it possible to produce
and study quasi-one-dimensional structures from metals and
semiconductors.

The development of patterning and self-assembly proce-
dure now allows fabrication of high-quality nanowires. Many
techniques have been used to grow and fabricate nanowires
in large quantities, from materials such as Si [1], Ge [2],
GaAs [3], GaN [4], GaSe [5], Al2O3 [6], SiC [7, 8], Si3N4 [9],
and various metals [10]. The nanowires not only allow the
study of new physical phenomena characteristic for mate-
rials with reduced dimensions, but may also lead to future
nanoscale device applications. In order to apply nanowires,
one needs to study their physical and chemical properties
and to understand the growth mechanism.

Semiconductor whiskers such as Si, Ge, GaN, etc. have
been studied over 30 years. In recent years, however, the
development of new techniques allowed much better control
of size and structure of low-dimensional materials and the
fabrication of nanowires. Among the nanowires from dif-
ferent materials, silicon nanowires (SiNWs) have attracted

much attention because silicon is the most important semi-
conductor material as of now. Silicon nanowires differ sig-
nificantly from bulk silicon and may find applications in the
new emerging field of nanoelectronics.

A variety of techniques for synthesizing silicon nanowires
has been developed, including lithography and etching tech-
niques [11, 12], scanning tunneling microscopy [13], ther-
mal evaporation [14], and laser ablation [3]. Yet it is still a
challenge to control the morphology and diameter of silicon
nanowires.

One of the most challenging tasks in recent years has
been the synthesis of SiNWs on large scales. The well-known
metal-catalyzed vapor-liquid-solid (VLS) growth model [10]
was introduced by Wagner and Ellis for the unidirectional
growth of silicon whiskers. In recent years, this technique has
also been used for growth of silicon nanowires [3, 15, 16].
Large-scale synthesis of SiNWs has been achieved using the
VLS process [17]. The preparation of bulk quantities of
SiNWs makes it possible to study these materials in detail
by various analytic techniques.

Bottom-up techniques deal with the growth of SiNWs
from individual atoms. This can be performed with differ-
ent approaches, for example by simple evaporation [18, 19],
laser ablation [20], chemical vapor deposition [21], vapor-
liquid-solid (VLS) growth [22], or epitaxial growth [23].
Some techniques, such as the template-directed vapor-
liquid-solid growth [24] or magnetron sputter deposition
[19], have been used to form aligned SiNWs.

SiNWs can also be fabricated by top-down approaches.
These include electron-beam lithography with etching [25],
pattern transfer [26], SiO2 reduction under electron-beam
radiation [27], or stress-limited oxidation [28].

In the area of scanning probe microscope (SPM) lithog-
raphy, a variety of techniques has been developed: (1) local
oxidation of silicon and metals [29–31], (2) superfine e-beam
lithography using the tip of a STM as a low-energy electron
source [32, 33], (3) direct movement of atoms and molecules
[34], and direct mechanical modification of structures
[35, 36].

SiNWs with different morphologies could be fabricated
including amorphous and crystalline configurations. In par-
ticular, much attention has been given to single-crystalline
SiNWs which are defect-free. Control of wire structure,
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thickness, and surface layers has been achieved by various
synthetic methods and post-treatments.

Noncrystalline but ordered structures, such as silicon
nanotubes [37], superatom-stacking [38], and fullerene-
structured SiNWs [19], have been proposed.

The surface of SiNWs has been studied in pristine form
[19], hydrogen-passivated [39], silicon oxide sheathed [40],
and SiC-coated [40].

SiNWs have been studied which were lightly doped with
foreign atoms (such as boron [41] or lithium [42]) or had
nanocrystallites such as copper silicide incorporated [43].

With most methods the SiNWs are grown or fabricated
on solid supports. A few studies report on the fabrication
of freestanding silicon nanowires [5, 44]. Other techniques
were used to generate SiNWs incorporated in silicon oxide
[45], in suspended form [46], as metal-silicon networks [47],
or as composites with carbon nanotubes [48]. Silicon nano-
wires are widely considered to constitute the microstructure
of porous silicon. Therefore, assemblies of SiNWs in parallel
or other configurations have been investigated [49–52].

Various analytic techniques for structural investigation
of SiNWs have been applied. Size, atomic structure, and
morphology have been determined by transmission electron
microscopy (TEM) [20], X-ray diffraction [14, 42], STM [41],
and AFM [53]. Raman spectroscopy of silicon nanowires has
been discussed with respect to bulk silicon [54, 55]. Field-
emission has been studied under various conditions [56].

Electronic and thermal properties of silicon nanowires
have been studied such as electron density of states [57],
and phonon heat conduction [58]. In particular, the quan-
tum confinement of charge carriers, excitons, and phonons
is of interest. Charge transport is characterized by anoma-
lous nonlinear behavior such as quantized conductance
[59], negative resistance [60], hysteresis characteristics [60],
and single-electron effects [61]. Optical properties, such
as nonlinear behavior [62], photoluminescence [55], optical
anisotropy [63], excitonic effects [63], and radiative lifetimes
[64], have been studied. The results show that silicon nano-
wires have optical and thermal properties that differ signif-
icantly from bulk when their diameter is a few nanometers.
This is mainly due to their one-dimensional electronic struc-
ture, which hardly resembles the bulk crystalline structure
of silicon. The energy band structure of silicon nanowires
depends on the reduction in dimension, morphology and
atomic structure, and the surface conditions.

Theory of silicon nanowires was performed using the
effective mass approximation (EMA) [65], first-principles
techniques such as pseudopotential [65] or local density
functional [39], empirical tight-binding [66], or semiempiri-
cal techniques [19]. Much attention has been given to under-
standing the electronic and optical properties related to
the wire structures. Wires with crystalline or other network
structures were considered and surfaces were either pristine
or passivated. The bandgap, electronic density of states, and
band edge electronic states were determined within first-
principles calculations [49, 50, 57, 63, 65, 67–70] and the
tight-binding method [71, 72].

The efforts in theory of silicon nanowires had intensified
after in 1990 Canham [52] proposed that the observed effi-
cient, visible photoluminescence in porous silicon is due to

an array of silicon nanowires. This led to extensive theo-
retical studies focusing on the origin and mechanism of the
luminescence and in particular on the quantum confinement
in SiNWs. The two most important explanations of the pho-
toluminescence are the quantum confinement (to Si nano-
particles and/or Si nanowires) and chemical luminescence
models. There has been enormous work on porous silicon
and other Si-based low-dimensional structures, in order to
understand their unusual optical behaviors.

Most of the theoretical work has been done on nanowires
cut out from bulk diamond-structure Si. Dangling bonds
at the surface of the wires were usually passivated with
hydrogen. Bandgaps and interband oscillator strengths were
calculated [73]. Structural relaxation greatly improves the
oscillator strength, which suggests that free nanowires are
stronger light emitters than those embedded in porous sili-
con or other matrixes.

The strong interest in understanding porous silicon and
other low-dimensional silicon structures is due to the pos-
sibility of developing Si-based optoelectronic integrated
circuits (OEIC). In the past decade, many studies on
porous-silicon-related nanotechnology have been stimulated
by its potential applications in silicon-based optoelectronic
devices.

SiNWs contain a quasi-one-dimensional electron gas
which gives them novel properties for silicon-based elec-
tronic devices, such as the field-effect transistors [74], single-
electron memory devices [75], silicon quantum wire lasers
[76], metal-semiconductor junctions [77], or thermoelectric
quantum wire arrays [78].

2. BOTTOM-UP FABRICATION

2.1. Vapor-Liquid-Solid Growth

For more than 30 years, the growth of silicon whiskers has
been studied by using the vapor-liquid-solid (VLS) method.
For the VLS method, small metal clusters are used to cat-
alyze the whisker growth. The metal particle is either sup-
ported on a surface or produced in the gas phase. The
diameters of the whiskers obtained from VLS are deter-
mined by the size of the metal particles. Variations of VLS
techniques are solution-liquid-solid [79] and vapor-solid-
solid [80] methods. All these techniques require the for-
mation of nanoscale catalyst particles. Recently, the VLS
method has been applied to grow silicon nanowires [3].

Silicon nanowires 15–35 nm in diameter were grown using
SiH4 chemical vapor deposition via Au and Zn particle-
nucleated vapor-liquid-solid growth at 440 �C [81]. The Au-
nucleated wires (Au-SiNWs) were grown by first evaporating
1 nm of Au onto a SiO2 wafer. If the wafer then is annealed
to 450 �C, Au particles form which will act as catalytic sites
for the SiNW growth. The morphology and width of the
wires critically depend on temperature and pressure used
in the process [22]. At low pressure and high temperature,
relatively thick nanowires grow, and thinner ones grow at
higher pressure and lower temperature. The nanowires can
be thinned further by oxidation. Surface oxidation can yield
silicon cores as small as 5 nm.

Zn particles can also be used as catalysts but are fabricated
with a different method [81]. For synthesis of Zn-catalyzed
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silicon nanowires (Zn-SiNWs), a ZnCl2/ethanol solution was
deposited on a p-doped silicon substrate after removing the
native oxide layer with HF. The wires then were grown
using chemical vapor deposition from 5% SiH4/He gas at
100 Torr. Wires in the diameter range 14–35 nm and length
of 1–10 �m were grown. The wires are crystalline in the core
with a 1-nm oxide coating.

The required synthesis temperatures for VLS growth of
SiNWs range from 450–500 �C for gold and zinc to 950–
1150 �C for transition-metal catalysts. By using low-melting-
point metals low-temperature VLS growth of SiNWs can
be achieved. Six-nanometer-wide SiNWs with uniform diam-
eters were synthesized using gallium as a molten solvent,
at temperatures less than 400 �C in hydrogen plasma [82].
Liquid-metal gallium has low solubility for silicon. Gallium
forms a eutectic with silicon near room temperature.

2.2. Chemical Vapor Deposition

Ti-containing islands have been grown on silicon substrates
by chemical vapor deposition using the decomposition of
TiO4 [83, 84]. When these islands are exposed to SiH4
or SiH2Cl2, the metal catalyzes the decomposition of the
silicon precursor and long SiNWs can grow. Exposing the
wires to an ion beam after deposition promotes alignment
of nanowires.

Quite straight SiNWs were grown using catalytic synthesis
over Fe containing silica gel substrates by thermal chemical
vapor deposition where silane is decomposed [85]. The fact
that the nanowires are straight indicates that there are few
defects and little growth stress. The nanowires are of uni-
form diameter of about 20 nm with a length of the order
of 1 �m. A nanoparticle with a diameter of ∼50 nm was
found at the end of each nanowire. The center part of
the nanowires is well crystallized and there is a thin amor-
phous surface layer, as revealed by high-resolution electron
microscopy (HREM) and electron diffraction. The Raman
spectrum of the wires has a prominent peak at 511 cm−1 with
a shoulder at 490 cm−1. The peak has a larger line width
(about 15 cm−1) and is down-shifted (about 9 cm−1) as com-
pared to that of bulk crystalline silicon. This is considered
to be caused by the quantum confinement effects since sim-
ilar behavior has also been found in porous silicon [86] and
freestanding nanowires [87].

2.3. Laser Ablation

Laser ablation has become an important method for the
synthesis of silicon nanowires [3, 88, 89]. Depending on the
applied conditions, nanowires of different form and struc-
tural quality are produced. Of particular interest are long,
uniform-sized and single-crystal wires, which can be fabri-
cated in bulk quantities [90].

The internal structure of nanowires is closely related to
the growth kinetics. SiNWs fabricated by laser ablation can
have a high density of defects [20] and show various mor-
phologies [91] which are closely related to the insertion of
twins or the special twisting along the growth direction dur-
ing the growth process. The nanowires can show morpholog-
ical characteristics with straight, curved, kink, braided, and
coiled shapes.

The combination of laser ablation cluster formation and
vapor-liquid-solid (VLS) growth was used to synthesize
SiNWs [3]. Laser ablation of a Si target with small Fe
content was used to prepare metal catalyst clusters that
determine the width of the silicon nanowires. The method
produces bulk quantities of single-crystal silicon nanowires
with diameters of 6 to 20 nm and lengths ranging from 1 to
30 �m.

It has been found that the addition of metal to the star-
ting material has negligible effect on the yield of the
SiNWs produced by laser ablation. Rather, the addition
of SiO2 powder to the Si target significantly increased
the yield [17]. This suggests that silicon monoxide (SiO),
which is produced by the reaction between Si and SiO2,
plays an important role in the growth of silicon nanowires
(oxide-assisted growth model).

Silicon nanowires were synthesized by laser ablation of
mixed SiC and SiO2 powders at 1400 �C [92]. The SiNWs
were about 14 nm in diameter and coexisted with a small
amount of SiC nanoparticles. Such silicon nanowires have
the diamond-type crystal structure and the nanoparticles are
cubic SiC.

Silicon nanowires with high yield, uniform diameter distri-
bution, and high purity were grown by excimer laser ablation
at high temperature [88]. The target was made by mixing
silicon powder with nano-sized Ni and Co powder (about
5 wt.% each). The mixed powder was hot-pressed at 150 �C
to form a plate target. The target was ablated at a temper-
ature of 1200 �C by using an excimer laser with a wave-
length of 248 nm at pressure of about 500 Torr Ar. The
ablated Si atoms self-organize into nanowires as a dark yel-
low colored deposit on a quartz tube wall [88]. For the
ablation of targets containing a Co-Ni catalyst, most silicon
nanowires have a curve-shaped morphology and some are
largely coiled. More than 99% of the deposit is as silicon
nanowires. Most of the silicon nanowires have diameters of
13± 3 nm. Their length ranges from a few tens of microm-
eters to hundreds of micrometers. Silicon nanowires pro-
duced from Co-Ni catalyst-free targets are different. Most
of the nanowires have a diameter, which is not uniform at
all, ranging from 15 nm to 60 nm.

Using laser ablation at high temperature, silicon nanowires
were fabricated with very small diameters from 3 to 43 nm up
to a few hundred microns long [16]. Twins and stacking faults
have been observed in the silicon core of the nanowires.

By ablation of a silicon monoxide target with a pulsed
KrF excimer laser at 1200 �C in an argon atmosphere, high-
purity silicon nanowires were fabricated in bulk quantities
[93]. The yield and linear growth rate can reach 30 mg/h and
500 �m/h, respectively.

Along with SiNWs, chains of silicon nanoparticles have
also been formed. These were synthesized by laser abla-
tion of a target containing metals over a temperature range
910–1120 �C [27].

2.4. Thermal Evaporation

Thermal evaporation of SiO powders was found to produce
high-purity silicon nanowires in bulk quantity [94]. Growth
of the SiNWs was studied in a closed system with different
ambient conditions [95]. A silicon nanowire growth rate of
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10 nm/h could be routinely obtained. With increasing ambi-
ent pressure, the yield of SiNWs decreased and the diameter
of the SiNWs increased.

Thermal evaporation and laser ablation of SiO2 powders
were studied [17], by both methods separately and by com-
bining the methods. The growth rate of silicon nanowires was
higher with the assistance of laser ablation than with thermal
evaporation alone. The solid source was pure silicon powder
mixed with 70% of SiO2 powder. After 12 hours of thermal
evaporation, a silicon nanowire product (sponge-like, dark
red in color) formed on the inside of the quartz tube. The
method leads to two types of products, silicon nanowires with
uniform and smooth surfaces (the major component) and sil-
icon nanoparticles. Most silicon nanowires were very long,
10 microns and more, and randomly oriented. Most silicon
nanoparticles appeared in form of chain [17].

Elevated temperature synthesis has been used to fabri-
cate SiO2-passivated (sheathed) crystalline SiNWs [80]. The
nanowires were grown by heating a crucible with a Si-SiO2
mixture in flowing argon gas. Condensation of nanowires as
dark brown deposits was found in a narrow region on the
wall of the tube enclosing the crucible. The central crys-
talline silicon core was ∼30 nm in diameter and the outer
SiO2 sheathing was 15 nm in thickness [80].

Thermal evaporation of a powder mixture of Si and SiO2
[15, 40] was found to be an effective method for the growth
of silicon nanowires on a silicon wafer [17]. They consist
of a core of crystalline silicon clothed by a shell of silicon
oxide with a thickness up to half of the wire radius [88]. Very
weak photoluminescence at 630 nm (2 eV) was obtained for
the as-grown sample. The as-grown SiNW sample was trans-
ferred to an ion-beam deposition chamber and a mixture of
methane, hydrogen, and argon (mixture ratio 1:50:173) was
used to deposit a thin film of SiC onto the sample. TEM
analysis showed that the silicon dioxide layer was replaced
by a cubic silicon carbide layer coating the silicon nanowires.

The synthesis of SiNWs on iron patterned silicon sub-
strates has been performed by thermal evaporation of pure
silicon powder [18]. This results in straight crystalline SiNWs
with diameters of 10–60 nm. The growth of the nanowires
can be controlled by positioning of iron squares on the sil-
icon substrate using current semiconductor technology. For
nanowire formation, p-type silicon(100) substrates were pat-
terned with 5-nm-thick iron film by electron-beam evapora-
tion through a shadow mask, which contains square-shaped
openings of micrometer size. The substrates were then
annealed in argon at 300 �C for 3 h. Thermal evaporation
of silicon powder from a furnace was then used to grow
the SiNWs.

Si nanowires have been grown by vapor deposition on
various substrates including sapphire, Al2O3, and Si(111).
Step-flow growth of silicon nanowires by gas-source molec-
ular beam epitaxy on sapphire was used to fabricate parallel
silicon nanowires [96]. The wires were aligned along the sub-
strate steps and formed uniformly with 50 nm width and 1
nm height. Si nanowires were grown on an Al2O3 substrate
at ambient pressure by using SiCl4 as Si source [97]. Highly
oriented amorphous SiNWs have been grown on Si(111) by
a solid-liquid-solid (SLS) mechanism [98]. The length and
diameter of the nanowires are almost uniform, 1 �m and
25 nm, respectively.

2.5. Magnetron Sputter Deposition

Bundles of parallel silicon nanowires were produced by using
a magnetron sputter source for the deposition of pure silicon
vapor onto highly oriented pyrolytic graphite (HOPG) [19].
The experiments were done in UHV at 10−10 torr and no
catalyst particles were used. Therefore the nanowires grew
from quenching the pure silicon vapor on the cold substrate.
Since HOPG is atomically flat and chemically inert, the wires
are formed by quasi-free growth. Uniform diameter for the
wires in a bundle is found (Fig. 1).

2.6. STM-Induced Growth

In the setup of an STM, silicon nanowires were grown by
applying a voltage at constant current between a heated sil-
icon substrate (700 �C) and a gold tip [13]. Silicon atoms
were deposited onto the apex of the gold tip by field evapo-
ration. The applied sample voltage was 5 V and the tunnel-
ing current was 10 nA which yields a tip-sample distance of
0.6 nm. The voltage was applied for 15 minutes during which
the deposition of silicon on the gold tip was monitored by
in-situ scanning electron microscopy (SEM). The diameter
and length of the wire were 20–150 nm and 3 �m, respec-
tively. Growth of the silicon nanowire occurs due to atom
transfer from the substrate to the tip. The maximum growth
rate (for the maximum diameter of the wire of 150 nm) was
6.0 nm/s. The deposition rate was 2�1× 107 atoms/s.

2.7. Template-Directed Growth

SiNWs have been synthesized in nanoporous alumina mem-
branes using a combination of Au electrodeposition and
vapor-liquid-solid growth at 500 �C using SiH4 as the silicon
source [24]. The diameters of the SiNWs were 200± 54 nm,

Figure 1. Several bundles of parallel silicon nanowires produced by
magnetron sputter deposition of silicon on highly oriented pyrolytic
graphite (HOPG) in UHV. Reprinted with permission from [19],
B. Marsen and K. Sattler, Phys. Rev. B 60, 11593 (1999). © 1999, Amer-
ican Physical Society.
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which was close to the pore size distribution of the mem-
branes. The nanowires consist of a crystalline Si core, ori-
ented in the (100) or (211) growth direction, with a thin
(<3 nm) native oxide coating. The two ends of the nano-
wires are terminated by segments of gold, which result from
the VLS mechanism of growth. This technique could also be
applied for the synthesis of smaller diameter nanowires by
using anodized aluminum oxide templates with pore sizes in
the range of 10–100 nm [99].

3. TOP-DOWN FABRICATION

3.1. Lithography and Etching

Electron-beam or optical lithography combined with reac-
tive ion etching are top-down methods for silicon nano-
structure formation. These are conventional techniques
employed in the microelectronic industry. SiNWs fabricated
with these techniques are typically broader than 100 nm.
However, by using sequences of sophisticated lithographic,
etching, and oxidation techniques, much narrower SiNWs
could be produced (Fig. 2). Crystalline SiNWs with dia-
meters down to 10 nm and smooth surfaces have been
fabricated by advanced procedures of electron-beam (EB)
lithography and wet etching [100]. Amorphous SiNWs have
been generated by optical lithography and reactive ion etch-
ing of a 9-nm-thick amorphous silicon film on a silicon crys-
tal surface [58].

SiNWs were fabricated using an inorganic SiO2 electron-
beam (EB) resist process [25]. In this procedure, a con-
ventional organic resist is substituted by an inorganic SiO2
resist. The conventional EB lithography process using an
organic resist shows relatively low resolution of around
30 nm. In the inorganic EB resist process, a resolution of
15 nm can be achieved. This is because the inorganic SiO2
resist is hardly affected by the secondary electrons produced
in the primary EB scattering. The technique was used to
generate 15-nm-wide silicon nanowires and to fabricate a
silicon nanowire memory transistor [25].

Linear windows 15 nm wide in a 0.3-nm-thick silicon
oxide layer have been formed by focused electron-beam

Figure 2. A silicon nanowire device fabricated with high-resolution
electron-beam lithography. The wire is 70 nm wide over the 6-�m
length of the side gates with a side gate separation of 80 nm. Reprinted
with permission from [181], R. A. Smith and H. Ahmed, J. Appl. Phys.
81, 2699 (1997). © 1997, American Institute of Physics.

(EB) irradiation and successive HF-chemical etching [101].
Si-selective epitaxial growth (Si-SEG) with Si2H6 gas in the
linear window of the mask has then been applied to fabri-
cate silicon nanowires.

Silicon nanowires with SiO2 boundaries were fabricated
using a process based on SiGe/Si heterostructure [102]. First
a Si/SiGe/Si heterostructure is grown on a silicon substrate
with very low-pressure chemical vapor deposition. This is
followed by lithography and reactive ion etching to form
trench structures. Then SiGe is selectively etched over sil-
icon and finally thermal oxidation is applied to obtain the
silicon nanowires. A nanowire diameter of about 40 nm is
obtained. The diameter can be controlled by the parameters
used for selective chemical etching and thermal oxidation.

Orientation-dependent etching with subsequent oxidation
has been applied to obtain silicon nanowires [12]. Silicon
nanowires 2 nm wide were fabricated through a combination
of a partly shifted resist pattern and orientation-dependent
etching [53]. A {110} silicon substrate is etched with KOH
using a line pattern mask, which is shifted in the �111� direc-
tion at the line center position. The technique takes advan-
tage of the fact that during silicon etching with KOH, the
etching rate of the {111} plane is more than 100 times lower
than that of the other planes. Due to this selective etching
property and to the shift technique, line patterns smaller
than the beam diameter of lithographic tools can be formed.

SiNWs were generated by application of vertical ultrafine
SiO2 wall masks using oxidation of a polycrystalline silicon
(poly-Si) layer [103]. For generation of a wall mask, electron
cyclotron resonance (ECR) plasma etching and wet etching
of the poly-Si layer after the sidewall oxidation has been
applied. The wall masks are 10 nm wide and 90 nm high,
and Si nanowires 10 nm wide and 18 nm thick have been
obtained.

3.2. Selective Thermal Desorption

Silicon nanowires were fabricated using electron-beam-
induced selective thermal desorption (EB-STD) of SiO2
in silicon substrates [104, 105]. Electron-beam interference
fringes have been used to form a 10-nm periodic surface
structure of Si and SiO2 by STD [104].

3.3. Pattern Transfer

Pattern transfer is an effective formation method for SiNWs.
A process has been used for preparing high densities (up
to 500 �m−2) of well-passivated sub-5-nm diameter silicon
nanowires [26]. In this formation process, a fine-grained nat-
ural mask is deposited. Subsequently, the pattern is trans-
ferred into the silicon substrate by reactive ion etching.
The process was applied on silicon-on-insulator material,
where the buried oxide layer acts as an etch stop. This iso-
lates the nanowires from the bulk and from each other.
The nanowire diameter was then brought below 5 nm by
self-limiting oxidation. Subsequently, hydrogen-rich amor-
phous silicon nitride, prepared by plasma enhanced chem-
ical vapor deposition, was deposited to act as a source of
hydrogen for passivation of surface dangling bonds.

A resist film can be patterned in various ways in order
to produce nanoscale structures on a substrate. Dots or
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lines of small size or diameter can be written into the resist
leaving openings to the substrate material. Applying such
procedures, silicon nanowires have been fabricated using
electron cyclotron resonance plasma deposition of a SiO2
film through the openings of a patterned resist film [106].

3.4. Self-Limiting Oxidation

Self-limiting oxidation can be used to drastically reduce
the active diameter of silicon nanowires. An initially broad
diameter distribution can become much narrower and is sig-
nificantly shifted to smaller diameters if the SiNWs are oxi-
dized at elevated temperatures [26] (Figs. 3, 4).

Planar single-crystal silicon nanowires down to 8 nm in
diameter were generated using self-limiting oxidation [28].
The SiNWs were formed on silicon-on-insulator (SOI) sub-
strates with electron-beam lithography followed by a metal
liftoff process and a silicon plasma etch. Oxidation was then
used to shrink the wires to a sub-10-nm diameter. The stress
generated by the expansion of the oxide during oxidation
eventually stops the reaction, leaving a narrow silicon core.
Extremely thinned SiNWs with 3–5 nm width were obtained
by utilizing SiO2 side-wall masks and self-limiting oxidation
[107].

3.5. Electron-Beam-Induced
Reduction of SiO2

A thin film of SiO2 can be directly reduced to Si under
electron-beam irradiation [27]. If SiO2 is irradiated with
a high-intensity 100-keV electron beam with a dose of
≥3× 109 Cm−2 of nanometer scale, silicon nanowires can be
formed as small as 2 nm in diameter. No resist or chemical
development is required.

3.6. Oxygen Implantation

Silicon nanowires embedded in SiO2 have been fabri-
cated using in-situ multiple low-energy oxygen implantation
in combination with silicon molecular beam epitaxy [23].
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A patterned silicon substrate was used for the formation of
the nanowires. The starting substrate was a p-type on-axis
Si(100). V-grooves along [011] with well-developed (111)
facets were produced by electron-beam lithography and
KOH etching at a 1-�m interval. Silicon nanowires can
be generated by oxygen implantation at the bottom of the
V-groove. Using silicon molecular beam epitaxy (MBE),
SiNWs can be formed at the hilltop. Thickness and width of
V-groove and hilltop-type nanowires are about 10 nm and
10 to 50 nm, respectively. In view of optoelectronic applica-
tions for these techniques, parallel SiNWs were formed and
their use as Bragg reflector was studied.

3.7. AFM and STM Lithography

SiO2 nanoscale structured layers on a silicon surface could
be basic constituents for ultra-large-scale integrated (ULSI)
nanocircuits. Silicon oxide pattern and SiNWs have been
performed on the silicon surface by using STM and AFM
[108–111]. Silicon nanowires were also fabricated by using
mechanical atomic force lithography [112].

4. ANALYTIC TECHNIQUES

4.1. Microscopy and Electron Diffraction

There are various analytic techniques used to investigate the
properties of silicon nanowires. Some of these are listed and
discussed in the following paragraphs.

The most often used technique for a first study of silicon
nanowires is high-resolution electron microscopy (HREM)
[20, 88, 112–115], often combined with selected area elec-
tron diffraction (SAED) [42, 114]. The techniques are
applied to determine the diameter distribution and morphol-
ogy of the nanowires. The atomic structure of SiNWs, such
as single-crystalline and amorphous, has been determined.
Some growth techniques produce crystalline SiNWs, how-
ever, with a high density of defects, such as micro-twins and
stacking faults [20]. These can well be studied with trans-
mission electron microscopy (TEM). A profile projector has
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been used to enhance the magnification for examination
of the TEM micrographs [113]. A thin amorphous silicon
oxide layer is usually visible on the surface of the SiNWs,
determined by electron diffraction. In some studies, field-
emission scanning electron microscopy (FESEM) [115] has
been used for structural characterization.

A technique has been developed to improve imaging of
SiNWs with the plane-view transmission electron micro-
scope [107]. The nanowires are covered with a Si3N4 hold-
ing layer in order to fix them and to give high contrast in
the TEM image of the crystalline fine structure. The lat-
tice image of very fine (3- to 5-nm-wide) SiNWs could be
studied.

The X-ray diffraction (XRD) spectrum of crystalline sili-
con nanowires [88] contains several peaks, which are clearly
distinguishable. They all can be indexed to the diamond
structure of bulk silicon, both by their peak position and by
their relative intensity. The lattice parameter of the silicon
nanowires is close to the value obtained for bulk silicon.

A scanning reflection microscope (SREM) has been
used in combination with a scanning tunneling microscope
(STM) for SiNW studies [105]. By applying the combined
SREM/STM methods one can obtain the information on
surface geometric and crystallographic properties at the
same position on a sample.

A high-resolution electron microscope with energy dis-
persive X-ray fluorescence (EDAX) was used for morphol-
ogy and composition analysis [88]. In the EDAX spectrum
of pure SiNWs only one peak is visible, which corresponds
to silicon.

Extended X-ray absorption fine-structure (EXAFS) stud-
ies are used for structural investigation, in particular to study
short-range versus long-range order. EXAFS measurements
showed a progressive degradation in long-range order going
from bulk silicon to nanowires to porous silicon [116]. For
silicon nanowires, various types of defects are observed, but
EXAFS spectra show that the degree of disorder in SiNWs
is usually relatively small and the nanowires are essentially
crystalline.

Microprobe reflection high-energy electron diffraction
(�RHEED) [105] and microprobe Auger electron spec-
troscopy (�AES) have been used to study the surface atomic
structure and composition of silicon nanowires and oxide
masks [101, 105].

Scanning tunneling microscopy (STM) has been applied
both for structural analysis [41] and for the fabrication
[13] of SiNWs. Si nanowires from a liquid suspension were
deposited on highly oriented pyrolytic graphite (HOPG)
and analyzed by STM [46]. Scanning tunneling spectroscopy
(STS) has been applied for SiNW electronic structure stud-
ies [41]. STM and STS measurements have been per-
formed on boron-doped and undoped silicon nanowires [41].
Regular nanoscale domains were observed on the silicon
nanowire surface, which were attributed to boron-induced
surface reconstruction. STS measurements in silicon nano-
wires showed an enhancement of electrical conductivity by
boron doping [41]. An STM was used for nanofabrication
by taking the gap between a gold-tip and a silicon substrate
as active region to grow silicon nanowires [13].

The width of silicon nanowires was measured using atomic
force microscopy (AFM) [53, 117]. SiNWs deposited on the

substrate from a liquid suspension were studied. Different
AFM modes can be applied and tuned to the specific appli-
cations. Tapping mode and contact mode AFM were used to
image SiNWs on HOPG and mica [46] where the coupling
to the substrate is weak.

4.2. Raman Spectroscopy

Raman scattering is very sensitive to the lattice microstruc-
ture and the crystal symmetry of microcrystalline materials.
The Raman spectra of silicon nanowires, single-crystalline
silicon (c-Si), and completely oxidized silicon nanowires
were recorded and compared [16]. The first-order Raman
peak of c-Si at 521 cm−1 is symmetrical with a full width
at half maximum (FWHM) of 5 cm−1. The Raman spec-
trum for fully oxidized silicon nanowires shows a very broad
asymmetric peak. A redshift of the phonon frequency was
observed in Raman spectra of SiNWs and assigned to the
compressive stress from the oxide skin at the wire surface
[55]. The Raman peaks are found to shift and broaden with
decreasing diameter [54, 118] (Fig. 5). Similar results were
obtained with Raman spectra that were taken from porous
silicon layers with different confinement size [119]. Theoreti-
cal studies resulted in similar conclusions for Raman spectra
of SiNWs [120].

Raman spectra of SiNWs were obtained for several
phonon modes at room temperature [118]. In addition to
the fundamental phonon mode, overtone and combina-
tion modes were observed. Phonon confinement is used to
explain the results. The confinement effect becomes more
obvious for wire width less than 22 nm. Silicon nanowires
with average diameter of 15 nm and length from a few
micrometers to millimeters were studied. Compared to bulk
silicon, the silicon nanowires show redshift of all Raman
peaks and a broadening.

Raman scattering has also been performed on silicon
nanoparticle chains and showed that phonons are confined
in the silicon nanospheres [121].
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Figure 5. Experimental Raman spectra for (a) crystalline silicon,
(b) SiNW with 20 nm diameter, (c) SiNW with 13 nm diameter, (d)
nanowires of SiO2. Reprinted with permission from [54], B. Li et al.,
Phys. Rev. B 59, 1645 (1999). © 1999, American Physical Society.
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4.3. Electron Spectroscopy

X-ray photoelectron spectroscopy (PES) [113] and elec-
tron energy dispersive spectroscopy (EDS) [113] were used
to perform chemical analysis on SiNWs. These techniques
together with transmission electron microscopy and Raman
spectroscopy showed that the wires consist of a crystalline
silicon core with an amorphous silicon oxide surface.

Ultraviolet photoelectron spectroscopy (UPS) can be used
to study both the crystalline structure and the chemical com-
position of a material. Silicon nanowires are essentially crys-
talline silicon encapsulated by silicon oxide [116] when some
of the common fabrication methods are applied, a fact which
can be obtained by the measurement of Si 2p and valence-
band photoelectron spectra.

The bonding state and chemical composition of SiNWs
were determined by parallel electron-loss spectroscopy
(PEELS). It has been used to measure the concentration of
Li ions in Li-doped SiNWs [42].

4.4. Optical Spectroscopy

UV-photoluminescence (UV-PL) spectroscopy was used to
study the optical properties of nanowires and their elec-
tronic structures. Photoluminescence of porous silicon with
varying confinement size was experimentally studied and
explained by considering silicon nanowire and nanoparticle
properties [119]. PL spectra have been taken, for example,
for SiNWs fabricated on crystalline silicon (100). The wires
emitted photoluminescence in the range of 500–600 nm [55].
Direct evidence of quantum confinement from size depen-
dence of the PL of SiNWs was obtained [122]. The temper-
ature dependence of the visible PL was determined over a
wide range. For SiNWs on sapphire substrates the PL was
observed at 9 and 300 K with a broad emission peak at
750 nm. The PL intensity at 9 K is over 20 times larger than
that of 300 K. The PL peak barely shifts between 9 and
300 K [96].

4.5. Electrical Conductivity

In most studies of electrical conductivity, current-versus-
voltage curves are taken, often at different temperature.
Other techniques have been applied as well. Scanning
Maxwell-stress microscopy (SMM) was used to investigate
anomalous electrical conductance in a 100-nm-wide silicon
wire [60]. SMM is capable of obtaining topographic and sur-
face potential images simultaneously and gives the relation-
ship between surface charging and electrical characteristics
[123, 124].

5. MORPHOLOGY, SURFACE, DOPING

5.1. Form and Size

Most growth techniques yield nanowires with cylindrical
shape, with a crystalline silicon core and an amorphous sil-
icon oxide surface (Fig. 6). Theoretical expressions were
derived for the calculation of energy eigenvalues in cylin-
drical and elliptic nanowires with finite potential barriers
[125]. SiNWs with other cross sections, such as rectangu-
lar, have been obtained with top-down fabrication methods.

(a)

100 nm

(b)

a-SiO2
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Figure 6. (a) TEM images of silicon nanowires with smooth surface.
(b) Closer view TEM image showing crystalline core with amorphous
oxide surface layer. Reprinted with permission from [139], Y. H. Tang
et al., J. Appl. Phys. 85, 7981 (1999). © 1999, American Institute of
Physics.

Such SiNWs have been used as model systems in several the-
oretical studies [63, 65, 126]. Pentagon-shaped silicon nano-
wires with widths around 300 nm were obtained by using
Si/SiGe epitaxy technique, reactive ion etching, and subse-
quent selective chemical etching [127]. SiNWs with rectan-
gular, triangular, and trapezoidal cross sections were studied
using the effective mass approximation [128]. It was shown
that the order of energy levels depends strongly on both
the cross-sectional shape and the lattice orientation in wire
direction.

For many experiments and applications it is desirable to
have very thin and very long SiNWs. By using a sequence of
procedures, the fabrication of such SiNWs can be achieved.

A combination of electron-beam lithography, NF3 reac-
tive ion etching, and dry thermal oxidation was used to fab-
ricate 2-nm-wide silicon nanowires with an aspect ratio of
more than 100 to 1 [129] (Fig. 7). The small width of the
nanowires was realized by applying the self-limiting oxida-
tion process. Fabrication of silicon nanowires as long as 10
�m has been reported [15].

(a) (b)100 nm 2 nm

Figure 7. (a) TEM image of an oxidized silicon nanowire where the
inner core has reached its limiting dimensions. (b) A high-resolution
lattice image of the 2-nm-wide inner silicon core. Reprinted with per-
mission from [129], H. I. Liu et al., Appl. Phys. Lett. 64, 1383 (1994).
© 1994, American Institute of Physics.
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An important property of SiNWs is the uniformity of
their diameter and the smoothness of the wire surface.
Many growth and fabrication techniques lead to SiNWs with
well-defined and uniform diameters. However, under some
experimental conditions, SiNWs with periodic instabilities of
the diameter were found [130].

SiNWs were fabricated in different environments such as
quasi-free [44], dispersed in liquid [46], parallel aligned in
bundles [19], horizontally placed on substrates [18], perpen-
dicular to a substrate [131], or inside a solid host (SiO2
[45] or diamond nanocrystal [131]). An air-bridge-structured
SiNW was made by micromachining a silicon-on-insulator
(SOI) substrate [44]. Nanowires 20–100 nm in diameter and
300–600 nm in length were isolated from the substrate by
an air bridge with a gap of about 300 nm. SiNWs have
been dispersed in liquid using a mild etching treatment [46].
Subsequently, an electrophoresis mounting process was used
to mount SiNWs onto electrodes of a prototype device.
SiNWs were also fabricated perpendicular to the base of a
substrate, analogous to the bristles of a brush [131]. The
nanowire diameters were ∼60 nm, the lengths were 500 nm,
and the spaces between the wires were 130 nm.

Silicon nanoparticle chains can be formed together with
silicon nanowires by using combined laser ablation and ther-
mal evaporation of Si powder mixed with SiO2 powder [17].
Using this method, bulk quantities of silicon nanoparticle
chains have been produced [132] (Figs. 8, 9). The nano-
particle chains consist of equally spaced crystalline spherical
silicon particles connected by silicon oxide bars. The transi-
tion from silicon nanowires to silicon nanosphere chains was
determined by the annealing temperature, ambient pressure,
initial silicon nanowire diameter, and the oxide-state of the
outer layers of the silicon nanowires.

5.2. Width Reduction and Control

Various techniques for width reduction and control have
been applied, for both the bottom-up and top-down tech-
niques of synthesis. The growth techniques usually produce
SiNWs with not exactly the same diameter but rather a dis-
tribution of diameters. It is desirable to have this distribution

a

b

Figure 8. (a) Si nanoparticle chains converted from silicon nanowires
by annealing. (b) The microstructure of the silicon nanoparticle chain.
Reprinted with permission from [132], H. Y. Peng et al., J. Appl. Phys.
89, 727 (2001). © 2001, American Institute of Physics.
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Figure 9. Schematic drawing showing the formation of a nanoparticle
chain from a cylindrical nanowire. Reprinted with permission from
[132], H. Y. Peng et al., J. Appl. Phys. 89, 727 (2001). © 2001, American
Institute of Physics.

as narrow as possible. Also, one would like to have methods
available to vary the size distributions.

Si nanowires with different diameters have been synthe-
sized by laser ablation in different ambient gases [113].
SiNWs with the diameter distribution peaks at ∼13.2 and
∼9.5 nm have been obtained respectively in He and Ar (5%
H2). SiNWs produced in N2 had the smallest peak diameter
at 6 nm.

For SiNWs produced by thermal evaporation in ambient
gas, the diameter can be controlled by the ambient pressure.
In one of these studies, the ambient pressure was changed
between 150 and 600 torr and an increase of the average
wire diameter from 12 to 23 nm was observed [133]. The
mean diameter of the SiNWs was found to be proportional
to the 0.4th power of ambient pressure.

Silicon nanowires with different diameters and morpholo-
gies were synthesized by laser ablation of a target containing
metals over a temperature range 910–1120 �C [27]. SiNWs
with larger diameters were formed in lower-temperature
zone while silicon nanowires and silicon nanoparticle chains
of smaller diameters were formed in higher-temperature
zone. The study shows that the morphology and diameter
of silicon nanowires synthesized by laser ablation not only
correlate with the growth temperature of SiNWs, but also
with the nature of the catalyst.

Diameter-controlled vapor-liquid-solid (VLS) synthesis of
single-crystal silicon nanowires was reported [115]. Gold
nanoclusters were used as catalysts. Starting with 5-, 10-, 20-,
and 30-nm-sized gold clusters, silicon nanowires with mean
diameters of 6, 12, 20, and 31 nm, respectively, have been
grown. The nanowires have single-crystal cores sheathed
with 1–3 nm of amorphous oxide and the cores remain
highly crystalline for diameters as small as 2 nm.

The width of silicon nanowires grown by thermal evap-
oration of SiO at 1350 �C in a closed system depends on
the applied ambient pressure [95]. With increasing ambient
pressure, the diameter of the SiNWs increases.

In experiments where the nanowires are grown on a sub-
strate, the type and temperature of the substrate may be
important. It has been found [134] that the substrate tem-
perature played a dominant role in controlling the diameter
and morphology of SiNWs produced by evaporation.
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Thickness of silicon nanowires can well be controlled
by top-down techniques such as lithography with etching,
using mask transfer, etc. For example, SiNWs of controlled
width were obtained when fabricated by plasma deposition
of a SiO2 film through a mask with subsequent reactive ion
etching [106].

5.3. Atomic Structures

Most preparation techniques for SiNWs lead to the forma-
tion of crystalline structures (Fig. 10). The degree of crys-
tallinity and the lattice orientation have been determined
for such SiNWs [114]. Defects inside such silicon nanowires
could be significantly reduced by annealing the nanowires
at 1100 �C for 6 h [135]. Stacking faults and twins were
annihilated upon annealing. Raman spectra confirmed that
the bulk specimen became almost defect-free by the heat
treatment. Polycrystalline silicon nanowires were obtained
by electron-beam lithography and thermal oxidation in stan-
dard polycrystalline silicon material [136].

Amorphous silicon nanowires have been grown using
AuPd nanoparticles as catalysts [137]. The growth process
appears to be the vapor-liquid-solid (VLS) mechanism. The
controlled growth of oriented amorphous silicon nanowires
on Si(111) was also reported [98].

Most applied synthetic techniques produce slightly curved
or straight SiNWs. However, under some experimental
conditions, uncommon shapes and structures have been
obtained.

Silicon nanowires synthesized by laser ablation can exhibit
straight, curved, kink, braided, and coiled shapes [91]. The
formation of various morphologies of silicon nanowires is
closely related to the insertion of twins or special twist-
ing along the growth direction during the growth process.
Flower-like and octopus-like forms of silicon nanowires were
reported by heating a SiO2 plate at 1600 �C under argon
[138]. Spring-shaped, fishbone-shaped, and necklace-shaped
silicon nanowires were observed after synthesis by laser abla-
tion of silicon powder targets at 1200 �C [139].
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Figure 10. X-ray diffraction spectra for silicon nanowires with thin
oxide surface layer, compared with polycrystalline silicon powder and
completely oxidized silicon nanowires. Reprinted with permission from
[113], Y. F. Zhang et al., Appl. Phys. Lett. 75, 1842 (1999). © 1999,
American Institute of Physics.

The stability, morphology, and electronic structures of
“hypothetical” silicon nanotubes were calculated with first-
principles techniques based on density functional theory
[37]. The band structure calculations show that, similar to
carbon nanotubes, depending on their chiralities, silicon
nanotubes may have metallic (armchair) or semiconductor
(zigzag and mixed) properties (Fig. 11).

The electronic properties of silicon nanowires with “super-
atom stacking structure” were investigated using a gener-
alized tight-binding molecular dynamics scheme [38]. The
nanowires are stable when the core consists of fourfold coor-
dinated atoms and is surrounded by a threefold coordinated
outer surface (Fig. 12).

Silicon nanowires were grown on highly oriented pyrolytic
graphite in ultrahigh vacuum at 10−10 torr from pure silicon
vapor [19]. No catalyst particles are used where the nano-
wires could start to grow. It was postulated that a fullerene-
based structure with a Si24-unit is the seed for nanowire
growth under UHV conditions and that the wire formation
occurs by adding further Si24 units in one direction. Such
fullerene-structured silicon nanowires (Fig. 13) are calcu-
lated to be stable.

Highly pure SiNWs are required for many experimen-
tal studies. Among the various fabrication techniques, those
without metal participation usually produce SiNWs with
less impurities. High-purity silicon nanowires in bulk quan-
tity, for example, have been grown from SiO in a high-
temperature tube furnace [94]. Also, high-purity SiNWs of
uniform diameters around 15 nm were obtained by sublimat-
ing a hot-pressed silicon powder target at 1200 �C in a flow-
ing carrier gas [14]. A review of the synthesis of highly pure,
ultralong, and uniform-sized semiconductor nanowires in
bulk quantity by the methods of laser ablation and thermal
evaporation of semiconductor powders mixed with metal or
oxide catalysts has been given [140].

5.4. Surface Reactivity and Passivation

Silicon nanowires are usually made of a crystalline core of
pure silicon with a surface layer of amorphous silicon oxide.
Other types of coatings have also been studied. For example,
a reaction of SiNWs with methane and hydrogen has been
performed to produce a thin coating layer of cubic silicon
carbide (beta-SiC) [40].
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Figure 11. The calculated density of states for (a) metallic armchair-
structured silicon nanotube, and (b) semiconducting zigzag tube.
Reprinted with permission from [37], S. B. Fagan et al., Phys. Rev. B 61,
9994 (2000). © 2000, American Physical Society.
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(a) (b)

Figure 12. Two superatom cluster units proposed for silicon nanowires.
Reprinted with permission from [38], M. Menon and E. Richter, Phys.
Rev. Lett. 83, 792 (1999). © 1999, American Physical Society.

In theoretical studies the nanowires are often coated with
hydrogen in order to saturate the silicon dangling bonds.
Unpassivated and H-passivated SiNWs were compared [141].
The role of H-passivation has been explored by consider-
ing unpassivated, partially passivated, and fully passivated
NWs. When one H atom is removed from a ring of 14 sur-
face H atoms, one half-filled surface state is in the bandgap
leading to metallic character. The removal of two hydro-
gen atoms leads to two dangling bond states (one occupied
and one empty), separated by a small gap of ∼0.2 eV. If
all H atoms are removed, the unpassivated wire is metal-
lic since a continuum of surface states fills up the bandgap.
This result shows that good passivation is required for sil-
icon nanowires to be efficient light emitters. The presence
of even low concentration of H vacancies leads to local-
ized states in the bandgap, which drastically change the
optical wire properties. A similar result with respect to the
bandgap has been obtained with scanning tunneling spec-
troscopy studies of unpassivated silicon clusters [142]. The

a

b

c

d

Figure 13. Four models for possible nanowire core structures. (a) Si12
cage polymer. (b) Si15 cage polymer. (c) Si20 cage polymer. (d) Si24
cage polymer. Reprinted with permission from [19], B. Marsen and
K. Sattler, Phys. Rev. B 60, 11593 (1999). © 1999, American Physi-
cal Society.

pristine clusters, produced in ultrahigh vacuum, have none
of their surface states passivated and can have bandgaps
close to zero because the dangling bond states fill up the
gap.

The chemical reactivity of H-passivated SiNWs with silver
and copper ions has been studied [143]. Freestanding SiNWs
with diameters of∼20 nm and millimeters in length were syn-
thesized by laser ablation. Such wires had a polycrystalline
silicon core and were coated by a thin layer of silicon oxide.
The surface oxide layer was then removed and replaced by
hydrogen after immersion of the SiNWs in HF solution. Then
the etched SiNWs were exposed to silver (I) nitrate or cop-
per (II) sulfate solutions. The formation of metal particles
and other metal nanostructures at the surface of the SiNWs
was observed as a result of the reductive deposition of the
metal ions.

5.5. Doping

The transport properties of silicon are very sensitive to the
concentration of foreign atoms. Controlled doping of SiNWs
is a prerequisite for the realization of many applications
as SiNW-based devices. Controlled Li-doping of SiNWs by
electrochemical insertion method with different doping lev-
els was reported [42]. Doping levels have to be low enough
since the crystalline structure of the silicon nanowires is
destroyed with increasing doping concentration. STS mea-
surements in SiNWs showed an enhancement of electrical
conductivity by boron doping. These nanowires were pro-
duced by oxide-assisted growth [144]. SiNWs with different
bandgaps can be obtained by controlling the doping level
[42]. Boron-doped silicon nanoparticle chains with 15 nm
outer diameter were produced in bulk quantity by laser abla-
tion of SiO powder mixed with B2O3 powder [145]. The
nanoparticles had perfect lattices with an 11-nm crystalline
core and a 2-nm amorphous surface oxide layer. Field-
emission studies showed that the turn-on field of silicon
nanoparticle chains was 6 V/�m, which was much lower than
that of undoped SiNWs (9 V/�m).

5.6. Alignment

Parallel alignment or specific orientation with a substrate
structure is desirable for the realization of many applica-
tions. Parallel SiNWs can be grown by deposition of silicon
vapor on HOPG in UHV [19].

Alignment of SiNWs can be achieved by post-growth
treatment such as exposure to an ion beam. Ti-containing
islands, for example, have been grown on silicon substrates
by chemical vapor deposition using the decomposition of
TiO4 [83]. When these islands are exposed to SiH4 or
SiH2Cl2, the metal catalyzes the decomposition of the silicon
precursor and long SiNWs can grow. Exposing the wires to
an ion beam after deposition promotes alignment of nano-
wires [83].

Interacting nanowires were considered in theoretical
investigations in order to model the structure of porous
silicon. One of the studies [146] deals with the effect of
interwire interaction on the electronic structure and opti-
cal properties through two first-principles techniques: linear
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muffin tin orbitals method in the atomic sphere approx-
imation (LMTO-ASA) and norm-conserving pseudopoten-
tial. Silicon wires with rectangular cross section (5 × 4 and
7 × 4) with their axes along the [001] direction and the
atomic structure of silicon bulk were used as model sys-
tems. Interwire interaction leads to the presence of localized
interface states which strongly lower the bandgap energy,
for example from 3.27 to 1.55 eV for two NWs considered
[146]. As expected, the energy separation between the sili-
con core crystalline states of the two wires (i.e., the mobil-
ity gap) remains unchanged. However, localized interwire
bonded states that emerge from the valence band appear
and reduce the bandgap. The stability of the wire structures
with respect to wire-wire interaction was also investigated
and some reorganization of the structure was found. The
Si-Si bond lengths in the wire remain practically unchanged,
while there is a small lowering of the Si-H bond distance.
When the wires are forced to get closer the bandgap strongly
is reduced.

5.7. Composite Structures

Composites of carbon nanotubes and silicon nanowires in
longitudinal [77] and transverse [48] have been synthesized.
In the “transverse” process, first the silicon nanowires were
produced by excimer pulsed laser ablation of a target made
of a mixture of Si and SiO2 powders under 9 × 104 Pa Ar
atmosphere at 1200 �C. Then, by using hot filament chemical
vapor deposition (HFCVD), carbon was evaporated on the
SiNWs. Multiwalled carbon nanotubes were found to form
on the SiNWs with good adherence.

Deposition of carbon on silicon nanowires can lead to
another type of composite. Diamond crystallites were grown
from the vapor phase onto arrays of silicon nanowires
[131] (Fig. 14).

Two-dimensional aluminum-silicon alloy nanowire net-
works were fabricated on glass and silicon substrates by

1 µm

Figure 14. Scanning electron micrograph of a diamond crystallite
grown on a silicon nanowire substrate, taken at 45�. The silicon
nanowire obstructions have not disturbed the cubo-octahedral faceting
of the diamond crystallites. Reprinted with permission from [131], P. A.
Dennig et al., Appl. Phys. Lett. 67, 909 (1995). © 1995, American Insti-
tute of Physics.

de-alloying an aluminum-silicon thin film through selective
chemical etching [47]. The network consists of 3- to 6-nm
diameter wires with lengths of 50–200 nm, and a wire den-
sity of 1010 wires/cm2. Current-voltage measurements show
that the nanowire network is metallic.

Another type of composite was reported, which is com-
posed of copper silicide nanocrystals in silicon nanowires
[43]. Copper atoms have a high solubility in the silicon nano-
wires and precipitate in the nanowires.

6. ELECTRONIC AND OPTICAL
PROPERTIES

6.1. Bandgap

Photoluminescence of porous silicon layers has been related
to direct interband transitions in nanoparticles and nano-
wires of silicon [119]. Porous silicon samples with varying
confinement size have been fabricated and a blueshift of
the photoluminescence peak was observed for smaller con-
fined regions, which is related to an opening of the energy
bandgap with reduction of size. Fabricated silicon nanowires
have shown unusual photoluminescence and Raman spectra
[79, 118, 130] as well, implying a strong quantum size effect,
which relaxes the k-selection rule. This leads to direct opti-
cal transitions in the SiNWs, which are not allowed for Si
bulk crystals. Evidence of quantum confinement was given
from the size dependence of the photoluminescence of sil-
icon nanowires [122]. Following such observations, energy
levels and charge density distributions have been calculated
for silicon nanowires [141].

The bandgap up-shift of the wires with respect to bulk sil-
icon was theoretically determined using effective mass the-
ory (EMT) over a wide range of diameters [65]. It was
found that EMT is valid for wires wider than ∼2.3 nm. The
bandgaps are direct and at the zone center. From another
study it was concluded that EMT describes the electronic
structure of silicon nanowires well down to diameters of
about 1 nm [147].

Nanowires have been considered in EMT studies where
the wires either have a free surface or are incorporated in
a solid host. The analysis of the electron states within the
EMT is straightforward when the barrier potential is very
large. It permits the infinite barrier approximation as in
structures with free surfaces. However, the barrier potential
is finite when the wire is surrounded by another semicon-
ductor. An analytic solution of the equation for the envelope
function is not possible for such wires. The wave function
has to be expanded in terms of two-dimensional orthogonal
functions and the differential equation is reduced to a matrix
eigenvalue equation. Solutions to these equations were given
[125] and the energy levels for nanowires with finite poten-
tial barriers were calculated.

First-principles pseudopotential calculations of band-edge
electronic states of SiNWs have been performed [148]. The
valence- and conduction-band-edge energies and effective
masses of hydrogen-terminated silicon nanowires were cal-
culated and the results were compared with EMT. It was
found that the first-principles result for the ordering of states
at the valence band maximum is different from the pre-
diction of EMT. The EMT gives accurate values for the
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bandgap up-shift for wire widths greater than about 3.3 nm,
but it overestimates the bandgap up-shift by nearly 100% for
wires of 2.0 nm width.

Using a full-potential linear-muffin-tin-orbital molecular-
dynamics method, the geometric and electronic structure of
very thin and short silicon nanowires were calculated [87].
Silicon nanowires consisting of tri-capped trigonal prism Si9
sub-units and uncapped trigonal prisms were studied. These
structures are found to be the thinnest stable silicon nano-
wires and have very small gaps of only a few tens of an
electron volt.

The pressure dependence of bandgaps of 6 × 6 atoms
(1.15 nm) and 10 × 10 atoms (1.92 nm) wide SiNWs has
been calculated using a plane-wave basis and carefully fit-
ted empirical pseudopotentials [149]. The pressure coeffi-
cient becomes more negative as the wire diameter increases,
eventually approaching a value for the bulk of a = −1�90
meV/kbar. The pressure dependence of the photolumines-
cence of porous silicon has been measured by several groups
[150–153]. It was found that as the pressure increases above
∼25 kbar, the photoluminescence peak shifts to lower ener-
gies (redshift) with an average pressure coefficient of a∼−3
meV/kbar. This value is more negative than the value for
the indirect gap of crystalline Si (−1�4 meV/kbar) or that of
amorphous silicon (−2�0 meV/kbar). At lower applied pres-
sures, a blueshift is found for the shift of the photolumines-
cence peak [151, 153]. The crossover from blue- to redshift
has been interpreted as a pressure-induced direct-to-indirect
transition in the SiNWs of the sample [153]. Calculations
of the coefficients for different applied pressures to silicon
nanowires suggest that the redshift is an intrinsic property of
the silicon wires but that the blueshift is rather a pressure-
induced chemical reaction that takes place when alcohols
are used as medium in the pressure cell [149].

6.2. Optical Activity

Optical activity and bandgaps have been calculated for
SiNWs using an empirical tight-binding model [66]. Due to
quantum confinement, the bandgap increases significantly
for small wire diameters. The same technique applied to sili-
con nanowires [126] showed bandgaps equal to 3.29, 2.5, and
2.3 eV for square-shaped wires with diameters 0.77, 1.15,
and 1.54 nm (4×4 to 8×8 atoms), respectively. These nano-
wires are optically active.

Ab initio electronic structure studies were reported for
square-shaped silicon nanowires with 3× 3, 4× 4, and 5× 5
structures and excitonic effects on the optical properties
were calculated [63]. The SiNWs have a direct bandgap in
the visible energy range. The allowed bandgaps are due to
anisotropic effective masses and band mixing. The bandgaps
are enlarged by 0.9, 1.3, and 1.9 eV with decreasing silicon
wire widths from 1.53, 1.15, to 0.77 nm, respectively. A large
optical anisotropy is found.

Blue-shifted electron states were calculated for 1-nm-wide
(5×5 with Si25H20 per unit cell and 6×5 with Si30H22 per unit
cell) H-passivated silicon nanowires using a first-principles
approach, based on the self-consistent local-density approxi-
mation (LDA) [57] (Figs. 15, 16). LDA calculations [57, 65]
as well as the effective mass theory [154] give strong size-
and symmetry-dependent radiative times for optical inter-
band transitions.

Si H

[110] (y)

[110] (x)
[001] (z)

Figure 15. A unit cell of a 6 × 5 silicon nanowire. The size of the cir-
cles increases with height. Reprinted with permission from [57], M. S.
Hybertsen and M. Needels, Phys. Rev. B 48, 4608 (1993). © 1993,
American Physical Society.

6.3. Photoluminescence

Photoluminescence (PL) spectra have been taken for sili-
con nanowires fabricated with various methods. SiNWs sup-
ported on crystalline silicon (100) emit photoluminescence
in the range of 500–600 nm [55]. The PL efficiency and
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Figure 16. The band structure of a 5× 5 silicon nanowire together with
the projected bulk energy bands of silicon plotted against the wave
vector along the wire and the associated density of states. The dashed
lines indicate bands with more than 50% Si-H character. Reprinted with
permission from [57], M. S. Hybertsen and M. Needels, Phys. Rev. B 48,
4608 (1993). © 1993, American Physical Society.
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energy position depend on the wavelength and polarization
of the initial laser beam.

SiNWs produced in Ar (5% H2) and N2 atmospheres
exhibit PL and spectral blueshift with diameter reduction,
which was attributed to quantum confinement in the crys-
talline nanowires [113].

Silicon nanowires 50 nm wide formed by decorating ato-
mic steps of an otherwise atomically smooth sapphire sur-
face were found to exhibit visible PL. A broad PL emission
peaked at 750 nm was found with an intensity at 9 K being
over 20 times larger than at 300 K [155]. This is similar
to what was observed for porous silicon and other nano-
structured silicon [156, 157].

Strong multiple-peak emission in the visible spectral range
was found for as-grown and partially oxidized silicon nano-
wires [122] (Fig. 17). The emission ranges from dark red
to blue regions. The red light emission was ascribed to a
quantum confinement effect originating from the crystalline
core of the silicon nanowires.

Multiple-peak photoluminescence was also observed for
silicon nanowires grown with FeSi2 catalyst particles [130].
The nanowires were treated at high temperature with oxygen
to obtain different diameters for the silicon core.

There have been problems in the past with degradation
and low photoluminescence efficiency from silicon nano-
structures. The degradation is usually accompanied with a
blueshift of the PL peak. It is probably due to the chemical
instability of the silicon surface [40]. When exposed to the
atmosphere, the thickness of the silicon oxide layer at the
surface increases, which leads to increased scattering and
absorption of the incident light and to degradation of the
PL intensity. The oxidation process also reduces the size of
the core of nanowires or nanocrystals, which results in a
blueshift. Various passivation methods have been applied to
silicon nanostructures such as nitridation [158], and coating
with a diamond-like carbon film [159] or a SiC film [40].
Silicon nanowires with SiC coating show stable photolumi-
nescence with high efficiency.
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Figure 17. Photoluminescence spectra of silicon nanowires. Multiple
emissions corresponding to red, green, and blue light are shown peak-
ing at 1.54 eV (804 nm), 2.40 eV (515 nm), and 2.95 eV (429 nm),
respectively. Reprinted with permission from [122], D. P. Yu et al., Phys.
Rev. B 59, R2498 (1999). © 1999, American Physical Society.

The properties of small-width square hydrogenated sili-
con nanowires have been studied theoretically by a number
of research groups with emphasis on energy level distribu-
tion, dispersion configuration, and optical transition matrix
elements [63, 65, 67, 160]. A typical result is that SiNWs
with diameters 1.0–2.5 nm are optically active in the visible
range [146]. The energy gap becomes wider with decreasing
wire diameter. Fully hydrogen-passivated 1-nm-wide SiNWs,
for example, have a bandgap of about 2.7 eV.

The question has been addressed if the diamond struc-
ture is stable for extremely narrow silicon nanowires. It was
found that ∼1-nm-wide, H-terminated (5× 5 and 5× 6) sili-
con nanowires, fully relaxed within the local-density approx-
imation, indeed can have the diamond structure of bulk
silicon [57].

Bandgaps, effective masses, and optical matrix elements
were studied with first-principles pseudopotential calcula-
tions for H-terminated silicon nanowires with thicknesses up
to 1.6 nm [64]. For each wire structure the bandgap was
found to be direct and at the zone center. Also, an upshift
of the bandgap with decreasing wire thickness is a result of
the calculations. For the narrowest possible hydrogenated
silicon nanowire, a polysilane molecule, a direct bandgap at
the zone center of 4.69 eV is calculated. A radiative lifetime
of 560 �s for zero-phonon transitions is determined by cal-
culating the zone-center interband optical matrix elements
for a 1.6-nm-wide wire. This is close to what is measured for
porous silicon. Porous silicon and silicon nanowires have the
character of a direct bandgap semiconductor. The radiative
transitions occur without phonon participation because the
momentum rule is broken by quantum confinement.

The empirical pseudopotential method was used to study
the electronic structure and the optical properties of [001]
silicon quantum wires [141]. The wires have square cross
sections ranging from 4× 4 to 14× 14 atoms (7�7 × 7�7 to
26�9× 26�9 Å, respectively).

The influence of special orientation on the optical resp-
onse of hydrogenated crystalline silicon nanowires with small
width (0.55 nm) was calculated [69]. (111)-oriented silicon
nanowires were studied and the results were compared to
(001)-oriented wires [67]. It was found that both the (111)-
and (100)-oriented nanowires exhibit a direct gap at k = 0.
Therefore, if nanowires are present in porous silicon, they
are optically active independent of their crystallographic
orientation.

The spontaneous emission rate for direct and phonon-
assisted transitions was calculated [161]. It was found that
light emission from the wires has strong directional charac-
ter if the wires are directed along the main crystallographic
directions or along [110].

The band structure and luminescence properties of pris-
tine and H-passivated SiNWs with three different diame-
ters were compared [39]. The hydrogen-passivated SiNWs
have wide bandgaps. For the nonhydrogenated nanowires
the bandgap is very small because of the nonbonding nature
of the dangling bonds, with the system remaining an insula-
tor but with a minimum direct gap. For instance, calculations
for Si3H4- and Si3-based SiNWs give bandgaps of 3.2 eV
and 0.3 eV, respectively. Similar results were obtained [66]
with an empirical tight-binding approach. Mid-gap states act
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as recombination centers for electron-hole pairs and there-
fore quench the photoluminescence. It explains the observed
reduction of the PL intensity after desorption of hydrogen
[162, 163].

The first step in a photoluminescence experiment is the
optical absorption of ultraviolet photons. Nonorthogonal
tight-binding calculations were used to determine the posi-
tional dependence of optical absorption of square-shaped
9 × 9-atom-sized SiNWs [164]. It is found that the optical
absorption below 3.4 eV tends to occur at the inner silicon
atoms of the nanowires.

7. TRANSPORT PROPERTIES

7.1. Electrical Conductance

The transport properties of silicon nanowires depend very
much on the purity of the samples. Also, the wire diameter is
important since it determines the sub-band electronic struc-
tures and the boundary scattering. It has been shown exper-
imentally that electrical conductivity of SiNWs 15–35 nm in
diameter can be varied by four orders of magnitude by dop-
ing and thermal treatment [81].

In electrical conductance measurements, air-bridge-
structured silicon wires of 100 nm width showed anomalous
behavior such as negative resistance and hysteresis at room
temperature [44, 60] (Fig. 18). Charge accumulation in sur-
face states is considered to be responsible for the nonlinear
electric current behavior. Electrons are trapped in surface
states and discharge very slowly, which causes the hysteresis
behavior.

Narrow nanowires are expected to show quantized con-
ductance at low temperatures. If the diameter of a nanowire
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Figure 18. Current-voltage characteristics of a silicon nanowire, show-
ing hysteresis and a region of negative resistance. Inset shows magnifi-
cation of the I–V curve near zero voltage. Reprinted with permission
from [60], H. Fujii et al., Appl. Phys. Lett. 78, 2560 (2001). © 2001,
American Institute of Physics.

is less than the Broglie wavelength of moving electrons,
the band structure becomes divided into sub-bands and the
moving electrons experience one-dimensional confinement.
The Fermi level increases with the applied gate voltage and
the channel conductance shows step-like increase every time
when the Fermi level coincides with sub-band edges.

Single-electron effects have been observed at 4.2 K in
heavily doped polycrystalline SiNWs with 20 nm × 30 nm
active cross section [136]. The wires were fabricated by
electron-beam lithography and thermal oxidation. A double
period was seen and explained by grain boundary scattering
and Coulomb blockade effects.

Silicon nanowires fabricated by orientation-dependent
etching [12] show conductance steps with little fluctuations
on plateaus at a temperature of 45 K. Conductance steps up
to temperatures as high as 100 K have been observed for
very narrow silicon nanowires in the sub-10-nm regime [53].

Step-like conductance was studied for silicon nanowires
[61] with different wire widths and applied temperatures
(between 25 and 160 K). The step-like conductance remains
up to a temperature of about 100 K. The width of the wires
was controlled from 20 to 70 nm.

Silicon nanowires have been fabricated using electron
cyclotron resonance plasma deposition of a SiO2 film
through the openings of a patterned resist film. The nano-
wires show quantized conductance up to a temperature of
200 K. (Fig. 19).

A theoretical study [165] used computer simulation of
electronic states in SiNWs to determine the conditions for
quantum transport at room temperature. The goal is to get
insight on the limits of device scalability for silicon. Depend-
ing on the configuration of nanowire, gate, and drain in
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a device, the electrical transport properties were studied
over a wide parameter space. This led to the prediction
of conditions for quantum transport to be observable at
room temperature.

For an amorphous silicon nanowire, single-electron
effects with nonlinear current-voltage behavior at low tem-
perature have been found [166]. A periodic step-like pattern
was observed in the current-voltage curves with two periods.
This was explained by two effects: hopping conductivity
between trapping sites in amorphous regions or at grain
boundaries and Coulomb blockade. The silicon nanowire for
the I–V studies was 150 nm long, 9 nm thick, and 50 nm
wide and at a temperature of 2 K. Short-period oscillations
occur with a period of ∼1.4 mV and are explained by single-
electron scattering processes. The larger observed period of
10 mV is assigned to Coulomb blockade.

Nanowire-electrode contacts have been studied in experi-
ments of charge carrier transport [81]. Al and Ti/Au contacts
were investigated. SiNWs 15–35 nm in diameter were pro-
duced using SiH4 chemical vapor deposition via Au or Zn
particle-nucleated vapor-liquid-solid growth at 440 �C. The
wires as produced were essentially intrinsic. Thermal treat-
ment of the fabricated devices resulted in better electrical
contacts, but also in the diffusion of dopant atoms into the
nanowire and an increased nanowire conductance by 104.

Passivated silicon nanowires connected to aluminum elec-
trodes were studied by large-scale local-density-functional
simulations [167]. Short (∼0.6 nm) wires have zero bandgaps
due to metal-induced gap states (MIGS), which results in
a finite electrical conductance. For longer wires (>2�5 nm)
Schottky barriers develop and the conductance spectra
exhibit size-dependent oscillations due to interference res-
onances from scattering of the ballistic electrons from
the contacts.

7.2. Thermal Conductance

Heat conduction in one-dimensional structures such as
nanowires has been studied only recently [168, 169]. There
have been several approaches proposed for calculating the
lattice thermal conductivity in nanowires [170–172]. Quan-
tized thermal conductance has been predicted theoretically
for nanowires at low temperature [169].

Various effects can influence the phonon heat conduc-
tion in a semiconductor nanowire with dimensions compa-
rable to the phonon mean free path. Phonon relaxation
mechanisms to be considered are phonon Umklapp scat-
tering, mass-difference scattering, boundary scattering, and
phonon-electron scattering. In a recent theoretical study
[58], a model was used based on the solution of Boltz-
mann’s equation, which takes into account (1) modification
of the acoustic phonon dispersion due to confinement, and
(2) change in the nonequilibrium phonon distribution due
to partially diffuse boundary scattering. Phonon confinement
and boundary scattering lead to significant decrease of the
lattice thermal conductivity. In pure or lightly doped semi-
conductors, phonon-electron scattering has little influence
on the lattice thermal conductivity. It becomes, however,
important for high doping concentrations.

Similar results were obtained using molecular-dynamics
(MD) simulations. The thermal conductivity of SiNWs with

square cross sections are found to be about two orders of
magnitude smaller than those of bulk silicon crystals in a
wide range of temperature (200–500 K) [170]. The ther-
mal conductivity is reduced due to boundary and internal
phonon scattering. For nanowire cross sections from 2.58 to
28.62 nm2, the thermal conductivity becomes length inde-
pendent when the wire is longer than 8.56 nm.

A strong reduction of the thermal conductivity with
decreasing size is a general property of nanowires. It has
also been predicted (within the Boltzmann transport equa-
tion approach) for gold, sodium, and CdTe nanowires [173].

8. APPLICATIONS

8.1. Optoelectronic Devices

Silicon nanowires coated with SiC show stable photolumine-
scence at room temperature. Silicon carbide is an insulator
with a wide bandgap, and high breakthrough electric field.
It is durable at high temperature with high thermal con-
ductivity and chemical stability. It has high tensile strength
and high Young’s modulus, which makes it an excellent coat-
ing material. Silicon nanowires coated with SiC show strong
and stable photoluminescence [40], which makes them ideal
components for integration in optoelectronic devices.

8.2. Quantum-Wire Transistor

The size of silicon devices has continuously been shrinking
in order to obtain high integration and faster performance
of electronic circuits. This scaling trend has put much atten-
tion on nanometer-scale devices with silicon nanowires as
structural units.

Recent advances in formation methods allowed the fab-
rication of silicon quantum-wire transistors. A number of
sophisticated successive fabrication steps are used for nano-
wire, source, and drain configurations.

One of these techniques uses silicon-on-insulator (SOI)
technology, electron-beam lithography, anisotropic dry etch-
ing, and thermal oxidation [174]. The quantum wires have
a width of 65 nm and are fully embedded in silicon dioxide.
A Coulomb staircase, that is, step-like conductance versus
gate voltage, was observed at temperatures below 4.2 K. This
is typical for one-dimensional quantum conductance.

A silicon single-electron transistor (SET), showing an
inverted voltage gain as high as 3.7, has been fabricated [175].
The device has staircase conductance oscillations at 4.2 K.
The SET is formed in highly doped and oxidized SiNWs of
less than 40 nm × 50 nm cross section and 1.5 �m length.

A combination of photolithography and side-wall pattern-
ing was used to fabricate a SET based on a 30-nm-wide
SiNW, which can be operated at 77 K [176]. The device
showed clear single-electron tunneling phenomena by an
electrostatically well-defined single island and two tunnel
junctions. The procedures are compatible with conventional
metal-oxide-semiconductor process technology.

Detection of single electron and single holes was demon-
strated at room temperature in silicon nanowire transistors
[177]. Photogenerated carriers are stored in a quantum dot
electrically formed in a silicon wire by a front gate. The



Silicon Nanowires 831

stored charges affect the current of the other type of car-
riers that flow along the silicon nanowire [177]. The sil-
icon nanowire was cylindrical with a diameter of 20 nm.
The device was a silicon-wire metal-oxide-semiconductor
field-effect transistor (MOSFET) fabricated on a silicon-on-
insulator wafer by electron-beam lithography.

An experimental setup was proposed that potentially
allows a single-electron silicon quantum dot transistor to
operate at room temperature [178]. The emitter and collec-
tor of the device consist of silicon nanowires and the base
contains a single silicon dot buried in silicon dioxide. Split
gates are added to better confine charge carriers perpendic-
ular to the transport directions in the emitter and collec-
tor regions.

8.3. Single-Electron Memory

Single-electron memory cells with control over individual
electrons would consume extremely low power and could
be used in future integrated circuits [25, 75, 179]. A single-
electron memory cell can be realized by using the Coulomb
blockade effect. Important components of such a device are
a silicon nanowire as a channel, a silicon nanodot as a stor-
age node, and a silicon nanogate as a control gate. In addi-
tion, a single-electron read-out device needs to be attached.
To realize single-electron or few-electron memory devices,
narrow SiNWs need to be generated.

A compact single-electron memory cell has been fabri-
cated in silicon [75]. The memory cell consists of a multiple
tunnel junction (MTJ) and a memory node, which occu-
pies an area of 0.5 �m2. A second, connected device with
another MTJ forms an electrometer for detecting the state
of the memory node. Each MTJ has a side gate to trim its
operating point. The amount of charge on the memory node
is exactly defined by a control voltage. Memory operation
is demonstrated by two distinct levels in the memory node
voltage (Fig. 20). The device was tested at 4.2 K and showed
memory operation with a >100-mV gap between “0” and
“1” levels.

Applying the technology of an inorganic electron-beam
resist process, a 15-nm-wide silicon nanowire was fabricated,
together with a 10-nm-diam silicon nanodot, and used for
a single-electron memory cell [25]. The observed memory
behavior is caused by an electron charging effect.

8.4. Metal-Semiconductor Junction

The catalytic growth of metal-semiconductor junctions
between carbon nanotubes and silicon nanowires was
reported and shown that the junctions exhibit reproducible
rectifying behavior [77]. To fabricate carbon nanotube–
silicon nanowire (NT/SiNW) junctions, SiNWs were grown
from the ends of the NT tips by using silane. Then,
the electrical properties of individual NT/SiNW junctions
were measured. While little current flow was measured
for negative voltage, the current increased sharply above
+0�8 V. This rectifying behavior is characteristic for a metal-
semiconductor Schottky diode.
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Figure 20. Read-write characteristic of single-electron memory:
(a) drive voltage pulse wave form, (b) electrometer current output
pulses monitoring the memory node. Reprinted with permission from
[75], N. J. Stone and H. Ahmed, Appl. Phys. Lett. 73, 2134 (1998). ©
1998, American Institute of Physics.

8.5. Proposed Applications

Nanoscale resonating devices could be of interest for sens-
ing applications. The fabrication of such resonators, with
low-mass and high-frequency response, could lead to a new
generation of sensors. In order to test this idea, a harp-
like array of 1- to 8-�m-long, 45-nm-wide silicon nanowires
has been fabricated and the mechanical resonance has been
measured [180] (Fig. 21). Resonance frequencies up to 380
MHz were detected. The Q-factor was studied as a function
of wire width in order to understand the loss mechanism in
nanosize structures. The Q-factor is found to decrease with

Figure 21. Harp structure made of silicon nanowires. The length of the
wires varies between 1 and 8 �m. The center-to-center spacing of the
wires is 630 nm. Reprinted with permission from [180], D. W. Carr et al.,
Appl. Phys. Lett. 75, 920 (1999). © 1999, American Institute of Physics.
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smaller wire dimensions, which is expected due to surface-
related losses (Fig. 22).

Electron field emission was studied for 20-nm-wide
SiNWs placed on a Si wafer with anode-cathode distances
of 10–90 �m [56]. Smooth and consistent current-voltage
curves were obtained. The turn-on fields of SiNW emitters
with nominal diameter ∼10 nm, ∼20 nm, and ∼30 nm are
4.5, 13, and 23 V/�m (Fig. 23). This is comparable to other
types of emitters such as carbon nanotubes, diamond, amor-
phous carbon, and amorphous silicon nitride. It follows that

2.5

1.5

2.0

1.0

0.5

0.0

0 5 10 15 20 25 30 35 40

Applied electric field (Vµm-1)

E
m

is
si

on
cu

rr
en

t(
µA

)

diameters~10nm
diameters~20nm

diameters~30nm

Figure 23. Current-voltage characteristics for field emission of 10-nm-,
20-nm-, and 30-nm-wide silicon nanowires with an anode-sample sep-
aration kept at 70 �m. Reprinted with permission from [56], F. C. K.
Au et al., Appl. Phys. Lett. 75, 1700 (1999). © 1999, American Institute
of Physics.

silicon nanowire emitters could be used in future optical dis-
plays based on field emission.

9. SUMMARY
Silicon nanowires are a novel form of nanostructures with
exceptional properties. A great deal of work has been
devoted to find fabrication techniques to obtain thin, pure,
and homogeneous SiNWs in bulk quantities. They have
been produced by bottom-up and top-down fabrication tech-
niques. Both approaches usually lead to crystalline SiNWs
with an amorphous oxide surface. The crystalline core often
has lattice imperfections and defects. Polycrystalline and
amorphous SiNWs have also been fabricated. Other mor-
phologies such as graphene and fullerene-like structures
have been proposed.

Most bottom-up techniques use catalytic metal clusters for
initiating the SiNW growth. This may lead to metal impuri-
ties in the nanowires, which can affect the transport prop-
erties. Methods have been developed where pure SiNWs
are produced. SiNWs with diameters between 2 and several
hundred nanometers and several millimeters long have been
produced. The grown wires usually have cylindrical shape;
the top-down fabricated nanowires have rectangular shape.
Top-down fabrication is usually performed by lithography
and etching, with many variations in these processes and
various types of post-treatments.

SiNWs were usually first studied by electron microscopy
and electron diffraction, which give size, length, shape, and
atomic structure. Other standard techniques, such as Raman
spectroscopy, electron spectroscopy, optical spectroscopy,
and electrical conductivity, were subsequently applied.
SiNWs are in many respects different from bulk silicon, due
to their unique electronic structure, large surface area, opti-
cal activity, wide bandgaps, and confinement of electrons,
excitons, and phonons. Photoluminescence is observed for
SiNWs in the visible range while it is not allowed for bulk
silicon. Narrow SiNWs show quantized conductance at low
temperatures. Thermal transport through SiNWs is strongly
reduced compared to the bulk.

As device dimensions in microelectronics approach the
nanometer scale, conventional circuits will reach their oper-
ational limits. Low-dimensional electronic materials such as
silicon nanowires could be among the solutions to this prob-
lem. SiNWs may find applications in optoelectronic devices,
in single-electron transistors, and in single- or few-electron
memory units. The wide range of novel properties may lead
to many other applications for silicon nanowires.

GLOSSARY
Atomic force microscope (AFM) An instrument able to
image surfaces to atomic accuracy by mechanically probing
their surface contours.
Bottom-up fabrication Building larger objects from smaller
building blocks.
Nanoelectronics Electronics on the nanometer scale.
Nanomanipulation The process of manipulating matter at
an atomic or molecular scale in order to produce small
structures.
Nanoscale 1–100 nanometer size range of structures.
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1. INTRODUCTION
The current decade has seen great progress in the use of
Si nanostructures for single-electron and quantum devices.
There are two fields of research into the use of Si nano-
structures. One field is their application in light-emitting
devices used with large-scale-integrated (LSI) circuits, and
the other is their application in ultimate low-power systems
or new functional electron devices, such as single-electron
or quantum-electronic devices.

With regard to light-emitting devices, considerable activ-
ity followed the first observation, in 1990, of intense, visible
photoluminescence from porous Si at room temperature [1].
As well as the practical aspects, the mechanism underlying
the photoluminescence itself is interesting because bulk Si
has an indirect bandgap, which results in only weak photo-
luminescence in the infrared region. It goes without saying
that these basic studies will be of great help in establishing
various device applications for Si nanostructures.

Single-electron devices might be of use as elements of
future solid-state circuits that require high integration and
low power consumption. Single-electron charging effects are
in themselves nothing new and have long been studied [2–5].
However, renewed interest has led to much theoretical and
experimental work since the first proposal of their applica-
tion to single-electron transistors (SET) in the mid-1980s
[6]. Early work concentrated on proof of the basic opera-
tion and elucidation of the physical properties of SETs [7–9].
This involved experiments at temperatures at which the ther-
mal energy was less than the single-electron charging energy
of a Coulomb island. Accordingly, when observations were

carrieds out at very low temperatures, it was unnecessary
for the Coulomb island to be very small. In this early work,
single-electron devices were mainly fabricated using met-
als or compound semiconductors, and the experiments were
performed at very low temperatures. Owing to the relatively
large device size used at these low temperatures, device fab-
rication could be achieved using conventional electron-beam
(EB) lithography, the metal lift-off process, metal evapora-
tion, and the shadow mask technique, which had already
been used to produce metal gate structures for electron
confinement in two-dimensional structures present in com-
pound semiconductors.

In contrast, Si is the preferred material for single-electron
and quantum-electronic devices from a practical point of
view because we can use mature technologies for LSI circuits
during the fabrication process. This is a definite advantage in
developing commercial devices. One further requirement for
the use of single-electron and quantum-electronic devices in
future LSI devices is the ability to operate at room tem-
perature. To achieve this using SETs, we need a nanoscale
Coulomb island which reduces the total capacitance of the
island so that the single-electron charging energy exceeds
the thermal energy at room temperature. A similar structure
is needed in quantum-electronic devices for electron con-
finement; the structure must be small enough for subband
splitting to exceed the thermal energy at room temperature.

Research into the practical uses of Si single-electron
and quantum-electronic devices began in the early 1990s
[10, 11] when the fabrication of nanostructures in Si became
possible owing to the continuous reduction of device size
in LSI circuits for higher integration and performance.
Room-temperature operation of Si single-electron memo-
ries and SETs was first reported in 1993 [10] and 1994 [11],
respectively.

This article gives an overview of Si quantum dots along
with their fabrication, microstructure, and optical and elec-
trical characteristics. In this article, quantum dots include
Coulomb islands, which are key elements in single-electron
devices. In Section 2, natural and self-assembled forma-
tion as well as artificial fabrication of Si quantum dots are
described. In Section 3, the optical properties and appli-
cations of Si quantum dots are reviewed. Their electri-
cal properties and applications are reviewed in Section 4.
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Finally, there is a summary of the remaining problems
and some suggestions for the direction of future research
(Section 5).

2. FABRICATION OF Si
QUANTUM DOTS

With the aim of creating quantum devices or single-electron
devices, many processes have already been proposed for the
fabrication of Si quantum dots. These fabrication techniques
can be divided into two broad categories: (1) self-organizing
fabrication processes, and (2) artificial fabrication, with the
most typical and direct method being EB lithography.

2.1. Natural and Self-Assembled Formation

While EB lithography has many advantages in nanostructure
fabrication, its low rate of productivity is a serious draw-
back to the development of commercial devices. In contrast,
the self-organizing fabrication process for nanostructures is
a relatively simple and inexpensive method that is also highly
productive.

In 1988, Furukawa and Miyasato first reported a quantum
size effect in naturally formed Si nanocrystals surrounded
by hydrogen atoms with diameters of 2–3 nm. They used
a magnetron rf sputtering technique in hydrogen gas onto
a low-temperature substrate [12]. Using optical absorption
measurements, they observed a wider optical bandgap than
that of bulk Si. Then in 1990, Takagi et al. fabricated Si
nanocrystals, ranging in size from 2.8 to 5 nm, embedded
in a SiO2 matrix using microwave plasma decomposition
of SiH4 and H2, or SiH4, H2, and Ar mixture [13]. They
observed visible photoluminescence, which could be ascribed
to the quantum confinement effect of electron-hole pairs.

Around the same time, visible photoluminescence in
porous Si at room temperature was first reported [1]. After
that discovery, most of the techniques for fabricating Si
nanocrystals in the early 1990s were developed with the aim
of studying their photo- or electroluminescence properties.
In these optical studies, increasing luminescence intensity
by increasing the number of Si nanocrystals responsible for
it, size uniformity to produce a sharp luminescence line,
and size controllability to change the position of the lumi-
nescence peak, are more important than achieving precise
positional controllability of the nanocrystals. To achieve this,
various techniques have been proposed, such as sputtering,
gas evaporation, plasma-enhanced chemical vapor deposi-
tion (PECVD), and ion implantation followed by thermal
annealing.

In the sputtering methods, Si nanocrystals were fabricated
by means of an rf sputtering technique using hydrogen or
argon plasma. The target materials are Si, SiO2, or a mix-
ture of Si and SiO2. Si nanocrystals surrounded by hydrogen
atoms were fabricated using a pure Si target with hydrogen
plasma [12, 14]. Si nanocrystals embedded in a SiO2 matrix
were prepared by rf co-sputtering using argon plasma fol-
lowed by N2 [15] or vacuum [16] annealing at high temper-
atures. For targets in the co-sputtering, pieces of Si wafer
were placed around or on pure silica. Si nanocrystals embed-
ded in a SiO2 matrix were also fabricated by sputtering from

only a pure SiO2 target using argon plasma followed by N2
annealing above 1000 �C [17].

In the gas evaporation methods, high-purity Si powder was
evaporated from a ceramic boat heated to high tempera-
tures (about 2000 �C) in an inert gas, or an oxygen-containing
inert-gas atmosphere under low pressure [18, 19]. Adding
oxygen to the atmosphere during evaporation means that the
surface of the deposited Si nanocrystals can be oxidized and
the size of the Si core can be reduced [18]. The oxidized Si
nanocrystals shows above-bandgap photoluminescence peak.
The amount of the increase in the bandgap is 0.3 eV, which
can be attributed to a quantum size effect. Also, Si nano-
crystals and amorphous Si nanoparticles embedded in a SiO2
matrix were prepared by evaporation of SiO followed by
high-temperature annealing at 1303 K and 973 K, respec-
tively [20]. Photoluminescence has been observed from both
amorphous and crystalline nanoparticles and interpreted in
terms of band-to-band recombination in nanoparticles with
an average size of more than 2.5 nm and carrier recombina-
tion through defect states in smaller nanoparticles [20].

In the PECVD methods, Si nanocrystals surrounded by
hydrogen atoms were produced using the decomposition of
SiH4 and H2, or a SiH4, H2, and Ar gas mixture [13, 21, 22],
or a SiH4 and Ar gas mixture [23]. Si nanocrystals embedded
in a SiO2 matrix were produced using a SiH4 and N2 gas
mixture with N2O followed by thermal annealing in N2 [24].

Thermal SiO2 and bulk-fused silica were implanted with
Si and Si nanocrystals formed after subsequent thermal
annealing in an inert-gas ambient [25, 26]. To produce Si
nanocrystals with a narrow size distribution throughout a
thick SiO2 film, Si implantation was carried out at multiple
energies with varying doses [26].

Other typical fabrication methods for the synthesis of
Si nanocrystals are gas-phase nucleation following pyrol-
ysis of Si2H6, which uses an aerosol apparatus [27], and
pulsed-laser-induced decomposition of SiH4 in a flow reac-
tor [28]. Si nanocrystals embedded in a SiO2 and Si3N4
matrix were prepared using an approach based on the
deposition of Si-rich Si-O and Si-N films by the ultrahigh
vacuum chemical vapor deposition reactions of O(SiH3)2
and N(SiH3)3, respectively, followed by high-temperature
thermal annealing [29].

However, the above techniques for producing Si nano-
crystals are not always suitable for electron-device applica-
tions due to the inability to precisely control the position of
the nanocrystals. The first clear demonstration of the prac-
tical application of a Si single-electron device was a single-
electron memory with floating gates reported by Yano et al.
[10]. They utilized nanoscale grains in an ultrathin poly-Si
film as ultrasmall floating gates and ultranarrow channels in
1993 (three years after the discovery of visible photolumi-
nescence in porous Si) [1]. Improvements in the methods of
fabricating Si quantum dots for electron devices started from
this point. Tiwari et al. fabricated a single-electron memory
with floating dots utilizing Si nanocrystals produced by a spe-
cially designed ultralow-pressure CVD on a thin tunnel oxide
[30]. Then, Nakajima et al. [31, 32] applied a conventional
low-pressure CVD (LPCVD) technique using pyrolysis of
SiH4 to form Si quantum dots on a SiO2 substrate. Figure 1
shows the transmission electron microscopy (TEM) micro-
graph of the fabricated Si nanocrystals. Owing to its wide
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Figure 1. Cross-sectional TEM micrograph of a layer of Si nanocrystals
for (a) an LPCVD deposition time of 60 seconds, and (b) a higher
resolution micrograph. Reprinted with permission from [31] and [32],
A. Nakajima et al., Jpn. J. Appl. Phys. 35, L189 (1996); J. Appl. Phys. 80,
4006 (1996). © 1996, Institute of Pure and Applied Physics; American
Institute of Physics.

use in current ULSI technology and its convenience, Si quan-
tum dots formed utilizing this technique are now extensively
used not only for single-electron memories with floating dots
[33] but also for Coulomb islands in Si SETs [34]. This tech-
nique is based on the early stages of Si film growth using
conventional LPCVD on a SiO2 film. It should be noted that
Brownian motion of Si nanocrystals with diameters about
10 nm on SiO2 was observed during the deposition. Though
Brownian migration on KCl of Al or Au nanocrystals with
diameters of less than 5 nm had previously been reported
[35, 36], this was the first report regarding Brownian migra-
tion of such large Si nanocrystals on SiO2.

Another approach to engineering the spatial position,
size, and density of Si nanocrystals is the preparation of
amorphous Si/SiO2 superlattices [37–40]. Si nanocrystals
were formed as a result of thermal recrystallization using
high-temperature annealing [37]. The crystallization tem-
perature increases rapidly with decreasing thickness of the
amorphous Si layer. The size of the Si nanocrystals formed
is limited by the thickness of the amorphous Si layer. A short
period of steam oxidation was found to improve the surface
passivation of Si nanocrystals. Amorphous Si/SiO2 superlat-
tices were grown using the PECVD method with alternating
decomposition of SiH4 and SiH4/nitrous oxide [38], or by
magnetron sputtering of amorphous Si followed by plasma
oxidation [37, 38].

A severe drawback of this method is that most of
the nanocrystals are touching. This clearly limits the
luminescence efficiency due to the nonradiative processes

that occur at the grain boundaries. An interesting devel-
opment is the phase separation and thermal crystallization
technique for SiO/SiO2 superlattices used by Zacharias et al.
[39]. Amorphous SiO/SiO2 superlattices were prepared by
reactive evaporation of SiO powders in an oxygen atmo-
sphere. The SiO layers, ranging in thickness from 1 to 3 nm,
were separated by SiO2 layers of 2–3 nm. After deposi-
tion, the samples were annealed at 1100 �C for 1 hour
under a N2 atmosphere. The high-temperature annealing of
such initially amorphous SiO film results in phase separation
described by

SiO → 0�5 SiO2 + 0�5 Si

and in Si nanocrystals in a SiO2 matrix. The phase sepa-
ration of the SiO automatically ensures that the nucleated
Si nanocrystals are separated from each other by a SiO2
shell. Gourbilleau et al. also proposed a method for achiev-
ing good phase separation in a Si nanocrystal layer [40]. Si
nanocrystals embedded in a SiO2 matrix were formed by
thermal annealing of a Si-rich layer/SiO2 superlattice pro-
duced by magnetron sputtering. Instead of alternating Si tar-
get sputtering and plasma oxidation, the SiO2 targets were
sequentially sputtered by pure argon plasma for the deposi-
tion of a SiO2 layer, and by a mixture of argon and hydrogen
plasma to produce a Si-rich layer. The latter run made use
of the ability of hydrogen to reduce the amount of oxygen
originating from the SiO2 target.

In a different approach, Si nanocrystals/amorphous Si
superlattices were fabricated by Tong et al. [41] using the
PECVD method. The layers of Si nanocrystals, surrounded
by hydrogen atoms and amorphous Si, were prepared by
changing some of the deposition parameters: (1) the gas
ratio (SiH4/SiH4 +H2), and (2) the application of a negative
bias voltage to the sample substrate.

2.2. Artificial Fabrication

As mentioned above, the greatest advantage of using nat-
ural and self-assembling formation for Si quantum dots is
high productivity. Although excellent uniformity of size and
depth position was achieved using some of the formation
methods described above, there was inadequate control over
the number and lateral position of the dots. It is also often
difficult to alter the size and position of the dots using natu-
ral and self-assembling formation methods. The most typical
and direct method of overcoming these problems is to use
EB lithography followed by various etching processes.

Using electrostatic confinement with a dual-gate device,
Alsmeier et al. [42] fabricated periodic arrays of electron
dots on Si, which were widely tunable in diameter and elec-
tron number. MOS devices with dual gates were fabricated.
A metal (NiCr) bottom gate with a mesh structure was
formed on a thermal oxide grown on p-type Si substrate.
The mesh had circular openings of about 150 nm in diameter
with a periodicity of 400 nm fabricated using EB lithogra-
phy. PECVD was used to deposit the upper layer of SiO2 on
the mesh with a continuous thin metal (NiCr) gate on top.
Positive and negative voltages were applied to the top and
bottom gates, respectively. In the presence of bandgap radi-
ation, electron dots were induced at the Si/SiO2 interface
underneath the bottom gate openings via the top gate volt-
age. The bottom gate voltage served to isolate the dots and



840 Silicon Quantum Dots

the top gate voltage determined the inversion layer electron
density.

Nakajima et al. fabricated nanoscale Si dot arrays using
EB lithography [43]. Following lithography, anisotropical dry
etching and isotropical wet etching in NH4OH/H2O2/H2O
produces completely isolated crystalline Si dot arrays 10 nm
wide and 10 nm high (Fig. 2). Since wet etching in
NH4OH/H2O2/H2O is a low-temperature process, problems
such as a change in the doping profile can be ameliorated.
After wet etching in NH4OH/H2O2/H2O, the expansion in
volume caused by the growth of an oxide layer on the Si
surface is much less than the dot size. This means that the
stress induced by the expansion is low, enabling the integra-
tion and miniaturization of devices. The large reduction in
device size is possible because the wet-etching process does
not have any self-limiting characteristics in contrast to the
oxidation of low-dimensional Si structures [44]. The extent
of damage that occurs during dry etching can be greatly
reduced by using wet etching. A further advantage of wet
etching is that, since the technique is commonly used in the
cleaning of Si wafers (RCA process), Si quantum dots can
be fabricated using conventional Si LSI fabrication methods.

A self-limiting process combined with conventional EB
lithography was proposed by Fukuda et al. to fabricate thin
pillars consisting of multilayers of Si polycrystalline quantum
dots with Si nitride tunnel barriers [44]. Vertically stacked
Si dots with dimensions on the order of 10 nm in all three
directions, connected by thin Si nitride layers (∼2 nm thick),
were fabricated using the saturation characteristics of the
poly-Si core diameter during lateral pillar oxidation. During
the fabrication, the multilayer structures were formed first
by repeated deposition of amorphous Si film (∼10 nm thick-
ness) followed by thermal nitridation. Then the pillars were
patterned using EB lithography followed by dry etching. The
patterned pillars were oxidized in a dry oxygen ambient at
850∼900 �C, yielding self-limiting oxidation of the Si pillars.

Glue

50 nm Si substrate

SiO2

Figure 2. Cross-sectional TEM micrograph of Si dots 10 nm high and
10 nm in diameter (indicated by arrows) after the isotropic wet etching.
The difference in contrast between the two dots is attributed to the
difference in the crystal orientation of each poly-Si dot. Reprinted with
permission from [43], A. Nakajima et al., Jpn. J. Appl. Phys. 33, L1796
(1994). © 1994, Institute of Pure and Applied Physics.

3. OPTICAL PROPERTIES
AND APPLICATIONS

3.1. Quantum Size Effect

The quantum size effects of Si nanocrystals have been exten-
sively studied using various optical measurements, such as
measurement of optical absorption or photoluminescence.

Si nanocrystals surrounded by either hydrogen [12] or
oxygen atoms [31, 32] indicate an increase in the optical
bandgap due to the three-dimensional quantum confine-
ment effect. Nakajima et al. measured the optical absorption
of Si nanocrystals formed on a SiO2 wafer [31, 32]. They
showed that Si nanocrystals with a diameter of about 10 nm
essentially maintain the properties of an indirect bandgap
semiconductor, with the Si bandgap increasing due to the
electron-hole quantum confinement effect. Figure 3 shows
��h��1/2 as a function of the photon energy, h�, where � is
the absorption coefficient. For each sample of nanocrystals
with varying average sizes, ��h��1/2 changes linearly with the
photon energy, h�, near the absorption edge, which indi-
cates that an indirect transition in the absorption is likely
to occur for all samples. The bandgap energy of 1.7 eV
obtained for a 60-second deposition time (average lateral
diameter of 9.1 nm and average height of 4.0 nm including
the outer surface oxide layer) showed reasonable agreement
with the theoretical calculations of Takagahara and Takeda
based on envelope function analysis [45]. A similar analysis
also performed for the absorption coefficient of Si nano-
crystals embedded in SiO2 [24] and porous Si [46] indicated
that Si nanocrystals maintain an indirect bandgap structure
with an increase in the bandgap due to the electron-hole
quantum confinement. This result is also consistent with
that obtained from site-selective excitation spectroscopy for
porous Si described in the Section 3.2.
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Figure 3. Square root of absorption coefficient (�) times photon energy
(h�) vs. photon energy (h�) for Si dots with different deposition times.
The sample with a 60-second deposition time consisted of isolated Si
dots with an average diameter of 9.1 nm and an average height of
4.0 nm. At deposition times exceeding 60 seconds, not only does the
diameter of each Si dot become larger, but also the dots tend to coa-
lesce due to Brownian migration, leading to a rapid increase in the Si
dot size over time. Reprinted with permission from [32], A. Nakajima
et al., J. Appl. Phys. 80, 4006 (1996). © 1996, American Institute of
Physics.
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As described earlier, there seems to be a consensus
at present that the photogeneration of electron-hole pairs
mainly occurs in the Si core region of Si nanocrystals with
an increased bandgap due to the quantum confinement
effect. However, in regard to the radiative recombination
process, there is still controversy as to whether the band-to-
band radiative recombination of electron-hole pairs confined
within nanocrystals is essential or whether the effect of the
nanocrystal surface cannot be ignored.

Wilson et al. showed that the peak of the photolumi-
nescence spectrum shifts towards a higher energy as the
average size of the Si nanocrystals decreases [47]. They
formed surface-oxidized Si nanocrystals using homogeneous
gas-phase nucleation following pyrolysis of dilute Si2H6 in
He. They used size-selective precipitation and size-exclusion
chromatography to separate the nanocrystals into different
groups with larger or smaller average particle size. There
was no Stokes shift between the photoluminescence peak
energy and the bandgap of the Si nanocrystals estimated
from the photoluminescence excitation spectra.

Patrone et al. reported a photoluminescence study of
Si nanocrystals produced using a conventional pulsed-laser
ablation technique [48]. The Si nanocrystals were produced
under an inert-gas ambient and the photoluminescence mea-
surements were carried out in-situ. By selecting appropriate
experimental parameters, they obtained significant conden-
sation of the Si nanocrystals with reduced size dispersion.
The photoluminescence band shifted from near-infrared to
near-ultraviolet as the mean size of the nanocrystals varied
from ∼4 to ∼1 nm. The size-dependent photoluminescence
was explained by a discrete size model; that is, the spectral
position of the photoluminescence band is essentially deter-
mined by the volume of nanocrystals with a complete outer
atomic layer. The bandgaps of nanocrystals with discrete size
differences, which were determined by the quantum confine-
ment effect, corresponded to the photoluminescence peaks.

The above two groups insisted that photoluminescence
occurs due to the band-to-band radiative recombination of
electron-hole pairs confined within the nanocrystals and the
bandgap is determined by the carrier quantum confinement
effect.

Fernandez et al. found that the bandgap estimated by the
photoluminescence excitation spectra and the photolumines-
cence peak energy shifted to a higher energy as the aver-
age size of the Si nanocrystals embedded in SiO2 decreased
[49, 50]. The Si nanocrystals were synthesized using ion
implantation of Si+ in a thick SiO2 layer grown on a Si sub-
strate followed by thermal annealing in N2. The bandgap
shifts measured are in good agreement with the model based
on quantum confinement. Constant Stokes shifts of 0.26 eV,
which is almost twice the energy of Si-O vibration, were
observed between the photoluminescence peak energy and
the bandgap. This finding suggests that absorption occurs
between the quantum confinement states in the Si core and
radiative recombination occurs at the Si/SiO2 interface with
the assistance of local Si-O vibration.

Dinh et al. described the optical properties of oxygen- or
hydrogen-passivated Si nanocrystals [51]. These nanocrystals
had an average core diameter of 2–7 nm and were synthe-
sized by thermal vaporization of Si in an Ar buffer gas,
followed by exposure to oxygen or atomic hydrogen. The

visible component of the photoluminescence spectra showed
blueshifts, which broadened as the size of the Si nanocrystals
was reduced. There were differences in the photolumines-
cence spectra for the hydrogen- and oxygen- passivated nano-
crystals. The authors explained the results using a model
involving absorption in quantum-confined Si cores and emis-
sion due to the transition between surface and/or interface
states. Namely, upon absorption of photons, electrons and
holes were generated in the conduction and valence bands of
the dots. In the emission process, the carriers were trapped
and subsequently recombined through surface-related traps
with energy levels extending into the energy gaps.

Iacona et al. also reported that the photoluminescence
peak showed blueshifts as the size of the Si nanocrystals
decreased with a quantitative discrepancy between the
peak energies and the theoretically obtained values for
the bandgap [52]. Si nanocrystals were formed by high-
temperature annealing of substoichiometric Si oxide thin
films prepared using the PECVD method. It was speculated
that the photoluminescence results were due to absorption
occurring as a result of the quantum confinement effect of
the carriers in the Si nanocrystal cores, and that recombina-
tion occurred on the intermediate states, introducing energy
levels inside the bandgap and corresponding to the Si/SiO2
interfacial states of the Si nanocrystals.

Kanemitsu et al. described the size-independent peak
energy of photoluminescence from oxidized Si nanocrystals
[53]. The Si nanocrystals were produced by laser breakdown
of SiH4 gas followed by oxidation at room temperature in a
clean air box. The average diameter of the Si nanocrystals
formed varied from 7 to 13 nm with a constant SiO2 surface
thickness of 1.6 nm achieved by selecting appropriate exper-
imental parameters. The peak position of the photolumines-
cence was 1.65 eV for all the Si nanocrystals, independent of
their size. They also observed that photoluminescence inten-
sity increased with a decrease in the average diameter of the
Si nanocrystals in the size region. Photoluminescence inten-
sity was observed to increase at temperatures below ∼150 K.
The authors used a three-region model to explain these
experimental findings. In the model, Si nanocrystals consist
of three regions: (a) a Si core with a diameter of less than
5–7 nm, (b) a surface SiO2 layer with a thickness of about
1.6 nm, and (c) an interfacial layer between (a) and (b).
The interfacial layer contains nonstoichiometric amounts of
oxygen, which leads to a much lower bandgap (calculated
to be about 1.7 eV) than the outer surface SiO2 layer. The
bandgap of the Si core region is theoretically calculated to
be higher than that of the interfacial layer when the core
diameter is less than 5–7 nm. In this case, the exciton is
confined in the interfacial spherical-shell region. This local-
ized exciton increases the oscillator strength. The origin of
the photoluminescence was therefore considered to be due
to the localized exciton. In a three-region model, photogen-
eration of excitons mainly occurs within the Si core region.
Some of the excitons in the core transfer to the interfacial
layer by a thermally activated diffusion process. Then, strong
photoluminescence is caused by the radiative recombination
of excitons confined in the interfacial layer.

Kanemitsu [54] studied the dynamics of photolu-
minescence decay and photoluminescence under reso-
nant excitation for these oxidized Si nanocrystals. The
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photoluminescence behavior is characterized by a stretched
exponential function. The radiative decay rate shows ther-
mally activated temperature dependence with large acti-
vation energy (71 meV) at high temperatures, suggesting
that the photoluminescence is produced by multilevel light-
emitting states in a single nanocrystal. The cascade of car-
riers from higher to lower states means that the lifetime
of the higher states is shorter and an exponential slope is
then observed. At low temperatures, however, a long pho-
toluminescence lifetime is mainly determined by the tunnel-
ing process. Clear phonon-related steplike structures are not
observed in the photoluminescence spectra under resonant
excitation of oxidized Si nanocrystals, in contrast to the case
of porous Si described later. The large activation energy for
radiative recombination and indistinct phonon-related struc-
tures indicate that the potential fluctuation in the surface
states in oxidized Si nanocrystals is much larger than that
in porous Si. The disordered potential of oxidized surface
states causes a shallow tail or localized states. Thus, the pho-
toluminescence properties in oxidized Si nanocrystals can be
understood in terms of the localization of carriers or exci-
tons in a disordered potential of the surface states.

The photoluminescence decay dynamics and site-selective
excitation spectroscopy of surface-oxidized Si nanocrystals
fabricated with a SiH4 plasma cell reported by Kanemitsu
et al. suggests that there are different luminescence bands in
Si nanocrystals [55]. The photoluminescence decay dynam-
ics show different dependence on monitored photolumi-
nescence wavelengths at photon energies below and above
∼1.65 eV for Si nanocrystals with an average core diam-
eter of 4 nm. In site-selective excitation spectroscopy, the
phonon-related structures are only observed under excita-
tion levels below ∼1.65 eV. Since a larger excitation energy
selects smaller Si nanocrystals, the photoluminescence band
under laser excitations above ∼1.65 eV corresponds to
the small Si nanocrystals where the effect of the surface
becomes more important. Kanemitsu et al. speculated that
the unclear phonon structures under laser excitations above
∼1.65 eV are due to the localization of excitons near the
disordered interface between the crystalline Si core region
and the SiO2 surface in these small Si nanocrystals. In
large Si nanocrystals, on the other hand, excitons are delo-
calized in the core state, leading to clear phonon-assisted
photoluminescence.

Linnros et al. studied the effect of interactions between
Si nanocrystals on photoluminescence properties [56]. The
decrease in the curvature of the photoluminescence decay
curve with the increasing density of Si nanocrystals embed-
ded in SiO2 suggests a partially interconnected system of
nanocrystals where excitons may migrate to and be trapped
in large nanocrystals for a high density of nanocrystals.

3.2. Porous Si

Since intense visible photoluminescence was first observed
at room temperature in 1990 [1], the mechanism underlying
photoluminescence from porous Si has been studied inten-
sively both from a purely scientific standpoint and from the
point of view of its practical applications [57–59].

Porous Si samples are typically prepared by elec-
trochemical anodization of the surface of a Si wafer.

The microstructure of the porous Si very much depends
on the fabrication conditions such as the doping type and
resistivity of the Si wafer, current density, concentration of
hydrofluoric acid (HF), and presence or absence of illumi-
nation. Cullis and Canham showed the existence of colum-
nar Si wires undulating in width in porous Si that emits
red light [60]. Nakajima et al. observed similar results for
porous Si emitting red light [61]. Microstructures of lightly
doped porous Si are shown in Figures 4 and 5 [61]. The
existence of threadlike structures (a few nanometers wide)
that undulated in width (Fig. 4) was confirmed by TEM. The
porous Si also contained numerous spherical Si nanocrystals
with diameters of a few nanometers (Fig. 5). This confirmed
the existence of Si nanocrystals and undulating crystalline-Si
wires with diameters of a few nanometers.

The quantum confinement model has been the focus of
most attention in attempts to understand the photolumines-
cence of porous Si [1, 57–64]. Changes in the photolumi-
nescence spectra were investigated after altering the size of
the Si nanocrystals in porous Si and its surface composition.
Size reduction was carried out by various methods such as
changing the porosity of the porous Si by immersing it in an
aqueous HF solution after anodization [1] or changing the
anodization conditions by using different types of Si wafers
[62]. The size and the surface composition of the porous Si
were changed at the atomic layer level by alternately dip-
ping it in an aqueous HF solution and an aqueous H2O2
solution (or aqueous HNO3 solution) [63, 64]. Photolumi-
nescence was measured before and after each step. These
measurements confirmed the appropriateness of the quan-
tum confinement model. However, other explanations have
also been advanced, suggesting that the optical center may
be chemical compounds on the surface of the porous Si [65]
or amorphous-like structures in the porous Si [66].

More detailed information was obtained using selective
excitation spectroscopy [67–71] and observing the lifetime of
the photoluminescence [69, 72]. Two groups independently
found a steplike vibronic structure using selective excitation
spectroscopy, which indicates that in the photoluminescence
of porous Si, phonon-assisted indirect transitions occur in

(a) (b)0.1 µ

0.33 nm

Figure 4. (a) TEM micrograph of threadlike structures consisting of Si
nanocrystals with a width of a few nanometers in porous Si; (b) shows
the micrograph at a higher resolution. Reprinted with permission from
[61], A. Nakajima et al., Appl. Phys. Lett. 62, 2631 (1993). © 1993,
American Institute of Physics.
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0.1 µ

Figure 5. TEM micrograph (dark-field) of spherical Si nanocrystals in
porous Si. Reprinted with permission from [61], A. Nakajima et al.,
Appl. Phys. Lett. 62, 2631 (1993). © 1993, American Institute of Physics.

the Si nanocrystal, with the bandgap increasing due to quan-
tum confinement. This suggests that the optical centers in
the porous Si retain the indirect bandgap characteristics of
bulk crystalline-Si.

Figure 6 shows the results of Suemoto et al. [67].
Figure 6a shows the photoluminescence spectra of porous
Si excited by an Ar laser at 2.71 eV; this corresponds to
“nonselective” excitation and shows a broad peak at around
1.6 eV. Figure 6b shows the spectra under a selective exci-
tation condition, where the excitation energy is within the
luminescence band. Several notable features can be seen
in Figure 6b: (1) with decreasing excitation photon energy,
the intensity decreases substantially and the peak shifts to a
lower energy, indicating the selection of luminescent species
that emit light at energies lower than the excitation energy;
(2) the line-narrowed resonant component is absent, sug-
gesting that fast relaxation of the photoexcited state to a
lower energy state occurs before light is emitted; (3) a step-
like structure is visible, most clearly at 1.81 eV excitation
(the spectrum near the laser line is shown in detail in the
inset). Similar steplike structures were observed by Calcott
et al. [71]. In regard to (2), they found that the fast relax-
ation is due to exchange splitting of excitons in porous Si
based on the quantum confinement model. They observed
that the onset of the luminescence does not occur exactly on
the laser line in site-selective measurements, but shifts to a
lower energy (the value varies from 23 meV under 2.410-eV
excitation to 5 meV around 1.78 eV). They ascribed
this energy shift to exchange splitting. In light absorption,
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Figure 6. Photoluminescence spectra of porous Si taken at 5.8 K. The
ordinate scale is proportional to the photon number per unit energy
interval. (a) The dotted curves are the spectra excited by 2.71-eV line
of an Ar laser. The solid curve is the distribution function P�E� of the
Si nanocrystal in the porous Si which has a bandgap of E deduced from
this spectrum. (b) The dotted curves are the spectra excited at 1.812,
1.88, and 1.94 eV, and the solid curves are the best calculated fits to
these spectra taking into account the multi-phonon processes. The inset
shows the details of the spectrum with phonon structures near the laser
line for 1.812-eV excitation. Reprinted with permission from [67] and
[69], T. Suemoto et al., Phys. Rev. Lett. 70, 3659 (1993); J. Phys. Soc. Jpn.
63, suppl. B, 190 (1994). © 1993, 1994, American Physical Society.

the transition occurs mainly in the higher spin-allowed sin-
glet state, but the fast exciton relaxation occurs from the
singlet state to the lower triplet state at low temperatures.
The emission occurred from the lower triplet state.

However, the steplike structure of the luminescence spec-
tra in selective excitation spectroscopy can be basically
interpreted by suggesting that multi-phonon-assisted indi-
rect transitions in the Si nanocrystals occur with an increase
in the bandgap of Si due to the quantum confinement of
the electron and hole. The positions of the steplike features
correspond quite closely to the energies of the momentum-
conserving phonons in bulk crystalline Si [73]. The solid
curves in Figure 6b are the best calculated fits assuming
that the multi-phonon process involves up to two phonons.
The calculated curves reproduce the experimental photo-
luminescence spectra well for all excitation energies (1.81,
1.88, and 1.94 eV). The calculated results reproduce not only
the excitation energy dependence but also the temperature
dependence of the experimental photoluminescence spectra
[67, 69].

There have been a number of reports on the decay
dynamics of luminescence at various time scales ranging
from picoseconds to milliseconds [72, 74, 75]. Also, the
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decay behavior is complicated by sample dependence.
Therefore, there was no phenomenological model to provide
consistent understanding of all the aspects of the reported
decay dynamic until Suemoto et al. proposed a model based
on the recombination of electron-hole pairs confined in Si
nanocrystals in porous Si with radiative and nonradiative
processes [69, 72]. In regard to the nonradiative process,
the model takes into account both the tunneling and ther-
mally activated escape processes of an electron (and/or hole)
through a barrier. The model also explains the observed
temperature dependence well along with the lifetime and
nonexponential decay profiles of the photoluminescence
[69, 72].

For a single Si nanocrystal, the luminescence intensity at
time t after a pulsed excitation is given by

I�t� = CoRr exp�−�Rr +Rn�t�

Here, Rr and Rn are radiative and nonradiative decay rates,
respectively, and Co is a constant. From the equation, I�0�=
CoRr is the initial amplitude of the luminescence and it is
proportional to Rr , whether or not the nonradiative pro-
cess exists. Suemoto et al. extracted the form of variations
in the radiative decay rate with temperature from the mea-
surement of this initial luminescence amplitude. They found
that the decay rate obtained from the near-exponential gra-
dient of the luminescence decay at long times agrees well
with that obtained from the initial amplitude above. They
concluded that the decay rate at long times represents radia-
tively dominated decay and that the decrease in the decay
rate below the temperature where maximum luminescence
intensity occurs is due to variation in the radiative decay
rate. The activation energy obtained from the temperature
dependence of Rr can be easily understood by considering
the exchange splitting of excitons in porous Si as described
previously.

In regard to the nonradiative process of electrons, the
tunneling and thermally activated processes are shown in
Figure 7. Here, E is the kinetic energy of an electron, and
Ea is the barrier height from the lowest energy level of the
confined electron. The total nonradiative recombination rate
Rn becomes

Rn = f0p + f exp�−Ea/kBT �

where p is the tunneling probability of an electron through
the barrier, and f0 and f are, respectively, the attempt
frequencies for the tunneling and thermally activated pro-
cesses. Assuming a Gaussian distribution of the barrier, the
calculated decay curves using this equation with appropri-
ate fitting parameters show good agreement with the exper-
imental results for every temperature, as shown in Figure 8.
From the above analysis, it seems that thermal activation
is dominant in carrier escape as the temperature increases
above the maximum luminescence intensity, and tunneling
becomes significant at very low temperatures with a low rate
of radiative decay. The mean barrier height, Ea, obtained is
0.259 eV at a luminescence energy of 1.459 eV, which is one
order of magnitude lower than the band offset between Si
and SiO2. They considered two possible reasons for this: (1)
the existence of some material that differed from the simple
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Figure 7. Decay dynamics for Si nanocrystals in porous Si. Reprinted
with permission from [69], T. Suemoto et al., J. Phys. Soc. Jpn. 63, suppl.
B, 190 (1994). © 1994, Physical Society of Japan.

oxide (a compound of Si, O, and H) on the surface of the Si
nanocrystal; or (2) undulation in the width of the quantum
wire. As the explanation mentioned above, the temperature
dependence of the luminescence, and the lifetime and non-
exponential decay profiles, can be successfully interpreted
in terms of the quantum confinement model for porous Si
that is not heavily passivated by oxygen. For heavily oxygen-
passivated porous Si, coupling of excitons and local vibra-
tion at the surface have been suggested by several groups
[76, 77].

3.3. Applications

Optoelectronic integrated circuits (OEICs) could have a
significant impact on display and optical transmission in
electronic data processing systems. OEICs with optical
interconnections have already been realized in computer
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Figure 8. Typical observed decay curves of porous Si (dotted curves)
taken at 5, 19, 80, 208, and 271 K. The solid curves are the calculated
decay profiles. Reprinted with permission from [72], T. Suemoto et al.,
Phys. Rev. B 49, 11005 (1994). © 1994, American Physical Society.
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networks and between computer boards. Many studies are
now underway on optical signal transmission both between
LSI chips on a board and within individual LSI chips.

An important factor in producing OEICs will be the
ability to easily and inexpensively integrate optical and
electronic devices on Si wafers. In this respect, the most sat-
isfactory solution would be to create OEICs entirely from
Si-based materials. Porous Si and Si nanocrystals have obvi-
ous potential in these light-emitting devices since they are
forms of Si and emit intense visible photoluminescence.
Preliminary versions of OEICs (including optical detectors
and waveguides) have been already realized using Si-based
materials. However, the major deficiency in current Si-based
optoelectronic devices is the lack of suitable light-emitting
devices such as light-emitting diodes (LEDs) and semicon-
ductor lasers on Si wafers. At present, these light-emitting
semiconductor devices are fabricated from direct-bandgap
compound semiconductors. However, direct integration of
compound semiconductor devices on a Si wafer has proved
to be both complicated and expensive.

In recent years, the optical properties of Er-doped Si
have generated intense interest because of the possibility of
integrating electronic and optical devices using mature Si
technology. Er emission at 1.54 �m, which arises from an
internal 4f transition (4I13/2 → 4I15/2) of Er3+ ions, is of par-
ticular interest because it overlaps the minimum loss region
of the optical fibers employed in optical communication.

Recently, to improve the luminescence efficiency of Er-
doped bulk Si, Er has been introduced into porous Si
through ion implantation [78–81], electrolysis [82], or spin-
on techniques [83]. The major advantages of porous Si as
a host for Er ions are (1) the strong Er luminescence at
1.54 �m, (2) the weak temperature dependence of the Er
luminescence, and (3) the long lifetime of the upper level
4I13/2, which makes population inversion possible. The strong
Er luminescence at 1.54 �m of Er-doped porous Si arises
from the fact that the Er3+ ions are excited due to the energy
transfer that results from the recombination of excess car-
riers confined in Si nanoscale grains in the porous Si near
the incorporated Er. The quantum confinement of the carri-
ers in Si nanoscale grains appreciably widens the Si bandgap
and reduces the thermal quenching of Er3+ luminescence at
1.54 �m. The long lifetime of the upper level 4I13/2 makes
Er-doped porous Si very promising for a wide range of
devices such as light-emitting diodes, optical amplifiers, and
lasers.

Er-doped silica glass is already used in optical telecom-
munication technology as an amplification medium. Optical
amplification at the 1.54-�m wavelength can be achieved if
sufficient Er can be brought into the first excited state of
4I13/2. Recently, Fujii et al. reported that the presence of
Si nanocrystals in Er-doped SiO2 considerably enhances the
1.54-�m luminescence of Er3+ [84]. Following this observa-
tion, a number of reports showed similar results for samples
having Si nanocrystals and Er ions prepared using various
means of Er doping including co-sputtering [85] and ion
implantation [86–88]. All of these observations strongly sug-
gest energy transfer from the Si nanocrystals to the Er.
The currently accepted excitation model for Er3+ is as fol-
lows. First, a photon is absorbed by the Si nanocrystal,
which results in the generation of an exciton inside the

nanocrystal. This exciton can recombine radiatively, emit-
ting a photon with an energy that depends on the size of the
nanocrystal. If an Er ion is present close to the nanocrystal,
the exciton can recombine nonradiatively by bringing Er into
one of its excited states.

As described previously, the high luminescence efficiency
of porous Si under optical excitation is quite remarkable.
However, for its practical application as a light emitter, it
will be necessary to obtain similarly high efficiency under
electrical injection of carriers. Not surprisingly, attempts
to observe electroluminescence (EL) began as soon as the
high photoluminescence efficiency of porous Si had been
reported [89, 90]. Initial results for devices with solid-state
contacts were not very encouraging, while high EL efficiency
was reported for liquid [91–93] or polymer contacts [94, 95].
Often, the reported quantum efficiency lay in the 10−6–
10−8 range for solid-state contacts in the initial stage [90].
A further complication hampering the use of EL devices is
their poor stability. EL devices of porous Si with solid-state
contacts typically fall into two categories: (1) Schottky type
structures in which a metal contact deposited on the top pro-
vides a junction to the porous Si/bulk-Si structure [89, 90, 96,
97]. These devices often show limited rectification [89, 97].
(2) Vertical PN and PIN diode structures, on the other hand,
yield EL only under forward bias [98–101]. This suggests
the injection of both types of carriers. Several groups have
recently reported the high quantum efficiency of such struc-
tures. Steiner et al. demonstrated a quantum efficiency of
∼10−4 in 1993 [100] and Linnros and Lalic demonstrated an
even higher quantum efficiency of 2× 10−3 in 1995 [101]. To
improve the stability of EL devices, Tsybeskov et al. carried
out light oxidation of porous Si and fabricated a stable PIN
EL diode in 1996 [102]. They demonstrated a high quan-
tum efficiency over 10−3. EL was observed only in forward
bias and at a voltage as low as 2 V. In addition, there was
no degradation of EL during one month of pulsed opera-
tion. These results demonstrate fulfilment of many of the
conditions required to make EL devices compatible with
Si electronics. In 1996, Hirschman et al. demonstrated test
structures that integrated Tsybeskov’s EL devices (described
above) with electronic devices [103]. There was also an
attempt to fabricate EL devices consisting of Si nanocrystals
by Toyama et al., who fabricated EL diodes showing visible
EL emission with a peak energy of 1.8 eV in 1996 [104].

As mentioned above, porous Si, Si nanocrystals embedded
in SiO2, and Si nanocrystals in Er-doped SiO2 are expected
to play a key role in Si-based microphotonic application.
However, there are still some obstacles to realizing this goal:
(1) the need to further enhance the intensity of the lumi-
nescence; (2) the absence of directionality in the emission;
and (3) the broad spectral shape of the luminescence (in
the case of porous Si and Si nanocrystals). However, all of
these problems can be overcome by microcavities. When a
photon is confined in a microcavity in resonance with the
emission of the active medium, the light emission becomes
spectrally sharp and is strongly enhanced in the direction of
confinement. Optical microcavities have been demonstrated
for porous Si [105], for Si nanocrystals embedded in SiO2,
and for Si nanocrystals in Er-doped SiO2 [106]. Pavesi et al.
demonstrated porous Si microcavities based on distributed
Bragg reflectors fabricated by alternating porous Si layers of
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different porosities [105]. Iacona et al. fabricated Si nano-
crystals embedded within a Si/SiO2 microcavity [106]. They
also realized Si nanocrystals in Er-doped SiO2 sandwiched
in Si/SiO2 microcavities [106].

To realize laser operation, optical gain has to be achieved.
Pavesi et al. demonstrated light amplification using Si nano-
crystals dispersed in a SiO2 matrix [107]. They realized a
planar waveguide structure by Si nanocrystals formed by ion
implantation into a SiO2 matrix. A net optical gain was seen
in both the waveguide and transmission configuration, with
the material gain being of the same order as that of direct-
bandgap quantum dots. They explained their observations
using a model based on the population inversion of radiative
states associated with the Si/SiO2 interface.

4. ELECTRICAL PROPERTIES
AND APPLICATIONS

4.1. Quantum Size Effects

From electrical measurement of the small Si dots sand-
wiched between tunneling barriers, it is difficult to assess
the energy level due purely to the quantum size effect. This
is because the contribution of the charging effect cannot
be neglected in these small Si dots as quantum confine-
ment energy is inversely proportional to the square of the
dot size, while single-electron charging energy is inversely
proportional only to dot size. Ye et al. investigated the dis-
crete quantum levels of Si nanocrystals with SiO2 barriers
by observing their resonant tunneling characteristics at 77 K
and at room temperature [108]. They fabricated diode struc-
tures with a layer consisting of laterally distributed Si nano-
crystals. Compared with the theoretical results, they suggest
it is necessary to recognize the charging effect to explain the
large voltage separation between the resonant peaks.

Optical measurements are useful for assessing quantum
energy levels only. Alsmeier et al. successfully obtained the
quantum energy levels of Si dots using far-infrared transmis-
sion measurements [42]. They fabricated MOS devices with
periodic arrays of electron dots on Si, which were widely tun-
able in diameter, employing electrostatic confinement with
dual gates, as described in Section 2.2.

Several groups [109–111] reported the electrical measure-
ments for diodes consisting of a SiO2/Si nanocrystals/SiO2
structure after Alsmeier’s report; however, accurate separa-
tion of the effects of quantum size and single-electron charg-
ing has not yet been achieved.

The quantum size effect in a transistor structure is
described in the section on single-electron transistors
(Section 4.2.2) as it appears with single-electron charging
effects in the transistor characteristics.

4.2. Single-Electron Effect

4.2.1. Single-Electron Charging Effect
Studies on the single-electron charging effect in solids orig-
inated in attempts to clarify the electrical conductivity of
thin metal nanocrystal films. The importance of single-
electron charging effects in the temperature and electrical
field dependence of resistance in the plane of thin films com-
posed of very small metal particles was first recognized in

1951 by Gorter [3]. In 1962, Neugebauer and Webb [112]
confirmed these results experimentally. They measured elec-
trical conduction in the film plane of ultrathin, evaporated
metal films and obtained results that could be interpreted
on the basis of the single-electron charging effect, that is,
activation-type conductance, constant conductance in low
electrical fields, and an increase in conductance in high elec-
trical fields. In 1968, Giaever and Zeller [4] performed an
interesting set of experiments designed to more clearly show
the effect of single-electron charging on electron transport
through extremely small metal particles in solids. They fab-
ricated a diode structure of Sn particles with a diameter
of about 20 nm and a double tunnel junction, and mea-
sured the electrical conductivity along the vertical direc-
tion to the plane at low temperature. They interpreted the
high-resistance zero-bias anomalies by reasoning that the
Coulomb-charging energies for the individual nanoparticles
acted in such a way as to suppress electron tunneling to
them. A detailed transport theory was later developed by
Kulik and Shekhter in 1975 [113]. Much of our present
understanding of the single-electron charging effect was
developed in these early studies.

However, one drawback of these studies was inadequate
control of the size and position of the nanocrystals. Con-
sequently, the results obtained were the averages for the
nanocrystals, leading to indirect proof of the existence of
a single-electron charging effect. The lack of uniformity
in their size and position also rendered these nanocrystals
unsuitable for device application.

4.2.2. Single-Electron Transistor
Inversion-Type Si Single-Electron and Single-Hole
Transistor Since the theoretical proposal of single-
electron transistors (SETs) [6], there have been exten-
sive experimental and theoretical studies on single-electron
devices (SEDs). As previously mentioned (Section 1), SETs
were initially fabricated using metal or compound semicon-
ductors and measured at low temperatures to investigate
the physics of the devices [7–9]. Reports of the use of Si in
SEDs began appearing in the mid-1990s. The major reason
for this timing was that the study of SETs was then more
or less entering the practical phase of the research. From
the point of view of down-scaling, the feature size of CMOS
transistors would be comparable to that of SETs. Si-based
SEDs have an advantage over those based on metal or com-
pound semiconductors because of their compatibility with
Si LSI technology. Another reason for the timing was that
researchers were becoming aware of the potential to use the
mature technologies used to fabricate Si LSI circuits (such
as lithography, etching, and oxidation) in the fabrication of
the extremely small structures required for high-temperature
operation of SEDs. In addition, the ability to use fabrication
technologies that required minimal changes to existing LSI
device production facilities was a great advantage.

In the beginning, even for Si SETs, many of the fab-
ricated Coulomb islands were rather large and single-
electron effects were observed only at low temperatures.
Coulomb oscillations and/or Coulomb gaps were observed
for Si metal-oxide-semiconductor field-effect transistors



Silicon Quantum Dots 847

(MOSFETs) with a dual gate structure at 100 mK in 1994
[114], and at 4.2 K in 1995 [115] and 1996 [116]. In these
devices, the lower gate formed a narrow inversion chan-
nel and the upper gate, which was made up of crossbars
insulated by thick SiO2, introduced potential barriers at
constant intervals in a narrow channel. A Coulomb island
was formed between two adjacent barriers in the channel.
Another method of forming a Coulomb island is to use thin
Si-on-insulator (SOI) materials since the thickness of the top
Si layer of the SOI wafer can easily be reduced by oxidation
and removal of the oxide. In 1994, SETs operating at up to
4 K were fabricated in thin SOI wafers using EB lithography
and an isotropic dry-etching process [117]. Two EB lithogra-
phy steps were used to form the Coulomb island. First, EB
lithography and dry etching formed a narrow channel wire,
and in the second stage, dry etching was applied for a short
time to produce a narrow region in the channel for tunnel-
ing barriers. Also, using a thin poly-Si film on SiO2 makes
it easy to realize a size reduction in the vertical direction
[118]. Using EB lithography and dry etching for patterning
in the lateral direction, a Coulomb island was formed and
operation of the SET was observed at 4.2 K (in 1995) [118].

From the point of view of its practical application, an
important report was published by Takahashi et al. in 1994
[11]. They realized room-temperature operation of Si SETs
using a pattern-dependent oxidation [PADOX] technique to
achieve a very thin Si layer on SiO2 [11, 119]. Conductance
oscillations were observed at room temperature. Self-aligned
processes usually have the drawback of insufficient control-
lability of the size and position of the structure formed.
However, since the PADOX technique is a mixture of arti-
ficial and self-aligned fabrication methods, the size of the
Si Coulomb island and its arrangement can be controlled
to some extent. Using this PADOX technique or a modi-
fied PADOX technique (V-PADOX) [120], their group fab-
ricated a Si SED that showed current switching at 30 K
[121], two-input exclusive-OR gate function [122], and a
CMOS-type inverter [123], for application such as in single-
electron pumps and single-electron binary-decision-diagram
(BDD) circuits. As well, a universal literal gate and a quan-
tizer [124], which are basic components of multiple-value
logic (MVL), were realized using the SETs fabricated by
the above technique and MOSFETs fabricated on the same
wafer. Since these MVL components are extremely compact,
the number of elements can be greatly reduced by using
merged SET-MOSFET devices.

After the report of room-temperature operation of a SET
in 1994, various SETs operating at high temperatures were
reported. By optimizing EB lithography and dry-etching
techniques, Leobandung et al. [125] fabricated lithograph-
ically defined Si quantum dots with a diameter of about
20 nm. SETs and single-hole transistors (SHTs) that used
the small island as a Coulomb island demonstrated quantum
effects as well as Coulomb blockade effects at temperatures
over 80 K. The SHTs [126] were fabricated using the same
fabrication process except that the source, drain, and poly-Si
gate were doped with a different type of species from those
of the SETs.

Coulomb islands in the above SETs were fabricated
(at least partly) with the help of dry etching. Thus, dam-
age caused by dry etching had to be reduced by subsequent

oxidation. In addition, the tunnel barriers between the
Coulomb island and the source/drain regions were formed
in the narrow Si wire where the quantum size effect raises
the potential compared with that in the island. Oxidation
after dry etching enabled the sizes of the Coulomb island
and tunnel barriers to be further reduced. It should be noted
that after dry etching, damage can be amended and the
size of the Coulomb island and tunnel barriers reduced by
using a wet-etching process [43, 127]. Nakajima et al. fabri-
cated SETs showing clear Coulomb oscillation at 4 K using
the wet-etching process [127]. In contrast, when Coulomb
islands are formed using a deposition process, simple,
damage-free fabrication is possible. In this case, the tunnel
barrier usually consists of SiO2 or air. Tunnel barriers made
of SiO2 have the advantage of greater barrier height, which
is one of the conditions required for high-temperature oper-
ation of SETs [128, 129]. Choi et al. observed a Coulomb
staircase and Coulomb oscillation at room temperature [34]
using a conventional LPCVD method for Si nanocrystal for-
mation, as described in the previous section [31, 32]. A few
Si nanocrystals with a diameter of around 10 nm were posi-
tioned between ultrasmall metal pads with a gap <30 nm in
the SiO2 layer. However, with deposition methods, selecting
only one Coulomb island and controlling its precise location
present a difficult problem that has not yet been solved.

An interesting method has been proposed for realizing
a high-temperature operating SET. A SET with a Coulomb
island of a size beyond the limits of current state-of-the-art
lithography was recently fabricated by Kim et al. [130, 131].
An amorphous Si side-wall was used as an etch mask for
the formation of a SOI narrow channel wire. This method
of side-wall patterning enables nanoscale patterning using a
combination of conventional lithography and process tech-
nology. The SET has side-wall depletion gates on the nar-
row SOI channel, forming a small Coulomb island. The
advantage of a side-wall structure is that it can implement
a feature size below the limit of EB lithography. Periodic
Coulomb oscillations have been observed up to 77 K and
basic operation of a dynamic multifunctional SET logic cir-
cuit has been successfully demonstrated at 10 K by combin-
ing the fabricated SETs and a MOSFET.

Quantum Size Effects Quantum effects have more influ-
ence on the electrical characteristics of SETs and SHTs
at higher operating temperatures since a smaller sized
Coulomb island is required for stable operation at higher
temperatures [125, 126, 132–136]. Roughly speaking, the
quantum confinement energy is inversely proportional to
the square of the dot size while the single-electron charg-
ing energy is inversely proportional to the dot size only.
Therefore, the effect of quantum-level spacing increases and
cannot be neglected as the island size decreases. To cal-
culate the precise quantum-level spacing, it is necessary to
know the confinement potential. However, precise poten-
tial profiles for the confinement have not yet been deter-
mined experimentally for SETs. Although experimentally
obtained addition energy has been compared with calculated
quantum confinement energy [125, 126, 132], the periodic
drain current oscillations cannot be explained by assuming
a simple potential well model for the confinement. How-
ever, more reliable values for quantum-level spacings were
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obtained using the positions of the negative differential con-
ductance and fine structures [134]. It has been suggested
that in extremely small devices operating at room tempera-
ture it is very hard to predict the Coulomb oscillation peak
positions due to these quantum confinement effects as well
as the background charge since the energy spectrum fluctu-
ates not only according to the size of the Si island but also
according to the shape and orientation of the island [135].
Takahashi et al. proposed a method for adjusting the peak
position after device fabrication by injecting charges into the
Si nanocrystal floating gates [136].

Effect of High Doping Although various contingent phe-
nomena, such as unintentionally introduced impurities or
EB irregularities, can result in size reduction of the
Coulomb island or tunnel barriers beyond the limits of state-
of-the-art lithography, the controllability and reproducibility
of the device fabrication method are extremely important in
integrating the devices into circuits. Augke et al. suggested
that highly doped SETs, nominally consisting of a single
island and two Si tunneling barriers, act either as a SET with
multiple Coulomb islands or as a SET with a single island
corresponding to the geometric shape of the device, depend-
ing on the gate voltage applied [137]. The multiple islands
are formed by the additional tunneling barriers introduced
into the device as a result of fluctuations in the dopant con-
centration. These barriers can be removed by raising the
Fermi level via the application of an appropriate gate volt-
age since the height of the barriers is usually less than that
of a barrier defined by the geometrical shape. In another
view, Sakamoto et al. [138] suggested that when the doping
level is extremely high, fluctuations in the dopant concentra-
tion may be statistically very small, resulting in the electrical
characteristics expected for a SET with a single island cor-
responding to its geometric shape.

System with Multiple Coulomb Islands Conversely,
Coulomb islands can be self-assembled utilizing the dopant
fluctuations discussed earlier. Frequently, Coulomb block-
ade phenomena have been observed in the conduction of
highly doped narrow Si wires. Smith and Ahmed [139]
observed the Coulomb blockade phenomena in highly doped
(phosphorus) narrow Si wires (60–70 nm wide, 40 nm high,
and 4–6 �m long) with a side-gate in a SOI configu-
ration. They observed Coulomb oscillations with multiple
periodicities as a function of the gate voltage and a mini-
mum blockade size greater than zero. These phenomena are
characteristic of single-electron tunneling in multiple-tunnel
junctions of varying Coulomb island sizes, since the charg-
ing energy levels in each island in such a multiple island
system can never be aligned with each other and the source-
drain voltage at the same time. In this system, the gate
coupling to the Coulomb island and the charging energies
vary. There is speculation that the Coulomb islands and tun-
nel barriers are formed due to the dopant distribution. It is
noted that in these high-doped narrow Si wires, equidistant
peaks in the Coulomb oscillation have been reported. Tilke
et al. [140] reported that 50-nm-wide Si wire fabricated on
highly doped (As) SOI material shows equidistant peaks in
the Coulomb oscillation at temperatures up to 100 K. They
speculated that the pattern-dependent two-dimensional oxi-
dation of laterally structured SOI wires is the reason for

this. Another possible reason is the segregation effects of As
dopants during thermal oxidation at the rough edge of the
wire. They emphasize that the advantage of high doping is
that it inhibits the separation of discrete energy levels, and
that the charging energy for adding one electron to the SET
is ideally not perturbed by the single-particle energy states.

Similar Coulomb blockade effects have been observed
in the conduction of narrow poly-Si wires. The structural
characteristics of the Si wires very much depend on the
deposition method and conditions, and directly influence the
electrical properties.

Ng et al. [141] examined the effect of wire length on the
single-electron charging effect in ultrathin (∼7 nm) wires
of partly recrystallized poly-Si fabricated using electron-
beam annealing of hydrogenated amorphous Si deposited by
PECVD. In their work, long wires of micron-scale length
and 50 nm in width were likely to exhibit Coulomb block-
ade effects at high temperatures of 70 K. Within the wires,
Coulomb islands are speculated to be tapping sites in amor-
phous regions at grain boundaries. Another possibility is
that a confinement due to potential fluctuations arising from
dopant distribution forms Coulomb islands. In addition,
the poly-Si grains may act as tunnel barriers. The larger
Coulomb gaps observed with increasing wire length can
be interpreted as quasi-one-dimensional multiple Coulomb
island systems.

Solid-phase crystallized narrow poly-Si wires have exhib-
ited single-electron charging effects. The wire was formed
using thermal recrystallization of amorphous Si deposited
by the PECVD method. After heavily doped (phosphorous)
wire had been defined, thermal oxidation was performed,
resulting in a minimum wire cross-section of 20 × 30 nm2

[142]. In these wires, finer peaks are superimposed on the
main peak in the Coulomb oscillation, suggesting the pres-
ence of a multiple tunnel junction along the poly-Si wires.
The Coulomb islands are considered to be the poly-Si grains
and the tunneling barriers are SiOx created at the grain
boundaries [143]. In the narrow wires, poly-Si grains form a
one-dimensional chain of Coulomb islands, creating a mul-
tiple tunnel junction device.

Kawamura et al. [144] investigated narrow (≥95 nm) and
extremely thin (∼7 nm) heavily phosphorous-doped poly-Si
wires fabricated using LPCVD. The wire was fabricated in a
two-step process: amorphous Si was deposited on the SiO2
film at 520 �C by LPCVD and polycrystallized by anneal-
ing at 650 �C. The increase observed in the peak number
of Coulomb oscillations with increased temperature (from 5
to 10 K) indicates that multiple Coulomb islands are con-
nected in series in the narrow wire (120 nm wide). This
is because, for electrical conduction to occur in a multi-
ple Coulomb island system, the electrochemical potentials
of each island must be at the same level within the lim-
its imposed by thermal smearing. That is, kT determines
the allowable mismatch between the electrochemical poten-
tials of all of the islands. An increase in the peak number
of Coulomb oscillations was also observed with increas-
ing drain voltage in the narrow wire at 5 K, which indi-
cates that the tunneling process occurs in the nonresonant
inelastic tunneling mode. In nonresonant inelastic tunnel-
ing, an electron can tunnel through the multiple barri-
ers between two adjacent islands nonresonantly by emitting
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acoustic phonons. In the wires, the Coulomb islands are
considered to be the small poly-Si grains and the tunneling
barriers are the high potential barrier layer created at the
grain boundaries due to the segregation of impurity atoms
or the presence of a large number of trapping states in
that region. The barrier height was estimated to be 26 meV
from the activation energy of the conductance. The tem-
perature dependence of the conductance within and outside
of the Coulomb gap, suggested the generation of a charge
soliton.

There are several advantages in using multiple tunnel
junctions (MTJs). One is the ability to raise the operat-
ing temperature of the device in an MTJ system since the
effective junction capacitance decreases due to the capaci-
tances connected in series. This leads to a decrease in the
total capacitance of the island inside the MTJ system and
an increase in the charging energy of the island and a rise in
the operating temperature. Another advantage of MTJs is
the variety of their potential applications, such as to electron
pumps and quantum dot cellular automata (QCA). To use
such MTJ systems in SETs for practical purposes requires
detailed investigation of the conduction mechanism.

Detailed descriptions of the fabrication procedure and
measurements for SETs with one- and two-dimensional reg-
ular arrays of MTJs with metallic islands have been previ-
ously reported [8, 145, 146]. In such arrays, the presence
(or absence) of one electron on an island induces the polar-
ization of neighboring islands, described as a charge soliton
(or antisoliton). However, for Si SETs with a MTJ system,
most of the investigated arrays were naturally formed ones
where junction size and position fluctuated, and they have
not been evaluated precisely, as described earlier [34, 140,
144, 147]. Since the number of junctions is also unknown,
the possibility of the contribution of solitons to conduction
is suggested by Kawamura et al. [144], as mentioned above,
only in these naturally grown systems.

To examine the conduction mechanism and the effect of
solitons in detail requires the fabrication of a regular array
of MTJs with numerous islands, in which the concept of
solitons is important. Nakajima et al. [148] fabricated a Si
SET with a one-dimensional regular array of MTJs with
11 islands for high-temperature operation and investigated
the conduction mechanism in relation to solitons. A one-
dimensional regular array of MTJs consisting of 11 islands
was fabricated using EB direct writing in a SOI layer (Fig. 9).
The tunnel barriers were formed in constrictions of sili-
con in between the islands due to the quantum size effect.
The top layer of silicon and the buried oxide on the SOI
wafers were 20 and 400 nm thick, respectively. Doping of
the top silicon layer was carried out using POCl3 diffusion
(2× 1020 cm−3). The fabrication process included EB lithog-
raphy and dry etching using an electron cyclotron resonance
(ECR) etcher with the resist pattern as a mask. Subsequent
isotropic wet etching in a NH4OH/H2O2/H2O solution [43]
reduced the dimensions of the device and amended dam-
age that occurred during the dry-etching process. The widths
of the barrier and island region were about 40 and 60 nm,
respectively, as seen in Figure 9b.

For application to a QCA, Single et al. investigated a SET
that included double islands with a regular array of junctions
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Figure 9. (a) Equivalent circuit of fabricated single-electron transistor
(SET) with multiple tunnel junctions (MTJs) consisting of 11 islands.
Cs , Cg , and C represent the substrate capacitance, gate capacitance,
and tunnel junction capacitance of a Coulomb island, respectively. Par-
asitic capacitance C0 of the island consists of Cs and Cg . (b) Plan-view
scanning electron microscopy (SEM) micrograph of the SET. Reprinted
with permission from [148], A. Nakajima et al., Appl. Phys. Lett. 81, 733
(2002). © 2002, American Institute of Physics.

connected in series using EB lithography [149]. They con-
firmed the charge distribution between the dots on the sys-
tem could be changed by the amount of one electron by
measuring the drain current as a function of the two side-
gates for each dot at 4.2 K.

4.2.3. Single-Electron Memory
Yano et al. reported the first room-temperature operation
of a Si single-electron memory (SEM) in 1993 (Fig. 10)
[10]. The SEM was based on a similar operating principle
to that of a flash memory, except that the single-electron
charging effect was utilized in the write/erase process [10,
150]. These reports were of great significance because they
were the first to point out the potential application of single-
electron devices to ultra-LSIs (ULSIs). The SEM uses very
thin Si film (only about 3 nm thick), in which nanoscale
grains form nanoscale Coulomb islands and a series of some-
what larger nanoscale grains forms the channel. Since there
is a high statistical probability that one or more Coulomb
islands are in the vicinity of the channel, the trapped charge
in the Coulomb islands modulates the threshold voltage of
the transistor section of the SEM. This concept overcomes
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Figure 10. A schematic device structure of Si single-electron memory
fabricated by Yano et al. Reprinted with permission from [10], K. Yano
et al., “IEEE International Electron Devices Meeting,” 1993, p. 541.
© 1993, Institute of Electrical and Electronics Engineers, Inc.

the main difficulty for SEMs in reading out small charges
trapped in Coulomb islands at room temperature.

The most difficult problem in SEMs with naturally formed
structures is the suppression of cell-to-cell scattering of the
threshold voltage, which is essential for an acceptable error-
rate memory system. To solve this problem, Ishii et al.
introduced the concept of a verify process [151], which is
described in detail later. A prototype of an ultralarge inte-
grated SEM circuit (128 Mb) was demonstrated [152], in
which the verify process was applied after both the writing
and erasing processes, and a double-stacked memory cell
structure was used. Utilizing the concept proposed by Yano
et al., a Si single-electron memory with a structure more sim-
ilar to that of flash memory was reported in 1995 by Tiwari
et al. [30]. This device has a conventional MOSFET with Si
nanocrystals acting as floating gates that are separated from
the channel by a thin tunnel SiO2 (Fig. 11) [30, 153–155].
In this device, single-electron transfer through the oxide was
realized between the wide channel region and the Si nano-
crystals by direct tunneling (DT) at 77 K. This SEM has
several promising features over those of conventional flash
memories, although the improvement of the SEM, such as
the size of the Si nanocrystals, their uniformity, and density,
is necessary for application to ULSIs. The advantages are as
follows: (1) simple, low-cost device fabrication due to none
of the complications associated with the dual poly-Si pro-
cess used in a conventional flash memory; (2) better reten-
tion owing to the suppression of leakage currents between
the nanocrystals and channel due to Coulomb blockade and
quantum confinement effects [154]; and (3) again, better
retention owing to the suppression of the leakage current
between the nanocrystals and channel due to lack of conduc-
tion between the nanocrystals [153]. These improvements in
retention time enable thinner tunneling oxides and lower
operating voltages.

The next key research target for the nanocrystal memory
described above is to further improve the threshold volt-
age characteristics and retention time. Refining the physical
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Figure 11. A schematic cross section of Si single-electron memory fab-
ricated by Tiwari et al. (a), and band diagram during injection (b), stor-
age (c), and removal (d) of an electron from a nanocrystal. Reprinted
with permission from [153], S. Tiwari et al., Appl. Phys. Lett. 68, 1377
(1996). © 1996, American Institute of Physics.

properties of the Si nanocrystals, such as crystal size and
size distribution, and nanocrystal densities in the tunneling
dielectrics, will directly contribute to this improvement. For
this purpose, various tunneling dielectrics have been stud-
ied because the physical properties of the underlying layer
largely influence the properties of the deposited Si nano-
crystals. Kim et al. proposed ultrathin LPCVD Si3N4/SiO2
double layers as tunneling dielectrics for use in a DT regime
[156]. Because LPCVD Si3N4 has a rougher surface than
thermal SiO2, smaller and more uniform Si nanocrystals, at a
higher density, can be deposited on LPCVD Si3N4 compared
with those obtained on gate SiO2. As a result of these fea-
tures, clearer single-electron tunneling effects in the drain
current versus gate voltage characteristics were observed
for SEMs with double-layer tunneling dielectrics than for
those with SiO2 tunneling dielectrics at room temperature.
In addition, Fernandes et al. proposed using atomic-layer-
deposited (ALD) Al2O3/SiO2 double layers as ultrathin tun-
neling dielectrics in a DT regime [157]. Better control of Si
nanocrystal density against deposition conditions (SiH4 pres-
sure) was obtained for the deposition of nanocrystals on
Al2O3 than on Si3N4. Better charge retention was also
observed for double-layer tunneling dielectrics than for SiO2
tunneling dielectrics.

To improve the physical properties of Si nanocrystals,
a new formation process was introduced to SEM fabrica-
tion. De Blauwe et al. adopted a three-step aerosol process
for Si nanocrystal fabrication and fabricated a floating-gate
FET that acts in a Fowler–Nordheim (FN) tunneling regime
[158]. The three-step process separates formation of Si
nanocrystals, their surface oxidation, and their deposition
onto the tunneling dielectrics.

The above reports of using SEM in a DT regime are all
for n-channel nanocrystal memory. In contrast, the feasi-
bility of p-channel nanocrystal memory was demonstrated
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by Han et al. [159]. They observed Vth shifts due to hole
tunneling in the Si nanocrystals through 4-nm-thick SiO2
tunneling dielectrics. Since the barrier height of SiO2 tun-
neling dielectrics for holes (about 4.7 eV) is larger than that
for electrons (3.1 eV), the FN tunneling component due to
holes is much smaller than that of electrons, leading to diffi-
culties in using p-channel EEPROM devices in a FN regime.
However, in a DT regime, the difference in gate tunneling
current is less between n-channel MOSFETs and p-channel
MOSFETs than in a FN regime. This suggests the possibility
of using flash-type p-channel devices in a DT regime. They
also observed better retention characteristics for holes than
for electrons due to the higher barrier height of SiO2 for
holes than for electrons.

Interestingly, Ishii et al. proposed a new concept for uti-
lizing a SEM with Si nanocrystals to replace a conventional
nonvolatile memory with floating gates [160]. The devices
they proposed are used in a FN regime with improvements
in write/erase and retention characteristics. As charges are
stored separately in multiple nanometer-size dots, only a
limited quantity of nanocrystals are affected by weak spots
in the surrounding insulator. This suppresses the generation
of cells with an abnormally short retention time. Average
write/erase operation between the nanocrystals sharpens the
characteristic distribution of the device.

To attain long charge-retention characteristics without
losing the high-speed write/erase characteristics of a DT
regime, Ohba et al. proposed and fabricated a floating gate
structure consisting of self-aligned double-stacked Si dots
(Fig. 12) [161]. They showed that a SEM with double-
stacked Si dots exhibited more than 102 times longer reten-
tion than a conventional SEM with a single-layer Si nano-
crystal floating gate. This improvement in retention was
attributed to quantum confinement and a Coulomb block-
ade in the lower Si dot. The trade-off between retention and
write/erase speed is resolved by applying a high gate voltage
for write/erase processes. Applying a high voltage enables
a high write/erase speed. Since charge retention is carried
out in the low gate voltage region, it is possible to obtain
a long retention time without losing high-speed write/erase
capability.

It should be noted that there have been attempts to use
nanocrystals other than Si nanocrystals as floating dots in
SEMs. Hanafi et al. fabricated a SEM with Ge nanocrystals

n+ poly gate

30 nm

3 nm

source p-type substrate

Upper Si dot

Lower Si dot

3 nm

drain

Figure 12. A schematic diagram of Si self-aligned double-dot mem-
ory fabricated by Ohba et al. Reprinted with permission from [161],
R. Ohba et al., “IEEE International Electron Devices Meeting,” 2000,
p. 313. © 2000, Institute of Electrical and Electronics Engineers, Inc.

formed using a Ge ion implantation technique [155]. A high
dose of Ge was ion implanted into thermal SiO2 followed
by annealing to introduce Ge nanocrystals into the oxide as
floating gates. The drawback of this technique is the broader
spatial distribution of the nanocrystals in the SiO2, although
it has the advantage that some of the nanocrystals are only
a short oxide thickness away from the channel. King et al.
developed a novel technique for fabricating Ge nanocrystals
as floating gates that permitted more precise position con-
trollability and uniformity of depth direction in SiO2 [162].
The technique, which is based on thermal oxidation in com-
bination with Ge segregation phenomena, provides excellent
control of thickness for the top and bottom oxide layers
that sandwich the nanocrystals. Taking another approach,
Nakajima et al. developed a simple technique for fabricating
metal nanocrystals as floating gates, which enables excellent
uniformity of size and position, especially in depth direc-
tion [163–168]. The advantage of using metal nanocrystals
as floating gates instead of semiconductor ones is the iden-
tical addition energy they provide because the contribu-
tion of the quantum confinement energy is negligible. Sn
nanocrystals have been fabricated in thin thermally grown
SiO2 layers using low-energy ion implantation followed by
thermal annealing [163–165]. The average diameter of the
resulting Sn nanocrystals is 4.2 nm with a standard deviation
of 1.0 nm. Sn nanocrystals preferentially reside in the SiO2
layer at about 2 nm from the SiO2/Si interface. This stable
depth and excellent size uniformity are probably related to
the transition region near the SiO2/Si interface where com-
pressive strain due to density mismatch occurs.

There may be an optimum nanocrystal depth and size
that minimizes strain energy. Sb nanocrystals have also been
fabricated in thin thermally grown SiO2 layers using the
same technique of low-energy ion implantation followed by
thermal annealing [166–168]. Strictly speaking, the proposed
method, which uses Sn in ion implantation, is not completely
compatible with LSI fabrication since Sn is not typically
used in conventional LSI device fabrication. However, Sb
is one of the typical doping species used in conventional
LSI fabrication. In contrast to the formation of Sn nano-
crystals described above, when Sb nanocrystals are formed in
a thin thermally grown SiO2 layer, not only the effect of the
compressive strain near the SiO2/Si interface, but also the
narrow as-implanted profile resulting from low-energy ion
implantation contribute to uniform size and depth. When a
narrow as-implanted profile is achieved with low-energy ion
implantation, it results in an almost constant ion concentra-
tion in only a narrow region. If this narrow ion distribution
can be adequately maintained during thermal annealing due
to the slow diffusion of Sb in the SiO2 region, the narrow
profile will result in very uniform depth and size.

However, these devices used naturally grown Si nano-
crystals as floating dot gates [10, 30] or even channels [10],
leading to difficulties in controlling size, number, and posi-
tion. This, in turn, led to poor uniformity and difficulties in
analyzing the electrical characteristics. Hence, there was an
urgent need for technology that could fabricate nanoscale
features with precise control over size, number, and position.
Thus, the next step in improving these devices was to arti-
ficially fabricate nanoscale floating dots and channels using
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EB lithography. Consequently, in 1996 [169], a Si single-
electron memory that could operate at room temperature
was reported by Nakajima et al. with a nanoscale floating
dot gate artificially fabricated using EB lithography and sub-
sequent etching as described in Section 2.2. In this mem-
ory device [127, 169–171], a new technique was developed
using a self-aligning process whereby a nanoscale floating
dot gate was stacked exactly above a channel of nanoscale
width (Fig. 13). This device thus allowed precise control over
the size and the position of the floating dot gate, with the
result that quantized threshold voltage (Vth) shifts due to
single-electron transfer between the floating dot and chan-
nel were observed at room temperature (Fig. 14). Similar
devices were reported around the same time [172].

Interestingly, the channel region beneath the floating dot
is slightly wider than other channel regions in this device
due to the lateral etching property of dry etching [127, 171].
This slightly wider channel region has been found to act as
a Coulomb island at low temperatures. Consequently, this
device can realize single-electron transfer not only between
the floating dot and channel but also along the channel. If
the Coulomb oscillation due to the single-electron transfer
along the channel is combined with the quantized Vth shifts
due to single-electron transfer between the floating dot and
the channel, the possibility arises of producing a memory
with ultralow power consumption.

Control gate
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Figure 13. (a) A schematic diagram of Si single-electron memory with
a self-aligned nanoscale floating dot gate fabricated by Nakajima et al.
The shaded source and drain regions are heavily implanted with As+.
(b) Cross-sectional view along the a-a′ line. Reprinted with permission
from [170], A. Nakajima et al., Appl. Phys. Lett. 70, 1742 (1997). © 1997,
American Institute of Physics.
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Figure 14. The drain current (Id) vs. control gate voltage (Vg) charac-
teristics at room temperature for a FET with a floating dot gate (a)
and (b) and for a FET with no floating dot gate (c). Reprinted with
permission from [170], A. Nakajima et al., Appl. Phys. Lett. 70, 1742
(1997). © 1997, American Institute of Physics.

It should be pointed out that the results of simulations
have been published for the electrical characteristics of
single-electron memories with a nanoscale floating dot gate
[173, 174], and that the results obtained by Amakawa et al.
provide a good explanation for the experimental results
described in this section [174].

5. CONCLUSIONS
When the device size of MOSFETs decreases, the decrease
in the mean number of carriers results in an increase in
the thermal fluctuations of the carrier number relative to
the mean value. This fluctuation in carrier numbers lowers
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the reproducibility of the electrical characteristics for indi-
vidual MOSFETs and between MOSFETs. Single-electron
devices, which employ the Coulomb blockade effect, have
the advantage of suppressing this fluctuation in carrier
numbers [175].

To be considered as candidates for use in future LSI cir-
cuits, single-electron devices must be highly integrated and
capable of operating at room temperature. It is therefore
necessary to examine the reliability of the system at room
temperature when single-electron devices are highly inte-
grated. However, only a few reports have been published on
this issue.

Two groups have anticipated the reliability of integrated
single-electron memories at room temperature [175, 176].
Yano et al. [175] reported experimentally and theoretically
on the time dependence of the probability distribution of the
numbers of stored electrons for a single-electron memory
with a floating dot gate. They showed that the probability
distribution was clearly affected by the Coulomb blockade
effect: the probability of a second-electron injection into the
floating dot is much lower than the value expected for a
Poisson distribution, which appears in the electron-tunneling
process when the Coulomb blockade effect is absent. Due
to the suppression of the second-electron injection into the
floating dot gate (which was 10 nm in size), the probabil-
ity of storing two electrons less than the average number
of stored electrons is lower than the probability required
by each memory cell for the operation of a 1-gigabit (Gb)
memory chip with a 1000-fit error-rate. From this, they sug-
gested that the average number of electrons required to
achieve reliable operation is at least five, assuming that a
20% electron-count deviation is tolerable for each memory
cell.

Usuki et al. [176] analyzed theoretically the basic trade-off
between write errors and the number of stored electrons in
a single-electron memory with a nanoscale floating dot gate
at room temperature. They calculated the partition func-
tion from the charging energy of the floating dot, and then
evaluated the mean number of stored electrons in the dot
and the write error rate at room temperature. The write
error rate was defined as the probability that the number of
stored electrons is less than half the mean number of stored
electrons. For a floating dot with a diameter of 10 nm, it
was found that more than seven electrons are necessary at
room temperature to maintain an error rate of 10−15, which
is the rate required by each memory cell to ensure reliable
writing for a 1-Gb memory. The energy consumption of the
memory cell was also estimated and found to remain low,
even though each cell uses more than seven stored electrons.
These results indicate that a memory with a small number n
of stored electrons (n > 7) exhibits no disadvantages relative
to single-electron memories with one stored electron.

These reports suggest that it is difficult to employ an
integrated system when the write operation of the single-
electron memory uses only a single-electron injection into
a floating dot bigger than 10 nm. A simple calculation of
the thermal fluctuation in the number of stored electrons
(neglecting the discreteness of the quantum level in the
floating dot) [176] shows that a floating dot with a diameter
of less than 1 nm is required to obtain reliable write oper-
ation in an integrated system with only one stored electron

in each memory. Since it is extremely difficult to repro-
ducibly and uniformly fabricate a floating dot with a size
of 1 nm with current fabrication technology, the develop-
ment of single-electron memories that use a small number
of stored electrons is probably a suitable objective for the
next stage of research.

Another difficult problem encountered in the search for
a memory that uses a small number of electrons is thresh-
old voltage scattering due to background charges. To resolve
this, Ishii et al., [151] proposed a new concept of applying
the verify process, which has already been used in the oper-
ation of flash memory, to a single-electron memory. This
process reduces not only the threshold voltage scattering due
to stochastic variation and thermal fluctuation of the stored
charge in the floating dot gate but also the scattering due to
background charge. Threshold voltage and write time scat-
tering between devices caused by the size and the positional
fluctuation of nanoscale structures will also be suppressed
by this verify process.

To produce memories that use few electrons, it is also
necessary to investigate read and retention errors, since
these also affect actual memories. It is equally necessary to
continue efforts to improve the fluctuation in size and the
productivity of nanoscale structures, and to control the dis-
tribution of background charge.

Unfortunately, the prospects for integration of the logic
circuits of single-electron transistors (SETs) are not as bright
as those for the memory devices described above. Kuwamura
et al. [177] simulated the operation of complementary-SET
(CSET) inverter circuits and pointed out that reliable oper-
ation at room temperature requires the total capacitance of
the Coulomb island for each SET to be less than 0.16 aF
(which corresponds to the self-capacitance of a Si dot with
a diameter of around 1 nm in SiO2) when CSET inverter
circuits are highly integrated (a system of 1010 CSET invert-
ers with an effective operating rate of 1% operates without
error during a 10-year period with a clock rate of 100 MHz).
When Shimano et al. [178] carried out simulations to test the
reliability of CSET inverter circuits, they found that unless
a 0.1-nm square tunnel junction of the Coulomb island is
fabricated for each SET, at room temperature, it seems to
be impossible for the CSET inverter circuit to meet the sys-
tem specifications for reliability required by conventional Si
ULSI systems (the system bit error rate is 10−10 during a
10-year operation period with a gate number of 100 kgates
and a clock rate of 100 MHz).

Although several other logic circuits with SETs have been
proposed [179, 180], no evaluation of their reliability in a
highly integrated system have been performed at room tem-
perature. The situation is further complicated by the fact
that changes in the peak and valley positions of the Coulomb
oscillation due to background charges increase the error rate
of logic circuits with SETs [181]. In contrast to the case for
memory (the verify process cannot be used for logic cir-
cuits), at present there are no reasonable solutions to the
problem of background charge. Therefore, it is extremely
important to clarify whether reliability can be maintained at
room temperature when the logic circuits of SETs are highly
integrated.
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GLOSSARY
Addition energy Energy required to add or remove an
electron to/from a dot. This energy generally includes both
the contributions of charging energy and of quantum level
spacing.
Charge soliton (antisoliton) In one- or two-dimensional
regular array of multiple islands with multiple junctions, the
presence (or absence) of one electron on an island induces
a polarization of neighboring islands. The transfer of the
charge distribution is called charge soliton (antisoliton).
Electron pump One of the single-electron devices cate-
gorized as a single-charge transfer device. Electron pump
transfers exactly one electron from the source to the drain
during one cycle of ac gate biases, even when the drain is
reversely biased. Hence the name “pump.”
Flash memory Electrically erasable and programmable
read-only memory in which all the memory cells are erased
in a lump.
Indirect bandgap semiconductor Semiconductor in which
the minimum in the conduction band and the maximum in
the valence band occur at different wave vectors.
PIN diode A diode in which a thin but lightly doped region
is introduced between the p- and the n-side of a p-n junc-
tion. The lightly doped region can be assumed to be intrinsic.
Porous Si A Si layer consisting of many nanoscale struc-
tures and pores, formed by anodization of bulk Si in an
aqueous HF solution.
Quantum cellular automata A machine consisting of iden-
tical cells, where each cell stores one bit of information and
only talks to its nearest neighbors. A line of these cells can
be used to transmit binary information and these cells can
be arranged to form logic circuits.
Quantum size effect An effect in which the free electrons
of holes occupy discrete quantum levels and have a discrete
excitation spectrum when they are confined in a small region
where their de Broglie wavelength is comparable to the size
of the region.
Single-electron device A device that utilizes Coulomb
blockade effect for the electron transfer.
Single-electron transistor A transistor having one or more
Coulomb island(s) with tunnel junctions at both sides of
each island. The electron tunnel through the island(s) is
controlled by the gate voltage utilizing Coulomb blockade
effect.
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1. INTRODUCTION
In order to fabricate nanostructures, a technological process
is needed, involving mask patterning followed by a surface
machining. The final size of a device is mainly related to the
mask size. Up to now, this size has regularly decreased from
15 to 0.18 �m over the last three decades. However, the
manufacturing cost has followed the same type of variation,
but in the way of an increase, leading to econonical limits
toward 2010–2015. So, new low-cost approaches are under
study: an-organic self-assembled layer for molecular elec-
tronics, nanoprinting, or scanning probe microscope (SPM)
assisted lithography. SPM includes atomic force microscopy
(AFM) and scanning tunneling microscopy (STM), two tech-
niques based on a tip–surface interaction, with a nanometer
range resolution. For the STM, the average tip–surface dis-
tance is on the order of 1 nm, and for AFM, in contact or
noncontact mode (see other chapters of this encyclopedia
for details on AFM and STM techniques), the tip is contin-
uously or periodically in contact with the surface. If a few
volts of polarization are applied between the tip and the
surface, an electric field on the order of a few megavolts
per centimeter is generated, leading to local electric-field-
assisted oxidation of the surface. The subsequent oxide can
be used as a mask in order to pattern the surface, under
wet or dry etching. GaAs, SiGe, and Si semiconductors have
been studied. Up to now, silicon has been the most popular,
and this chapter is devoted to this material.

The aim of this chapter is to: (1) to present AFM and
STM results for oxide generation, with the different physical

parameters governing the oxidation kinetics; (2) to discuss
the proposed models used to explain the oxidation process;
(3) to show different nanodevices obtained using SPM-based
lithography; and finally, (4) to discuss the throughput of
SPM lithography, based on recent parallel approaches.

2. SILICON NANOOXIDATION
The first evidence of local nanooxidation of a silicon sur-
face was presented by Dagata et al. in 1990 [1]. The authors
used an STM on an Si(111) surface, preliminary passivated
in dilute hydrofluoric acid after RCA cleaning [2]. The mini-
mum definable feature was on the order of 100–200 nm size
for an applied tip–surface voltage of 3.5 V and a tip velocity
of 1 �m · s−1. Since STM images contain a convolution of
topographic and electronic information, the STM-patterned
features appear as 1–20 nm depressions. As silicon oxide is
typically 1 nm high with respect to the silicon surface, this
observation is in apparent contradiction with the observation
of a locally oxidated region. In fact, as the silicon dioxide
resistivity is higher than the silicon one, when the STM tip
is over the oxide, the STM current tends to decrease, and
in order to maintain a constant current, the STM feedback
loop decreases the tip–surface distance. As the displacement
of the tip perpendicular to the surface is interpreted as the
local topography, the oxide thus appears as a depression.
This observation shows us that the STM can realize local
oxidation, but is not an adequate tool to accurently measure
a local topography. However, as claimed by Dagata et al.,
this pioneer work shows that “STM-based nanotechnology
is possible.”

Modification of a silicon surface using an AFM with a
conductive tip was demonstrated by a number of authors
[3–6]. Figure 1 gives a schematic representation of the
nanooxidation process. Day and Allee [7] used buffered
hydrofluoric acid after the AFM oxidation process in order
to reveal trenches in the silicon, consistent with silicon con-
sumption in SiO2 formation. By measuring the oxide height
with the AFM, the authors showed that the oxidation is
enhanced by the electric field and limited by the diffusion of
oxidizing species. Fay et al. [8] examined a modified area of a
silicon surface using Auger, electron spectroscopy, scanning
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Figure 1. Schematic representation of the nanooxidation process.

electron microscopy, and atomic force microscopy. A com-
parison of these characterization techniques indicates that
the features are both chemical and topographical in nature,
and are the result of local oxidation of the silicon substrate.

These works have stimulated the research in the silicon
nanooxidation field. A systematic study of the influence of
the voltage and time [9–13] for STM and AFM in the con-
tact mode has begun. The main results are that the oxidation
is a tip-induced anodization and an electric-field-enhanced
reaction.

As the tip–surface interaction is strong under STM or
AFM in the contact mode, the tip reliability is poor. In 1995
and 1996, Pérez-Murano et al. [14] and Servat et al. [15]
published a new approach using an AFM working in the
tapping mode. They showed that a local oxidation is also
possible, and realizes dots and lines. As the tip–surface inter-
action is smoother than in the case of the contact mode, the
noncontact mode is more reliable than the contact mode,
with high resolution (10 nm) and high speed (0.1 mm/s).

In order to clarify the performances of SPM techniques,
Fontaine et al. in 1998 [16] investigated the three different
SPM modes. They evaluated the efficiency of each technique
in terms of reproducibility, spatial resolution, speed, and
masking capability. Their results are summerized in Table 1.

The STM mode, despite reaching an optimum resolution
of 10 nm, is not a suitable tool for nanolithography on sili-
con. In contrast, AFM in the contact mode allows high speed
(up to 1 mm/s), and can provide thick oxide (8 nm). How-
ever, these performances are achieved at the expense of loss
of spatial resolution, mainly associated with the tip shape.
AFM in the tapping mode appears to be the best compro-
mise between STM and CM–AFM, offering fine patterns as
narrow as 20 nm with relatively high speed (10 �m/s). Simi-
lar results have been recently published by Tello and Garcia
[17] in 2001.

Table 1. Comparison of nanooxidation efficiency of STM, contact mode AFM, and tapping mode AFM.

Factors STM Contact mode AFM Tapping mode AFM

Reproducibility <50% >50% >75%
Maximum speed (�m/s) 8 128a 20
Better resolution (nm) 10 30 10
Maximum thickness oxide (nm)b 1.5 8 4

a In this case, limited by SPM equipment.
b Limited by a maximum 12 V polarization associated with the equipment.

In 1999, Legrand and Stiévenard [18] introduced an orig-
inal method for better reliability of the oxidation process.
Up to then, a continuous bias voltage was applied between
the tip and the surface. Starting from the observation that
the time required to obtain 1 nm oxide thickness is on the
order of a few microseconds, they concluded that a continu-
ous bias voltage is not necessary, and they proposed a pulsed
voltage technique. In such a case, the interaction time of
the tip with the surface under the electric field decreases.
The frequency oscillation (in the noncontact mode) of the
cantilever is taken as a reference, and pulsed voltages with
variable phase and duty cycle are used. They show that the
variation of the phase allows a 100% modulation of the
oxide width. This work was later reinforced by similar results
from Pérez-Murano et al. [19] and Calleja and Garcia [20].

The role of oxygen is obviously important for the oxi-
dation process. By choosing suitable and controlled experi-
mental conditions, Marchi et al. [21] proved that the oxide
growth process is limited both thermodynamically (as evi-
denced by the voltage threshold) and kinetically (as shown
by a considerable increase of the oxide growth by an ozone
supply in the environmental gas). They proposed a qual-
itative three-step mechanism: (1) surface depassivation by
desorption of hydrogen atoms assisted by the electric field
above a threshold voltage; (2) the formation of oxyanions in
the water meniscus between the tip and the surface, a com-
plex step which may involve both electrolytic and dissolution
processes, and (3) diffusion of the oxyanions assisted by the
electric field toward the SiOx–Si interface. More quantita-
tively refined models are discussed in the Section 3 of this
chapter.

With regard to the role of water in the oxidation pro-
cess, it has been mainly studied for the tapping mode. The
formation of a water bridge between the tip and the sur-
face is driven by the electric field [22–24]. Once a liquid
bridge is formed, it provides the ionic species and the spa-
tial confinement to pattern the silicon surface. The method
was applied to write arrays of several thousand dots with a
periodicity of 40 nm and an average width of 10 nm. Finally,
Snow et al. [25] reported measurements of the kinetics of
scanned probe oxidation under conditions of high humidity
and pulsed bias. They concluded that the oxidation reaction
is dominated by the production of OH ions for the case of
moderate oxide thickness (a few nanometers) and exposure
times (typically less than 10 ms). For long exposure times
(typically more than 100 ms) and thick oxides, the effects
of ion diffusion, space charge, and stress (as pointed out in
Section 3) can eventually dominate the kinetics. In fact, for
a hydrophobic silicon surface, the oxidation rate for short
pulse duration is governed by the density of H2O molecules
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in the ambient humidity surrounding the tip–surface inter-
face. For a longer pulse duration, liquid H2O bridges this
interface, and the maximum oxidation rate increases by a
factor of ∼104 according to the increased density of H2O
molecules.

In the next part of this chapter, we discuss the different
models proposed to explain the oxidation process.

3. MODELIZATION OF THE
OXIDATION PROCESS

As the modelization of the oxidation process is a key param-
eter to predict and control the fabrication of nanostructures,
the mechanism of tip-induced oxidation has been adressed
by several authors since 1995.

The first attempt to understand the physical mechanism
and its relevance to anodization layer and thickness was pro-
posed by Gordon et al. [26], who pointed out that the initial
density of the surface OH group is rate limiting. Moreover,
using degenerated samples, they demonstrated that the pres-
ence of holes at the surface to recombine with the negative
species (O− or OH−) is requested. Indeed, under illumina-
tion, the hole concentration increases, and consequently, an
increase of the oxidation rate is observed.

Teuschler et al. [5] and Ley et al. [13] proposed an
empirical power law (h ∝ t1/4) which fits experimental data
well, but which is incompatible with classical models for
oxide growth. However, they showed the existence of a
doping-dependent threshold voltage under which no oxida-
tion occurs.

The first quantitative model based on a physical basis was
proposed by Stiévenard et al. in 1997 [27]. Their basic pro-
posed idea was to use a Cabrera and Mott model [28] devel-
oped for field-induced oxidation, and to extrapolate it for
very thin oxide. An analytical formalism fits a linear relation
between h and V and 1/h versus log(t) well. Finally, the
model allows the estimation of an activation energy asso-
ciated with the oxidation process. An energy of 0.15 eV is
found, far from the 4 eV involved for a high-temperature
thermal oxidation process and not far from the one (0.15–
0.4 eV) associated with plasma oxidation.

The previous approach is available only for the initial
oxide layer, and cannot explain the formation of a thicker
oxide layer. The same year, Avouris et al. presented new
information [29]: first, he measured an electrochemical cur-
rent during the oxidation. Its low value (a few 10−15 A)
is associated with ionic transport, which confirms the role
played by OH− groups in the oxidation mechanism. Sec-
ond, the rate of oxidation was found to decrease rapidly as
the oxide films grow due to the self-limiting influence of
the decreasing field strengths and the build up of the stress.
A logarithmic time dependence of h versus t is found to fit
the data for t ranging from 0.01 to 1000 s and h from a few
nanometers to 50 nm well. An apparent contradiction arises
from Stiévenard and Avouris’s conclusions concerning the
variation of h with time, between 1/h ∝ −log(t) and h ∝
log(t), respectively. In fact, the two models are not compa-
rable since the time ranges are not the same. In the case
of Stiévenard et al., the oxidation time ranges from a few
microseconds to a few milliseconds, whereas in the case of

Avouris, the oxidation time ranges from a few milliseconds
to a fraction of an hour. So, it is difficult to compare the
two analyses since the physical events taken into account in
the models are different (stress versus cutoff thickness, for
example), and the Stiévenard model is only available for the
initial thin oxide layer.

Dagata et al. [30, 31] present new data on the growth rate
and electrical characteristic of nanostructures produced by
scanned probe oxidation by integrating an in-situ electrical
force characterization technique and a scanning Maxwell-
stress microscopy during the fabrication process. Simultane-
ous topographical, capacitance, and surface potential data
were obtained for oxide features patterned on n- and p-type
silicon and titanium thin-film substrates. They proposed a
model for the SPM oxidation reaction which complements
existing kinetics descriptions derived from the Cabrera–Mott
theory (Stiévenard et al.’s model). They show that space-
charge effects are consistent with a rapid decline of high
initial growth rates, and that oxide thickness and stress
considerations alone cannot account for the observed dop-
ing and voltage–pulse dependencies, density variations, and
SPM oxide growth rate enhancement by voltage modulation
and other dynamic pulse-shaping techniques. The space-
charge form leads to a 0.1 eV activation energy process,
in agreement with the one (0.15 eV) deduced previously
with the Cabrera–Mott model. However, their conclusion is
that stress and space charge simply describe the same final
outcome—an amorphous oxide—from two different points
of view.

The more refined model was proposed by Dagata et al.
[32] in 2000, followed by a similar approach of Dubois and
Bubendorff [33] one month later. Dagata proposed a model
that includes a temporal crossover of the system from tran-
sient to steady-state growth, and a spatial crossover from
predominantly vertical to coupled lateral growth. Starting
from a direct-log form for the SPM oxidation, they examined
the assumptions used to derive it by Uhlig in 1956. He
assumed that the rate-controlling step involves interaction of
oxyanions with electronic species—holes or electrons—and
defects at a metal–oxide interface. In particular, using the
Uhlig model, it is possible to unify key concepts introduced
by Stiévenard (a cutoff field associated with the potential at
which space charge in the oxide nulls the externally applied
field) and Avouris (by replacing the stress by space charge
for a thickness-related change in activation energy) with
Dagata’s conjectures about the influence of space charge on
SPM oxide growth. According to this approach, the produc-
tion of charged defects leads to a build up of space charge
within the oxide, inhibiting further growth over long pulse
times. The power law of time for the variation of the oxide
height is then derived. Dubois and Bubendorff [33] proposed
a similar model based on the presence of a space charge due
to nonstoichiometric states located close to the bulk/oxide
interface. The main assumption in the model derivation is
the occurrence of mutual Coulomb repulsions between traps
and the control of the ionic transport by the region of low-
est electric field. In fact, these assumptions are commonly
used to treat transport phenomena in dielectrics. The pres-
ence of large trap density during the formation of the very
thin oxide layer is questionable, and depends on the pres-
ence of a native oxide, which in principle does not exist on
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a hydrogenated silicon surface. However, the observed fast
oxidation rates are associated with the presence of a large
amount of defects. This observation leads to the conclusion
of a poor-quality oxide (plasma-like), in agreement with the
low oxidation activation energy.

To return to the proposed models, the main parameters
to take into account in order to describe the oxidation pro-
cess are: (1) a field effect with a cutoff field, (2) a diffusion-
limiting process, and (3) a space-charge effect associated
with defects located at the Si/SiO2 interface.

In the next section, we give some illustrations of silicon
nanostructures obtained after a dry or wet chemical etching
of a silicon surface. The nanostructure is obtained thanks
to the SPM oxide, which is robust enough to act as a mask
during the etching process.

4. NANOSTRUCTURES
One interesting aspect of the SPM-induced nanooxidation
is the possibility to obtain low-cost low-dimensional struc-
tures. One of the first silicon nanostructures was obtained by
Snow et al. [34] using an STM operating in air. The process
involves the direct chemical modification of an H-passivated
Si(100) surface and a subsequent wet etching. The chem-
ically modified zones of the surface can withstand a deep
(greater than 100 nm) wet etching of the unmodified regions
with no degradation. Patterns with lateral feature sizes on
the order of 25 nm were reliably fabricated. Typical results
are given in Figures 2, 3 and 4. Figure 2 shows AFM images
of oxide lines and silicon wires after KOH etching, with the
associated cross section. Figure 3 shows a 3-D view of sili-
con nanowires and Figure 4 is a 3-D view of a 5.5 nm high
wire on SOI substrate. The true full width at half maxi-
mum (FWHM) is estimated to be about 8 nm. The same
results were obtained by Snow et al. [36] using an elec-
tron cyclotron resonance source for etching. Later, in 1994,
the same authors presented a method for fabricating silicon
nanostructures [37] with an air-operating AFM (also pub-
lished by Morimoto et al. [38] and Sugimura and Nakagiri
[39]). An electrically conducting AFM tip is used to oxidize
regions of size 10–30 nm of an H-passivated Si(100) surface.
This oxide acts as a robust mask for pattern transfer into the
substrate by selective wet etching (KOH solution). In 1995,
a step toward the fabrication of a nanodevice was achieved
by Minne et al. [40]. Using an AFM, they fabricated a metal
oxide semiconductor field-effect transistor on silicon with
an effective 100 nm channel length. The lithography at the
gate level was performed with the AFM tip: the gate was
defined by an electric-field-enhanced selective oxidation of
the amorphous silicon gate electrode. The device has rea-
sonable characteristics (a transconductance of 279 mS/mm
with a threshold voltage of 0.55 V). The same kind of result
was obtained by Fayfield and Higman [41] and Ishi and Mat-
sumoto [42], and a silicon field-effect transistor was fabri-
cated by Campbell et al. [43] with critical features as small as
30 nm. Snow and Campbell [44] presented an improvement
in the fabrication process: the width of the wires and the
resistance of the junctions were controlled by real-time, in-
situ measurement of the device resistance during fabrication.
Because the properties of the nanometer-scale devices are
very sensitive to size variations, such measurements bring a

Figure 2. AFM images. (a) Top view of a set of five oxide lines of
various widths and heights. (b) Resulting silicon wires after KOH etch-
ing. (c) Section across oxide lines of (a). (d) Section across silicon wires
of (b) [35].

more accurate method of controlling device properties than
by controlling geometry alone a posteriori. Structures with
critical dimensions of less than 10 nm were fabricated.

In the last section, a comparison of the performances of
SPM, optical, and e-beam lithographies is presented.

Figure 3. 3-D AFM view of silicon wires (height: 6 nm, width: 25 nm)
[35].
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Figure 4. 3-D view of an AFM image (100 nm × 100 nm) showing a
5.5 nm high silicon wire with an FWHM estimated to be about 8 nm.

5. COMPARISON OF TECHNIQUES
Optical lithography has been used ubiquitously at the indus-
trial level to define the patterns of integrated circuits for
decades, and allows 0.18 �m resolution today. Projection
optical lithography fulfills the five requirements for mass
production: fine pattern formation capability, alignment
accuracy, depth of focus, high throughput, and low cost.
It will be used as long as possible, but theoretical limita-
tions are on the verge of being resolved in the next decade.
Indeed, it would be extremely difficult to delineate sub-
100 nm fine patterns even by using short-wavelength light.

e-beam lithography could be an alternative since it is
already employed for optical mask generation, and is at
present the primary lithographic technique at the research
level for nanometric device fabrication with 20 nm resolu-
tion. However, e-beam lithography suffers from a too slow
wafer throughput. The exposure rate of an optical stepper
is typically 10 cm2/s, whereas it is less than 0.01 cm2/s in the
case of e-beam lithography, which is below the practical rate
of 1 cm2/s [45].

SPM lithography allows delineating down to 10 nm fine
patterns, as shown before. The major drawback for practi-
cal applications is the very low exposure rate, on the order
of 10−4 cm2/s, for a single tip. Therefore, the only solution
to fulfill the high-throughput requirement for mass produc-
tion is the parallel lithography system. Using micromachin-
ing and microfabrication techniques, SPM tip arrays were
built in the late 1990s. Following the work of Manalis et al.
[46], who presented, in 1996, AFM cantilevers with an inte-
grated actuator and sensor, Minne et al. [47] demonstrated
lithography over a 100 mm2 area using an array of 50 can-
tilevers. Up to a 1000 AFM tip array, called the “millipede,”
was built by IBM nearly at the same time [48]. Expected
applications mainly concern ultrahigh-density data storage:
using a thermomechanical process, each tip can write 30–
40 nm sized bit indentations in a polymer film, and read
them afterwards. On the other hand, Wada proposed in 1998
a lithography system including 104–106 micromachine SPMs
in parallel [45]. Such a number of tips would allow reach-
ing the practical exposure rate and the throughput required

for mass production with a pattern minimum dimension
of 10 nm. In order to ascertain the feasibility of the pro-
posed system, these authors fabricated micro-STMs using
technologies based on standard integrated-circuit fabrica-
tion technology. The total micro-STM size is about 100 µm,
which is small enough to be integrated on a large scale.

6. CONCLUSION
As shown in this chapter, SPM-induced silicon surface oxi-
dation is of prime interest for nanometer-scaled lithogra-
phy. Many devices have already been demonstrated using
SPM-based lithography, and several theoretical works have
been devoted to the understanding and modelization of the
SPM-induced oxidation mechanism(s). To realize prototypes
(dots, wires, single electron transistors, etc.) with a nano-
metric size, such a technique is very low cost and power-
ful. It offers a unique way to study the physical properties
of nanostructures. In the case of mass production, the low
throughput is a major drawback. However, it can be partly
overcome using a parallel system with up to a few thou-
sand tips on the same support. Nevertheless, the poor tip
reliability, even using pulsed voltage techniques, cannot be
sufficiently increased for industrial applications. Only ther-
momechanical writing on polymer films is a possible route
to low-cost and high-density data storage.

GLOSSARY
Atomic force microscope (AFM) Allows measurement of
the topography of a surface with a nanometer resolution.
Etching During a technology process, the etching, wet or
dry, allows the removal of materials in order to obtain 3-D
structures.
Nanotechnology Technology using sub-100 nm resolution.
Oxydation Chemical reaction involving a material and
oxygen.
Scanning probe microscope (SPM) Generic name for
AFM or STM.
Scanning tunneling microscope (STM) Allows measure-
ment of the topography and the local electronic structure of
a surface.
Silicon on insulator (SOI) From bottom to top, materials
made of a silicon substrate, an insulator, and a thin silicon
top layer.
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1. INTRODUCTION
The phenomenal success of semiconductor electronics dur-
ing the past three decades was based on the scaling down
of silicon field effect transistors (MOSFET) and the result-
ing increase of density of logic and memory chips. The most
authoritative industrial forecast, the International Technol-
ogy Roadmap for Semiconductors [1] predicts that this expo-
nential (“Moore-Law”) progress of silicon MOSFETs and
integrated circuits will continue at least for the next 15
years. By the end of this period, devices with 10-nm mini-
mum features (gate length L) should become commercially
available. Recent experimental and results theoretical stud-
ies give grounds to believe that (given a proper economic
climate) this frontier may really be reached. (For recent
reviews, see [2, 3].)

However, prospects to continue the Moore law beyond
the 10-nm frontier are much more uncertain. On one
hand, recent theoretical modeling [4] of the most promising
MOSFET species (double-gate transistors with an ultrathin
undoped channel) indicates that the devices with a gate as
short as ∼3 nm still may provide performance high enough
for use in most logic and memory circuits. On the other
hand, the same studies show that such nanoscale MOSFETs
would be extremely sensitive to very small variations of their
physical dimensions. Figure 1 shows a typical result of such
modeling; it implies that to keep variations of the transistor
threshold voltage Vt below an acceptable limit (∼50 mV),
the gate length of a 5-nm MOSFET should be controlled
better than ∼0.25 nm, much tighter than the farthest ITRS

projection of 0.7 nm for the critical dimension control accu-
racy at the 3� level. Such high sensitivity to parameter fluc-
tuations, and, hence, to the fabrication process as a whole,
may lead to skyrocketing of chip fabrication facilities costs,
very high even now. As a result, the Si-MOSFET-based
Moore law may stop at L ∼ 10 nm, i.e., long before funda-
mental physical limits have been reached.

These prospects give a strong motivation for the search
for alternative devices that could replace MOSFETs beyond
the 10-nm frontier, providing comparable performance but
allowing less expensive fabrication. This search should start
with a careful examination of the basic physics of transistor-
like electron devices. Such an examination has to address,
first of all, the famous particle-wave duality. Quantum
mechanics show that electrons may behave either as dis-
crete particles or continuous de Broglie waves, depending on
experimental conditions. (Surprisingly enough, a sufficiently
clear understanding of these conditions for conduction elec-
trons in solids was achieved not so long ago, in the 1980s;
for reviews see, e.g., [5, 6].)

Consider, for example, a generic situation where two parts
of a conductor are separated by some interface, and ask
whether the electric charge of each conductor is a multiple
of the fundamental charge e at any instant (this is natural for
the particle picture) or may be continuous (the wave picture
allows this, because the wavefunction of each electron may
be split between the two parts). The answer to this question
turns out to depend on whether the effective tunnel resis-
tance R of the interface is larger or smaller than the natural
quantum unit of resistance

RQ ≡ �/e2 ≈ 4	1 k
 (1)

If the resistance is low, R� RQ, the charge of each conduc-
tor may be continuous, but, in the opposite limit, it may be
only a multiple of e.

This relation may be derived and explained in numerous
ways [4–6]; perhaps the simplest interpretation is as follows.
In a closed (“Hamiltonian”) quantum system, the charac-
teristic energy of quantum fluctuations per degree of free-
dom is EQ ∼ ��/2, where � is a characteristic frequency. In
contrast, each part of the conductor we are discussing, con-
cerning its electric charge degree of freedom, is an “open”
system, strongly interacting with its environment (in classics,
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Figure 1. Threshold voltage roll-off (relative to that for L → �) as a
function of gate length L, for various combinations of oxide thickness tox
and channel thickness t, calculated for a simple model of an “ultimate
silicon MOSFET.” The source-to-drain voltage V is fixed at a level
typical for ON current saturation. Reprinted with permission from [4],
V. A. Sverdlov et al., IEEE Trans. Electron Devices (2003). © 2003,
IEEE.

corresponding to an RC relaxator, rather than an LC oscil-
lator). For such a system, �� should be replaced by �/ ,
with  = RC, where C is the capacitance between the two
conducting parts. Transfer of a single electron between the
parts causes an electrostatic energy change of the order of
EC ∼ e2/2C. Comparing EC and EQ, we notice that C can-
cels, and see that if R � RQ, quantum fluctuations smear
out the electrostatic energy difference that tries to keep the
electric charge of each part constant.

To comprehend the importance of this result, let us com-
bine it with the so-called Landauer formula for the interface
conductance G ≡ 1/R [5, 6]:

G = �e2/����iDi (2)

where Di is the interface transparency (i.e., the probability
of electron transmission) for a particular transversal mode
of electron propagation; the sum is over all the modes. Com-
parison of Eqs. (1) and (2) shows that if the conductor
cross section is so narrow that quantum confinement makes
only one propagating mode possible, the condition of elec-
tric charge discreteness takes a simple and natural form:
D � 1. However, for devices with a larger cross-section A,
the restriction on the average transparency is much more
severe: D � 1/N , where N is the transversal mode num-
ber. For a degenerate conductor, it is of the order of �2

F /A,
where �F is the Fermi wavelength, typically of the order of
1 nm.

A MOSFET transistor is a good example of a device
where the number n of electrons in the channel is never
quantized, because the boundaries between the electrodes
and channel are typically highly transparent (D ∼ 1), and, in
addition, the number of transversal modes is high (N � 1).
As a result, these transistors do not exhibit single-electron
charging effects (e.g., the Coulomb blockade) even if the
average number of electrons in the channel is small. An
adequate understanding of such devices may be achieved by
using the wave language.

Theoretically, for nanoscale “wave” devices with R� RQ,
the FET-type control of transport is not the only possible
mode of operation: the effects of quantum interference of
electron de Broglie waves can be, as a matter of princi-
ple, used for this purpose as well. In the 1980s and early
1990s, numerous publications were devoted to the analy-
sis and sometimes enthusiastic advertising of such “quan-
tum electronic devices.” However, later, the prospects for
their practical applications (perhaps, with very few excep-
tions) have been recognized as rather dim, mostly for the
following reason. In contrast to optical phonons (which obey
Bose statistics), charge carriers in solids are fermions and,
in particular, obey the Pauli principle: each of them must
have a different energy, and, hence, a different de Broglie
wavelength. Therefore, high-contrast interference patterns
require operation with either a single transversal mode or a
small number of modes.

The accuracy �L of size definition of the nanostructures
that single out such a mode from a continuum, and then
handle its interference, should be much better than the de
Broglie wavelength � = h/�2mE�1/2 of the used electrons.
Energy E should be well above the thermal fluctuation scale
(typically, ∼kBT ) to avoid interference pattern smearing by
thermal fluctuations. Combining these two requirements and
plugging in fundamental constants, we may see that for room
temperature, �L should be, as in nanoscale MOSFETs, well
below 1 nm. This estimate shows that quantum interference
devices do not have any substantial advantage over FETs for
sub-10-nm scaling.

To summarize, besides some interesting memory cell ideas
(which will be briefly discussed in Section 4.), in the cat-
egory of “wave” electron devices (R � RQ), we are still
left essentially with field-effect transistors. In nanoscale
structures with high impedance (R � RQ), single-electron
charging effects dominate and form the basis for single-
electron devices. Their brief review will be the main sub-
ject of this article. (For earlier reviews see, e.g., [7–10].)
Due to the space and time restrictions, I will not be able to
cover the closely related superconductor, single-Cooper-pair
devices [8–10] that may have some interesting applications
in metrology and quantum computing, but can hardly make
a large impact on broader electronics, due to the necessity
of deep refrigeration (below the transition temperature of
the superconductor material used).

2. BASIC SINGLE-ELECTRON DEVICES

2.1. Single-Electron Box

Physics of single-electron tunneling may be well explained
on the example of the generic single-electron device, fre-
quently called the “single-electron box” (Fig. 2a). The basic
physics of this device was understood by Lambe and Jakle-
vic [11] as early as in 1969, on the basis of their experiments
with disordered granular structures, while the first quantita-
tive theory of the box was developed by Kulik and Shekhter
[12].

The device consists of one small conductor (“island”) sep-
arated from an external electrode by a tunnel barrier with
high resistance,

R � RQ	 (3)
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Figure 2. (a) Single-electron box and (b) its “Coulomb staircase,” i.e.,
the steplike dependence of the average charge Q of the island on the
gate voltage Vg , for several values of temperature.

An external electric field may be applied to the island
by using a capacitively coupled gate electrode. The field
changes the local Fermi level of the island and thus deter-
mines the conditions of electron tunneling. Elementary elec-
trostatics shows that the energy of the system may be
presented as

W = Q2/2C� + �C0/C��QVg + constant (4)

where Q = −ne is the island charge (n is the number of
uncompensated electrons), Cg is the island-gate capacitance,
while C� is the total capacitance of the island (including Cg).
It is convenient to rewrite Eq. (4) in another form,

W = �Q0 − ne�2/2C� + constant# Q0 ≡ CgVg (5)

where parameter Q0 usually is called the “external charge.”
From its definition, it is evident that in contrast with the
discrete total charge Q of the island, the variable Q0 is con-
tinuous and may be a fraction of the elementary charge e.

At sufficiently low temperatures,

kBT � EC# EC ≡ e2/C� (6)

the stationary number n of electrons in the island corre-
sponds to the minimum of W ; an elementary calculation
using Eq. (5) shows that Q is a steplike function of Q0, i.e.,
of the gate voltage (Fig. 2b), jumping by e when

Q0 = e

(
n+ 1

2

)
# n = 0#±1#±2# 	 	 	 (7)

If the temperature is increased to kBT ∼ Ec, the sys-
tem has nonvanishing probability pn will be in other states
as well, with pn = exp&−W�n�/kBT '/�n exp&−W�n�/kBT '.
A straightforward calculation of the average charge �Q =
−�nenpn yields the pattern shown in Fig. 2b: the steplike
dependence of charge on gate voltage is gradually smeared
out by thermal fluctuations. This is typical for all single-
electron devices, so that the operation temperature of most
of them should satisfy Eq. (6). (Notable exception are
single–electron temperature standards—see Section 4.1.)

The physics of this “Coulomb staircase” is very simple:
increasing gate voltage Vg tries to attract more and more
electrons to the island. The discreteness of electron charge
tunneling through low-transparency barriers (with R � RQ,
see the Introduction) necessarily makes this increase step-
like.

2.2. Single-Electron Transistor

The single-electron box per se is still not a valuable device,
but its simple modification, splitting its electrode into two
parts, source and drain (Fig. 3a), turns it into a very impor-
tant device, the single-electron transistor. This device, that
was first suggested in 1985 [13, 14] and first implemented
2 years later [15], is clearly reminiscent of a MOSFET but
with a small conducting island limited by two tunnel barriers,
instead of the usual channel, connecting source and drain.
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Figure 3. (a) Single-electron transistor and (b) a typical set of source–
drain I–V curves of a symmetric transistor for several values of Q0,
i.e., of the gate voltage Vg , calculated by using the “orthodox” theory
of single-electron tunneling.
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Figure 3b shows a typical set of direct current (dc) I–V
curves of such a transistor, for several values of the “external
charge” Q0, defined in the same way as in the single-electron
box [see Eq. (5)]. One can see that at small drain-to-source
voltage V , there is virtually no current, besides the special
values of Q0 defined by Eq. (7). The physics of this phe-
nomenon (the “Coulomb blockade”) is easy to understand:
even if V > 0, and, thus, it is energy-advantageous for a
electron to go from source to drain, on its way the electron
has to tunnel into the island first and change its charge Q it
by *Q = −e. Such charging would increase the electrostatic
energy W of the system

W = �Q0 − ne�2/2C� − eV �n1C2 + n2C1�/C� + constant#

C� ≡ C0 + C1 + C2 (8)

(where n1 and n2 are the number of electrons passed
through the tunnel barriers 1 and 2, respectively, so that n =
n1 − n2�, and, hence, at low enough temperatures (kBT �
EC), the tunneling rate is exponentially low.

At a certain threshold voltage Vt , the Coulomb blockade
is overcome, and current starts to grow with V . The most
important property of the single-electron transistor is that
Vt is a periodic function of Vg , vanishing at special values of
gate voltage, given by Eq. (27) (see Fig. 4). The reason for
these so-called “Coulomb blockade oscillations” is evident
from the previous discussion of the single-electron box: in
the special points (7), one electron may be transferred to
the island from either drain or source without changing the
electrostatic energy of the system, even at V = 0. Hence, an
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Figure 4. Threshold characteristics of single-electron transistors: (a) as
given by the “orthodox” theory for T → 0, and (b) experimental contour
plots of constant current for an Al/AlOx transistor with e/C� ≈ 0	1 V,
measured at T = 4	2 K. Reprinted with permission from [16], Y. A.
Pashkin et al., Appl. Phys. Lett. 76, 2256 (2000). © 2000, American
Institute of Physics.

electron can tunnel from the source to the island and then
to the drain even at negligible V , so that Vt = 0. As can be
readily shown from Eq. (8), at low temperatures the depen-
dence of Vt on Vg is piecewise-linear, with its lower and
upper branches forming the so-called “diamond diagram”
(Fig. 4).

Since the I–V curves of the transistor are continuous
(Fig. 3b), if a small current is fixed by an external circuit (say,
by a large resistor in series with the SET), V is close to Vt

and also follows the diamond diagram (e.g., Fig. 4b). Thus,
the voltage gain and transconductance of single-electron
transistors may change sign depending on the gate voltage—
an important difference in comparison with the usual field-
effect transistors. The last mentioned property is very con-
venient for the design of SET analogs of (CMOS) circuits
(see Section 5.3).

On the other hand, the same diamond diagram shows that
the voltage gain is limited by a capacitance ratio: �GV �max =
C0/C2 [14]. It may be larger than unity (see, e.g., experi-
ments [17–19]), but hardly much larger than that, especially
in room-temperature transistors.

2.3. Single-Electron Trap

Another key device, the “single-electron trap,” also may be
understood as a generalization of the single-electron box.
Let us replace the single tunnel junction in Fig. 2a with a
one-dimensional (1D) array of N > 1 islands separated by
tunnel barriers (Fig. 5a). (This device was first discussed
explicitly in 1991 [20, 21], but, in fact, it may be considered
just a particular operation mode of a more complex device,
the single-electron turnstile, invented earlier [22].) The main
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V– V+
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Figure 5. (a) Single-electron trap and (b) its static characteristic at
T → 0 (schematically).



Single-Electron Devices 869

new feature of this system is its internal memory (bi- or mul-
tistability): within certain ranges of applied gate voltage Vg ,
the system may be in one of two (or more) charged states
of its edge island (Fig. 5b).

The reason for this multistability stems from the pecu-
liar properties of an electron inside a 1D array; an electron
located in one of the islands of the array extends its field
to a certain distance [23, 24] and, hence, may interact with
the array edges (is attracted to them). As a result, the elec-
trostatic self-energy of the electron has a maximum in the
middle of the array. By applying sufficiently high gate volt-
age Vg = V+, the energy profile may be tilted enough to
drive an electron into the edge island; if the array is not too
long, other electrons feel its repulsion and do not follow. If
the gate voltage is subsequently decreased to the initial level
(0), the electron is still trapped in the edge island, behind
the energy barrier. To remove the electron from the trap,
the voltage has to be reduced further, to Vg < V− < 0. As a
result, the n�Vg� dependence exhibits regions of bi- or mul-
tistability, in which the charge state of the trap depends on
its prehistory (Fig. 5b).

The retention time of a certain charge state within
the multistability region is fundamentally limited by the
thermal activation over the energy barrier and a higher-
order quantum process, cotunneling [25]. The first effect is
exponentially low in Ec/kBT , while the second effect falls
exponentially with the array length N . As a result, electron
retention time may be very long; experimentally, single elec-
tron trapping for more than 12 hr (at temperatures below
1 K) has been demonstrated [26–28].

2.4. Single-Electron Parametron

Single-electron parametron [29] is essentially a short seg-
ment of a 1D array of islands, galvanically detached
from electron sources. The simplest version of the device
uses three small islands separated by two tunnel barriers
(Fig. 6a). For simplicity, I will describe its operation for the
case when the system is charged by one additional electron,
though such precharging is, in fact, unnecessary [30].

Let the parametron be biased by a periodic “clock” elec-
tric field Ec�t�, oriented vertically, for example, by a slight
vertical shift of the central island. (The same effect may be
achieved in a strictly linear array, by using a special gate
located closer to the central island [30].) This field keeps
an extra electron in the central island during a part of the
clock period. At some instant, the field Ec reaches a certain
value Et (Fig. 6b) at which electron transfer to one of the
edge islands becomes energy advantageous. If the system
were completely symmetric, the choice between the two edge
islands would be random, i.e., the system would undergo
what is called “spontaneous symmetry breaking.” However,
even a small additional field Es applied by a similar neigh-
boring device(s) may determine the direction of electron
tunneling at the decision-making moment. Once the energy
barrier created by the further change of the clock field has
become large enough, the electron essentially is trapped in
one of the edge islands, and the field Es may be turned off.
Now the device itself may serve as a source of the dipole
signal field Es for the neighboring cells. The sign of this field
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Figure 6. (a) Single-electron parametron (adapted from [29]) and (b)
its phase diagram (adapted from [30]).

(i.e., of the electric dipole moment of the device) presents
one bit of information.

Figure 6b shows the phase diagram of the parametron
[30], which gives a quantitative description of the proper-
ties described previously. Each of “ON” states (with the
extra electron in one of the edge islands) is stable within
an angle-limited region. These regions overlap, providing
the (hatched) diamond-shaped region of cell bistability. The
route from “OFF” state (with the electron in the central
island) to one of the ON states, as described, in shown by
the bold arrow.

Recently, the parametron was experimentally demon-
strated by two groups [31, 53] (albeit in one case under a
different name).
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3. SCALING AND IMPLEMENTATION
The most important conditions for operation of single-
electron devices are given by Eqs. (3) and (6). The for-
mer condition, R � �/e2 ≈ 10 k
, is relatively easy to
satisfy experimentally, since resistance R of a tunnel bar-
rier grows exponentially with its thickness. This relation
shows that the output resistance of single-electron devices
is unavoidably high, practically above ∼100 k
. This fea-
ture frequently is cited as a drawback. However, what really
is important for applications (e.g., interconnect recharging
speed) is the maximum current density per unit width. For
a room-temperature SET with V ∼ Vt ∼ EC/e ∼ 1 V, the
total current would be below 10 -A. However, since the
width of such transistor has to be very small, ∼1 nm (see
following), the available current density may be well above
1000 -A/-m, i.e., even higher than that of standard silicon
MOSFETs [1].

The latter condition (6) makes the practical implemen-
tation of single-electron transistors operating at room tem-
perature rather problematic. Figure 7 shows the energy Ea

necessary to put an additional electron on a transistor island
of a certain radius, calculated within the framework of a sim-
ple model. This energy is crudely a sum of the electrostatic
contribution EC = e2/C, where C is the island capacitance,
and quantum confinement energy Ek. While EC dominates
for relatively large islands, for 1-nm-scale islands with a
size comparable with the electron de Broglie wavelength,
Ek becomes substantial. Notice that at Ek � EC , the basic
(“orthodox”) theory of single-electron tunneling [8] (used in
particular to calculate plots in Fig. 3b) should be modified
[32, 33] (see also review [34]), although the device implica-
tions do not change significantly.

Both theory and experiment show that single-electron tun-
neling effects (i.e., some current modulation by gate voltage
in single-electron transistors) become visible at Ea ∼ 3kBT .
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Ek (dotted line), for a simple model of a conducting island. Reprinted
with permission from [10], K. K. Likharev, Proc. IEEE 87, 606 (1999).
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It means that to notice these effects at T ∼ 100 mK (the
temperature routinely reached in standard helium-dilution
refrigerators), Ea should be above ∼25 -eV, corresponding
to the island capacitance C ∼ 5× 10−15 F and an island size
of the order of 1 micron, with a tunnel junction area ∼0	1×
0	1 -m2. Such dimensions can be reach routinely by several
methods, including, notably, the now-classical technique of
metal evaporation from two angles through a hanging resist
mask (most typically formed by direct e-beam writing on
a double-layer resist). This method was used, in particular,
for the first experimental demonstration of a single-electron
transistor [15]; later this technique, complemented with sub-
sequent island oxidation, has been advanced to increase Ea

to ∼0	1 eV in certain samples [16]. This is sufficient to see
a slight current modulation at room temperature.

However, for reliable operation of most digital single-
electron devices (for exceptions, see Section 4.3.), the single-
electron addition energy should be at least 100 times larger
than kBT . This means that for room temperature opera-
tion, Ea should be as large as ∼3 eV. According to Fig. 7,
this value corresponds to island size about 1 nm. Repro-
ducible fabrication of integrated circuits with features so
small presents quite a challenge. Most claims of success
in this direction are based on studies of evidently irre-
producible structures, for example, arrays of nanoparticles
deposited between rather distant source and drain. (By
chance, one of these particles may be tunnel-coupled to its
neighbors much more weakly than are others, forming a
single-electron transistor island, while strongly coupled par-
ticles effectively merge, forming its source and drain.) Of
course, the parameters of such transistors are unpredictable,
and there is no hope of using them in integrated circuits.

A more interesting option is fabrication of discrete tran-
sistors with scanning probes, for example, by nano-oxidation
of metallic films [35, 36] or manipulation with carbon nan-
otubes [37, 38]. For the former devices, single-electron addi-
tion energies as high as 1 V have been reached [36], but
unfortunately, the current in these transistors is very low
(below 10−11 A). Moreover, these techniques are so slow
that prospects for their use in the fabrication of circuits of
any noticeable integration scale are very slim, though for
discrete devices (e.g., Section 4.4.), this approach may be
promising.

Several methods that are closer to standard CMOS tech-
nology also have been used to fabricate single-electron tran-
sistors, mostly by the oxidation of a thin silicon channel until
it breaks into one or several tunnel-coupled islands (see the
pioneering work [39] and recent results [40–43]). The high-
est values of Ea reached in those efforts (∼250 mV [43])
are still not high enough for digital applications, but the
necessary values Ea ∼ 3 eV will probably be reached soon.
A much larger problem with this approach is that the param-
eters of the resulting transistors are highly irreproducible,
and there is little chance of changing this situation without
the development of patterning technologies with a sub-nm
resolution—a very distant goal indeed. (The use of carbon
nanotubes [44] can hardly solve this problem.)

I believe that virtually the only promising way toward
integrated circuits when using single-electron tunneling is
the chemically directed self-assembly [45, 46] of molec-
ular single-electron devices on prefabricated nanowires.
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First, single-molecule single-electron transistors operating at
room temperature already have been demonstrated exper-
imentally [47–49]. Figure 8a shows the molecules used in
experiments [49]. The obtained I–V curves (Fig. 8c) closely
resemble the theoretical curves shown in Fig. 3b (though
the adequate qualitative theory of these structures should
depart considerably from the “orthodox” theory, by taking
into account the electron motion quantization effects [32–
34]). The main problem now is to synthesize molecules that
would combine suitable device characteristics with the ability
to self-assemble, with high yield, on a few nm gaps between
prefabricated nanowires.

This approach can provide very high areal density of
devices only if the wire pitch (wire width plus distance to
the next wire) is of the order of the molecular device size.
This would be a very tough task for usual lithography; how-
ever, if we put severe restrictions on the wire geometry, e.g.,
limit it by several layers of parallel wires, then special litho-
graphic methods may be us, e.g., nanoimprinting [50] or an
extension of the laser-assisted deposition techniques [51] to
shorter wavelength (either EUV [52] or soft X-rays).

The nanowires may allow molecular single-electron
devices to connect to larger and, hence, more sparse silicon
nano-MOSFET devices (Fig. 9 [3]). The general idea of such
“CMOL” (CMOS/nanowire/molecular) hybrid circuits is to
combine the advantages of single-electron devices (very high
density) with those of advanced field-effect transistors (high
voltage gain and high reproducibility). A detailed discussion
of this opportunity may be found in [3].
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Figure 8. A single-molecular implementation of the single-electron
transistor: (a) the used molecules; (b) general scheme of the experimen-
tal structure, (c) SEM picture of the gold electrodes, and (d) family of
dc I–V curves recorded for several values of the gate voltage. Reprinted
with permission from [49], J. Park et al., Nature 417, 722 (2002). © 2002,
Macmillan Magazines Ltd.
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4. POSSIBLE APPLICATIONS

4.1. Analog and Metrology Applications

4.1.1. Supersensitive Electrometry
If the source-drain voltage V applied to a single-electron
transistor is slightly above its Coulomb blockade threshold
Vt , source-drain current I of the device is extremely sensi-
tive to the gate voltage Vg . In fact, Figures 3 and 4 show that
even the changes �Vg , corresponding to sub-single-electron
variations �Qe of the external charge, lead to measurable
variations of I . This extremely high sensitivity has been sug-
gested as a basis for supersensitive electrometry [14]. Cal-
culations based on the orthodox theory have shown that the
sensitivity of such an electrometer is not very impressive
if the internal capacitance Ci of the signal source is large,
on the scale of e2/kBT (at sub-1-K temperatures, above
∼0	1 pF) [66, 67]. On the other hand, if the source is so
small and so close to the single-electron transistor that Ci,
of the order of the capacitances of the transistor C1# 2, white
noise limits the charge sensitivity at an extremely low level,
��Qe�min/*f

1/2 ∼ 10−6e/
√
Hz, for the devices with routinely

achieved 100-nm-scale islands (here *f is the measurement
bandwidth). This is some 7 orders of magnitude better than
sensitivity of the best commercially available instruments,
and about 4 orders of magnitude more sensitive than spe-
cially designed low-temperature MOSFETs (e.g., [83]).

Tunnel barriers and the electrostatic environment of
single-electron devices always contain electron trapping cen-
ters and other two-level systems, each capable of producing
“telegraph noise”—discrete, random low-frequency varia-
tions of the barrier conductance. An ensemble of these vari-
ations, with exponentially broad distribution of parameters,
produces excess 1/f -type noise; in single-electron transis-
tors, such noise may be very high, typically limiting the
charge resolution at the level of the order of 10−4e/

√
Hz

for a few Hertz signal frequencies. The sensitivity may be
reduced radically (to a level below 10−5e/

√
Hz [68]) by using

special stacked geometry in which the single-electron island
is lifted over the substrate that apparently hosts most of the
1/f noise sources. Another way to reach a similar sensitivity
is to sense the transistor parameter change at a GHz-range
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frequency [69, 70]. Such modulation cannot beat the white-
noise imposed limitation of sensitivity [71] but helps to avoid
most of the 1/f noise.

The high sensitivity of single-electron transistors has
already enabled several groups to use them as electrome-
ters in unique physical experiments. For example, they have
made possible unambiguous observations [72–75] of parity
effects in superconductors. The transistors also have been
used in the first measurements of single-electron effects in
single boxes and traps (e.g., [20, 26–28]). A modified ver-
sion of the transistor has been used for the first proof of the
existence of fractional-charge excitations in the fractional
quantum Hall effect [76]. Another example is the sensitive
measurement of local variations in the chemical potential
of two-dimensional (2D) electron gas in GaAs/AlGaAs het-
erostructures [77, 78].

Further applications of these unique electrometers in sci-
entific experimentation are imminent. For example, it has
been suggested to use them, together with superconduc-
tor sensors, for submillimeter-wave photon counting [79].
A prototype detector of this kind for far-infrared photons
(wavelength around 200 -m) has already been demonstrated
[80].

Another exciting field is the fabrication of a single-
electron transistor on the tip of a scanning probe and,
with its help, implementation of a new type of scanning
microscopy, combining submicron spatial resolution with
sub-single-electron sensitivity [81]. This novel technique has
already been used to observe single-charged impurities in
GaAs/AlGaAs heterostructures.

4.1.2. Single-Electron Spectroscopy
Another useful spin-off of single-electron electrometry is the
possibility of measuring the electron addition energies (and,
hence, the energy-level distribution) in quantum dots and
other nanoscale objects, pioneered by McEuen et al. [82].

There are two natural ways to carry out such measure-
ments. The first is to use the quantum dot as the island of
the single-electron box, capacitively coupled to the single-
electron transistor or other sensitive electrometer [83]. The
second is to use the quantum dot directly as the island of a
weakly biased single-electron transistor (V → 0) and mea-
sure the specific values Vn of the gate voltages Vg , which pro-
vide peaks of the source-drain conductance G (see Eq. (7)
and its discussion). The latter method is technically sim-
pler (only one small island is needed). Moreover, the height
of the conduction peak gives additional information on the
corresponding electron wavefunction distribution in the dot
(e.g., [84]).

Single-electron spectroscopy has been applied to numer-
ous objects, including laterally confined “puddles” of 2D
electron gas in semiconductor heterostructures with lateral
or vertical tunneling to source and drain, nanometer metal-
lic clusters, naturally formed nanocrystals, C60 buckyballs,
carbon nanotubes, and organic macromolecules and clus-
ters. Presently single-electron spectroscopy is developing vir-
tually independently of other applications of single-electron
devices (for a detailed review, see [34]).

4.1.3. dc Current Standards
Another possible application of single-electron tunneling is
fundamental standards of dc. The first suggestion for such
a standard [13] followed the prediction that simple single-
electron systems (e.g., a single small tunnel junction biased
by a fixed dc I from a high-resistive source) should exhibit
the so-called (SET) oscillations with frequency fSET = I/e.
Phase locking of these relaxation oscillations with an exter-
nal radio frequency (rf) source of a well characterized fre-
quency f would provide the transfer of a certain integer
number m of electrons per period of external rf signal and
thus generate dc, which is fundamentally related to the fre-
quency as I = mef .

Despite the experimental confirmation of the existence of
SET oscillations and the possibility of their phase locking
[85], it turned out that better dc accuracy may be provided
by other devices, the so-called single-electron turnstiles [22]
and pumps [86], which do not exhibit oscillations in the
autonomous mode. The following theoretical and experi-
mental work has shown that better dc accuracy may be
provided by the pumps, since these devices allow a more
“gentle” (quasi-reversible) single-electron transfer. The best
experimental effort so far gave a relative current accuracy of
1	5 × 10−8 [87], presumably limited by the photo-excitation
of extra electrons by some electromagnetic radiation creep-
ing into the system.

Unfortunately, the output current of single-electron stan-
dards is very limited (presently in the pA range), preventing
a much broader application of these devices in metrology.
A direct increase of the drive frequency f in pump-type
devices runs into the problem of rapidly growing dynamic
error rate. One way [10] to solve this problem is to use
nanometer-scaled versions of charge-coupled devices [88]
that would carry just a small, fixed number of electrons in
each potential well, due to their Coulomb repulsion [89].
The first experimental step toward implementation of such
devices has already been made [90].

4.1.4. Temperature Standards
An absolute temperature standard based on properties of
1D single-electron arrays has been proposed by J. Pekola
and his collaborators [91–94]. At low temperatures, arrays
with N � 1 islands exhibit dc I–V curves generally simi-
lar to those of single-electron transistors (see, e.g., Fig. 3b),
with a clear Coulomb blockade of tunneling at low volt-
ages (�V � < Vt) and approaching the linear asymptote V =
NRI+ constant at �V � � Vt . If the temperature is raised
above Ec/kB, thermal fluctuations smear out the Coulomb
blockade, and the I–V curve is almost linear at all voltages:
G ≡ dI/dV ≈ Gn ≡ 1/NR. The only remaining artifact
of the Coulomb blockade is a small dip in the differen-
tial conductance around V = 0, with FWHM width *V =
5	44 NkBT /e.

Theoretical analyses have shown [92, 93] that this relation
is surprisingly stable with respect to variations of almost any
of the array parameters, providing a remarkable opportu-
nity to use the arrays for absolute thermometry, since the
fundamental constants are known with high accuracy. Each
particular array may give a high (∼1%) accuracy of T within
less than 1 decade of temperature variations, but for arrays
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with different island size (and, hence, different EC), these
ranges may be shifted and overlap. Thus it is possible to
have an absolute standard of temperature with a very broad
(say, 2 decade) total range from several circuits fabricated
on a single chip.

This development is very encouraging, but further engi-
neering work is needed to see whether these new devices
will be able to compete with (or even replace) the more
established temperature standards.

4.2. Random Background Charge Problem

The analog applications of single-electron tunneling
previously discussed are very interesting, but, in terms of
contemporary (predominantly digital) electronics, these are
minor-niche applications at most. From the very formula-
tion of single-electronics as an applied discipline [7, 95], the
most intriguing question was whether single-electron devices
will be able to compete with semiconductor transistors for
use in digital integrated circuits. Any realistic discussion of
this opportunity cannot ignore one more serious problem of
single-electron devices.

Let a single-charged impurity be trapped in the insulating
environment, for example on the substrate surface, at a dis-
tance r from a single-electron island, comparable to its size
a. The impurity will polarize the island, creating on its sur-
face a polarization (“image”) charge of the order of e�a/r�.
This charge effectively is subtracted from the external charge
Q0 [e.g., Eq. (5)]. This charge affects all characteristics of
single-electron devices, for example, in the single-electron
transistor, it determines the Coulomb blockade threshold Vt

(see Fig. 4). For r ∼ a, this shift may be large, in the order
of �Vt�max, even from a simple impurity. By using even the
most optimistic estimate compatible with experimental data,
109 cm−2 [54], for the minimum concentration of charged
impurities, and assuming 1-nm island size, we can estimate
that at least a 10−3 part of the chip area would be “poi-
soned,” so that the same fraction of single-electron devices
will have an unacceptably large background charge fluctua-
tion, �Q0 � 0	1 e.

A possible way to circumvent this problem is the use of
single-electron transistors with resistive (rather than capac-
itive) coupling [14, 55, 56], which are insensitive to back-
ground charge. These devices require “ohmic” resistors with
very high resistance (above ∼1 M
) and a quasi-continuous
(“subelectron”) transfer of charge that would provide the
compensation for the fractional part of the random back-
ground charge. Such resistors have been demonstrated (e.g.,
[57]), however, their implementation for room temperature
operation presents a problem. In fact, theoretical analy-
ses [58–60] show that to provide the continuous transfer of
charge, a diffusive conductor has to be much longer than
the electron–phonon interaction length. For most materials
at room temperature, this length is well above 10 nm (e.g.,
[61]), i.e., much larger than the desirable size of the whole
device. Moreover, the stray capacitance of such a resistor
would be much larger than that of the island itself, reduc-
ing its single-electron charging energy and making room-
temperature operation impossible. As a matter of principle,
electron hopping in quasi-insulators may ensure higher resis-
tance at smaller resistor length; however, results of a recent

analysis of quasi-continuous transport in this regime [62]
also leads to pessimistic conclusions concerning the resis-
tor size. For these reasons, prospects for room-temperature
operation of resistively coupled single-electron devices do
not look optimistic.

4.3. Memory Cells

The effect of random background charge randomness is eas-
ier to avoid in regular circuits, such as matrices of semi-
conductor memories [63, 64], that allow an access to each
cell by selecting the corresponding “horizontal” (word) and
“vertical” (bit) lines.

The published suggestions for single-electron memory
cells are based mainly on two approaches:

• By using various modifications of the single-electron
trap (Fig. 5) with either MOSFET or single-electron
transistor readout,

• Direct scaling down of the cells of usual nonvolatile
(e.g., flash) memories [64].

The latter approach includes an interesting proposal [96,
97] (see also [98–104]) for relatively large (multi-electron)
memory cells, by using silicon nanocrystals rather than a sin-
gle floating gate, in usual nonvolatile memories. The main
advantage of this idea is that a single leaking defect in
the tunneling barrier would not ground the whole stored
charge but only its minor (∼1/N ) part. This may allow very
thin tunnel barriers (which would be unreliable in the ordi-
nary case) to be used and thus decrease the characteris-
tic time of Fowler-Nordheim tunneling, which presents the
lower bound for the write–erase cycle. A potential draw-
back of nanocrystalline floating gates is that the electric
field of the surface of each crystal, which determines the
Fowler-Nordheim tunneling rate, depends on the size and
exact shape of the crystal and is basically unpredictable. This
may provide an undesirable broadening of the statistics of
the electric field at the surface of nanocrystal surfaces and,
hence, of write–erase thresholds, especially at any attempt
to scale the cells to 10-nm scale size.

Returning to the two basic options outlined above, the
physics of these two approaches is not much different: in
both of them, insertion and extraction of a single elec-
tron to the trapping island (“floating gate”), i.e. write and
erase operations, are achieved by the field suppression of
the potential barrier separating the island from the electron
source (word line). The only difference is that in the for-
mer case, the barrier is created by the Coulomb repulsion of
electrons in a short 1D tunnel junction array, while, in the
latter case, the barrier physics is the usual conduction band
offset a single thick tunnel barrier (e.g., ∼8 nm of SiO2).

Numerous experiments with single-electron cells of both
types were useful for the development of the field; in par-
ticular, room-temperature operation of single cells has been
demonstrated by several groups [65, 105–107]. However,
because of the background charge randomness (see Sec-
tion 4.2.), these cells can hardly be sufficiently reproducible.
In fact, a single-charge impurity near the floating gate has
an effect equivalent to an addition of (positive or nega-
tive) external charge *Q0 ∼ e, and thus shifts the thresh-
old for both write–erase, and readout operations from their
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nominal values rather considerably. In the trap-type cells,
the same effect, in addition, may change the array switch-
ing thresholds randomly. (Memory cells based on single- [or
few-] electron trapping in grains of nanocrystalline MOS-
FET channels [108, 109] have even larger threshold spreads
due to random locations of the grains and random trans-
parency of tunneling barriers.)

However, due to the regular structure of memory arrays,
several ways of avoiding the random background charge
effects are available. The idea suggested first was to use the
periodic character of the threshold characteristic of single-
electron transistors for the cell contents readout [110]. In
this approach, the memory structure may be very simple
(Fig. 10a). Binary 1 is stored in a relatively large floating
gate in the form of a positive charge Q = Ne, with N ∼
10, while binary 0 is presented by a similar negative charge.
(Since N � 1, the effect of a random background charge
on the floating gate is negligible.) The write–erase process
is achieved by Fowler-Nordheim tunneling through a bar-
rier separating the floating gate from the word line. Readout
is destructive and combined with WRITE 1 operation—if
the cell contents was 0, during the WRITE 1 process the
injected electrons ramp up the electric potential U of the
floating gate, so that the external charge Q0 of the read-
out single-electron transistor is ramped up by N ′e, with 1 <
N ′ <N . Due to the fundamental periodicity of the transcon-
ductance (Fig. 4), this ramp-up causes N ′ oscillations of
the transistor current. (If the initial charge of the floating
gate corresponded to binary 1, the transistor output is vir-
tually constant.) The current creates oscillations of voltage
between two bit lines connected to SET source and drain.
These oscillations are picked up, amplified, and rectified by
an FET sense amplifier; the resulting signal serves as the
output. The main idea behind this device is that the random
background charge will cause only an unpredictable shift of
the initial phase of the current oscillations, which does not
affect the rectified signal.

This concept has been verified experimentally [111] by
using a low-temperature prototype of the memory cell.
A very attractive feature of such SET–FET hybrid approach
is a relatively mild minimum feature requirement: room
temperature operation is possible with an electron addition
energy of about 250 meV. Figure 7 shows that this level
requires a minimum feature (SET island) size of about 3 nm,
i.e., much larger than that required for purely single-electron
digital circuits. The reason for this considerable relief is that
in this hybrid memory, the single-electron transistor works
essentially in the analog mode, as a sense preamplifier–
modulator, and can tolerate a substantial rate of thermally
activated tunneling events. One drawback of this memory
is the need for an FET sense amplifier–rectifier. However,
estimates show that since its input signals have already been
pre-amplified with the SET, one FET amplifier may serve
several hundred memory cells within the ordinary NOR
architecture [63, 64], and, hence, the associated chip real
estate loss per bit is minor. The next drawback is more
essential: the signal charge swing *Q0 = N ′e at the single-
electron island should exceed e. Since the gate oxide should
not be too leaky to sustain acceptable retention time of the
floating gate, its thickness should be at least a few nano-
meters. For silicon dioxide, this gives a specific capacitance
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Figure 10. Suggested few-electron memory cells: (a) cell with destruc-
tive SET readout (SET/DRO, [110]); (b) SET-readout cell with back-
ground charge compensation, making non-destructive readout possible
(SET/NDRO, [112]), (c) cell with nondestructive FET readout which
may also be used in NOVORAM [113, 114], and (d) a similar cell with
background charge compensation [3].
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of approximately 1 -F/cm2, corresponding to ∼10 nm2 area
per one electron (at 1 V). This prevents scaling of the island
well below its maximum size (∼3 nm).

Both these drawbacks may be avoided by using a more
complex memory cell (Fig. 10b, [112]) in which the ran-
dom background charge Q0 of the island is compensated
by weak capacitive coupling with the additional (“compen-
sating”) floating gate. The necessary few-electron charge of
this gate may be inserted from an additional (“compensa-
tion”) word line before the beginning of the memory opera-
tion, when special peripheral CMOS circuit measures Q0 of
each single-electron transistor (this may be done in parallel
for all bits on a given word line) and develops an adequate
combination of bit line signals. During the actual memory
operation, the compensating charge is constant but may be
adjusted periodically if necessary. Due to the compensation,
the SET may be biased reliably at the steep part of its con-
trol characteristic (Fig. 14) and, hence, used for nondestruc-
tive readout of the cell state. Moreover, the signal charge
swing may be relatively small, *Q0 ∼ �kBT /Ea�e, conve-
niently decreasing with the island size. This may allow the
single-electron island to be scaled down to ∼1 nm, with the
∼3 nm floating gate storing just 2 to 3 electrons.

An alternative approach to few-electron memories is
to scale down the generic structure of nonvolatile mem-
ory cells [64] by using a nanoscale MOSFET for readout
(Fig. 10c). As was already mentioned in the Introduction,
advanced MOSFETs with an ultrathin silicon-on-insulator
channel may be scaled down to ∼10 nm, sustaining high per-
formance and reproducibility. Further scaling down would
lead to large random fluctuations of the threshold voltage,
which again may be corrected by using a back floating gate
(Fig. 10d).

Estimates of the maximum density of the SET–FET
hybrid memories may be carried out under the assumption
that the SET islands are fabricated by directed self-assembly,
so their size is independent of the wiring line half-pitch F .
In this case, the area of the cells shown in Fig. 10 is essen-
tially independent of the island size and ranges between 6F 2

and 8F 2, where F is the minimum feature size of a given
technology. The cell type determines the possible limits of
this scaling. For the SET–DRO (Fig. 10a), it is confined in
a narrow range around 3 nm, while for the SET–NDRO
(Fig. 10b), F may be scaled down to ∼1	5 nm (line pattern-
ing permitting). For the FET–NDRO cells shown in Fig. 10c,
d, the range of F does not have an upper bound; for the
simple cell shown in Fig. 10c, the lower bound for F is about
5 nm, while the more complex cell with background charge
compensation can be scaled down to F ∼ 2 nm, i.e., to the
cell area of about 30 nm2. This should allow memories with
a density well beyond 1012 bits/cm2, enabling chips with a
multiterabit integration scale. These exciting prospects are,
however, contingent on the development of nm-scale fabri-
cation technologies.

A possible problem with all the memory cells described
is the slowness of the write–erase operations. In fact, they
rely on the process of Fowler-Nordheim tunneling, similar to
that used in the ordinary nonvolatile, floating-gate memories
[64]. The standard 8-to-10-nm SiO2 barriers used in such
memories do not change transparency fast enough to allow
floating gate recharging than in ∼1 -s even if the applied

electric field is as high as ∼12 MV/cm, close to a breakdown
threshold. (A reduction of the barrier thickness or height
makes retention time too short.) Such a long write–erase
cycle is acceptable for typical applications of flash memories
[64] but is too long to replace (DRAM) in bit-addressable
memories.

This problem can be solved by using special layered
(“crested”) barriers [113]. Calculations show [113–115] that
trilayer crested barriers may combine a 1-ns-scale write time
with a ∼10-year retention time, at apparently acceptable
electric fields (about 10 MV/cm). This gives hope that such
barriers may have the extremely high endurance necessary
for RAM applications. Moreover, the ratio of the neces-
sary write voltage (VW ) to the highest retention voltage
(VR) for such barriers may be well below 3. This condi-
tion ensures that the disturb effects on self-selected cells
are small enough even in the simplest memory architectures
[115].

Thus, if CMOS-compatible crested barriers are imple-
mented, the few-electron cells shown in Fig. 10 may be
used as random-access memories, replacing the (generically
unscalable) DRAM. Moreover, crested barriers may enable
the so-called nonvolatile random access memory (NOVO-
RAM [115]) with a very simple cell structure (Fig. 10c)
and architecture [105], which may be able to compete with
DRAM and possibly SRAM even at the current technology
level (minimum feature size F of the order of 100 nm), and
be scaleable down to F ∼ 3 nm. Some further decrease of
F is possible by dropping the nonvolatility requirement and
organizing cell refresh with period ∼1 s, because, in this
case, the crested barrier and gate oxide may be thinned by
∼50%.

An alternative way to speed up the write–erase oper-
ation in floating gate memories is to replace the tunnel
barrier with a transistor. Such two-transistor (2-T) memory
cells were suggested long ago [116]; for a while they could
not compete with DRAM because of the much larger cell
size. The apparent impossibility to scale DRAM much below
100 nm has led to a recent revival of research and devel-
opment work in this direction, and several new versions of
the 2-T memories have been suggested (and some explored
experimentally):

1) Single-electron trap with an additional gate con-
trolling the potential profile high of the array and
readout by using either a single-electron transistor
[117] or nanoscale MOSFET [118–121]. Unfortu-
nately, neither approach addresses the problem of
random background charge. Notice that in experi-
ments with semiconductor single-electron arrays, the
Coulomb blockade mechanism of electron transport
control coexists (and was repeatedly confused) with
the usual field-effect mechanism. In this case, we are
speaking about the effective replacement of the single-
electron array by an MOSFET with very thin (and,
hence, not very uniform) channel.

2) The authors of a recent work [122] have made
this replacement conscientiously, arguing that their 2-
nm-thick silicon channel should have lower parasitic
source-to-drain leakage, because quantum confine-
ment increased the effective bandgap. Indeed, their



876 Single-Electron Devices

MOSFETs exhibited leakage current as low as 10−19 A,
sufficient to keep the cell retention time above 100 ms,
i.e., the typical DRAM refresh time. A similar mem-
ory, but with a special “stacked” vertical FET [123] for
fast write–erase (phase-state low electron drive mem-
ory [124]) (see also [125]). The channel of such a
transistor incorporates three horizontal silicon nitride
tunnel barriers partitioning the channel into several
parts connected in series. Such separation improves
transport control of the channel potential (and, hence,
of the electron transport) by the surrounding gate; the
considerable loss of ON current caused by these bar-
riers is tolerable because the MOSFET should only
recharge a very small capacitance of the charging node.
Unfortunately, in such vertical MOSFETs, with their
relatively large channel cross section, reaching accept-
ably small leakage current (and, hence, retention time)
may be a difficult problem.

Though the last two approaches look interesting, I believe
that the successful implementation of silicon-compatible
crested barriers will make NOVORAM, with its simple
structure, and small cell area, a more promising option.

The single- and few-electron memories will have to com-
pete not only with each other, but with several other
prospective memory concepts.

In ferroelectric memories, information is stored as a sign
of electric polarization of a layer of a ferroelectric material.
This polarization may be read out either destructively (as
in DRAM) or nondestructively (e.g., if it controls a readout
FET) [126]. Strong features of these memories include sim-
ple cell structure (and, as a result, small cell area), potential
nonvolatility, and fast write–erase time (some materials have
internal repolarization time well below 1 ns). In terms of
an immediate practical introduction, the complexity of fer-
roelectric materials and their compatibility with the generic
CMOS process is the main challenge. However, in the long
term, scalability of these memories may be a larger problem.
With the decrease in area, the height of the energy bar-
rier *U ≈ PsEcV separating two polarization states (where
Ps is the saturation polarization; Ec, the coercive electric
field; and V , the ferroelectric layer volume) decreases and
should finally become comparable with the thermal fluctua-
tion scale kBT , resulting in random cell switching. For typi-
cal ferroelectric film parameters Ps ∼ 50 -C/cm2 and Ec ∼
5 V/-m [126], such spontaneous switching should become
rather noticeable (*U � 300 kBT ) at V ∼ 20× 20× 2 nm3,
even if Ps and Ec do not degrade with size. Thus, if no
new breakthroughs are made, ferroelectric memory cells can
hardly compete for terabit applications, which are the main
promise of single- and few-electron memories.

In magnetic memories [127, 128], bits are stored in the
form of thin-film magnetization. These memories share
almost all the advantages and drawbacks of ferroelectric
cells listed above (low 0/1 output signal value is an additional
issue). However, because of the essentially similar physics,
scaling of such cells to nanoscale may again be an issue. In
this case, *U ∼ BsHcV (where Bs ∼ 2 T is the saturation
magnetization and Hc ∼ 10 Oe, the coercive magnetic field)
drops below 300 kBT at even larger volume (∼30 × 30 ×
10 nm3).

Memory cells based on structural phase transition include
notably the Ovonics Unified Memory (OUM) [129, 130]. In
an OUM cell, a chalcogenide alloy (GeSbTe) is switched
from a conductive crystalline phase to a highly resistive
amorphous phase under the effect of heating by current
passed through a special heater. Though the chalcogenide
materials are relatively complex, considerable progress in
their deposition has been made in the course of develop-
ment of CD-RW and DVD-RW technologies. As a result,
OUM cells with surprisingly high endurance (up to 1013

cycles) have been demonstrated. Some OUM problems
include relatively long write–erase time (reportedly, close
to 100 ns, i.e., considerably longer than that of DRAM).
Unfortunately, I am not aware of any published experimen-
tal data or reliable theoretical results sufficient to evaluate
the dependence of the retention time on the storage region
volume and, thus, to evaluate prospects of OUM scaling into
the terabit range.

Finally, single-molecular memories may be based on var-
ious background physics. For example, they may be just
the molecular implementation of single-electron memories
as discussed previously. However, there is an alternative
possibility: to use molecular conformation changes of the
molecule for information storage. The studies of such single-
molecular devices [131–135] are still in their infancy, and it
is difficult to compare their prospects with the more mature
approaches previously reviewed. I believe the most impor-
tant issue to be addressed is the rate of thermally induced,
spontaneous switching of a single molecule between its con-
figurations. To keep the rate (and, hence, the soft error rate)
sufficiently low, the potential barrier *U separating two pos-
sible states must be kept rather high, at least 100 kBT . For
room-temperature operation, this estimate yields ∼3 eV, a
pretty high energy scale. This requirement (together with
those of fast electrical readout and reproducible directed
self-assembly) will probably limit the list of possible candi-
date molecules rather severely.

4.4. Electrostatic Data Storage

A combination of single-electron transistors with crested
barriers may be used not only in terabit-scale memories but
also in ultradense electrostatic data storage systems [113]
(Fig. 11). In this design, a single-electron transistor, followed
by a MOSFET amplifier, a few microns apart, is fabricated
on a tip-shaped chip playing the role of a READ–WRITE
head. The data bits are stored as a few-electron charge
trapped in a group of nanoscale conducting grains deposited
on top of a crested tunnel barrier. It is important that since
each bit is stored in a few (∼10) grains, their exact shape
and location are not important, so the storage medium pro-
duction does not require any nanofabrication.

WRITE is performed by the application of the same volt-
age VW to both input terminals, relative to the conducting
ground layer of the moving substrate. The resulting electric
field of the tip induces rapid tunneling of electrons from
the ground through the crested barrier into a ∼30-nm-wide
group of grains. For READ, the single-electron transistor is
activated by source–drain voltage 2VR ≥ Vt . In this state, it
is very sensitive to the electric field created by the group of
charged grains it is being flown above.
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Figure 11. Proposed electrostatic data storage system with hybrid
SET/FET readout [113], K. K. Likharev, Appl. Phys. Lett. 73, 2137
(1998). © 1998, American Institute of Physics.

Simple estimates show that with a 20-nm tip-to-substrate
distance (close to those already implemented in the best
present-day magnetic storage systems), the electrostatic sys-
tem is capable of a density ∼10 terabits per square inch, i.e.,
at least an order of magnitude more than the best prospects
for the magnetic competition of which I am aware. The
use of crested barriers may provide a very broad bandwidth
of both WRITE and READ operations, up to 1 Gbps per
channel, possibly quite adequate even for this enormous bit
density.

Notice that for this particular application, the difficulty
of fabrication of room-temperature single-electron transis-
tors, outlined in Section 3, is not a major concern, because
one would need just one (or a few) transistors per system,
and slow fabrication techniques (like the scanning probe oxi-
dation) may be acceptable. Moreover, as in single-electron
memories, the transistor would work as an analog amplifier,
so that the single-electron island size of ∼3 nm would be
sufficient.

The experiments [81], mentioned in Section 4.1., may be
considered as the first step toward the implementation of
this idea.

4.5. Logic Circuits

4.5.1. Voltage State Logics
Most suggestions of logic circuits based on single-electron
devices may be referred to one of two groups. In circuits
of the first, “voltage state”, group (first considered in [14])
single-electron transistors (Fig. 3) are used in CMOS-like
circuits. This means that the single-electron charging effects
are confined to the interior of the transistor, while externally
it looks like the usual electronic device switching persist-
ing currents, with binary unity–zero presented with high–low
dc voltage levels (physically not quantized). This concept
simplifies the circuit design that may ignore all the single-
electron physics particulars, except the specific dependence
of the drain current I on the drain-to-source voltage V and
gate-to-source voltage Vg (Figs. 3 and 4).

Analyses of this opportunity have shown that due to the
specific shape of this dependence (oscillating transconduc-
tance), both resistively coupled [14] and capacitively coupled
[136] single-electron transistors allow a very simple imple-
mentation of CMOS-type inverters, without a need for two
types of transistors (like n-MOSFETs and p-MOSFETs in
the standard CMOS technology). On the other hand, pecu-
liarities of functions I�V #Vg� make the exact copying of
CMOS circuits impossible, and, to get substantial parameter
margins, even simple logic gates have to be redesigned. The
redesigned and optimized circuits (Fig. 12) may operate well
within a relatively wide parameter window [137, 138]. Even
after such optimization, the range of their operation with an
acceptable bit error rate shrinks under the effect of thermal
fluctuations as soon as their scale kBT reaches approximately
0.01Ea. (For other suggested versions of the voltage state
logic [136, 139], the temperature range apparently is even
narrower). The maximum temperature may be somewhat
increased by replacing the usual single-island single-electron
transistors with more complex devices with 1D-array “chan-
nels” and distributed gate capacitances [140]. However, this
would increase the total transistor area at the given mini-
mum feature size.
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Figure 12. Basic gates of the complementary SET logic family using
capacitively-coupled single-electron transistors: (a) inverter; (b) XOR,
and (c) NOR/NAND [138], R. H. Chen et al., Appl. Phys. Lett. 68, 1954
(1996). © 1996, American Institute of Physics.
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A disadvantage of voltage state circuits is that neither
of the transistors in each complementary pair is closed too
well, so that the static leakage current in these circuits is
fairly substantial, of the order of 10−4 e/RC [137]. The
corresponding static power consumption is negligible for
relatively large devices operating at helium temperatures.
However, at the prospective room-temperature operation,
this power becomes on the order of 10−7 watt per tran-
sistor. Though apparently low, for the hypothetical circuits
that would be dense enough (>1011 transistors per cm2)
to challenge the prospective CMOS technology, this num-
ber gives an unacceptable static power dissipation density
(>10 kW/cm2).

4.5.2. Charge State Logics
The power dissipation problem may be avoided, to a large
extent, by using “charge state” logic circuits in which single
bits of information are presented by the presence or absence
of single electrons at certain conducting islands throughout
the whole circuit. In this case, the static currents and power
virtually vanish. This approach has been explored theoret-
ically since 1987 [141], and quite a few families of charge
state logic circuits have been suggested [29, 30, 141–167].
In most suggestions, an electron is confined in a cell con-
sisting of one or a few islands, while the logic switching is
achieved via electrostatic (or spin [148, 154, 160]) coupling
of the cells. Another classification of single electron logics
may be based on where they take the energy necessary for
logic operations: from dc power supply [141, 150, 158], ac
power supply (also playing the role of a global clock) [29–
31, 140, 145, 162, 166, 167], or just from the energy of an
external signal [143–148, 154, 156, 160, 161, 163]. (The last
category includes the so-called quantum (or quantum-dot)
cellular automata based on ground-state computing. This
concept has been controversial from the very beginning [149,
159–161], and, under the growing criticism [176, 177], it was
eventually repudiated by its authors [31].)

Only a few of these concepts have been analyzed in
detail, especially at finite temperatures. To my knowledge,
the most robust charge-state logic circuits suggested till now
are those based on the single-electron parametrons (see Sec-
tion 2.4.). Figure 13 shows a possible shift register based on
the parametrons. The direction of the shift of the central
island of each next device is shifted by �/3 within the yz
plane. The circuit is driven by electric field Ec�t� rotating
in the same plane and providing the periodic switching on
the SET parametrons, with an appropriate phase shift. As a
result, each digital bit (one per three cells) is being shifted
by 3 cells along the structure each clock period. Major-
ity logic gates, sufficient for arbitrary logic circuits, may be
implemented in the same way [30]. Geometric modeling and
numerical simulation of these circuits within the framework
of the orthodox theory have shown that they may oper-
ate correctly within approximately ±20% deviations from
the optimal clock amplitude. Estimates show that the maxi-
mum operation temperature of these logic circuits is of the
order of that of voltage mode circuits, i.e., of the order of
0.01Ec/kB, if the bit error rate is in the practically accept-
able range (below ∼10−20).

A new, potentially useful feature of the charge state logics
is the natural internal memory of their “logic gates” (more
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Figure 13. A shift register based on single-electron parametrons.

proper terms are “finite-state cells” or “timed gates”), thus
combining the functions of combinational logic and latches.
This feature makes natural the implementation of deeply
pipelined (“systolic”) and cellular automata architectures.
The back side of this advantage is the lack of an effective
means of transferring a signal over large distances; crudely
speaking, this technology does not allow simple wires, just
shift registers.

4.5.3. Phase-Mode Logic
Within the framework of our classification, the so-called
phase-mode logic [168–171] should be placed in a separate
category, because in these circuits the information-keeping
cells are coupled by rf signals, carrying the binary informa-
tion coded by either of two possible values of the rf signal
phase. The elementary cell of this logic essentially is a relax-
ation oscillator generating SET oscillations with frequency
fSET = I/e (see the discussion in Section 4.1.) phase locked
by an external reference with frequency 2fSET . Such “sub-
harmonic” generator has two possible phases of oscillations,
which differ by �; the oscillation state with each phase has
exactly the same amplitude and is locally stable, i.e., can be
used to code a single bit of information. Moreover, the oscil-
lator can impose its phase upon a similar, adjacent oscillator
that had been turned off temporarily (e.g., by turning off its
power supply current I) and is now being turned on. Thus
information may be transferred along a row of oscillators,
working as a shift register, very similar to that consisting
of single-electron parametrons (see Fig. 13 and its discus-
sion). Majority gates can be organized similarly, enabling the
implementation of arbitrary logic functions.
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A theoretical advantage of this logic family is the potential
insensitivity of its cells to the random background charges, if
a resistor with quasi-continuous charge transfer is used for
the insertion of dc current I . Unfortunately, as was discussed
in Section 2, the known implementations of such resistors
lead to very large size, making the implementation of prac-
tical (room-temperature) phase-mode logic circuits hardly
feasible.

4.5.4. Devices for Defect-Tolerant
Architectures

The main problem of all single-electron logic circuits is
the effect of random background charge, described in Sec-
tion 2. Until this problem has been solved, it is difficult
to discuss seriously any of numerous suggestions of single-
electron implementation of traditional logic circuit architec-
tures (e.g., usual microprocessors, digital signal processors,
etc.) based on number crunching.

I believe that the only way to make single-electron devices
useful for large-scale electronic circuits is to introduce inno-
vative architectures with high defect tolerance. The design
of such architectures is especially natural for hybrid CMOL
circuits combining CMOS components and single-molecule
single-electron devices connected by nanowires (Fig. 9 and
its discussion). In this case, single-electron devices may be
used to perform only the functions that are natural for
them (i.e., compact memory cells or externally controlled
switches), leaving the more difficult functions (e.g., signal
amplification with high voltage gain) for more sparse CMOS
circuits.

Figure 14 shows a three-terminal version [173] of the ear-
lier suggested [172] device that is a simple combination of
the single-electron transistor and the trap, working together
as a “latching switch.” The device consists of three small
islands connected by four tunnel junctions. Island 1, together
with input and output wires serving as source and drain,
forms a single-electron transistor. Islands 2 and 3 form a
single-electron trap (cf., Fig. 5), with trapping island 3 capac-
itively coupled to the SET island 1, thus playing the role of a
single-electron floating gate. If the effective source-to-drain
voltage V = �V1 + V2�/2 applied from two inputs of the
device is low, the trap in equilibrium has no extra electrons
and its total electric charge is zero. As a result, the transis-
tor remains in the Coulomb blockade state, and input and
output wires are essentially disconnected. If V is increased
beyond a certain threshold Vinj (which should be lower than
the Coulomb blockade threshold voltage Vt of the transis-
tor), one electron is injected into the trap. In this charge
state, the Coulomb blockade in the transistor is lifted, keep-
ing the wires connected at any V . However, if the node
activity (voltage V ) is low for a long time, either thermal
fluctuations or cotunneling eventually kick the trapped elec-
tron out of the trap, and the transistor closes, disconnect-
ing the wires. Figure 14b shows typical results of numerical
simulation of the latching switch dynamics with a perfect
background charge of the SET island (it may be adjusted by
voltage applied to the SET gate). The trap injection thresh-
old may be adjusted by voltage applied to an additional gate.
Figure 15 shows a possible single-molecule implementation
of such a device [174].
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The latching switch is still sensitive to random charge
impurities and, thus, should be used in redundant circuits
that may tolerate at least a small percent of faulty devices.
I believe that the architecture design space for such defect-
tolerant circuits is very broad, and I will give just one
example based on our recent Stony Brook work [172–175].
Figure 16 shows a possible structure of so-called distributed
crossbar arrays for neuromorphic networks (“CrossNets”)
based on such switches. Cell bodies (which are supposed
to be implemented in nanoscale CMOS technology) are
embedded sparsely into a 2D array of single-electron latch-
ing switches working as single-bit-weight synapses. (Depend-
ing on the particular insertion rule, we distinguish several
CrossNet species, e.g., FlossBar, InBar, and RandBar [173].)
In each CrossNet, each cell body is hard-wired to a lim-
ited number 4M of other cells, with the discrete synaptic
weights controlling which of these connections are currently
active. Vice versa, signal activity of the network determines
whether the synapses are open or closed, though the state
of any particular synapse also is affected by the underlying
randomness of single-electron tunneling.

Recent results of numerical simulation of limited frag-
ments of the CrossNets on usual supercomputers have
shown [173–175] that they may be taught to perform at
least fast image recognition in the so-called Hopfield mode
(Fig. 17). These results give hope that such self-adaptive
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(“plastic”) networks also can be taught, by using global rein-
forcement training techniques, to perform more complex
information processing. Moreover, it is expected that if a
sufficiently large hierarchical, CrossNet-block-based system
[174] will be able, after a period of initial training, to self-
evolve and to self-improve on the basis of its interaction with
the informational environment.

If these expectations are confirmed, CrossNets may have
very impressive characteristics. Estimates show [172–175]
that at the neural cell connectivity M = 104 (comparable
with that of the human cerebral cortex) and a nanowiring
pitch of 4 nm, neural cell density may be as high as 107 cm−2,
implying that brain-scale systems could be implemented on
a silicon area of the order of 30 × 30 cm2. The estimated
speed scaling of this network is even more impressive, with
time of signal propagation between the neural cells of the
order of 100 ns, at acceptable power dissipation. This speed
is nearly 4 magnitudes higher than that in biological neural
networks. The systems capable of self-evolving at such a high
speed would have a revolutionary impact on all information
technology and possibly on the society as a whole.

5. CONCLUSION
Single-electron devices frequently are considered as the
most probable candidates for the replacement of silicon
MOSFETs as soon as the process of exponential improve-
ment of the latter devices runs out of steam, apparently in
about a decade. The most reasonable basis for these expec-
tations is that the physics of single-electron device operation
is basically material-insensitive, and, hence, these devices
may be fabricated from a broad variety of materials. The
most important corollary of this insensitivity is the possibility
of self-assembly of chemically synthesized molecular devices
on prefabricated metallic nanowire structures. Due to its
potentially low cost, this technology may eventually replace
lithography as the main road to future nanoelectronics.

However, working of these prospects, one has to take
into account substantial problems of single-electron devices;
first of all, their low voltage gain and high sensitivity to sin-
gle charge impurities in the dielectric environment. Both
these problems may be most readily circumvented in hybrid,
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few-electron memory cells (see Section 4.3.). Such mem-
ory cells may be scaled down to a ∼30 nm2 cell area,
the range apparently out of reach of DRAM, ferroelectric,
and magnetic memories. Complemented with crested tunnel
barriers, the few-electron memories may also feature 1-ns-
scale write–erase time. Moreover, the feature size require-
ments for single-electron devices in memory cells are more
relaxed (for room-temperature operation, they should not
be larger than ∼3 nm, instead of ∼1 nm for logic circuits).
As a result, one may expect practical implementation of
room-temperature few-electron memories, even by using the
usual lithographic patterning methods or their straightfor-
ward future extensions.

For logic circuits, the random background charge effects
are much harder to overcome. Nevertheless, the single-
electron devices, used in CMOL hybrid circuits with
nanoscale MOSFETs, may become the basis for implemen-
tation of novel, massively parallel architectures for advanced
information processing, e.g., self-evolving neuromorphic net-
works (see Section 4.5.). In the most optimistic scenarios,
such systems may eventually become more important for
information processing than the traditional digital proces-
sors. Presently, the technologic and social consequences of
such a breakthrough cannot be predicted in detail but would
certainly be extremely significant.

GLOSSARY
CMOL circuit A hybrid VLSI circuit combining a CMOS
stack and several levels of parallel nanowires connected by
self-assembled molecular devices.
Coulomb blockade Suppression of electron transport
through a system with a single-electron island(s) due to
single-electron charging.
CrossNet A distributed crossbar circuit structure com-
patible with (i) neuromorphic network architectures and
(ii) CMOL implementation.
Single-electron addition energy The minimal energy nec-
essary to bring an additional electron from infinity into a
single-electron island.
Single-electron box A system of two electrodes (source
and gate) and one single-electron island connected to the
source via a tunnel junction. Voltage applied to the gate
changes electrostatic potential of the island and determines
the equilibrium number of electrons in it.
Single-electron island A piece of conductor so small that
injection/ejection of a single electron (e.g., through a tunnel
junction) causes a substantial of island’s electrostatic pon-
tential that may affect transport of the following electrons.
Single-electron parametron A system of three (or more)
single-electron islands connected by tunnel junctions but
isolated galvanically from environment. External electric
fields applied to the parametron may cause either a “soft”
(reversible) switching of the electron configuration of the
system and, hence, of its electric dipole moment or a
“freeze” of the moment in one of two possible metastable
states.
Single-electron transistor A system of three electrodes
(drain, source, and gate) in which the source and drain are

connected via two tunnel junctions and a single-electron
island between them. Voltage applied to gate changes elec-
trostatic potential of the island and, hence, the rate of elec-
tron transport between source and drain.
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1. INTRODUCTION: SINGLE-ELECTRON
DYNAMICS

Electrical current is microscopically a flow of large numbers
of electrons, each of which carries an elementary charge, e.
For instance, 1 A corresponds to a flow of approximately
1019 electrons per second. We generally do not care much
about the transport of each electron for such a large cur-
rent. However, as the electrical current becomes smaller
and smaller, the flow of individual electrons becomes impor-
tant. A commercially available current meter can mea-
sure down to a few femtoamperes (noise floor of a few
fA/

√
Hz), which corresponds to about 104 electrons per

second. Usually, we cannot observe the flow of individual
electrons in an electrical conductor. However, recent devel-
opments in nanotechnology allow us to control and measure
single-electron transport very accurately. An electron pump
device, which carries exactly one electron during one cycle
of voltage modulation, is considered a possible current stan-
dard with extremely high accuracy. A single-electron tran-
sistor has an extremely high charge sensitivity (about 10−5

electrons/
√
Hz) on a small conductive island. This device

would detect individual electron transport of a current on
the order of a few nanoamperes. With these techniques,
various dynamical behaviors of single electrons can also be
studied. Usually each electron moves randomly in a conduc-
tor. However, electron transport through a small conductive
island, known as single-electron tunneling, can be somewhat
correlated. An electron that has entered the small island
leaves it before another electron is allowed to enter. More-
over, in a one-dimensional array of small islands, each elec-
tron is expected to transport more regularly. This research

on single-electron transport has been started by understand-
ing the dc and low-frequency transport characteristics, but
now they are moving to more high-frequency dynamical
single-electron transport characteristics, which we call single-
electron dynamics.

Another important aspect of a single electron is that
its behavior is governed by quantum mechanics. One of
the nonclassical characteristics is the particle–wave duality.
Although a single electron is a particle located somewhere
when it is measured, it can behave as if it was located in
two (or more) different places at one time. For instance,
when an electron (the same is true for a photon or other
single particles) is transmitted through and diffracted from
a pair of small holes (a double slit), it appears randomly at
a position on the screen behind the double slit. The prob-
ability of the appearance on the screen shows an interfer-
ence pattern that is described by the wave characteristics
of an electron (the quantum mechanical picture of an elec-
tron). One cannot determine the path (slit) an electron has
taken without causing the interference pattern to disappear.
This is an example of spatial interference, but similar inter-
ference can also appear in the time domain. Consider two
conductive islands (a double quantum dot) located close to
each other. When an electron is added to this double dot
system, it occupies one of the two dots in the classical pic-
ture. However, quantum mechanics allows it to occupy both
dots simultaneously. One cannot determine which dot the
electron occupies at a given time, but one can determine
the probability of finding the electron in each dot. When an
appropriate electromagnetic field is applied to the system,
the probability starts to oscillate. This coherent dynamics of
single electrons is another interesting topic covered in this
chapter.

A single electron rotates by itself (electron spin). Electron
spin usually does not play an important role in nonmagnetic
materials. However, it can determine the transport charac-
teristics of a small island (a quantum dot) that contains a
small number of electrons. Coulomb interactions of elec-
trons confined in a small region induce different spin states,
which give rise to spin-dependent transport. Single-electron
spin in a quantum dot shows a long energy relaxation time
and is expected to have a long decoherence time, which
promises to provide the coherent dynamics of single-electron
spin.
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One challenging area of research in coherent single-
electron dynamics is to realize quantum computing hard-
ware, in which information processing is performed in the
time evolution of quantum states. Quantum computing is
expected to perform some sorts of calculations efficiently at
an amazing speed that is unavailable in a classical comput-
ing scheme. The single-electron charge state and the single-
electron spin state in quantum dots are good candidates for
basic building blocks of a quantum computer.

2. STATIC CHARACTERISTICS
OF A SINGLE ELECTRON

A small conductive island that accommodates a tunable num-
ber of electrons is often used to manipulate a single electron
[1]. The electrons in the island can be controlled one by one.
When the island is so small that the energy quantization is
significant, the island is often called a quantum dot [2]. Elec-
trons occupy discrete levels, each of which has twofold spin
degeneracy. When a few electrons are confined in a well-
defined potential, the quantum dot is often referred to as
an artificial atom. Electrons occupy well-defined orbitals, as
in a normal atom.

These islands, quantum dots, and artificial atoms are usu-
ally connected to the source and drain electrodes through
tunneling barriers to allow transport measurements. A cou-
ple of gate electrodes are also used to control the electro-
static potential of the island and the tunneling barriers. In
this section, we summarize the fabrication techniques of the
devices and their dc transport characteristics.

2.1. Fabrication Techniques

The fabrication techniques for single-electron devices have
been developed together with large-scale integration tech-
nology for solid-state devices. Electron beam lithography,
which patterns arbitrary fine structures with a few nano-
meters resolution, is often used to fabricate small structures.
Here, some typical fabrication processes are summarized.

Well controllable quantum dots are often fabricated
from two-dimensional electron gas (2DEG) formed in a
modulation-doped heterostructure [3, 4]. The heterostruc-
ture consists of a thick high-quality undoped GaAs layer, an
undoped AlxGa1−xAs layer (an Al content of x ∼ 0�3), and a
Si-doped AlxGa1−xAs layer. The 2DEG accumulates at the
interface of the GaAs and AlGaAs layers. Since the 2DEG
is spatially separated from the doping layer, it shows a high
electron mobility of 105–107 cm2/Vs, with a typical sheet car-
rier concentration of n= 2–5×1011 cm−2 at low temperature
(<4 K). The quality of the 2DEG has been improved for
its application to high-electron mobility transistors as well
as for the physical interest in integer and fractional quan-
tum Hall effects. Small structures, like quantum dots, can be
fabricated by processing the heterostructure. For a typical
fabrication procedure, the first step is a wet etching process
for device isolation and defining a conductive channel. Next,
some Ohmic contacts (an AuGeNi alloy) are fabricated by
metal evaporation, which is followed by a thermal annealing
process. Then, fine Schottky gates (Au/Ti) are evaporated
on the surface with the aid of electron beam lithography.

Additional etching processes using a fine electron beam
lithographic pattern can define the conductive channel more
precisely. Considering that the 2DEG is depleted approxi-
mately 50–200 nm away from the edge of the etched pattern
and about 10–20 nm away from the moderately biased gate
electrode, a small conductive island (quantum dot) of 100–
1000 nm can be routinely fabricated. This technique pro-
vides high-quality nanostructures with multiple gates.

Extremely clean quantum dots containing a very few elec-
trons have been fabricated in a pillar structure of a resonant
tunneling heterostructure [5]. An undoped InGaAs poten-
tial well separated from n-type GaAs electrodes by AlGaAs
tunneling barriers can be designed to accommodate 2DEG
even at zero voltage. A pillar structure with a diameter of
∼0.5 �m and a height of ∼0.5 �m is patterned and fabri-
cated by using electron beam lithography and dry and wet
etching. Then a gate electrode is deposited around the pil-
lar structure. Electrons flow from the top of the pillar to
the bottom of the structure. The electrons are confined in a
square well potential in the vertical direction and in a two-
dimensional harmonic potential in the lateral direction. The
advantage of this structure is that the electron number can
be reduced to zero. Since the confinement potential is well
defined, the electronic state in the quantum dot can be pre-
dicted from theoretical calculations.

Another fabrication process often used for superconduc-
tor and normal metal islands is shadow evaporation [6, 7].
By using a double (or triple) layer of resists having differ-
ent sensitivities for electron beam lithography, suspended or
overhanging resist layers can be fabricated. Then metals are
evaporated from different angles to the sample to form mul-
tiple metal layers that overlap in some regions. A thin insu-
lating layer can be inserted between metal layers by using
an oxidation process. For example, two aluminum evapo-
rations with oxidation between provide Al/AlO2/Al tunnel-
ing junctions. Small metal islands, tunneling barriers, gate
electrodes, and source and drain leads can be fabricated on
a substrate by properly designing the lithographic pattern.
High-quality Al islands show superconducting characteristics
at low temperature and in a low magnetic field.

Much smaller islands, or quantum dots, can be fabri-
cated by using various nanotechnologies. For instance, crys-
tal growth of thin InAs on a GaAs substrate results in
the formation of nanometer-scale islands (10–50 nm). This
is known as the Stranski–Krastanov growth mode, which
occurs when there is a large difference in the crystal lattice
constants. Source and drain electrodes, as well as gate elec-
trodes, can also be fabricated for transport measurements
[8]. Moreover, a variety of materials, such as nanoparticles
of magnetic, superconductor, and semiconductor materials
as well as molecules of carbon nanotubes and fullerenes,
can also be used as small quantum dots. However, as the
islands becomes smaller, fabrication processes for transport
measurement generally become difficult.

Generally, larger quantum dots have smaller character-
istic energies and work only at lower temperatures. How-
ever, they can be fabricated together with multiple gate
electrodes to control the characteristics of the dot indepen-
dently. Therefore, the fundamental characteristics of quan-
tum dots are investigated in relatively large quantum dots at
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very low temperature (<0.1 K), while better characteristics
are obtained in smaller quantum dots.

2.2. Coulomb Blockade
and Single-Electron Tunneling

Here we discuss how an electron can be manipulated in
a small island. Consider a conductive island connected to
the source and drain electrodes via tunneling barriers and
connected to a gate electrode with a small capacitor, as
schematically shown in Figure 1a and in the equivalent
circuit diagram of Figure 1b. We introduce the orthodox
Coulomb blockade theory, which describes the Coulomb
blockade (CB) effect and single-electron tunneling (SET)
behavior [1]. For simplicity we assume zero bias voltage is
applied between the source and drain electrodes, VSD = 0.
The total energy, U�N, of the system, in which an island
containing N electrons is affected by a gate voltage, Vg , via
a capacitance, Cg , is given by [9]

U�N = �−Ne + CgVg + q0
2

2C�

+ Eint�N� (1)

The first term is the electrostatic energy approximated by
the constant capacitance model, that is, constant Coulomb
interaction in the island. In parentheses is the sum of the
electron charge on the dot, the induced charge by the gate,
and an offset charge, q0. C� is the total capacitance of the
dot. The second term, Eint�N, is the sum of the ener-
gies of the N occupied electron levels, measured relative to
the Fermi energy of the leads, accounting for the internal
degrees of freedom of the QD. Other corrections to many-
body interactions can be included in Eint. We neglect the sec-
ond term in this section, but discuss it in detail in Section 2.3.
Ignoring this term corresponds to considering a relatively
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Figure 1. Coulomb blockade (CB) and single-electron tunneling (SET)
in a single island. (a) Schematic diagram of the conductive region of
a typical SET device (hatched regions). (b) Corresponding circuit dia-
gram. The island is connected to the source and the drain via tun-
neling barriers and is connected to the gate electrode by a capacitor.
(c) Total energy, U�N, of the system as a function of the gate voltage,
Vg . (d) The diagram of the CB and SET regions in the Vg–VSD plane.
Slightly asymmetric tunneling capacitances are assumed.

large island containing many electrons that occupy the con-
tinuum density of states. Even if an electron is excited to
a higher energy state, the electron can relax quickly to
the minimum energy, E�min

int , which is almost independent
of N .

Therefore, by neglecting Eint, the total energy of the sys-
tem changes with Vg as shown in Figure 1c. The number of
electrons, N , is determined to minimize the total energy and
therefore becomes a well-defined integer (N = N0, N0 + 1,
N0 + 2� � � � ). The energy gap to neighbor charge states can
be maximized to e2/2C�, for instance, at Vg = Vg0. When
excitation energies, such as the thermal energy, are much
smaller than this energy, an electron can neither enter nor
leave the island. Therefore, transport through the island is
blocked (Coulomb blockade). The energy gap can be made 0
by adjusting the gate voltage at Vg = Vg1, where N can fluc-
tuate between N0 and N0 + 1 only by 1, but not more than
1. This means that electrons tunnel through the island one
by one. This single-electron tunneling scheme is maintained
unless the excitation energy exceeds the charging energy,
Ec ≡ e2/C�. The Coulomb blockade and single-electron tun-
neling appear alternately by sweeping the gate voltage with
a period given by e/Cg (CB oscillation).

When the source–drain voltage, VSD, is applied, the CB
region shrinks and the SET region expands, as shown in the
charging diagram of Figure 1d. The maximum width of a CB
diamond region is given by Ec/e in the VSD direction and
e/Cg in the Vg direction. The CB and SET appear in dia-
mond (parallelogram) regions, as shown in Figure 1d. The
number of electrons in the dot, N , can be controlled by
changing VSD or Vg .

2.3. Energy Quantization
and Many-Body Effects

When the size of an island (quantum dot) is so small that
an electron wave can interfere, only the constructively inter-
fering wave (electron orbital) can exist in the quantum
dot, forming quantized energy levels [2, 10]. Each level can
accommodate two electrons with spin-up and spin-down. In
a very simple picture, electrons occupy levels starting from
the lowest and making spin pairs. Therefore, the total spin,
S, of the system is 0 for even N and 1

2 for odd N . Eint�N
in Eq. (1) is the sum of the occupied energy levels for all
N electrons. For this quantum dot regime, the characteristic
energy for CB and SET is the addition energy, Eadd, which is
the energy required to add one electron to the quantum dot.
When an electron is added to an odd-N quantum dot, the
addition energy is identical to the charging energy, Eadd(odd-
N ) = Ec. However, when an electron is added to an even-N
quantum dot, excess energy equivalent to the energy spac-
ing, �, between quantized levels is required, Eadd(even-N ) =
Ec +�. The difference in the addition energy is reflected in
the width of CB regions, which now show even–odd asym-
metry (wider width for even N ).

However, when N is relatively small, electrons in a quan-
tum dot interact, and the width of the CB region exhibits
more complicated variations with N . This comes from the
Coulomb interactions between the electrons in a quantum
dot. Electrons occupy different orbitals that have different
spatial distributions in the dot. Electrons prefer to occupy
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different orbitals in order to reduce Coulomb repulsion
(the direct Coulomb interaction). Two electrons occupy dif-
ferent orbitals, rather than make a spin pair, if the energy
gain is larger than the energy cost for taking a higher energy
orbital. If electrons occupy different orbitals, their spins pre-
fer to maximize the total spin in order to gain the exchange
Coulomb energy. These Coulomb interactions determine the
electron filling in a quantum dot (many-body effects). The
width of CB regions changes with N in a complicated man-
ner. In other words, one can study the many-body effects
from the N -dependent addition energy.

The many-body effects can be clearly studied in a
quantum-dot disk, in which electrons are confined in a two-
dimensional harmonic potential [10–12]. In this case, the
orbitals can be expressed analytically and can be identi-
fied as 1s, 2p, 3s, and 3d, � � � from the lowest energy to
higher energy. Such a quantum dot is referred to as an
artificial atom. The ground state of the one-electron quan-
tum dot (artificial hydrogen atom) is one electron in the 1s
orbital. This configuration does not change with the mag-
netic field. However, the ground state of the two-electron
quantum dot (artificial helium atom) is the spin-singlet state
having two anti-parallel-spin electrons in the 1s orbital, or
the spin-triplet state having parallel-spin electrons in the 1s
and 2p orbitals, depending on the strength of the Coulomb
interactions and the level spacing. The transition from the
spin-singlet state to the spin-triplet state occurs by apply-
ing a magnetic field (B = 2–6 T), which increases the
Coulomb interactions and decreases the level spacing. Note
that similar singlet–triplet transition in a normal helium
atom is expected to occur at an extremely high magnetic
field of 4 × 105 T. One can study simple atomic physics
in moderate parameter spaces using an artificial atom
(see Section 3.10).

2.4. Double Quantum Dot

A double quantum dot comprises two quantum dots sepa-
rated by a tunneling barrier [13–16]. If a quantum dot is an
artificial atom, a double quantum dot can be regarded as
an artificial diatomic molecule. The two quantum dots can
be coupled electrostatically (an ionic bond in the language
of chemistry) as well as quantum mechanically (a covalent
bond). Consider two quantum dots connected through a
tunneling barrier with a capacitor, Cc, and tunneling cou-
pling, Tc. Figure 2a is the schematic diagram of the dou-
ble dot connected between the source and drain in series.
For a moment, we neglect the effect of the source and
drain contacts for simplicity. Figures 2b–2d show the charg-
ing diagram of the double quantum dot in different regimes
[14]. The gate voltages, Vgl and Vgr , are swept to shift the
potential of the respective dots; �n�m represents the stable
charge state in which n and m electrons occupy the left and
the right dots, respectively. When there are no interactions
between the two dots (Cc ∼ 0 and Tc ∼ 0), the charging dia-
gram is just Coulomb blockade oscillations of the two dots
[see Fig. 2b]. If only the electrostatic coupling is turned on,
(Cc > 0, Tc ∼ 0), charging of an electron on one quantum
dot lifts up the potential of the other dot. And the gate volt-
age for one dot also affects the potential of the other dot
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Figure 2. Charging diagram of a double quantum dot. (a) Schematic
circuit diagram of a double dot. (b–d) Charging diagrams in the dif-
ferent regimes. (a) Both electrostatic and tunneling couplings are
neglected. (c) Only electrostatic coupling is considered. Single-electron
transport through the double dot with an electron-like process at the
triple point, E, and with a hole-like process at H. Circled arrows are
typical gate–voltage trajectories in the single-electron pumping opera-
tion. (d) Both electrostatic and tunneling couplings are considered. The
charge state is no longer a good quantum state in the hatched regions.

via the coupling capacitor. In this case, the charging dia-
gram becomes a hexagonal honeycomb structure, as shown
in Figure 2c. Each crossing point in Figure 2b splits into
two triple points [see E and H in Fig. 2c], whose spacing
corresponds to the interdot coupling energy defined by

Eid = e2Cc/C�lC�r (2)

Here C�l and C�r are the total capacitance of the left and
the right dots, respectively. The transport through the dou-
ble dot from the source to the drain is allowed only at these
triple points, where three charge states are energetically
degenerated. At the triple point indicated by E, an electron
tunnels from the left to the right (the clockwise direction
in the charging diagram) or the right to the left (the coun-
terclockwise direction) sequentially. However, the tunneling
sequence at the triple point H is somewhat peculiar. The
electron tunneling process propagates in the reverse direc-
tion of the electron flow. It is easy to conceive that a hole,
rather than an electron, tunnels sequentially.

Now we discuss the amplitude of current through a double
quantum dot. We assume that electrons can tunnel between
the two dots elastically, that is, only when the discrete energy
states of the two quantum dots are aligned approximately
within the lifetime broadening of the states. Then we expect
a very sharp peak at the resonance, whose current profile
is basically independent of the thermal distributions in the
leads. In the vicinity of a triple point, only one energy state
in each dot contributes to the transport [17]. At a large
source–drain voltage, which saturates the current, the cur-
rent profile is determined by the energy difference between
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the two charge states, !, and it is given by a Lorentzian
function as

I�! = e

�

#oT
2
c

!2 + # 2
o /4 + T 2

c �1 + #o/#i
(3)

where #i and #o are the tunneling rate of the incoming
and outgoing barriers, respectively [15]. Note that #i and #o
appear asymmetrically, so the three parameters, Tc, #i, and
#o, can be deduced from the current profiles obtained at dif-
ferent current directions. This is a convenient way to deter-
mine the parameters experimentally, if the inelastic current
(see Section 3.11) and other currents from excited states can
be neglected.

If the tunneling coupling, Tc, is made larger than #i and
#o, coherent tunneling coupling (covalent bond) between
the two dots is expected [14, 18, 19]. The charging diagram
deforms as shown in Figure 2d. In the gray regions, one
cannot distinguish whether a single electron is in the left or
right dot. The localized states in each dot are mixed into
bonding and antibonding states, which are energetically sep-
arated by 2�Tc at the original triple points. The current peak
is broadened and elongated into a crescent shape in the
vicinity of the original triple point. Finally, if the tunneling
coupling becomes too strong, the double dot becomes effec-
tively a large single dot, in which just single CB oscillations
are expected. In the intermediate and intriguing coupling
regime, two dots are coupled strongly and coherently, but
are weakly coupled to the source and drain electrodes just
to measure the current. This double dot can be considered
a tunable two-level system, which is discussed in Section 2.5.

2.5. Two-Level Systems—Electron Spin
and Pseudo-Spin

The two-level system is the simplest system in which quan-
tum mechanical characteristics can appear and provides an
important model for the study of the quantum dynamics.
After describing a single electron spin as a typical two-level
system, we define a tunable two-level system in a double
quantum dot.

An electron spin is fully described by quantum mechanics.
The direction of an electron spin can be arbitrary in princi-
ple. However, electron spin takes spin-up, denoted here by
�0	, or spin-down, �1	, when the z component of the spin is
measured. An arbitrary spin state before the measurement
is described by a linear superposition of these two states
(bases) as

�%	 = cos
&

2
�0	 + ei' sin

&

2
�1	 (4)

where & and ' are mixing angles that determine the proba-
bility of measurement results. This representation is chosen
to point out the spin orientation in spherical coordinate, and
it is convenient for describing the state in the Bloch sphere
of Figure 3.

Now, consider an electron spin in the presence of mag-
netic field B = �Bx� By� Bz. The Hamiltonian of the system
can be described as

H = −1
2
�s�*xBx + *yBy + *zBz (5)
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Figure 3. Bloch sphere of a spin 1/2 system. Any two-level system can
be mapped onto the Bloch sphere. The arrow, & and + in the polar
coordinate, indicates the state, �%	 = cos &
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2 �1	.

where *x, *y , and *z are the Pauli matrices, and �s is the
magnetic moment of a spin. The stationary eigenstates of
the system can be obtained by solving the time-independent
Schrödinger equation, H �%	 = E�%	. This gives the eigen
energies

E± = ±1
2
�s

√
B2
x + B2

y + B2
z (6)

and the corresponding eigenstates of

�%+	 = sin
&

2
�0	 − ei' cos

&

2
�1	 (7)

�%−	 = cos
&

2
�0	 + ei' sin

&

2
�1	 (8)

where & and ' are the directions of the magnetic field. This
argument looks roundabout, since the z direction may be
chosen as the direction of the magnetic field for simplic-
ity. However, Eqs. (6) and (7) give general eigenstates for
any two-level system under a Hamiltonian, which can be
expressed by fictitious magnetic fields (Eq. 5).

Now, we define a two-level system in a double quantum
dot [16, 18]. We choose the ground state of the charge state
(1, 0) as one state �0	 and the ground state of the charge
state (0, 1) as the other state �1	. Other excited states and
other charge states can be ignored, if they are energeti-
cally much higher than the lowest two energy states, �0	 and
�1	, that is, if the double quantum dot is properly adjusted
somewhere in between a pair of triple points (gray regions
in Fig. 2d). In addition, the double dot can be effectively
isolated from the source and drain electrodes because the
interdot charging energy can block the transport (see Sec-
tion 2.4). The energy difference, !, between the two states
can be changed by the gate voltages, as shown by the arrow
in Figure 2d. The coherent tunneling coupling, Tc, allows
the system to change between �0	 and �1	. In this case, the
Hamiltonian of the system is written as

H = 1
2
!*z + �Tc*x (9)

where 1
2! and �Tc can be regarded as fictitious mag-

netic fields in the z and x directions, respectively (com-
pare with Eq. 5). Therefore, we can map the two-level
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system of the double quantum dot onto the spin system
(pseudo-spin model). Similarly any two-level system can be
mapped onto the spin system, and its superposition can be
represented in the Bloch sphere. The eigen energies of the
double quantum dot are given by

E± = ±1
2

√
!2 + 4��Tc2 (10)

which is schematically shown in Figure 4a [18]. The corre-
sponding wavefunctions, which are schematically shown in
Figure 4b–d, are symmetric for energy E− (often called the
symmetric state or bonding state) and anti-symmetric for
energy E+ (antisymmetric state or antibonding state). And
the eigenstates are always in the x–z plane (y = 0) of the
Bloch sphere.

3. SINGLE-ELECTRON DYNAMICS
IN NANOSTRUCTURES

In this section, we discuss the dynamical behavior of a sin-
gle electron. In most of the phenomena, various types of
potential modulations are included in the discussion of time-
integrated tunneling current. When the modulation is rel-
atively slow compared to the tunneling rate, the system
changes adiabatically. We can still use the stationary states
of quantum dots in the absence of the modulation. How-
ever, if the modulation frequency becomes higher than the
tunneling rate, the system changes nonadiabatically, and the
state is no longer the original stationary state. We have to
use time-dependent Schrödinger equations, i� d%/dt =H%,
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Figure 4. (a) Schematic energy diagram of a double quantum dot. EL

and ER are the energies of the localized charge states (1, 0) and (0, 1),
respectively. When the tunneling coupling is turned on, the bonding
state with the energy E− and the antibonding state with the energy E+
are formed. (b–d) Schematic energy diagram and wavefunctions of the
bonding and antibonding states for (b) ! < 0, (c) ! = 0, and (d) ! > 0.

to describe the dynamics. This section also describes the
decoherence mechanisms, which are very important charac-
teristics in the dynamics. Finally, measurement techniques
for single electron states in a relatively short time domain
are discussed.

3.1. Single-Electron Turnstile
and Pump

Single-electron turnstiles and pumps are single-electron
devices that carry exactly one electron from one electrode
(the source) to the other electrode (the drain) during one
cycle of the periodic potential modulation [20]. During the
first half of the modulation period one electron tunnels
from the source to the island, and the electron tunnels out
to the drain during the second half of the cycle. By repeating
the modulation at a sufficiently high frequency, typically f ∼
10 MHz, a reasonable electrical current, I = ef ∼ 1�6 pA,
is obtained. These devices have been discussed as a possible
current standard for metrology [21]. The frequency-locked
current in a single electron pump, the frequency-locked volt-
age generated by the Josephson effect, and the quantum
resistance realized by the quantum Hall effect are expected
to close the quantum metrology triangle formed by voltage,
current, and frequency.

Current in a turnstile device is driven by an external dc
bias voltage applied between the source and drain, and the
current is regulated so that only one electron is allowed to
pass through the device during one cycle [22]. The current
direction is given by the polarity of the bias voltage, and the
current vanishes at zero bias voltage. On the other hand, the
current in single-electron pumps is generated by a pumping
process from the source to the drain. The direction of the
pumping current is independent of the applied bias voltage,
and it works even at zero bias voltage [23]. Usually, the turn-
stile devices are operated with a single modulation voltage,
while the pump devices are operated with more than two
gate voltages modulated with different phases.

Consider pumping processes in a double quantum dot.
The charge state of a double quantum dot is represented by
�n�m, where n and m are the number of excess electrons
in the double dot [see Fig. 2c]. If the system is initially in the
(0, 0) state, modulation voltages are designed to move the
charge state to the (1, 0) state, followed by the (0, 1) state,
and return it to the initial state (0, 0). During this cycle,
an electron moves from the left to the right sequentially.
This trajectory is schematically shown by an arrow enclosing
the triple point E in Figure 2c. The other trajectory in the
reversed direction enclosing the other triple point H carries
a hole (0 state) from the right to the left, which gives the
same current direction. In this way, exactly one electron, or
hole, is carried from one lead to the other in one cycle of
the potential modulation.

For metrology, an extremely high accuracy of less than
10−8 errors per cycle is required. The deviation from
the frequency-locked current arises from thermal activa-
tion, Poisson tunneling statistics, the cotunneling process,
and so on. The probability of thermal excitation to other
charge states can be suppressed below 10−8 at a dilution-
refrigerator temperature of less than 50 mK for a typical
double dot with interdot charging energy of about 100 �eV
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[20]. The current error also arises from the Poisson statis-
tics of tunneling events, whose interval is widely distributed.
Even when an electron is allowed to tunnel, the tunneling
may not happen during the finite period of the cycle. This
error can be reduced by making the modulation frequency
much smaller than the tunneling rate of the barriers.

The cotunneling process, which is the simultaneous tun-
neling over two (or more) tunneling junctions via an
intermediate virtual state [24], is a serious problem. The
cotunneling current survives even at zero temperature.
Although the cotunneling current is much smaller than the
frequency-locked current, cotunneling can easily degrade the
accuracy of the current standard, especially when higher cur-
rent is required. The cotunneling current can be reduced
either by driving the pumping device with a high resistor
located very close to the device or by using multiple tunnel-
ing junctions connected in series.

Other practical problems arise from low-frequency elec-
trical noise and background charge fluctuations, which
shift the effective operating gate voltage randomly, and
high-frequency (microwave to far-infrared region) noise,
which gives rise to photon-assisted tunneling processes [25].
By adjusting the operating parameters properly, a single-
electron pump with seven tunneling junctions works very
nicely with an error per pumped electron of 1�5× 10−8 [26].
Single-electron pumps provide extremely accurate current
of the order of ∼1 pA. Another way to achieve a possible
current standard at a relatively large current is the moving
quantum dot, which is discussed in Section 3.3.

The single-electron pump is a fundamental tool that
allows us to manipulate electrons one by one. In principle,
one can design the voltage waveform so that a single elec-
tron is injected into or extracted from an island on demand
within the accuracy of the inverse of the tunneling rate. One
can add any operation or manipulation during the interval.

3.2. Single-Electron Tunneling Oscillation

Single electron tunneling, in which electrons travel through
an island one by one, is a sort of correlated tunneling pro-
cess over the two junctions. In normal SET devices, tunnel-
ing events are uncorrelated in time, and the interval between
them is distributed according to Poisson statistics. How-
ever, the distribution of the tunneling interval can be made
narrower than Poisson statistics (sub-Poisson statistics), and
each electron tunneling can take place more regularly (SET
oscillation).

A very simple scheme for SET oscillation is a small tun-
neling junction driven by a constant current. When the tun-
nel junction with a small tunneling capacitance is driven
by a small constant current, the voltage across the junc-
tion increases linearly in time due to the charging. Single-
electron tunneling is allowed only when the voltage exceeds
the charging energy of the junction and the voltage drops
suddenly by discharging (tunneling of) an electron. There-
fore, the voltage across the junction shows a sawtooth pat-
tern in time. The charging and discharging should take place
almost regularly as long as the junction is driven by a con-
stant current. The constant current source can in principle
be generated by a high-resistance resistor connected to the
junction [27, 28]. However, it is not easy to fabricate such

a resistor. A small parasitic capacitor in the vicinity of the
junction smears the sawtooth pattern of the voltage differ-
ence, and the junction is then effectively driven by a constant
voltage.

Another way to achieve SET oscillation is with a one-
dimensional (1D) array of small islands connected by tun-
neling barriers. When an excess electron is injected into the
array, potential distribution inside the array shows soliton
characteristics (charge soliton). The soliton has a charac-
teristic size, M ∼ √

CT /C0, in the unit of an island, where
CT and C0 are the tunneling capacitance and the self-
capacitance of an island, respectively. If the length of the
array is longer than 2M , transport through it is influenced
by Coulomb repulsion between the solitons. The solitons
line up in a Wigner lattice inside the array and propagate
in a regular way (SET oscillation). This type of SET oscil-
lation has been indirectly observed under microwave irra-
diation, where the SET oscillation is locked at the applied
frequency [29]. The appearance of nonlinear characteristics
under microwave irradiation indicates correlated transport
in the one-dimensional array of islands.

The correlated tunneling process can also be studied in
the shot noise of the single-electron tunneling current. When
the current is carried by a Poisson process, the shot noise
is given by 2e�I � (full shot noise), where I is the current.
The suppression from the full shot noise indicates time-
correlated tunneling and sub-Poissonian statistics. Even in
a conventional single quantum dot device, the shot noise
can be suppressed by half if the incoming and outgoing tun-
neling rates are almost the same [30, 31]. It is theoretically
expected that shot noise in resonant Cooper pair tunneling
can be suppressed significantly [32].

3.3. Moving Quantum Dots

In this section, we discuss the unique characteristics of mov-
ing quantum dots, in which an array of quantum dots each
containing exactly one electron propagates from the source
to the drain. When a high-frequency voltage (typically a few
giga Hertz) is applied to a metal electrode on a piezoelec-
tric material (such as GaAs), a surface acoustic wave (SAW)
is generated and propagates on the surface. The propa-
gating SAW deforms the crystal lattice, thus modulating
the conduction band in the vicinity of the surface through
the piezoelectric interaction between the lattice deforma-
tion and the electrons. Therefore, a sinusoidal potential for
electrons propagates with the SAW velocity, v = 2980 m/s
for GaAs. When a one-dimensional channel is prefabricated
along the SAW propagation direction by conventional litho-
graphic techniques, a moving 1D array of potential puddles
(quantum dots) is formed. Each quantum dot carries a well-
defined integer number of electrons, n (= 1, 2, 3, � � � ), which
can be tuned by external voltages or the intensity of the
SAW. The acoustoelectric current is quantized to I = nef
with the SAW frequency, f [33–37]. In this case, electrons
are transferred with the propagating potential, and no tun-
neling processes are involved. The current amplitude can be
on the order of nanoamperes (I ∼ 0�48 nA for n = 1 and
f = 3 GHz), which is about 3 orders of magnitude larger
than that in electron pump devices. Therefore, more practi-
cal current-standard devices are expected.
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In order to obtain a sufficient potential modulation, the
SAW is usually generated with a narrow-band interdigital
transducer situated a few millimeters from the electrical
channel [34]. The typical wavelength of the SAW is about
1 �m for fSAW = 3 GHz and should be comparable to the
length of the one-dimensional channel. Application of a few
milliwatts of microwave power to the transducer gives a
typical potential modulation of about 1 meV in the active
region. Note that the modulation amplitude is significantly
reduced by the screening effect from the existing electrons.

The accuracy of the current is expected to be excellent
(less than 10−10 errors for a modulation amplitude of about
20 meV), when the electron transport is driven adiabatically
[33, 38]. Practical error may come from insufficient potential
modulation, background charge fluctuations, the existence
of standing wave modes, thermal effects, and so on. Some
devices show current accuracy of about 5 × 10−5 [35, 36],
but this accuracy is not yet enough for metrology purposes.
Further improvements are desired for this device.

3.4. Photon-Assisted Tunneling

In the previous sections, the energy states in quantum dots
are assumed to be shifted adiabatically in proportion to
the applied modulation voltages. This is a good approxi-
mation, provided the modulation frequency is much lower
than the tunneling rate. However, when the modulation fre-
quency exceeds the tunneling rate, a quantum mechanical
description of the system is required in order to understand
the nonadiabatic transport characteristics. In this and the
next few subsections, we concentrate on sinusoidal poten-
tial modulation, in which the modulation can be regarded
as a coherent photon field. Various kinds of electron–
photon interactions analogous to those in quantum optics
are expected. For instance, electrons can tunnel through a
barrier by absorbing or emitting a photon. This photon-
assisted tunneling (PAT) has been theoretically developed in
the Tien–Gordon theory [39, 40] and experimentally studied
in the transport through Josephson junctions [41] and reso-
nant tunneling structures [42, 43], as well as quantum dots
[44, 45]. Coherent electron–photon coupling is expected and
has actually been demonstrated in double quantum dots and
superconductor islands.

When a sinusoidal voltage, V �t = V0 sin1t, is applied
across a tunneling barrier, the wavefunction of an electron
on one electrode acquires a phase shift,

∫
eV �t dt/�, rela-

tive to the other electrode. The wavefunction can be written
as a superposition of a series of photon sidebands as

%�x� t = %0�x� t
�∑

n=−�
Jn�3 exp�−in1t (11)

where Jn�3 is the nth order Bessel function of the first
kind, 3 ≡ eV0/�1 is the normalized modulation amplitude,
and %0�x� t is the original stationary wavefunction in the
absence of sinusoidal voltage. The energies of the photon
sidebands are separated by the photon energy �1, and the
amplitude of each wavefunction is proportional to Jn�3
(as shown schematically in the inset of Fig. 3a). Therefore,
the photon-assisted tunneling can be considered a normal

tunneling process to one of the photon sidebands. The effec-
tive tunneling rate to the nth sideband state is given by

#n = J 2
n �3# (12)

where # is the original tunneling rate in the absence of
modulation. Here the energy dependence of # is neglected
for simplicity; n = ±1�±2� � � � corresponds to the tunnel-
ing with �n� photon absorption (for positive n) and emission
(for negative n). Equation (12) can also be applied in the
case of intense microwaves, where nonlinear optical effects
can appear. Figure 5a shows the function J 2

n �3, which indi-
cates how the effective tunneling rate (or current) changes
with the normalized modulation amplitude 3. For a weak
amplitude of 3 � 1, #n is proportional to the nth power of
the photon power, that is J 2

n �3 ∼ �32n. For a strong ampli-
tude of 3 � 1, however, J 2

n �3 is an oscillating function of
3. At a specific amplitude where J1�3 = 0, for instance at
3 ∼ 2�8, tunneling through a one-photon sideband should
vanish even in the presence of an intense oscillating poten-
tial. It should be noted that the zero-photon tunneling rate
#0 for n = 0 is also affected by the photon field, and the
total sum is always conserved,

∑�
n=−� J

2
n �3 ≡ 1.

The Tien–Gordon theory explains very well the I–V
characteristics of Josephson junctions and other tunneling
devices, such as resonant tunneling structures and super-
lattices, in the presence of microwaves, millimeter waves,
THz waves, and far-infrared light [40–43]. Here we focus
on the photon-assisted tunneling in single-electron systems
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[44, 45]. A microwave (photon energy of 4–200 �eV for
microwave frequency of 1–50 GHz) is often used as a coher-
ent photon source. Application of a microwave on a gate
or source–drain electrodes induces photon-assisted tunnel-
ing on the two tunneling barriers. Since the two tunneling
barriers are close to each other, it is technically difficult to
control the modulation amplitude across each barrier inde-
pendently, and photon-assisted tunneling can occur at either
barrier. Nevertheless, the flow of current through the device
can be quantitatively explained by the Tien–Gordon theory.
The photon-assisted tunneling from the continuum density
of states in the electrode to a discrete energy state in the
quantum dot produces a pumping current. A broad pump-
ing current with a width corresponding to the photon energy
appears in the vicinity of the SET current peak.

When a microwave is properly applied to modify the
potential of the quantum dot, coherent tunneling through
one of the photon sidebands is expected. An electron can
tunnel into the dot by absorbing one photon through one bar-
rier and simultaneously tunnel out from the dot by emitting
one photon through the other barrier. Distinct resonant PAT
current peaks have been observed [46], indicating a coherent
PAT process. In this case, the PAT current peaks are sepa-
rated from the SET current peak by the photon energy. Fur-
thermore, when the photon energy is made higher than the
energy spacing in the quantum dot, one can excite an inner
electron in the quantum dot to the reservoir. This process is
analogous to the photoionization process of atoms.

3.5. PAT in a Double Quantum Dot

A more interesting case is the electron–photon interaction
in a double quantum dot, where an oscillating potential is
applied between two discrete energy states [47, 48]. Note
that a similar situation can be realized in a superconduct-
ing island, where photon-assisted tunneling of a Cooper
pair is observed between superconducting charge states in
the island [49]. In this subsection, we restrict ourselves to
a weakly coupled double dot, where an electron tunnels
sequentially through three barriers (see Section 3.6 for the
strongly coupled double dot). In this case, we can still use
the Tien–Gordon theory to describe the pumping current.
The photon-assisted tunneling current appears as a very
sharp peak because of the discrete energy states. The peak
appears when the two energy states are exactly separated by
the photon energy. The current profile is given by Eq. (3) by
substituting Jn�3Tc for Tc [47]. In the weak coupling limit,
the width of the peak is determined by the tunneling rate of
outer barriers, in principle, or by the effective electron tem-
perature in some cases. In a low-temperature cryostat with
a low-noise measurement system, the width can be reduced
to a few microelectron volts, corresponding to a frequency
of about 1 GHz. The double dot is expected to act as a
good microwave and millimeter wave spectrometer [50]. The
current increases linearly with microwave power in the low-
power limit, as expected from Eq. (12) [18, 51].

Furthermore, the double dot is a unique system in which
population of each quantum dot can be controlled by exter-
nal voltages [48]. In the normal population, the occupied
state is energetically lower than the empty state, and excita-
tion from the lower state to the higher state takes place by a

photon absorption. However, in the inverted population, the
occupied state has a higher energy than the empty state, and
the microwave stimulates the transition from the higher state
to the lower state by emitting a photon (stimulated emission).
One can study microwave emission and absorption spectra
just by changing the voltages.

3.6. Coherent Electron–Photon Interaction

Here we discuss the coherent electron–photon interaction
in a strongly coupled double quantum dot, where the sim-
ple Tien–Gordon theory cannot be applied [52, 53]. In this
case, the double dot can be considered a two-level system.
In order to generalize the problem, we use the pseudo-
spin model introduced in Section 2.5. We consider that a
microwave is applied to the two-level system to modify the
energy difference, !, between the two charge states, (1, 0),
denoted by �0	, and (0, 1), denoted by �1	; !�t = !0 +
!1 cos1t. Then the Hamiltonian of the system is time depen-
dent and given by

H�t = 1
2
�!0 + !1 cos1t*z + �Tc*x (13)

where Tc is the tunneling coupling. When the Hamiltonian
is periodic, H�t + T  = H�t, with the period T = 24/1,
the eigenstates have the form %�t = e−iEt/�u�t, where E
is the quasi-energy and u�t is a periodic function (Floquet
function) with the period T . E and u�t are the eigenenergy
and eigenstate of the one-period evolution operator U�T ,
which can be obtained by integrating the equation

i�
6

6t
U�t = H�tU�t (14)

numerically [54].
Figure 6 shows the numerical calculation of the eigenen-

ergy, E, for different normalized modulation amplitudes,
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3 = !1/�1. The trace for 3 = 0 is identical to that in
Figure 4a, which schematically illustrates photon excitation
from the bonding state (lower energy) to the antibonding
state (higher energy). When the microwave amplitude is very
weak, 3� 1, the application of the microwave does not per-
turb the energy states of the double dot. A current peak
appears when the bonding and antibonding states are exactly
separated by the photon energy, ! = √

��12 − 4��Tc2
see arrows in Figure 4a. So there is a minimum frequency,
Tc/4, to observe the microwave excitation current. This is an
accurate measurement to experimentally determine ! and
Tc, since it can be deduced from the frequency. Actually, the
anticrossing behavior has been demonstrated in a strongly
coupled double dot and in a superconducting island [18, 49].

However, eigenstates of the system are influenced by
microwave modulation, as shown in Figure 6. As the ampli-
tude increases, the original bonding and antibonding states,
�%+	 and �%−	, are coherently coupled with the aid of n
photons, and a new energy gap, �n, appears at the energy
spacing close to the integer multiple of the photon energy,
!0 ∼ n�1 [53]. The appearance of the gap indicates the
coherency of the system, and the absorption and emission
can take place coherently and oscillatory (Rabi oscillations,
see next subsection). In the limit Tc � 1, where analytical
solutions can be obtained, the nth energy gap, �n, is approx-
imately given by

�n = 2�Jn�3��Tc (15)

at !0 = n�1 [53]. Figure 4b shows the Bessel function,
�Jn�3�, to illustrate how the energy gap changes with 3
(compare with the square of the Bessel function for Tien–
Gordon theory in Fig. 4a). As is also seen in Figure 6, the
energy gaps change with 3. It should be noted that the posi-
tion of the gap also changes. The energy gap with one pho-
ton appears at ! = ±√��12 − 4��Tc2, in the case of weak
microwave amplitude, 3 � 1, while it shifts toward ! = �1
for strong amplitude. This shift is also observed as a shift
of the current peak in a double quantum dot device [55].
Strong nonlinear electron–photon coupling can be studied
in quantum dot systems.

3.7. Coherent Oscillations
in the Time Domain

In this subsection, we discuss some coherent oscillations
in the time domain. First, we describe Rabi oscillations in
a double quantum dot under microwave irradiation. Then,
a slightly different type of charge oscillation induced by
abruptly changing a gate voltage and spin rotation in the
microwave magnetic field are discussed.

In order to simplify the problem, we consider that the
two levels in the double quantum dot are separated by !
in the limit of �Tc � ! and the microwave is irradiated
at the resonant condition, ! = �1, with the same nota-
tions as in the previous subsection. Therefore, the localized
state, in which an electron occupies the left or the right
dot, gives a good picture of the system. Suppose an electron
occupies the left dot before microwave irradiation at t < 0
and the microwave is turned on for the period 0 < t < tp.
If microwave absorption and emission take place coherently

during the microwave irradiation, the probability of finding
the electron in the dot should oscillate in time,

Pl/r �t =
1
2
91 ± cos��1t/�: (16)

where the frequency, �1/�, is given by Eq. (15). This is
analogous to Rabi oscillations in atomic systems [56]. One
cannot directly observe the oscillation by detecting the loca-
tion of the electron, since the measurement itself causes the
decoherence of the system and makes the oscillation cease.
Instead, one can measure the location of the electron after
turning off the microwave at t > tp. A simple measurement
scheme is a current measurement. The gate voltages can be
adjusted so that an electron in the right dot, for example, can
escape to the lead to measure as a current. This tunneling
rate must be much smaller than the oscillation frequency to
reduce the decoherence. However, this measurement yields
only one electron at most per pulse. Since a typical cur-
rent meter requires about 105 electrons to detect a signal,
a reasonable current can be obtained by repeating identi-
cal measurements (microwave pulses) many times. Then the
current is proportional to the probability, Pr�tp. The oscil-
lation pattern appears if the current is measured at various
pulse lengths, tp, or strengths of electron–photon coupling,
�1 = 2�J1�3��Tc.

Practically, the coherent oscillation does not continue for-
ever due to dissipation and decoherence (Section 3.8) and
ends up with a stationary ground state. In order to obtain the
oscillations, higher oscillation frequency and less decoher-
ence are required. However, the observation of Rabi oscil-
lations in a single-electron system is difficult, because of
technical difficulties in obtaining a short microwave pulse
compared to the relatively short decoherence time of sin-
gle charge states. Successful oscillations have been observed
in an exciton (electron–hole pair) system, in which ultrafast
optical excitation is used [57] .

A slightly modified technique is coherent charge oscil-
lation induced by a high-speed voltage pulse, instead of
a microwave pulse [58, 59]. A localized state is prepared
before the pulse, and the two levels are aligned during the
pulse (! = 0) so that the electron can go back and forth
between the two dots coherently.

Neglecting the source and drain electrodes, the Hamil-
tonian of the system, by using the same notation as in
Section 2.5, changes from

H�t = 1
2
!0*z + �Tc*x �t < 0 (17)

before the pulse, where �!0�  Tc is chosen to give a local-
ized state in the steady state, to

H�t = 1
2
!1*z + �Tc*x �0 < t < tp (18)

during the pulse, where !1 ∼ 0 is the situation we are inter-
ested in. The dynamics of the pseudo-spin can be under-
stood well using the Bloch sphere introduced in Section 2.5.
The system is initialized in the ground state of Eq. (17)
(at the north pole in the Bloch sphere of Fig. 7e) at t =
0 and then precesses about the x axis during the pulse.
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In a way similar to the microwave-induced Rabi oscilla-
tions, the electron in the right dot can be detected as a
current, which is proportional to the probability of finding
an electron in the right dot, Pr�tp. This is the projection of
the quantum state in the Bloch sphere onto the z axis and
is given by

Pl/r �tp =
1
2
91 ± cos�2Tctp: (19)

at !1 = 0.
Figure 7 shows the coherent oscillation pattern in the tp−

!1 plane. As �!1� grows larger, the oscillation amplitude and
the oscillation period decrease. For !1 �= 0, the Hamiltonian
of Eq. (18) contains an additional fictitious magnetic field in
z directions. The pseudo-spin rotates about the direction of
the total fictitious magnetic field, which is illustrated in the
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Figure 7. Time evolution of the two-level system in a double quan-
tum dot. (a) Probability of finding the system in the excited state, Pe

(white for 0 and black for 1) as a function of the normalized time,
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trajectories in Figure 7d–f. It is important that any position
(state) in the Bloch sphere can be prepared by adjusting
!1 and tp in a single pulse. By using a fast pulse generator
with a rise time of 50–60 ps, successful charge oscillations
have been observed in superconducting charge states in a
single Cooper-pair box [58, 59] and more recently in single
electron states in a double quantum dot [60].

Another important coherent oscillation is the electron
spin resonance, in which the real electron spin precesses in
the presence of a static magnetic field, B0, in the z direction
and an oscillating magnetic field, B1, in the x direction. The
Hamiltonian of the system is given by

H�t = −1
2
�s�B0*z + B1 cos1t*x (20)

which is similar to Eq. (13) by exchanging the x and z direc-
tions. When the frequency of the oscillating magnetic field
is adjusted at the Zeeman splitting energy, the spin direc-
tion goes up and down with a precession about z direction.
This is known as the electron spin resonance, and many
kinds of coherent effects have been investigated in many
systems. However, because of insufficient measurement sen-
sitivity for electron spin, the electron spin resonance has
to be obtained from an ensemble of many spins. Dynam-
ical measurements on a single electron spin are desired
(see Section 4.3).

3.8. Decoherence in Quantum Dots

Loss of coherence, which arises from the interaction
between a quantum system and the environment, kills the
coherent oscillations of the quantum system. There are two
or three characteristic times to describe the coherency. Lon-
gitudinal relaxation time, which is often called T1, is the
characteristic time by which energy of the system is dis-
sipated into the environment (dissipation). The transverse
relaxation time, T2, is the time by which the phase of the
system becomes uncertain (decoherence). If the transverse
relaxation time originates from the inhomogenity of an
ensemble of the quantum system, it is often referred to as
T ∗

2 (dephasing). Since dissipation also kills the phase infor-
mation, generally T ∗

2 ≤ T2 ≤ 2T1.
Electrons in a quantum dot have orbital and spin degrees

of freedom. These degrees of freedom are actually influ-
enced by the environment surrounding the quantum dot,
such as photons in the electrical leads and vacuum, phonons
of the crystal lattice, other electrons in the electrodes and
impurities, nuclear spin of the crystal, and noise and other
fluctuations in the control signal. Moreover, spin and orbital
degrees of freedom are coupled with relativistic correction
(spin–orbit interactions). The quantum system has to be well
isolated from the environment to maintain the coherency of
the system.

The characteristic times (T ∗
2 , T2, and T1) of a system

depend on the material, devices, and measurements and
their parameters. In the next few subsections, we describe
some dissipation and dephasing mechanisms that appear in
a single-electron system.
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3.9. Momentum Relaxation in a Single
Quantum Dot

We start from the energy relaxation process from an excited
state to the ground state of a single quantum dot without
changing spin. The dominant interaction in this case is the
coupling with acoustic phonons for a typical quantum dot
whose energy spacing is less than ∼10 meV. Because of the
discrete energy states in a quantum dot, the quantum dot
only couples with a phonon whose energy is identical to the
energy difference of the ground and excited states. At very
low temperature, where no phonons are excited, only spon-
taneous emission of a phonon is important. It should be
noted that the wavelength of the phonon can be close to
the size of the QDs. This is a notable difference when com-
pared to electron–photon coupling, in which the wavelength
of the photon is usually much longer than the size of the sys-
tem. The strength of electron–phonon interaction becomes
maximum when the half wavelength is about the size of the
quantum dot [61, 62].

We have to consider different types electron–phonon cou-
plings to fully understand the mechanisms. In addition to
the normal bulk phonon modes, surface acoustic waves have
to be taken into account, if the quantum dot is close to the
surface within the phonon wavelength, and interface phonon
modes if it is close to the interfaces. Moreover, for polar
semiconductors, for example, GaAs, there are two types of
couplings. One is the deformation type, in which the defor-
mation of the lattice shifts the potential for electrons, and
the other is the piezoelectric type, in which the deforma-
tion gives an electric field. Generally, the piezoelectric type
coupling is more efficient for low energy phonons (less than
∼1 meV for GaAs).

The electron–phonon interactions for optical characteris-
tics are intensively studied because inefficient optical prop-
erties (the phonon bottleneck effect) are expected for a QD
whose energy spacing is relatively large [63]. The phonon
bottleneck effect is undesirable with respect to optical char-
acteristics, but it is desired in order to reduce the decoher-
ence of the quantum system. The energy relaxation time is
expected to become significantly long, if the energy spacing
is not right at the optical phonon energy and if the cor-
responding phonon wavelength is longer than the size of
the QDs. There are still many questions about its influence
on the efficiency of luminescence, but recent studies indi-
cate that the phonon bottleneck effect does exist when other
relaxation mechanisms, which may be related to holes or
other electrons, are well suppressed [64–66]. Optical tech-
niques are often restricted by their generated electron–hole
pairs, which open other relaxation channels.

As for the transport measurement, in which no holes
are generated, the suppression of phonon emission appears
more clearly. Excitation spectra in single-electron tunnel-
ing characteristics indicate relatively long relaxation time;
however, conventional transport characteristics do not give
quantitative information about the relaxation time [67]. The
recent discovery of time-dependent transport through a QD
in the Coulomb blockade regime allows us to measure
the energy relaxation time in a QD that contains just one
electron (an artificial hydrogen atom). The energy relax-
ation process from the 2p orbital (the first excited state)

to the 1s orbital (the ground state) is schematically shown
in Figure 8a. The relaxation time, T1 = 3–10 ns, slightly
increases with increasing energy spacing (1.5–2.5 meV) by
changing the magnetic field (B = 0–5 T) [68]. This behav-
ior is understood as the spontaneous emission of an acous-
tic phonon and indicates the phonon bottleneck effect. It
should be noted that the observed T1 time is close to the
minimum condition, where the half wavelength is about the
size of the quantum dot (maximized electron–phonon inter-
action). The strength of electron–phonon coupling could be
reduced by tailoring the structure of the quantum dot.

3.10. Spin Relaxation in a Quantum Dot

When the energy relaxation involves a spin–flip, simple pho-
ton or phonon emission cannot contribute to the relaxation.
Spin–flip mechanisms, such as spin–orbit or hyperfine inter-
actions, have to be considered together with the phonon
emission that is required for energy conservation. Spin–
orbit interaction, which mixes the spin and orbital degrees
of freedom, is known to be a dominant spin–flip mecha-
nism in 2D electron systems in semiconductors. Causes of
spin–orbit interaction include the lack of crystal inversion
symmetry, the electric field of the confinement potential,
and impurities and interfaces of the structures. However,
the spin–orbit interaction does not contribute to the spin
relaxation in a QD to the first order if the energy spac-
ing is much larger than the spin–orbit-induced spin splitting

2p

1s

(b)

(c)

(a)

1st excited state ground state

Figure 8. Energy relaxation processes in a quantum dot. The upper and
lower horizontal lines in each circle represent the 2p and 1s orbital
states, respectively, in a quantum dot. (a) Momentum relaxation from
the 2p state to the 1s state. (b) Spin and momentum relaxation in a two-
electron quantum dot. (c) Spin relaxation in a one-electron quantum
dot. The double line indicates Zeeman splitting in a magnetic field.
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energy (a few microelectron volts for GaAs). Higher order
spin–orbit interactions give rise to a small effect on the spin–
flip energy relaxation, whose relaxation time is expected to
be longer than 1 ms for a typical GaAs QD [69–72]. Never-
theless, spin–orbit coupling is theoretically predicted to be a
major source of the spin–flip energy relaxation process.

The spin–flip energy relaxation time has also been
intensively studied in optical measurements. However, the
observed relaxation time strongly depends on the excita-
tion conditions. When the QD is excited resonantly, a very
long relaxation time (20 ns, which is even longer than
the experimental limit of the optical technique) has been
reported at low temperatures (<20 K) [73, 74]. However,
it is not as long as the theoretical predictions. The optical
measurement is restricted by its electron–hole recombina-
tion lifetime.

Single-electron transport measurements with time-
dependent gate voltage allow us to measure extremely long
relaxation times (the electrical pump and probe technique)
[68, 75, 76]. The energy relaxation from the spin-triplet
state to the spin-singlet state in a two-electron quantum dot
(artificial helium atom) involves a spin–flip, as schemati-
cally shown in Figure 8b. This inelastic spin relaxation time
is found to be about 200 �s for a specific device. From a
detailed analysis, this relaxation was found to be dominated
by the cotunneling process, which exchanges the spin and the
energy with the electrode [68]. For instance, a spin-up elec-
tron leaves the dot, and simultaneously a spin-down elec-
tron enters it. During this process, the QD loses energy and
the electrode gains the same energy. Since the strength of
the cotunneling process is determined by the tunneling rate,
the cotunneling process can be easily reduced by increas-
ing the tunneling barrier. Then, the resulting relaxation time
should become longer than 200 �s and may be dominated
by spin–orbit interactions.

The inelastic spin relaxation time (>200 �s) is more than
5 orders of magnitude longer than when no spin–flip is
involved (∼10 ns) [68]. The ratio of the relaxation time can
be larger than 3×104, which is close to the theoretical expec-
tation of 5 × 105 for this structure [70]. It is interesting to
compare this ratio to that of real atoms. Quantum dots, or
artificial atoms, couple to lattice vibration modes (phonons),
while real atoms couple to electromagnetic fields (photons).
The strength of the optical transition in real atoms strongly
depends on the characteristics of the state, known as selec-
tion rules [77]. The typical transition lifetime, or relaxation
time, of allowed transitions for electric dipole coupling is
on the order of nanoseconds, e.g., 1.6 ns for the Lyman 3
transition line from the 2p state to the 1s state in a hydro-
gen atom. However, some transitions have an extremely long
relaxation time, for example, 7860 s for the relaxation from
the two-electron spin-triplet excited state to the spin-singlet
ground state in a helium atom. In this case, the transition
is forbidden by spin conservation and parity [77]. The huge
ratio of the relaxation times, more than 1012 for hydro-
gen and helium atoms, indicates the high quality of the
quantum numbers, spin, and angular momentum. The ratio
decreases with increasing atomic number, because spin–orbit
interaction increases and the Russel–Saunders approxima-
tion becomes worse. The ratio in a GaAs artificial atom
is >3 × 104, which is comparable to the ratio of 105 for

potassium and calcium atoms, which are located in the same
row as gallium and arsenide in the periodic table. This crude
comparison implies that the spin–orbit interaction in the
nanostructure is almost comparable to an atomic property.

Another important spin relaxation process is the tran-
sition between Zeeman sublevels in a magnetic field (see
Fig. 8c). This relaxation time has been measured with the
electrical method, and is also longer than the experimental
limit of about 50 �s [78]. However, this spin relaxation time
is expected to be longer than 1 ms, based on consideration
of only the spin–orbit interaction [68].

The long spin relaxation time in quantum dots gives rise
to spin-dependent tunneling. Since an electron has spin 1/2,
a single-electron tunneling changes the total spin of the dot
by 1/2. Other tunneling transitions that change the total spin
by more than 1/2 should be blocked (spin blockade) [79, 80].
Moreover, the long spin relaxation time induces nonequilib-
rium transport that cannot be explained by the orthodox CB
theory [9, 81].

3.11. Energy Relaxation in a Double
Quantum Dot

In contrast to single dots, the energy states in a double
quantum dot are spatially separated. Here we discuss the
energy relaxation between the two charge states in the dou-
ble dot defined in Section 2.5. Suppose two quantum dots
are weakly coupled by a tunneling barrier, and consider an
energy relaxation between two localized states, that is, ! 
Tc. By changing !, the overlap of the wavefunctions can be
modified, as schematically shown in Figure 4(b–d). The tran-
sition rate, W , is given by W = �Tc/!

2J �!, where J �!
is a spectral function that describes the interaction with its
environment. As is the case for momentum relaxation in a
single quantum dot, the energy relaxation without spin–flip
is dominated by electron–phonon interactions. In the double
quantum dot case, the spectral function can be studied by
changing !.

In single-electron transport measurements through a
weakly coupled double quantum dot in a series configu-
ration, the current through the device, I , can be directly
related to the transition rate, that is, I = eW for ! > Tc, if
the outer tunneling barriers are made more transparent than
the inelastic transition of interest [82, 83]. Measurements on
GaAs double quantum dots indicate a spectral function close
to the ohmic interaction in this system. Because of the rel-
atively small energy (! = 4–100 �eV), piezoelectric interac-
tions with acoustic phonons are the dominant mechanisms.

In some cases, J �! in a double quantum dot shows
some structures, which come from the relation between
the phonon wavelength and the spacing between the dots
[82, 83]. The phonon emission between the two states is
enhanced when the spacing is half of the phonon wave-
length, but suppressed when the spacing equals the wave-
length. The electron–phonon interaction might be strong
to renormalize the single-electron tunneling [84]. Even
though there is no confinement of phonons, such oscillatory
behavior is observable in the current spectrum of a double
quantum dot.
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3.12. Decoherence of a Double
Quantum Dot

In contrast to the energy relaxation processes, decoherence
is a loss of phase information over the ensemble of mea-
surements. In the discussions of coherent oscillations in the
time domain (see Section 3.7), we completely neglect the
decoherence and dissipation. However, in reality, oscillation
does not continue forever, but is dampened over a duration
characterized by the decoherence time, T2. It is convenient
to assume an exponential decay of the oscillation amplitude,
but the amplitude can decay in a Gaussian shape in some
cases [85].

The decoherence of the two-level system in a double
quantum dot may be dominated by fluctuations of ! and
Tc. The fluctuation changes the frequency of the coherent
oscillations and smears out the oscillation in the ensem-
ble measurement. According to a detailed study of coher-
ent oscillations in superconducting charge states, the 1/f
noise in the background charge fluctuations is the deco-
herence mechanism [85]. Although the power spectrum
decreases with a 1/f dependence at higher frequency, the
integrated contributions come from a wide frequency range.
A single-electron state has the advantage of high controlla-
bility, but this means that it can easily couple to the envi-
ronment. The mechanism of the charge fluctuations is not
well understood, and the reduction of the noise may not
be easy.

One way to avoid the influence of fluctuations is to design
the quantum state to be less sensitive. As seen in Figure 4a,
the energy spacing between two eigenstates is insensitive
to the fluctuation of ! at ! = 0 to the first order, while it
is sensitive at ! > Tc. Therefore, longer decoherence time
is expected at ! = 0. In a superconducting island with a
SQUID interferometer to control the Josephson coupling
(equivalent to Tc), the quantum system can be set at the
saddle point where the energy spacing is insensitive to the
fluctuation of ! and Tc. A very long decoherence time of
a few microseconds compared to the precession period of
∼50 ps has been realized [86].

3.13. Radiofrequency Single-Electron
Transistor

The single-electron transistor is known to work as a highly
sensitive electrometer. In principle, the operating frequency
can go beyond 1 GHz if it is determined by the intrinsic
RC time constant of the tunneling resistance and capaci-
tance. However, the practical operating frequency is lim-
ited to a low-frequency range (a few kiloHertz at most) in
conventional dc current measurements. The capacitance of
the electrodes, including the measurement instruments, is
so large that the frequency range is restricted by the RC
time constant of the electrode capacitance and the tunneling
resistance.

The radiofrequency (rf) single-electron transistor
(RFSET), which works as a wide-band and highly sensitive
electrometer, is a SET combined with an impedance trans-
former (LC resonator) [87]. The capacitance of the problem
can be canceled by an external inductor located close to the
SET device if it is operated at the resonant frequency, fres.

The maximum frequency of the RFSET is approximately
given by fres/QLC, where QLC is the quality factor of the
resonator. The external LC resonator placed close to an
SET device has a typical bandwidth of about 100 MHz, with
fres ∼ 1 GHz and QLC ∼ 10. Better performance (higher
fres and larger QLC) may be obtained using an on-chip
resonator. The conductance of the SET is measured by the
reflection or the transmission of the rf carrier signal at fres
[88, 90]. The transmission amplitude, or the small change
in the reflected signal, is, in principle, proportional to the
admittance (the inverse of the impedance) of the SET [90].

The sensitivity of a charge respective to the island can be
about 10−5e/

√
Hz, which is usually restricted by the noise

of the high-frequency amplifier. This means that the intrin-
sic noise of the RFSET (shot noise) is very low at high
frequency (>10 kHz), while it suffers from 1/f noise at
low frequency. Theoretically, the noise of the RFSET is
expected to be very close to that of the conventional SET
[89]. The charge sensitivity can be as low as 2 × 10−6e/

√
Hz

for an optimized device using a practical superconducting
island, and better sensitivity is expected by using a smaller
island [87].

The RFSET technique is very attractive and can be used
as a highly sensitive fast-response electrometer for many
applications [91]. If the RFSET is attached to another quan-
tum dot located in another conductive channel, each single-
electron tunneling process would be detected with a high
sensitivity [92]. This would be an extremely sensitive current
meter, in which current flow could be detected by counting
tunneling electrons. If a RFSET is attached to a two-level
system in a double quantum dot (see Section 2.5 and 3.7),
the charge state can be detected in a short time [93]. This is
desirable for further investigation of quantum dynamics and
correlations in single-electron systems.

4. TOWARD QUANTUM
INFORMATION PROCESSING

Quantum information processing is digital data process-
ing with the aid of coherent time evolution of quantum
states. Analogous to a bit that is the unit of digital infor-
mation, the unit of quantum information is the quantum
bit (qubit), which is basically realized in any single two-
level system. Quantum information processing would pro-
vide various advantages that have never been obtained in
the conventional classical approach [94, 95]. For instance,
quantum cryptography would provide secure telecommuni-
cations because any unknown single quantum state cannot
be duplicated and because any unknown single quantum
state cannot be determined completely. A quantum nonde-
molition measurement scheme improves the measurement
accuracy by avoiding back action. Quantum computation
is programmable interferometry in which only one or a
few desired answers can be efficiently obtained from an
extremely large number of candidates. Recently, quantum
information processing has become attractive for realizing
very specific tasks.
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4.1. Concept of Quantum Computation

First, we stress that quantum information processing is com-
pletely different from so-called “quantum devices.” Quan-
tum devices are designed to transform a classical input,
like a voltage, into another classical output, like a current,
with excellent transfer characteristics with the aid of quan-
tum mechanics. The resonant tunneling diode, which is a
typical quantum device that works even at room temper-
ature, shows negative differential resistance in the current
(output)–voltage (input) characteristics. Although quantum
mechanics is required to design the diode, one can use the
diode without considering the quantum mechanics, if the
characteristics are known. In quantum information process-
ing, however, the quantum state is the carrier of informa-
tion. The quantum state is transformed from an input state
to an output state by applying an external field, for example,
an electromagnetic field, in a certain period. The transfor-
mation of the quantum state is called a quantum logic gate
and should be a unitary transformation to keep coherency.
The quantum state changes by applying a series of quan-
tum logic gates necessary for quantum computation from the
beginning, at which some classical values are input to the
quantum state, until the end of the computation, at which
the output states are finally measured as classical values.
One may not measure the intermediate state, which would
result in the collapse of the quantum state. Quantum com-
puting requires a high degree of quantum coherence for a
long enough time to complete the computation.

In principle, any calculation that can be performed in a
conventional classical computer can also be performed in
a quantum computer. But this is not a good idea because
quantum computation requires extremely high accuracy and
coherency in the quantum logic gates and because compu-
tation errors are unavoidable. However, one can design the
algorithm of quantum computation in such a way that a
series of data processings are performed at once in a parallel
fashion (quantum parallelism). Then, quantum computation
is expected to provide extremely efficient calculations for
specific problems that cannot be solved efficiently with con-
ventional classical computers. For instance, factorization of
a large number is a formidable task for conventional com-
puters. There are no efficient algorithms for this in classical
computers, and one has to check sequentially whether the
number to factorize is divisible by a number from 2 to the
square root of the number to factorize (actually, there is
a better way using a probabilistic algorithm). Nevertheless,
factorization of a 1000-digit number would require 1025 years
(longer than the history of the universe) by using 1000 work-
stations in parallel [96]. In Shor’s factoring algorithm for
quantum computing, the factorization problem is attributed
to how efficiently a Fourier transformation is calculated. The
quantum Fourier transform can be constructed from a few
kinds of quantum logic gates, and can be calculated very effi-
ciently. Factoring a 1000-digit number would require only a
few 106 steps in the quantum computation [96]. The factor-
ization (quantum Fourier transformation) is just an example
of quantum computation. There are many algorithms, such
as database search and quantum simulations, that would
solve some problems very efficiently.

Although the potential of quantum computing is fascinat-
ing, only a few small-scale quantum computers have been

realized. The solution nuclear magnetic resonance (NMR)
quantum computer is the most advanced quantum com-
puter. The nuclear spin of an atom is used as a qubit, and a
single molecule that contains distinguishable atoms (nuclear
spins) works as a quantum computer. The NMR quantum
computer works by applying a sequence of radiofrequencies
(quantum logic gates) to many molecules (quantum com-
puters) in a solution. Recently, factorization of 15, whose
prime numbers are 3 and 5, was demonstrated using a solu-
tion NMR QC with 7 qubits [97]. However, the solution
NMR QC has problems integrating large numbers of qubits
and thus may not be a practical quantum computer. It is
generally accepted that solid-state quantum computers are
good candidates for scalability. There are many proposals
based on the charge state or flux state in a superconducting
island, the charge state, electron spin state, or exciton state
(electron–hole pair) in a semiconductor quantum dot, and
the nuclear spin state of impurities or crystals. One-qubit
operations have been demonstrated in some solid-state sys-
tems, and two-qubit operations has recently been studied in
superconducting system [98].

To construct a quantum computer, single quantum states
would have to be prepared physically, manipulated coher-
ently, preserved for a long enough time, measured individ-
ually, and integrated in large quantity [99]. Each of these
points requires further development. Decoherence is one
of the major problems in solid-state systems. Fundamen-
tal research has been conducted to reduce the decoherence
problems and to devise the best quantum logic gates. In the
following two subsections, we briefly summarize the strate-
gies for realizing quantum computers using single-electron
dynamics.

4.2. Single-Electron Charge Qubit

As we discussed in Section 2.5, a single electron in a double
quantum dot can be used as a two-level system, serving as
a qubit (charge qubit) [18, 100]. A similar charge qubit has
been realized in a superconducting island, in which the two-
level system is represented by an extra Cooper pair occupy-
ing or not occupying the island (a superconducting charge
qubit). The coherent oscillations induced by microwave irra-
diation or by a high-speed voltage pulse can be used as
a rotation gate for one-qubit operation (Section 3.7). The
qubit state can be controlled to any state [& and + in the
Bloch sphere, see Figure (7d–f)] by tailoring the pulse shape.
The NOT gate, which reverses the classical information, can
be obtained by applying a 4 pulse (a half cycle of the oscil-
lation at ! = 0). The Hadamard gate, which creates a super-
position state from an eigenstate, is achieved by a 4/2 pulse
(a quarter cycle of the oscillation).

When two sets of double quantum dots (two qubits) are
fabricated to couple electrostatically, any superposition of
four bases �00	, �01	, �10	, and �11	, where the first and sec-
ond numbers indicate the location of electron in respective
double dot, can be prepared. The dipole coupling between
the two qubits affects the total energy of the states. The
controlled-NOT gate, which is a typical two-qubit operation,
can be performed by applying a voltage pulse to degener-
ate two states, say �00	 and �01	, for a certain period that
exchanges the two states. This means that the state of the
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second qubit (target qubit) is reversed (NOT operation) only
when the first qubit (control qubit) is 0. If this is performed
coherently, the controlled-NOT gate should work for any
superposition state as well. For instance, starting from the
initial state �00	, the Hadamard gate on the fist qubit fol-
lowed by the controlled-NOT gate brings an entangled state

�00	 →H �00	 + �10	 →CNOT �01	 + �10	 (21)

in which the first and second qubits are correlated [95].
The qubit state can be measured by an electrical current,

as explained in Section 3.7. In this case, ensemble averaging
over many measurements is required due to small current
sensitivity. In some cases, for example, when the correlation
between the two qubits is essential, it is desirable to mea-
sure a single qubit state without any ensemble averaging.
The RFSET technique discussed in Section 3.13 would pro-
vide a single shot measurement without averaging for the
charge qubit. If the electrostatic coupling between the qubit
and the RFSET can be made sufficiently large, the qubit
state can be measured in a relatively short time (hopefully
∼10 ns). Of course, the RFSET can be turned off by switch-
ing off the carrier rf signal during the quantum computation
to minimize the decoherence from the measurement.

4.3. Single-Electron Spin Qubit

The spin degree of freedom is an alternative way to con-
struct a qubit [101]. If the charge qubit is an artificial qubit,
electron spin is a natural qubit. The coherency and manip-
ulation of electron spins have been studied in many sys-
tems. The spin coherence time of conductive electrons in
bulk GaAs crystal can be longer than 100 ns [102], and elec-
tron spin bound to a donor in silicon shows T2 ∼ 300 �s
[103]. Electron spin based quantum computation is moti-
vated by the long decoherence time. However, in contrast
to the countless studies of the ensemble of spins, little work
has been done on the manipulation of single-electron spin.
In order to address each electron spin (qubit) in a quan-
tum computer, single-spin manipulation and measurement
techniques are essential.

A simple scheme for one-qubit operation is the elec-
tron spin resonance discussed in Section 3.7. The effective
g factor of each electron spin can be made different for
different quantum dots by using g-factor engineering, so
that each qubit is addressed by a corresponding microwave
frequency [101]. Or a moderate magnetic field gradient in
the device may be useful in changing the Zeeman split-
ting energy. However, a typical one-qubit operation using an
electron spin resonance will require a relatively long time,
∼100 ns, because of the weak magnetic dipole transition.
Alternative ways using the optical Stark effect in a spe-
cific band structure [104] or exchange coupling among three
electron spins constituting one qubit [105] are promising
for much faster operations Two-qubit operation can also be
performed by the exchange coupling between two quantum
dots [106].

Single shot spin measurement is a challenging technique
for quantum information technology. One proposal is based
on the spin-dependent tunneling between two quantum
dots combined with an RFSET [107]. When each of the

two quantum dots possesses one electron spin before the
measurement, tunneling from one dot to the other is allowed
if the two electron spins can make a spin pair (spin-singlet
state) [108]. This spin-dependent tunneling could be mea-
sured with an RFSET in a short time.

GLOSSARY
Adiabatic approximation When the Hamiltonian of a
quantum system changes slowly, the wave-function can
be approximated by an eigenstate of the instantaneous
Hamiltonian (adiabatic approximation). However, when the
Hamiltonian changes very fast (nonadiabatically), the wave-
function becomes a nonstationary superposition state.
Bloch sphere Any linear superposition of two orthonormal
bases can be expressed in a form, Eq. (4), which indicates a
point on the unit sphere (Bloch sphere). This representation
is very useful for visualizing a quantum state.
Cotunneling Cotunneling is two or more tunneling pro-
cesses that occur successively in a short time. The intermedi-
ate state may have a high energy if the energy cost is within
the energy uncertainty given by the interval of the corre-
sponding tunneling processes.
Coulomb interaction Coulomb interaction between two or
more electrons can be described by a direct integral, which
comes from the direct overlap of the two wavefunctions, and
an exchange integral, which depends on the spin state.
Poisson statistics Poisson statistics describe frequency dis-
tribution when the probability of an event is very small.
The probability for n events happening is given by p�n =
a−ne−a/n!, where a is the average number of events. When
the distributions are narrower than Poisson statistics, they
are described by sub-Poisson statistics.
Rabi oscillation When a coherent electromagnetic field
is resonantly applied to a two-level system, emission and
absorption take place coherently and with oscillation (Rabi
oscillation).
Spontaneous/stimulated emission When a transition from
a higher energy state to a lower energy state occurs by the
emission of a boson (photon or phonon), it consists of spon-
taneous emission, which always occurs due to vacuum fluctu-
ation of the bosonic system, and stimulated emission, which
is proportional to the number of existing bonons.
1/f noise 1/f noise has a power spectrum close to 1/f fre-
quency dependence. In electrical noise, 1/f noise comes
from an ensemble of many electron traps, each of which
emits or captures an electron independently (Poisson
statistics).
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1. SINGLE-CHARGE-TUNNELING
MECHANISMS

1.1. Introduction

It is well known that classical mechanics provides an accu-
rate description of the behavior of macroscopic objects. On
the other hand, the physics of microscopic systems involv-
ing electrons, atoms, and molecules is exclusively quantum
mechanical. With the advances of fabrication techniques, the
crossover region between these two fundamental regimes
has been the subject of intense experimental and theoreti-
cal investigations. Systems that fall into this crossover region
are called mesoscopic—although they contain a macroscopic
number of particles, these systems are small enough in phys-
ical size that their behavior reveals quantum-mechanical
effects. The characteristic length scale of mesoscopic sam-
ples varies from nanometers to tens of micrometers.
Several new effects have been observed in mesoscopic

devices. The wave nature of electrons is apparent in the
interference effects which produce quantum conductance
fluctuations and weak localization effects [1–3]. In addition,
it has also given rise to the Aharonov–Bohm effect in ring
geometries [4]. In contrast, the ballistic transport of elec-
trons through short and narrow channels results in quantized
conductances [5]. The discreteness of the electron energy
spectrum has been probed in semiconductor heterostruc-
tures [6] and small metal particles [7]. It is in this last cate-
gory of charging effects that this chapter belongs.

The discreteness of the electronic charge is usually not
evident in conventional electron devices, in which the cur-
rent is regarded as a continuous charge flow. However,
if electrons are confined to small isolated regions (called
islands) that are weakly coupled to its surroundings, the dis-
creteness of the electronic charge can significantly influence
the electrical properties of the system. The capacitance of
the island to the external circuit can be so small that the
charging energy required to add a single electron becomes
the dominant energy. This phenomenon is called the “single-
electron-charging effect.”
Single-electron-charging effects have been widely studied

on double oxide-tunnel-junction systems, also called single-
electron transistors (SETs). Such a sample is conventionally
fabricated by electron-beam lithography and shadow evap-
oration techniques. It consists of a metallic island which is
weakly coupled to two bias leads through small-capacitance
and high-resistance tunnel junctions, and capacitively cou-
pled to a gate electrode. The islands and the leads are sepa-
rated by thin oxide-tunnel barriers, through which electrons
can only be transported by quantum-mechanical tunneling.
The gate is used to control the average number of elec-
trons on the island. This chapter will emphasize the current
transport mechanisms in SETs with a normal metal island
or a superconductor island, and describe the fabrication and
application of SETs.

1.2. Theoretical Framework

1.2.1. Electron Tunneling
The field of single-charge tunneling was formulated in the
middle of the 1980s. The Orthodox theory [8–12] of the cor-
related single-charge tunneling was shown to be extremely
successful in describing most experimental results. The gen-
eral operating principle of SET is to control the tunneling of
a single charge. Such a system must have small islands that
connect to other metallic regions via tunnel barriers, with a
total tunneling resistance R� exceeding the quantum resis-
tance RQ = h/e2 ≈ 25�8 k�. The criterion for this require-
ment can be derived by noting that, to observe a Coulomb
blockade, the charging energy Ec = e2/2C� must exceed
the quantum energy uncertainty �/R�C� associated with
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the lifetime due to tunneling. Essentially, it means that the
wavefunction of an excess electron on the island is localized
so that quantum fluctuations of the electric charge are neg-
ligible. Another criterion to observe single-charge-tunneling
effects is Ec � kBT � so that the energy Ec required to add
a charge onto the island far exceeds the available energy of
thermal fluctuations. These two conditions ensure that the
transport of charges through the island is governed by the
Coulomb charging energy.
To understand the electron transport through the SET, let

us start by considering the tunneling between two normal
metal electrodes separated by a barrier (NIN junction), as
illustrated in Figure 1. The Fermi energies of the two elec-
trodes are offset from each other by an amount eV . (The
symbol e represents the magnitude of the electron charge,
i.e., e = �e�.) The basic idea is that there is a nonzero proba-
bility of charge transfer by quantum-mechanical tunneling of
electrons between two metals separated by a thin insulating
barrier, which classically forbids tunneling. This probability
falls exponentially with the distance of separation, and it
depends on the properties of the insulating material. Elec-
trons can tunnel across the barrier via an energy-conserving
horizontal transition, from the filled states in electrode 1 to
the empty states in electrode 2. The Hamiltonian describing
this system is written as [13]

H = H0 +HT (1)

where H0 is the unperturbed Hamiltonian of the metals
when they are completely isolated from each other, which
can be expressed as

H0 =
∑
k� �

�kc
+
k�ck� +∑

q� �

�qc
+
q�cq� (2)

where the first term corresponds to electrode 1 and the sec-
ond corresponds to electrode 2. �k and �q are the electron
energies measured with respect to the Fermi energies of
electrodes 1 and 2, respectively. c+ and c are the creation
and annihilation operators. � is a spin index, and k and q
are the electron wavevectors.

HT is the perturbing Hamiltonian which is a result of the
electron wavefunctions “leaking” from one electrode into

Figure 1. Tunneling diagram for an NIN junction at T = 0. An applied
voltage produces a difference in the Fermi energies of the electrode.
Electrons can tunnel horizontally through the barrier from filled states
(shaded) in one electrode to empty states in the other.

the other. It is referred to as the transfer or tunneling Hamil-
tonian, and is given by [13]

HT =∑
k� q

Tk� qc1kc
+
2q + h�c� (3)

where Tk� q is the tunneling matrix element which accounts
for the wavefunction overlap between the two electrodes.
The first term denotes taking an electron from electrode 1
to electrode 2; the Hermitian conjugate (h.c.) term transfers
an electron in the opposite direction.
Let us assume that the coupling due to tunneling between

the two electrodes is sufficiently weak, so that it is reason-
able to consider HT as a first-order perturbation. According
to Fermi’s golden rule, the transition rate from a single ini-
tial state k to a set of final states q is given by [14]

�k = 2�
�

∑
q

�Tk� q �2���k + eV − �q� (4)

The Dirac delta function ensures that energy is conserved in
the tunneling process, that is, �q = �k + eV . One can trans-
form the sum over q states to an integral over the energy
�q by substituting the density of states (DOS) of electrode
2, D2��k + eV �/2 at �k + eV , and obtain

�k = 2�
�

�T �2D2��k + eV �

2
(5)

Note that the DOS of electrode 2, D2��k + eV �, has already
included the spin degeneracy factor of 2. The division by 2
reflects that only states with the same spin as the original
can be tunneled into, that is, no spin flips are allowed. Let us
also assume that the average tunneling matrix amplitude �T �
is independent of the wavevectors k and q, and therefore, it
is independent of the energies �k and �q .
At thermal equilibrium, the occupation probability of the

electronic state is given by the Fermi distribution function

f ��� = �1+ e���−1 (6)

where � = 1/kBT , and the probability of the unoccupied
state is 1− f ���. Tunneling can only occur if the initial state
is occupied and the final state is unoccupied. Thus, sum-
ming over all initial occupied states �k, including the factor
D1��k� for the DOS of electrode 1, one obtains the rate for
tunneling from electrode 1 to electrode 2:

�1→2 =
∑
k

2�
�

�T �2D2��k + eV �

2
�1− f ��k + eV �� (7)

Replacing the sum over initial states k by an integral over
�k, one gets

�1→2 =
�

�
�T �2

∫ �

−�
D1���f ���D2��k + eV �

× �1− f ��+ eV �� d� (8)

Since the bias energies are much less than the Fermi
energies in the normal electrodes, one can assume that the
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DOS is independent of energy, that is, D1��� = D1 and
D2��� = D2. In this way, the forward tunneling rate becomes

�1→2 =
�

�
�T �2D1D2

∫ �

−�
f ����1− f ��+ eV �� d� (9)

Using mathematical identities for the Fermi functions,

f ����1− f ��+ eV �� = f ���− f ��+ eV �

1− e−�eV
(10)

one can express Eq. (9) as

�1→2 =
eV

e2RT �1− e−�eV �
(11)

with

RT = �

��T �2e2D1D2
(12)

The tunneling rate in the reverse direction �2→1 is simply
obtained by reversing the sign of the bias voltage, that is,

�2→1 =
eV

e2RT �e
�eV − 1�

(13)

The net current through the junction is then obtained by
subtracting the reverse tunnel current from the forward tun-
nel current:

I�V � = e��1→2 − �2→1� (14)

After inserting the tunneling rates, one gets

I�V � = V/RT (15)

recovering the ohmic relationship, with RT being the normal
state resistance of the tunnel junction.
One can also write the tunnel rates in terms of a more

general energy change !F . Let us define !F as the change
in the system free energy in going from the initial state to the
final state. The electron travels from electrode 1 to electrode
2 in the direction favored by the applied bias, the bias source
does an amount of work eV . Assume that the tunneling elec-
tron rapidly relaxes to the Fermi level, since the tunneling
process is essentially irreversible, it leads to a decrease in
the system free energy by this amount. Thus, !F = −eV .
Then one can express the tunneling rate in terms of !F :

��!F � = 1
e2RT

!F

e�!F − 1
(16)

Figure 2 plots the tunneling rate as a function of !F for
various temperatures. This rate equation forms the basis of
the Orthodox theory of single-electron tunneling [8–12].

Figure 2. Forward tunneling rate of an NIN junction as a function of
!F at different values of kBT .

1.2.2. Coulomb Blockade of Tunneling
As discussed before, when the capacitances of the junctions
become sufficiently small, and the Coulomb charging energy
Ec of a single electron is large enough, then the discrete-
ness of the electronic charge becomes very important. Let
us first look at a single tunnel junction with small capaci-
tance. The electrostatic energy of an isolated capacitor C
with chargesQ�>0� and −Q on the two electrodes isQ2/2C,
or CV 2/2, where V = Q/C. If an electron tunnels from
the negative electrode to the positive one, the charge on
the capacitor becomes ±�Q − e�, so that the energy of the
capacitor becomes �Q − e�2/2C. (Here it is assumed that
the single junction does not form a closed circuit, so that
the capacitor charges do not come to equilibrium with the
rest of the circuit.) This indicates an increase in the system
energy unless the initial charge Q ≥ e/2, that is, V ≥ e/2C.
This implies that electron transfer is energetically forbid-
den for voltages V < e/2C. This regime of zero tunnel cur-
rent, despite a finite voltage across the junction, is called the
Coulomb blockade [1].
Since the relevant time scale for tunneling is set by the

tunneling resistance and the capacitance % = RC, which is
on the order of 10−10 s, the effective shunting resistance is
determined by the high-frequency properties of the leads
near the junction, not the dc bias resistance. Hence, unless
ultracompact resistors are inserted right at the junction [1],
the effective impedance seen will be the high-frequency
impedance of the leads, Z ≈ 100 �, which is much less than
RQ. Thus, it is difficult to observe the Coulomb blockade
effect in a single tunnel junction, no matter how low the
temperature gets. One way to circumvent this problem is
to make a double-junction system in which each junction
is effectively isolated from the low-impedance environment
by high tunnel resistance and low capacitance of the other
junction (see Fig. 3).

1.2.3. Energy Considerations in
the Single-Electron Transistor

In this section, the energetics of the double-junction system
made of only normal metals will be considered. The ener-
getic considerations are important because, if one knows
how to calculate the change in the system free energy !F for
a tunneling event, then one can calculate the rate at which
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Figure 3. Schematic of a single-electron transistor showing two small
capacitance tunnel junctions and a capacitively coupled gate. The region
between the two tunnel junctions and the gate capacitor forms the
island. By varying the gate voltage, the number of electrons on the
island can be controlled.

this particular process occurs. When the leads and the island
are normal metals, this rate is determined by Eq. (16). Once
all of the tunneling rates are known, the tunneling current
through the device can be determined.
The total capacitance of the island to its surroundings is

given by the sum of the capacitances to the three electrodes:

C� = C1 + C2 + Cg (17)

The self-capacitance of this island is negligibe, and its effects
could be included by merely renormalizing the other capac-
itances. Since charge is quantized in units of e, the total
charge on the island is always discrete. However, continu-
ously increasing the gate voltage is mathematically equiva-
lent to continuously adding charge to the island. Thus, the
effective charge of the island is continuous. This shows how
the gate can tune the strength of the charging energy barrier.
To calculate the system free energy for the single-electron

transistor, let us define n1 and n2 to be the number of elec-
trons that have tunneled forward across junctions 1 and 2,
respectively, and the integer n = n1 − n2 to be the excess
number of electrons on the island. If ) is the electrostatic
potential of the island, then with the voltages and capaci-
tances defined in the schematic diagram of Figure 3, one
has (let C3 = Cg and V3 = Vg) [15]

3∑
i=1

Ci�Vi − )� = ne (18)

From this, one can find the electrostatic potential of the
island:

) =
∑3

i=1 CiVi − ne

C�

(19)

where ) is measured with respect to the same reference as
V1, V2, and Vg . The electrostatic energy U of the system is
given by summing the field energies of the three capacitors.
Thus,

U = 1
2

∑
i

Ci�Vi − )�2 (20)

If one uses Eq. (19) and substitutes for , in Eq. (20), after
some algebra, one obtains

U = �−ne�2

2C�

+ 1
2C�

∑
i

∑
j>i

CiCj�Vi − Vj�
2

= �−ne�2

2C�

+. (21)

where . is a constant independent of n. Since only the
changes in the system free energy associated with tunneling
events need to be considered, the exact value of . is not
important.
When considering the tunneling of an electron onto or

off the island, one must include not only the change in the
charging energy U from Eq. (20), but also the work done by
the bias voltage sources. The total work done by the volt-
age sources when an electron tunnels onto the island across
junction j is

Wj = e
∑
i

Ci

C�

�Vi − Vj� (22)

In the case of the symmetric voltage bias, that is, V1 = −V/2
and V2 = +V/2, for an electron tunneling onto the island
across junction 1, the voltage source does work:

W1 =
e

C�

��C2 + Cg/2�V + CgVg� (23)

and similarly, for junction 2, the voltage source does work:

W2 = − e

C�

��C1 + Cg/2�V − CgVg� (24)

The system free energy can then be calculated by subtracting
the work done by the voltage sources from the electrostatic
energy, that is,

Fsys�n1� n2� = U − n1W1 + n2W2 (25)

Substituting Eqs. (23) and (24) into Eq. (25), one obtains

Fsys�n1� n2� = .+ �
�−ne�2

2C�

− n
eQo

C�

�− n1
e

C�

�C2 + Cg/2�V

−n2
e

C�

�C1 + Cg/2�V (26)

where Qo = CgVg is the induced gate charge, which is a con-
tinuous variable as compared to the discrete change ne from
tunneling events. This offset can be suppressed by shifting
the zero of the gate voltage. In practice, naturally occurring
random charged impurities near the island shift the polar-
ization charge by an amount independent of Vg , and may
drift or change discontinuously in time.
If the integer m = n1 + n2 is defined as the total num-

ber of electrons that have tunneled forward through either
junction, then after completing the square of the term in
brackets in Eq. (26), one finds (up to a constant which is
independent of n and m)

Fsys�n�m� = �Qo − ne�2

2C�

−
[
m+ n

C2 − C1

C�

]
eV

2
(27)
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Figure 4. System free energy as a function of Qo/e for various numbers
n of excess electrons at V = 0. For fixed n, changing Qo moves along
the appropriate parabola.

The first term is conventionally called the charging
energy, with an effective island charge of Qo − ne. The sec-
ond term represents the total work done by the voltage
sources. Because the effective charge of the island influences
the strength of the charging energy barrier, the gate voltage
can be used to tune this barrier, and therefore modulate the
current through the device. Since n must be an integer, the
minimum energy for given Qo is obtained if n is the integer
closest to Qo/e. That implies that the n giving the lowest
charging energy must lie in the range

Qo

e
− 1

2
≤ n ≤ Qo

e
+ 1

2
(28)

In Figure 4, the system energy is plotted as a series of
parabolas for V = 0. Each curve corresponds to a different
number of n excess electrons on the island. As the gate volt-
age varies, that is, changing the gate charge Qo, the system
favorable energy level can be changed. The parabolas for n
and n ± 1 cross at Qo = �n ± 1

2 �e at energy Ec/4. At each
crossing point, one electron tunnels onto or off the island,
changing the number of excess electrons on the island from
n to n± 1. Because the system energy is periodic in Qo, the
current is also periodic in Qo with period e, and with cur-
rent peaks occurring at half-integer values of Qo/e. In other
words, in one modulation period of the current, that is, the
gate voltage increases by ±e/Cg , a single electron is added
or removed from the island. The current through this device
is a function of both the bias voltage V and the gate volt-
age Vg , exhibiting transistor action. Thus, varying the gate
voltage can manipulate the tunneling of electrons one by
one. Therefore, this system is given the name single-electron
transistor.

1.2.4. Energy Diagrams for
Single-Electron Tunneling

It is useful to draw simple energy diagrams to illustrate how
the Coulomb blockade arises, and how it can be tuned away.
Figures 5–7 show the energy diagram for tunneling in a nor-
mal metal SET (NNN system) with symmetric junctions, that
is, C1 = C2. The energy that can be supplied by the bias
sources is represented by shifting the Fermi level of one of
the leads with respect to the other by an amount eV . The
change in the charging energy due to tunneling is repre-
sented by the distance between the Fermi level in the island

Figure 5. Energy diagram of an NNN SET with symmetric junction
capacitances. The Coulomb blockade exists when the tunneling process
is energetically unfavorable below the threshold voltage e/C�.

and the solid line above it. This solid line represents the
position of the Fermi level after the tunneling event.
Consider symmetrically biased junctions at Vg = 0; in

order to overcome the Coulomb blockade, the bias voltage
has to exceed a threshold value at which !Fn→n+1 = 0. This
yields

eV ≥ �2n+ 1�
e2

C�

= 2�2n+ 1�EC (29)

Figure 5 shows the case for n = 0; tunneling from the left
lead onto the island increases the charging energy by Ec. For
V < e/C�, this tunneling process is energetically unfavorable
(!F > 0), and occurs with an exponentially suppressed rate
for T  Ec, so very little current will flow through the sys-
tem, and thus tunneling is blocked. On the other hand, for
V > e/C�, the bias source provides enough energy to over-
come the charging energy barrier, and the Coulomb block-
ade is overcome and current flows through the system, as
shown in Figure 6.
Figure 7 shows that, when Qo = e/2, the Coulomb block-

ade is completely tuned away, and current will flow through
the system for any nonzero bias voltage. The I–V charac-
teristic for Qo = 0 and Qo = e/2 is shown in Figure 8 for
two junctions of equal tunnel resistances.

Figure 6. When V > e/C�, that is, bias voltage sources provide enough
energy to overcome the Coulomb barrier, single-electron tunneling
occurs.
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Figure 7. At Qo = e/2, the Coulomb blockade is lifted at infinetesimal
voltages as the charging energy barrier diminishes.

Considering electron tunneling across junctions 1 and 2,
respectively, one can calculate the energy changes in the
transition from the n to n± 1 state [15]:

!E±
1 = e2

C�

{[
1
2
±
(
n− Qo

e

)]
∓ �C2 + Cg/2�V

e

}
(30)

!E±
2 = e2

C�

{[
1
2
±
(
n− Qo

e

)]
± �C1 + Cg/2�V

e

}
(31)

For a transition to occur at T = 0, it is necessary that the rel-
evant energy change !E is negative. For net current through
the device, both tunneling on across one junction (charging
step) and then off across the other (discharging step) must
be allowed. The sum of the two !E values for a through pas-
sage of charge is always exactly eV , so that the energy would
always be lowered by e�V �. The essence of the Coulomb
blockade is that the energy must be lowered on each of the
two successive transitions of charging and discharging the
island. Actually, as long as the first step becomes energet-
ically favorable, the second step will always become favor-
able. For the case when an electron tunnels off from the
island to the right electrode first, followed by an electron
from the left onto the island, it is the same as considering a
hole which tunnels from the right electrode onto the island,
then off to the left electrode.
From !E+

1 and !E−
2 , one can determine the voltage

thresholds for the charging step across junction 1 and for
the discharging step across junction 2. !E+

1 for the charg-
ing step becomes negative for positive bias voltage above

Figure 8. The current through a normal metal SET with identical junc-
tions, calculated as a function of gate-induced charge for the cases of
Qo = 0 and Qo = e/2 (T = 0).

the threshold V +
1� th, and !E−

2 becomes negative for positive
bias voltage above V −

2� th [15]. The extent of the Coulomb
blockade is determined by whichever is the lesser of the two
thresholds:

V +
1� th =

e

C2 + Cg/2

[
1
2
+
(
n− Qo

e

)]
(32)

V −
2� th =

e

C1 + Cg/2

[
1
2
−
(
n− Qo

e

)]
(33)

Therefore, the Coulomb blockade can be overcome by a
combination of the tunnel voltage V and gate voltage Vg . In
the case of symmetric junctions (i.e., C1 = C2), tunneling is
blocked when the following condition is fulfilled:

C��V �/e < �2n+ 1�− 2Cg�Vg�/e (34)

For n = 0, one sees that the Coulomb blockade occurs for
the area within the diamond of Figure 9. If the junctions are
asymmetric, then the diamond shape will be skewed. From
the slopes, the capacitance of each junction can be extracted.

1.2.5. Current Through the
Single-Electron Transistor

This section will describe how one can calculate the tun-
neling current through an SET in which the leads and the
island are normal metals. Let us first assume that the elec-
trons cannot tunnel across both junctions simultaneously.
This process is referred to as cotunneling, which will be dis-
cussed in the next section. One can calculate the !F associ-
ated with transitions from charge state n to charge state n′

using Eq. (27). Once !F are known, all tunneling rates can
be calculated using Eq. (16).
Let us define a steady-state probability ��n� to be the

ensemble distribution of the number of electrons on the
island. ��n� can be viewed as the classical analog of
the diagonal elements of the quantum-mechanical density
matrix. Assuming no charge accumulation on the island at
steady state, one can determine ��n� by requiring the total
probability of tunneling into a state to be equal to the total
probability of tunneling out of it.

Figure 9. V –Qo diagram illustrating Coulomb blockade for n = 0 state
(shaded area).
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The master equation to determine ��n� is [10–12]∑
n

��n���n → n′� =∑
n′

��n′���n′ → n� (35)

Here, ��n → n′� includes both the rates �1�n → n′� and
�2�n → n′� for going from state n to state n′ by tunneling
through either junction, and the summation runs over all
possible island charges. In the case of normal metals, only
adjacent n states are connected via tunneling, and the dis-
tribution satisfies detailed balance:

��n���n → n+ 1� = ��n+ 1���n+ 1 → n� (36)

Thus, ��n� can be solved subject to the normalization con-
dition

∑
n ��n� = 1. When either the lead or the island is

superconducting, the current mechanism changes to two-
electron tunneling at low bias voltages, that is, from n to
n ± 2. In these cases, the full matrix equation of (35) must
be solved.
From the determination of the island charge distribution

function ��n�, one can calculate the steady-state current
through the transistor by considering transitions across a
single junction for any possible island charge. For normal
metals, taking account of the forward and reverse tunneling
across each junction, the net current can be written as

I�V �=−e
∑
n

��n���1�n→n+1�−�1�n→n−1�� (37)

=−e
∑
n

��n���2�n→n−1�−�2�n→n+1�� (38)

Since there is no charge accumulation on the island in
the steady state, the currents in the two junctions are equal.
The finite probablity of occupying higher energy n states for
voltages above threshold results in a nonlinear I–V curve
called the “Coulomb staircase,” which is most pronounced
in the case of asymmetric junction resistance. This overall
approach to calculate the current is referred to as the Ortho-
dox theory of single-electron tunneling [10–12].

1.2.6. Cotunneling in the
Single-Electron Transistor

Consider a Coulomb blockade region, where the sequential
tunneling of an electron from the left electrode to the island
is energetically unfavorable (!F > 0), and thus forbidden,
even in the presence of a finite bias voltage. Therefore,
from what has been previously discussed, it is impossible to
transport an electron from the left to the right electrode
by sequential single-electron tunneling across the junctions.
However, the cotunneling or macroscopic quantum tunnel-
ing processes make the transport possible. There are two
types of cotunneling processes: [16, 17] (1) an inelastic pro-
cess, in which two different electron states are involved, and
there is an electron–hole excitation left on the island; and
(2) an elastic process, in which the same electron state is
involved in both tunneling processes, and there is no excita-
tion left over.
Figure 10 illustrates the inelastic cotunneling process.

The energy–time uncertainty relation of quantum mechanics
results in the quantum fluctuation of electric charge on the

Figure 10. Schematic of the inelastic cotunneling process. Although
single-electron tunneling is blocked, charge can be still transported
through the system by simultaneous tunneling of electrons across both
junctions.

island within a short period of time associated with the tun-
neling event. This implies that, when one electron tunnels
onto the island and a second electron tunnels off the island
within the time �/Ec, the net result is that an electron has
tunneled through the whole system. This process involves
electrons tunneling simultaneously (here, “simultaneous” is
used to distinguish cotunneling from sequential tunneling,
in which two tunneling events are separated by a time inter-
val great than �/Ec) through the two junctions via a vir-
tual intermediate state with increased electrostatic energy,
and leaving an electron–hole excitation on the island [16].
This inelastic cotunneling process transfers the electrostatic
energy of the system into the energy of the electron–hole
excitations. Since the process is of the second order, the
rate of the cotunneling is small compared to the rate of the
sequential tunneling, but nevertheless, this process is domi-
nant in the Coulomb blockade regime, where the sequential
tunneling is suppressed.
The rate for inelastic cotunneling can be calculated by

applying Fermi’s golden rule for the higher order transitions.
At low temperatures, the current due to this process is [17]

Ielastic =
�

12�e2R1R2

(
1

!E1
+ 1

!E2

)2

× [�eV �2 + �2�kBT �2
]
V (39)

where !E1 and !E2 are the energy changes associated with
the sequential tunneling in the first and second junctions as
given by Eqs. (30) and (31). Here, !E1, !E2 � eV . The cur-
rent varies as the third power of the voltage V , and it causes
rounding in the I–V curve right near the voltage onset of
the single-electron tunneling.
Cotunneling is elastic if the same electron state is involved

in both tunneling processes, and the coherence of the tun-
neling electron is maintained in the tunneling event. Elastic
cotunneling can also be viewed as a process in which an
electron tunnels onto the island, virtually diffuses through
it, and tunnels off across the opposite junction [18].
Inelastic cotunneling is an important charge-transport

mechanism in the SET. It was first observed experimen-
tally by Geerligs et al [19] in a lithographically patterned
SET. In contrast, elastic cotunneling has only been observed
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in tunneling through extremely small metal particles (∼1–
10 nm) in a double-junction system using a scanning tunnel-
ing microscope. Elastic cotunneling occurs with a negligible
rate in lithographically patterned SETs because it takes an
electron much longer than �/Ec to virtually diffuse from one
junction to the other.

2. SUPERCONDUCTING
SINGLE-ELECTRON TRANSISTOR

2.1. Subgap Charge-Transport
Mechanism in an NSN System

Let us first consider the charge-transport mechanisms in an
SET with normal metal leads and a superconducting (Al)
island (NSN system). Charge transport at low temperatures
and at low bias voltages in the NSN system occurs by two
sequential Andreev steps, which is refered to as the Andreev
cycle. (Andreev considered a normal metal and a supercon-
ductor in good metallic contact. But his physical picture can
be generalized to tunnel junctions.) The first is the charging
step, in which one electron incident on junction 1 is Andreev
reflected into a hole on the same side of the junction. It can
be regarded as an event in which two electrons tunnel onto
the island to form a Cooper pair [20, 21]. The second is the
discharging step, in which a hole incident on junction 2 is
Andreev reflected into an electron. This can be regarded as
an event in which a Cooper pair breaks up and forms two
electrons tunneling off the island, and the island returns to
the original state. The two steps of the Andreev cycle are
analogous to the sequential single-electron tunneling, except
that two electrons now tunnel in each step. Andreev reflec-
tion is subject to the same energetic considerations as is
single-electron tunneling in the NNN system. Thus, it also
exhibits a Coulomb blockade.
To calculate the Andreev reflection rate, Hekking

et al. [21] model each step of the Andreev cycle as a second-
order process, and break it down as follows. In the first
transition of step 1 (step 2), an electron (hole) tunnels onto
the island, and takes the system from the initial state to an
intermediate state in which a virtual quasiparticle exists on
the island. In the second transition, another electron (hole)
tunnels onto the island through the same junction to a state
paired with the existing quasiparticles. This leads to imme-
diate recombination, and returns the system to the BCS
ground state. By summing over appropriate initital, inter-
mediate, and final states, the Andreev reflection rate across
junction i is

� i
Andreev�!Ei� =

Gi
Andreev

e2
!Ei

e�!Ei − 1
(40)

where !Ei corresponds to the energy change in transfering
both electrons and Gi

Andreev is the Andreev conductance of
junction i. Note that this rate equation is analogous to
that of single-electron tunneling in an NNN SET [refer
to Eq. (16)], except that the Andreev conductance of the
junction appears in place of the normal tunnel conduc-
tance of that junction. Unlike the normal conductance, how-
ever, the Andreev conductance depends on the specific
geometry and the electronic mean free path in the leads

[22–24]. Since Andreev reflection is a second-order process
and the junctions are tunnel barriers with very low trans-
parency, the Andreev conductances are expected to be much
smaller than the normal tunnel conductance. A first-order
estimate, which is based on ballistic electron motion near
the junctions and ignores the effects of phase coherence
between the tunneling electrons [21], gives Andreev conduc-
tances on the order 5 × 10−12 �−1, which are indeed much
smaller than 1/R�. However, the experimentally determined
Andreev conductances are approximately 103 times larger
than this value. Since the elastic mean-free path in the leads
is much smaller than the junction dimension, the ballistic
picture assumed is not applicable, and one must consider
directly the effects of phase coherence [25]. The magni-
tude of enhancement of the Andreev conductance by phase
coherence is expected to depend on the precise geometry
near the tunnel junctions, as well as the location of impuri-
ties and other scattering sites.

2.2. Subgap Charge-Transport
Mechanisms in an SSS System

Figure 11 shows experimental data at low temperature and
zero magnetic field for a sample when both the island and
the leads are in the superconducting state (SSS system) [26].
In this figure, the current is measured while slowly sweep-
ing V and quickly sweeping Vg , forming the envelope of
all possible I�V �Vg� curves. The upper graph in Figure 11
shows a sharp rise at 960 mV. Since this is an SSS system,
this rise should occur at V = 4!/e, which yields supercon-
ducting gap ! = 240 meV. The current peaks appearing at
approximately 660 mV arise from a “2e–e–e” Josephson-
quasiparticle (JQP) cycle in which the tunneling of a Cooper

Figure 11. I�V �Vg� data for an all superconducting SET. The upper
graph shows the JQP peaks, and the lower graph shows the supercurrent
peak which depends strongly on the value of Qo .
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pair in one junction is followed by two sequential quasiparti-
cle tunneling events across the other junction [27–29]. Here,
let us focus on the behavior of the system around zero bias
voltages, shown enlarged in the lower graph of Figure 11.
In the SSS system, another energy scale, the Josephson

coupling energy Ej , becomes important in addition to Ec

and !. There are three distinguishable regimes [15]. If Ec 
Ej , the charging energy effects are small, and the system has
essentially the classical Josephson effect. If Ec � !, single-
electron charging energies dominate, observed phenomena
show e periodicity, and Cooper-pair tunneling is unimpor-
tant. The most interesting regime is Ec < Ej < !, in which
there exists a supercurrent that is modulated by the gate
charge Qo with period 2e.
If one considers junctions in which R� � RQ, then Ej ≈

�RQ/R��!  !, so there is a considerable range of Ec for
which the two inequalities hold. The fact that ! is larger
than all other energies allows us to restrict our attention
(at T = 0) to states of the island containing only an even
number of electrons, which form Cooper pairs. At zero bias
voltage, one can express the total energy of the system by
the Hamiltonian [15]

H = �−en+Qo�
2

2C�

− Ej1 cos,1 − Ej2 cos,2 (41)

where n is the number of electrons, Ej1 and Ej2 are the
Josephson coupling energies of the two junctions which cou-
ple the island to the superconducting leads, and ,1 and ,2
are the phase differences across each junction. A high con-
ductance of the voltage source makes the phase sum 3 =
,1 + ,2 behave as a classical variable. On the contrary, the
factor , = �,1−,2�/2 measuring the departure of the phase
on the island from the midpoint between the phases of the
two leads can behave as a quantum variable [10].
If one uses 3 and , to eliminate ,1 and ,2 in Eq. (41),

and to simplify with trigonometric identities, one can reduce
this equation to [15]

H = �−en+Qo�
2

2C�

− Ej�3� cos�, − 4� (42)

where the parameters

Ej�3� =
√

E2
j1 + E2

j2 + 2Ej1Ej2 cos3 (43)

and

4 = arctan

[
Ej1 − Ej2

Ej1 + Ej2
tan

3

2

]
(44)

are determined by the fixed values of Ej1, Ej2, and 3 . Since
the eigenvalues of Eq. (42) do not depend on the reference
phase 4, one can suppress it in the following equation, and
rewrite it as

H = �−en+Qo�
2

2C�

− Ej�3� cos�,� (45)

This expression is then the same as the Hamiltonian of a
single junction.

In the case when C� is so large that the charging energy
term in Eq. (45) can be neglected, the ground state has
, = 0, so that the supercurrent can be calculated [15]:

Is = −2e
�

6Ej

63
= 2e

�

Ej1Ej2 sin3

Ej

(46)

For identical junctions, that is, Ej1 = Ej2 = Ei, Eq. (46)
reduces to

Is =
2e
�

Ei sin
3

2
(47)

which agrees with the classical result for two identical
Josephson junctions in series, splitting equally the total
phase difference 3 .
In the other limit, Ec > Ej , in which the charging energy

term is dominant, it has been shown [8] that the supercur-
rent at the degeneracy points between even-n states (i.e., at
odd-integer values of Qo/e) is

Is =
2e
�

Ej1Ej2 sin3

2Ej

(48)

This is exactly half of the value found in Eq. (46) for the
classical case in which Ec is negligible [15]. And for midway
between the degeneracy points, the supercurrent decreases
to a minimum value of

Is =
2e
�

Ej1Ej2 sin3

4Ec

(49)

In summary, the Josephson current varies periodically
with the gate charge. At odd-integer values of Qo/e, it
reaches a maximum value given by Eq. (48), comparable to
the classical values for the supercurrent in individual junc-
tions. And in between the degeneracy points, the current is
depressed by a factor on the order of Ej/Ec  1. It should
be noted that thermal and quantum fluctuations can result
in phase diffusion, characterized by a finite resistance of
the supercurrent. As a result, it leads to a switching current
lower than the nominal critical current.

2.3. Parity Effects in a
Superconducting Island

One knows that thermodynamic properties of small systems
depend on the parity of the number of particles N in the sys-
tem. The best known example of such a dependence is pro-
vided by atomic nuclei, where the binding energy of nuclei
with an even number of protons and neutrons is systemat-
ically larger than the binding energy of nuclei with an odd
number of nucleons [30]. A similar phenomenon is expected
to occur in small metallic clusters and tubes. Because of the
spin degeneracy of the single particle states, the properties
of clusters and tubes with even and odd numbers of elec-
trons are quite different [31–33].
In both of these examples, however, the even–odd

asymmetry, specifically the ground state energy difference,
decreases with an increasing number of particles and van-
ishes in the thermodynamic limit. It has been found [34, 35]
that superconductivity amplifies the parity effect in such a
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way that it takes place even in a superconducting island with
a macroscopically large number (109) of conduction elec-
trons. Before the experiments described in this section were
performed, it was widely believed that the strength of even–
odd effects in superconductors would be suppressed as 1/N .
Thus, it was generally agreed that a superconductor with
N � 1 would not exhibit parity effects in its macroscopic
properties. However, the strength of the parity effect at very
low temperatures is not governed by 1/N , but rather, is in
principle independent of N . Its strength is directly related to
the difference between the number of quasiparticle excita-
tions in the island when N is even and when is N odd. Since
this difference is in principle equal to 1 at T = 0 regardless
of the size of the system, at very low temperatures, the parity
effect should not weaken as the system is made larger.

2.4. Experimental Observation
of the Parity Effect

This section will show the temperature dependence of the
parity effect in an NSN SET system. When the bias volt-
age V is close to zero, the system free energy is simply the
electrostatic energy

U = �−en+Qo�
2

2C�

(50)

which depends on n, the number of excess electrons on the
island. As Vg is swept, n changes by unity every time Qo

passes through a half-integer value. This leads to a variation
of the populations, and hence the current I�Vg� at fixed bias
V is e-periodic with peaks at half-integer values of Qo/e,
corresponding to single-electron tunneling.
When the island is superconducting, it was found that

the I–Qo curve taken under similar conditions becomes
2e-periodic. Figure 12 shows a series of I–Qo curves for an
NSN sample (with Tc ≈ 1�5 K) at different temperatures and
zero magnetic field [36]. At the lowest temperatures, the
curves are strongly 2e-periodic, with two-electron tunneling
(Andreev peaks) occurring at odd-integer values of Qo/e.
This 2e periodicity indicates that the number of electrons on
the island changes by two as Qo is swept through one current
peak. This in turn suggests that the island prefers to have a
total number of conduction electrons of a certain parity. As
the temperature rises, the Andreev peaks decrease in size,
and gradually, each Andreev peak splits apart into a subtle
double maximum. The two maxima eventually move farther
apart in Qo, and develop into well-separated peaks, with the
current slightly higher at odd-integer values of Qo/e than
at even-integer values. Finally, the current becomes com-
pletely e-periodic with equal peaks at all half-integer values
of Qo/e, and the magnitude of the current modulation grows
with a further increase in the temperature. From observa-
tion, these I–Qo curves in Figure 12 are 2e-periodic at tem-
peratures up to and including 275 mK. The dashed line on
the I–Qo curve at 275 mK is drawn to assist viewing the
existence of 2e periodicity. At 285 mK and above, only e
periodicity can be distinguished in these curves. Thus, the
crossover temperature from 2e to e periodicity can be esti-
mated, T ∗ ≈ 285 mK, which is surprisingly only about one
fifth of the critical temperature Tc of the sample.

Figure 12. Experimental I–Qo curves for an NSN sample at a small
bias voltage (V = 125 8V) with temperatures ranging from 50 to
300 mK. The curves are displaced upward successively for clarity. The
current axis is 1 pA per division. At low temperatures, the curves are
strongly 2e-periodic. As the temperature is gradually increased, the
curves evolve until they become completely e-periodic above a crossover
temperature T ∗ �≈285 mK for this sample).

2.5. Equilibrium Model

To thoroughly understand the parity effect, it is necessary to
make a kinetic calculation [37, 38], solving a master equa-
tion to find the self-consistent steady-state nonequilibrium
populations of all relevant states, and the resulting current
as a function of the bias voltage and the gate voltage. How-
ever, in the limit of low bias voltage, state populations will
be near the V = 0 equilibrium values. At sufficiently low bias
voltages, it is expected that the current through the device
is proportional to V with a coefficient which is a function of
Vg and T , dependent on the equilibrium populations. Thus,
the period (e or 2e) of the current will be determined by the
period with which the populations vary with Vg . Therefore,
one can simply use the periodicity of the equilibrium pop-
ulations as a proxy for the periodicity of the current at low
bias voltages. The simple approach is very useful, even if it
is limited to finding the period of I�Vg�, without finding the
exact magnitude and waveform.
The equilibrium model explains the origin of the parity

effect and the temperature T ∗ at which it disappears. The
basic idea of this model is that, since the BCS ground state
of a superconductor consists of a coherent superposition of
Cooper pairs, there is necessarily exactly one unpaired elec-
tron which appears as a quasiparticle excitation if the num-
ber of conduction electrons N is odd. The minimum energy
of this excitation at T = 0 is given by the superconducting
energy gap !. Thus, the ground-state energy of the system
is higher by an amount ! when N is odd (one quasiparti-
cle excitation) compared to when N is even (all electrons
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are paired). As a result, the states of even N become ener-
getically favorable over those of odd N , giving rise to the
even–odd parity effect. Averin and Nazarov [34] introduced
to the system free energy an explicitly additive energy term,
which has the value ! in odd-N states and zero in even-N
states.
The energy arguments of Averin and Nazarov apply only

for the case of T = 0 and H = 0. At finite temperatures,
a number of states become available for quasiparticle exci-
tation. This gives entropy contributions which diminish the
free energy difference between the even and odd states. On
the other hand, for nonzero magnetic fields, the reduction
of the minimum quasiparticle excitation energy also yields
a smaller energy difference. Thus, one can generalize the
model of Averin and Nazarov by defining a parity (or even–
odd)-dependent free energy difference F0�T �H�. The sys-
tem free energy for V = 0 is thus expressed as

Fsys =
�−en+Qo�

2

2C�

+ pnF0�T �H� (51)

with

pn =
{
0� if n is even
1� if n is odd�

(52)

2.5.1. Even–Odd Free Energy Difference
The even–odd free energy difference F0 is calculated using
equilibrium statistical mechanics. The grand canonical par-
tition function Z for quasiparticle excitations on the super-
conducting island is [39]

Z =∏
k

�1+ e−�:k � (53)

where :k is the energy of a quasiparticle excitation in state
k relative to the Fermi energy. In zero magnetic field,

:k =
√

�2k + !2 (54)

where �k is the individual electron energy in the normal
state relative to the Fermi energy. The grand canonical par-
tition function can be separated algebraically into terms cor-
responding to an even or an odd number of quasiparticle
excitations:

Z =
(
1+ 1

2!
∑
k

∑
l �=k

e−�:ke−�:l · · ·
)

+
(∑

k

e−�:k + 1
3!
∑
k

∑
l �=k

∑
m�=k� l

e−�:ke−�:l e−�:m

)
= Zeven + Zodd (55)

If the number of electrons on the island is fixed, only Zeven
or Zodd is used since quasiparticle excitations can only be
created two at a time. Only the tunneling of a quasiparti-
cle from the leads onto the island can change the parity.
The even–odd free energy difference is then defined as the
difference in free energy calculated for the two parity cases:

F0 = kBT ln
(
Zeven

Zodd

)
(56)

2.5.2. Low-Temperature
Approximation of F0�T �

At low temperatures, there are rarely any thermally excited
quasiparticles. Consequently, the first term of Zeven and the
first term of Zodd dominate, yielding [39]

F0 ≈ −kBT ln
[∑

k

e−�:k

]
(57)

Making the continuum approximation and using the quasi-
particle density of states <s�:� which includes the spin
degeneracy, one gets

F0 ≈ −kBT ln
[
2VI

∫ �

0
<s�:�e

−�:d:

]
(58)

VI is the volume of the superconducting island, and the fac-
tor of 2 on the right-hand side is needed to count quasipar-
ticles with �k� < kF and �k� > kF . It is expected that F0�T =
0�H� = �G�H� since, at zero temperature, the remaining
quasiparticle will reside at the minimum excitation energy,
that is, the spectroscopic gap �G�H�, which is a decreasing
function of the magnetic field. Thus, it is useful to rewrite
Eq. (58) as

F0 ≈ −kBT ln
[
e−��G2VI

∫ �

�G

<s�:�e
−��:−�G�d:

]
= �G − kBT ln�Neff� (59)

with

Neff = 2VI

∫ �

�G

<s�:�e
−��:−�G� d: (60)

Here, Neff is the number of statistically significant states
available for quasiparticle excitation. It roughly equals the
number of quasiparticle states within kBT of the supercon-
ducting gap edge. The corresponding entropy is kB ln�Neff�.
Note that the average number of thermally excited quasi-
particles in the superconducting island is given by

�Nqp�T �� = 2VI

∫ �

0
<s�:�f �:� T � d: (61)

where f �:� T � is the Fermi distribution function. For kBT 
�G, one can show that

�Nqp�T �� ≈ 2VI

∫ �

�G

<s�:�e
−�: d: = Neffe

−��G (62)

In the low-temperature approximation, Eq. (59) shows
that F0 falls nearly linearly with temperature, becoming zero
at a temperature determined by the criterion

T ∗ = �G

kB ln�Neff�T0��
(63)

This can be regarded as a first-order approximation of the
2e to e periodicity crossover temperature. The tempera-
ture dependence of Neff only contributes weakly because it
appears within a logarithm.
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2.5.3. Crossover Temperature
in Zero Magnetic Field

For zero magnetic field and low tempeartures, one can
ignore the temperature dependence in !, and set �G = !,
so it is appropriate to use the BCS form of the supercon-
ducting density of states:

<s�:� =
{
0� for : < !

<n�0�
:√

:2−!2
for : > ! (64)

where <n�0� is the normal density of states in the island per
unit energy and per unit volume (including spin). Substi-
tuting these zero-field expressions into the low-temperature
approximations of Eqs. (59) and (60) gives

F0 ≈ !− kBT ln�Neff� (65)

Neff ≈ VI<n�0�
√
2�!kBT

×
[
1+ 3

8
kBT

!
+O

(
kBT

!

)2]
(66)

As an example, for the NSN sample (whose I −Qo curves
are shown in Fig. 12) with ! ≈ 240 8eV, Ec ≈ 100 8eV, and
island volume VI ≈ 3�2× 10−15 cm3, one can estimate Neff to
be approximately 104. Using the BCS value of ! = 1�76kBTc,
the first-order estimate of the 2e to e periodicity crossover
temperature is

T ∗�H = 0� = !

kBT ln�Neff�
≈ Tc/5 (67)

which is in good agreement with the experimental data
which gives the crossover temperature to be around 285 mK.
In summary, the nonzero F0 results in a system free energy

which is 2e-periodic in Qo. As the temperatures or magnetic
fields increase, F0 gradually decreases, causing a transition
from 2e to e in the I–Qo characteristics. To illustrate this
point, Figure 13(a) shows the system free energy diagram of
the NSN system at T ≈ 0 and T ≥ T ∗. Physically, two distinct
energies are competing with the thermal energy: the energy
gap ! opposes creation of quasiparticles, and the Coulomb
energy Ec tries to make the electron number match the gate
charge Qo [36]. When ! > Ec, the ground state contains
the even number of electrons closest to that specified by
Qo. The only accessible degeneracy points between even-n
states occur at odd-integer values of Qo/e. These degen-
eracy points are associated with the Andreev peaks as in
Figure 13(b). As the temperature increases, F0 decreases
according to Eq. (65), and the odd-n states move down-
ward in the system free energy diagram. Because the even–
even crossing is the degeneracy point of the lowest energy,
the Andreev peak maintains a single maximum as long as
Fo�T � > Ec. When the temperature becomes T ∗, the free
energy difference between the even and odd states disap-
pears, that is, Fo�T

∗� = 0, as illustrated in Figure 13(c).
At the degeneracy points where adjacent n states cross at
half-integer values of Qo/e, single-electron tunneling domi-
nates, giving rise to the e-periodic I–Qo curve as shown in
Figure 13(d).

Figure 13. System free energy diagrams and corresponding I–Qo curves
measured at 125 8V for an NSN SET at T = 50 and 300 mK, respec-
tively. (a),(b) For T = 50 mK, at the lowest lying degeneracy points
where adjacent even-n states cross, two-electron tunneling occurs giving
rise to the Andreev peaks that are 2e-periodic in Qo with peaks at odd-
integer values of Qo/e. (c),(d) For T = 300 mK > T ∗, at the degeneracy
points where adjacent n states cross, single-electron tunneling occurs
giving rise to the current that is e-periodic with peaks at half-integer
values of Qo/e.

2.5.4. Calculation of a General
Form of F0�T �

For T near or above T ∗, the presence of a thermally excited
quasiparticle in the island becomes important. As a result,
in order to accurately calculate the even–odd free energy
difference in this temperature regime, one must consider
higher order terms in Eq. (55). To simplify the calculation,
let us model the quasi-continuum of excited states above
the superconducting gap by a single level at energy �G with
degeneracy Neff ; then the partition sums of Eq. (53) can be
written as

Z = �1+ e−��G�Neff � (68)

Let us assume that the island is in weak tunneling con-
tact with a particle reservoir at V = 0, so that the island
can contain either an even or odd number of electrons. By
constructing forms in which either the even or odd terms
cancel, one can then write partial partition sums as [36]

Zeven =
��1+ e−��G�Neff + �1− e−��G�Neff �

2
(69)

and

Zodd =
��1+ e−��G�Neff − �1− e−��G�Neff �

2
(70)
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At this point, it is helpful to make use of the approximation

(
1+ a

b

)b

≈ ea (71)

which is valid for b � 1 and �a�  b. Applying this relation,
for e−��G  1 and Neff � 1, one obtains

�1+ e−��G�Neff ≈ eNeffe
−��G (72)

and

�1− e−��G�Neff ≈ e−Neffe
−��G (73)

One can thus write

Zeven ≈ cosh
(
Neffe

−��G
) = cosh��Nqp�� (74)

Zodd ≈ sinh
(
Neffe

−��G
) = sinh��Nqp�� (75)

Substituting Zeven and Zodd into Eq. (56), one finds that

F0�T � ≈ kBT ln
[
coth

(
Neffe

−��G
)]

= kBT ln�coth�Nqp�� (76)

which asymptotically approaches zero. Figure 14 plots the
low-temperature approximation and the high-order form of
F0�T � at zero magnetic field. The temperature dependence
of Neff gives the slight downward bending of F0�T � for tem-
peratures below T ∗.
Now, it is appropriate to describe the physical origin of

the crossover temperature. According to T ∗ in Eq. (63),
Eq. (62) at T = T ∗ becomes

�Nqp�T
∗�� = Neff�T

∗�e−�G/kB�
�G

kB ln�Neff �T
∗�� � = 1 (77)

Thus, in simple physical terms, the parity effect disappears
at the temperature T ∗ (which is much less than Tc), at which
there is on average one thermally excited quasiparticle in
the entire island.

Figure 14. Temperature dependence of the even–odd free energy dif-
ference for the NSN sample (T ∗ ≈ 285 mK). Dotted line shows the
first-order approximation for low temperatures.

3. IMPLEMENTATION APPROACHES
OF NANOSCALE OXIDE JUNCTIONS

SETs can be made using a wide variety of metals, semicon-
ductors, or conducting polymers. This section will discuss
the implementation of SETs using a lithographically fabri-
cated ultranarrow thin film as an island in an Al/Al2O3/Al
three-layer process. Since aluminum is a superconductor,
this device can be operated either in the superconducting
state or in the normal state.
Typically, this kind of SET device is fabricated by

electron-beam (e-beam) lithography, followed by a shadow
evaporation technique. This fabrication technique was pio-
neered by Dolan [40]. The fabrication procedure consists
of a series of steps. The first is to start with a polished Si
wafer, which has a thin layer (∼30 Å) of native oxide. The Si
wafers are first coated by a bilayer resist, which is an e-beam-
sensitive polymer. A scanning electron microscope (SEM) is
used to write the device patterns on the wafer chips. Then
they are developed so that the electron beam exposed areas
are removed. After metal evaporation, the remaining resist
gets removed in the liftoff step in acetone. In the following
sections, we will take a closer look at the fabrication steps
of resist film preparation, electron-beam writing, and metal
evaporation.

3.1. Resist Film Preparation

In preparation for resist coating, the Si wafer is ultra-
sonically cleaned in trichloro-ethylene (TCE), followed by
acetone and methanol. The wafer is then blown dry with
compressed, dry N2 gas, ensuring that no solution droplets
remain. It is then placed on a spinner for resist coating.
E-beam resist is a polymer consisting of a long linear

chain to which a number of side groups are attached. Often
positive resist is used, which means that, when writing,
the high-energy electrons break chemical bonds and sever
the side groups of the resist. These side groups are easily
removed, leaving behind a highly porous mass which the
developer can infiltrate and dissolve.
The resist has two layers, a sensitive bottom layer and a

less sensitive top layer. When coating each resist layer, a few
drops of resist solution are applied to the wafer and spun
to produce a thin and uniform film. The bottom resist layer
consists of a copolymer of methyl methacrylate (MMA) and
methacrylic acid (MAA), which has 8.5% by weight MAA.
The top resist layer consists of a 1.5% by weight solu-
tion of 950K PMMA/MAA copolymer in chlorobenzene. As
the electrons travel through the resist and reach the sub-
strate, they backscatter into the resist, interacting with the
resist molecules, and broadening the exposed area to form
an undercut in the bottom layer. This undercut serves two
important purposes. First, a good undercut profile helps to
avoid tearing the deposited metal thin films in the liftoff
phase of the fabrication. More importantly, sufficient under-
cut is required in order to create a suspended resist bridge
(illustrated as RB in Fig. 17), enabling the formation of
tunnel junctions by shadow evaporation. In the small gap
between the lithographic lines of the island and the lead, the
bottom resist layer is completely developed away, leaving
only the top resist layer bridging the gap, forming the resist
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bridge. Usually, the bottom layer should be at least three
times as thick as the total thickness of the metal deposited.
Figure 15 shows a schematic of the resist profile.

3.2. Electron-Beam Lithography—SET
Patterning

E-beam lithography is a technique which takes advantage of
the extremely small electron probe size in an SEM to create
high-resolution patterns. The electron beam is finely focused
to produce a probe as small as 50–100 Å in diameter. Such
a small probe supplies a current in the range of 1–10 pA,
suitable for submicron features. The probe is scanned along
the resist to write the device pattern.
To facilitate e-beam lithography, an SEM running the

Nanometer Pattern Generation System (NPGS, from Nabity
Lithography Systems, Inc.) is often used to control the x and
y deflections and the beam blanking. Using digital-to-analog
converters connected to the SEM scan coils, the NPGS pro-
gram controls the electron beam to write each pattern. It
takes the designed pattern as input, and the writing param-
eters include beam current, center-to-center spacing, line
spacing, dosage, and magnification. Figure 16 shows a design
pattern for e-beam writing.
An accelerating voltage is applied to the SEM filament.

Decreasing the accelerating voltage increases the fraction of
primary electrons that are backscattered near the surface
of the substrate. Since the intensity of the exposure due to
backscattered electrons is higher in the bottom resist layer
than in the top layer, the backscattered electrons affect the
amount of undercut. Thus, a relatively low accelerating volt-
age is chosen in order to increase the amount of under-
cut. It is found that 12 kV is sufficiently low for electrons
backscattered from the substrate to produce an adequately
large undercut.
When e-beam writing is complete, the wafer is developed

in an MIBK:IPA solution. MIBK stands for methyl isobutyl
ketone, and IPA stands for isopropyl alcohol. The developers
usually consist of two ingredients. The first is the solvent,
and the faster it can infiltrate the resist mass, the faster it will
dissolve it. The second is a nonsolvent which affects the rate
at which the resist goes from a gel to a liquid, by adjusting
the enthalpy of the solution. After developing, the chip is

Figure 15. Resist profile. (a) View of the resist being exposed by the
electron beam. (b) Because of the backscattered electrons and the
higher sensitivity of the thick bottom layer, more of the bottom layer is
removed in the developing procedure, thus creating a large undercut.

Figure 16. Example of an SET design pattern for e-beam patterning.
The island has a length of 2 8m. The 300 nm spacing between the island
and the leads produces resist bridges.

gently agitated in an IPA solution stop bath, and blown dry
with dry N2 gas.

3.3. Metal Evaporation and Liftoff

The samples are mounted on a rotatable sample stage in the
evaporator. Here, we will show an example of a double-angle
evaporation procedure for an SSS SET sample consisting of
only aluminum. The first evaporation is straight down, which
deposits approximately 250 Å of Al onto the substrate. As
shown in Figure 17, this forms the island. This layer of Al is
then oxidized in dry O2 at ∼50 mtorr for 3–5 min. The oxide
insulating layer is about 1 nm thick. A second evaporation
is done at a 45� angle along the two lead channels in the
direction of the island. In this evaporation, 550 Å of Al are
deposited.
Following the evaporation step, the samples are placed

in acetone for liftoff. This dissolves most of the remain-
ing resist. The samples are then rinsed with acetone and
methanol to remove the unwanted metal that was originally
deposited on top of the resist.

3.4. Sample Measurement

In order to observe the single-electron effects, the SETs
must be measured at low temperatures. This is because the
energies of these phenomena are lower than 0.1 meV for a
system capacitance on the order of 10−15 F, which approx-
imately equals the thermal energy at 1 K. Typically, four-
probe current transport measurements are performed on
samples which are cooled in dilution refrigerators.
SETs are usually very sensitive to noise [41], so a measure-

ment is often taken inside an electromagnetically shielded
room, and sufficient lead filtering is needed. High-frequency
noise in the leads must be attenuated before it reaches the
sample. Otherwise, the noise can lead to an RF heating of
the sample, enabling photon-assisted tunneling which can
dramatically change the current transport behavior. And for
superconducting SETs, it can change the phase dynamics of
the Josephson junctions.
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Figure 17. (a) Cross-sectional view along one of the lead channels
showing where metal is deposited in the first evaporation. Because
of the suspended resist bridge (RB), the first layer of the lead does
not connect to the island. (b) Metal pattern after the first evapora-
tion. (c) Cross-sectional view of the second evaporation at an angle
45� toward the island. (d) Two junctions are formed after the second
evaporation.

4. APPLICATION OF SINGLE-ELECTRON
TRANSISTORS

In the semiconducting industry, it is now possible to produce
MOSFETs and integrated circuits with gate oxides less than
10 atoms across. Such thin films are required to maintain the
current response of the transistor to lower voltages at the
gate electrode. Manufacturers need to lower the power sup-
ply to individual components in order to pack more devices
onto a chip. The roadmap projects that, by 2012, the gate
oxide must be reduced to a thickness of five Si atomic layers
as the device size miniaturizes [42]. Such scaling down of
the gate oxide will eventually reach its fundamental physi-
cal limit, as the quantum-mechanical tunneling of electrons
will cause the breakdown of electrical insulation. There are
also other limitations associated with device miniaturization.
For example, the power dissipated will be too high to allow
the realization of integrated circuits with about 1011 devices
per cm2, high electric fields will cause device breakdown,
and the shrinkage of depletion regions causes leakage. As
a result, nanoscale devices become an attractive option for
the development of integrated circuits with dimensions and
performances beyond the ultimate roadmap. Among them,
SET presents promising features such as reduced dimen-
sion, extremely low power consumption, and high charge
sensitivity.
Many measurements have been made studying charge

transport in the SETs. As we have discussed, by adding elec-
trons to the island of an SET transistor, one can study the
interaction of electrons on the island, the coupling of states
in the leads to states in the island, and how superconductiv-
ity changes the system behavior. The remarkable capability
to control the current allows SETs to be used in metrological
applications such as ultrasensitive electrometer and current
standard. The low power dissipation makes them potentially
useful in high-density memory and logic circuits. SETs are
also very sensitive to applied radiation. Photon-assisted tun-
neling has been observed, and the absorption of individual
photons of microwave radiation can be detected. Further-
more, SETs have potential applications in the magnetic
recording industry and developing new spintronics devices.
In this section, we will discuss some possible applications of
SETs.

4.1. Metrological Applications

4.1.1. Precision Measurements
Because of their charge sensitivity, SETs are excellent for
making precision charge measurements. SET can be used to
measure charge either in the normal state or in the super-
conducting state. Typically, it is voltage biased at a point
where there is a large modulation of the current as a func-
tion of the gate charge Qo. The charge that is to be mea-
sured is coupled to the gate, and the current modulated by
the gate is monitored. Thus, charges much smaller than the
electron charge e can be measured. The charge resolution
that can be achieved is 8× 10−6e/

√
Hz at 10 Hz [44]. SETs

offer by far the best charge resolution among the available
charge measurement devices.
SETs have also been capacitively coupled to a variety of

systems so that the charge motion of those systems could
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be monitored. Metallic SETs have been coupled to semicon-
ductor quantum dots to observe the charge fluctuations in
the quantum dot [45]. They have been coupled to supercon-
ducting particles where it is possible to observe whether the
particle has an even number or an odd number of electrons
on it [46]. SETs have also been scanned over semiconductors
to measure fluctuations in the dopant distribution [47].

4.1.2. Current Standard
One of the applications of SET devices is a fundamen-
tal current standard. In such a device, a known current
is established by transferring individual electrons through
the device with a frequency f . This results in a current
I = ef . A number of different designs have been made.
They include modulating the gates coupled to the islands in
an array of tunnel junctions, [48, 49], modulating the tunnel
barriers in a semiconducting quantum dot [50], and trans-
ferring Cooper pairs in a superconducting circuit [51]. The
most intensively studied current standard is called an elec-
tron pump. It consists of a number of tunnel junctions in
series with a gate connected to each island between the junc-
tions. By modulating the gates successively, one can draw a
single electron through the array of tunnel junctions. The
accuracy that has been achieved with this current standard
is 15 parts per billion [52].

4.2. Information Technology

4.2.1. SET Memories
The small size and low power consumption of SETs make
them a promising candidate for the information tech-
nology industry. In comparison with single-electron logic,
single-electron memory is much easier for implementation,
and therefore more promising from the practical point of
view. All major problems of single-electron logic (operation
temperature, background charge fluctuations, and power
dissipation.) can be solved much easier for single-electron
memories [53]. Here, we will discuss two memory schemes.
The first is an offset-charge-independent DRAM cell which
was described by Likharev and Korotkov [54]. In their cir-
cuit, a bit is represented by the presence or absence of the
charge of a few electrons which are stored on an island.
The charge on the island is monitored by an SET. When the
memory cell is read, if there are charges on the island, the
current through the SET undergoes oscillations as each elec-
tron tunnels off the island. The current oscillations through
the device occur for any value of the offset charge. If there
are no charges stored on the island, there will be no current
oscillations.
Another SET memory type, called a single-electron MOS

memory (SEMM), is also based on the motion of individ-
ual electrons [55]. This device is very similar to a conven-
tional floating-gate MOS memory, which has a floating gate
between a channel and a control gate. Information is repre-
sented by storing charges on the floating gate, which modu-
lates the conduction through the channel. The ultimate limit
is to use a single electron to represent a bit.
In the silicon SEMM design by Chou’s group [56], there

are two key features: (1) the silicon channel width (∼10 nm)

is narrower than the Debye screening length of a single elec-
tron, and (2) the floating gate is a nanoscale polysilicon dot
(∼7 nm × 7 nm) embedded between the control gate and
the channel. The narrow channel ensures that the storage
of one electron on the floating gate is sufficient to screen
the entire channel width from the potential on the control
gate. The tiny floating gate significantly increases the elec-
tron quantum energy and electron charging energy, so that
the threshold voltage shift and the charging voltage become
discrete and well separated at room temperature. When a
single electron is added to the floating gate, the conduction
through the channel significantly changes.
In the fabrication of this Si SEMM [66], a polysilicon film

11 nm thick was deposited on an Si wafer that had a 35 nm
thick top layer of crystalline Si. The polysilicon film and the
Si layer were separated by a layer of 1 nm thick native oxide.
The first procedure of e-beam lithography and chlorine-
based reactive ion etching (RIE) patterned the width of the
floating gate and the narrow Si channel. The initial channel
width ranges from 25 to 120 nm. Then, a second procedure
of e-beam lithography and RIE patterned the length of the
floating gate. An 18 nm thick layer of oxide was then ther-
mally grown, reducing the thickness of the polysilicon dot
by ∼9 nm, and the lateral size of the dot and the width of
the Si channel by 18 nm. The polysilicon dot functions as
the floating gate. Then a thick layer of oxide was deposited
by plasma-enhanced chemical vapor deposition. Polysilicon
was then deposited, and the control gate was patterned to
a length of 3 mm, which covered the floating gate and part
of the narrow channel. In order to allow fast charging and
to minimize the potential difference between the channel
and the floating gate during the charging process, no tun-
nel oxide was intentionally grown between the channel and
polysilicon floating gate. However, a potential barrier still
exists between the channel and the floating gate because of
the grain boundary in polysilicon and the thin native oxide.
The devices were characterized at room temperature. With
the drain voltage fixed at 50 mV, a positive voltage pulse
was first applied to the control gate, causing the electrons
to tunnel from the channel to the floating gate. The drain
current was then measured as a function of the gate volt-
age. It was found that the charge stored at the floating gate
could be held for ∼5 s after the control gate potential was
set back to the ground.

4.2.2. SET Logic Circuits
In the application of logic circuits, quite a number of logic
designs based on SET circuits have been proposed. Some
of the designs are very similar to CMOS, where bits are
represented by voltage levels [57, 58]. Some logic designs
resemble superconducting single-flux quantum logic [8]. In
this case, bits are represented by the presence or the absence
of individual electrons. Other logic designs contain elements
that act like electron pumps for transferring charges [59].
Hadley’s group at the Delft University of Technology fab-

ricated a CMOS-like SET inverter using two capacitively
coupled single-electron transistors [60]. This inverter has a
voltage gain of 2.6 at 25 mK, and remained larger than 1 for
temperatures up to 140 mK. Inverters can be used as a fun-
damental building block of SET logic circuits and memory
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elements. NAND and NOR gates are realized by making
slight variations of the inverter. With two inverters, a static
RAM memory cell can also be constructed.

4.3. Microwave Detector

It has been shown that, when the island is superconducting,
the effects of photon-assisted tunneling (PAT) in the SET
greatly enhances the rates of some energetically forbidden
tunneling processes. The most dramatic effect, the emerging
of a secondary peark near Qo = 0, is directly linked to super-
conductivity in the island. It results when PAT introduces a
single quasiparticle to the island, a process which is other-
wise forbidden at low voltage and temperature. This switches
on the two-electron tunneling process, which continues until
the single quasiparticle escapes from the island after a rela-
tively long time, ∼1 8s. Consequently, the effect of PAT is
magnified because many electrons tunnel through the sys-
tem for each absorbed photon. It has been demonstrated
that, in an all-superconducting SET sample, approximately
100 electrons can tunnel through the system per absorbed
photon, giving rise to a secondary peak up to ∼1 nA [43].
In the presence of very small amounts of microwave radi-
ation, the secondary peak provides a direct measure of the
absorbed power. Therefore, the superconducting SET can
be used as an extremely sensitive microwave detector.

4.4. Magnetoelectronics

There has been much interest in the past few years to study
the spin transport and dynamics in ferromganetic SETs with
ferromagnetic electrodes. [61–63]. Here, let us consider a
double-junction system where the two electrodes are fer-
romagnets and the island is a normal metal. Such a tun-
nel junction can be used in ferromagnetic alignment (the
magnetizations of the two electrodes are parallel) and in
antiferromagnetic alignment (the magnetizations of the two
electrodes are antiparallel, as shown in Fig. 18). Already
for relatively large junctions (where the Coulomb blockade
can be neglected), the anti-ferromagnetic alignment is inter-
esting because a tunnel current generates a spin accumu-
lation on the island. For nanoscale double-junction systems
with ferromagnetic leads, it has been calculated that spin
accumulation caused by cotunneling squeezes the Coulomb
blockade in the antiferromagnetic configuration. And the
tunnel magnetoresistance (TMR) is strongly enhanced by
the cotunneling process in the Coulomb blockade region
[64–66] in which the sequential tunneling is suppressed.

Figure 18. A ferromagnetic SET in the antiferromagnetic configura-
tion. Insulating barriers are shown by the shaded areas.

As discussed earlier, cotunneling is a higher order process
of tunneling through both junctions via a virtual intermedi-
ate state with increased electrostatic energy. The cotunnel-
ing process is energetically favorable since the cotunneling
lowers the electrostatic energy by eV . One can calculate the
TMR using the perturbation theory, and obtain the TMR
ratio in the case of a symmetric junction:

RA −RF

RF

= 2P 2

1− P 2
�kBT � Ec� (78)

RA −RF

RF

= 4P 2

�1− P 2�2
�kBT  Ec� (79)

where RA and RF are the resistances when the electrodes
are in antiparallel and parallel alignments, respectively, and
P is the polarization of the magnetic electrodes. There-
fore, the TMR for kBT  Ec in the cotunneling regime is
enhanced by 2/�1−P 2� compared with TMR for kBT � Ec

in the absence of the Coulomb blockade effect [67].
Extending the result to a superconducting island, it is

found that the spin accumulation signal is strongly enhanced
since a superconductor is a low carrier system for spin trans-
port, but not for charge [68]. These aspects lead SET into
new spin electronic devices useful for the magnetic record-
ing industry as read head sensors and magnetic memory
elements.

5. SUMMARY
We have discussed the charge-transport mechanisms in
single-electron transistors, with primary concentration on
the normal state SETs and superconducting state SETs. We
have shown that superconductivity in the island leads to
very interesting even–odd electron number effects, even if
there are as many as one billion conduction electrons in
the island. Single-charge-tunneling effects play an important
role in devices with very small dimensions as device minia-
turization continues for dense integrated circuits. Because
the phenomena of single electronics that most groups have
been studying manifest themselves at low temperatures, the
main drawback of SET for applications is the necessity for
low-temperature operation. However, the demonstration of
a silicon-based SET operating at room temperature, the
recent demonstration of carbon nanotube- and nanowire-
based logic circuits operating at room temperature, and
ongoing advances in nanofabrication to make even smaller
feature sizes indicate that SET circuits can operate at
room temperatures. Therefore, it is highly promising for
single-electron devices to realize their practical industrial
applications.

GLOSSARY
Coulomb blockade Electron transfer is energetically for-
bidden for voltages below a threshold voltage, showing a
zero tunnel current region in the I–V characteristics.
Coulomb charging energy Energy required for adding a
single electron onto an island.
Even–odd free energy difference Difference in free energy
between two parity cases.
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Inelastic cotunneling In the Coulomb blockade region,
where sequential tunneling of an electron is energetically
unfavorable, electrons can tunnel simultaneously across
two junctions via a virtual intermediate state, leaving an
electron-hole excitation on the island.
Island A region (for example a piece of metal, supercon-
ductor, or semiconductor), that is weakly coupled to its sur-
rouding high resistance tunnel junctions. Charges can be
transferred only through tunnel junctions.
Orthodox theory Formalism to calculate the current
through the single electron transistor by determining the
island charge distribution function and by considering the
transitions across a single junction for any possible island
charge.
Parity effect In a superconductor island, due to electron
pairing, the ground state energy of the system is higher when
the total number of electrons on the island, N is odd com-
pared to when N is even. As a result, the states of even N
become energetically favorable over those of odd N. This
effect is also called even–odd electron number effect.
Single-electron charging effects When the capacitance of
the island to the surrounding is very small, the charging
energy required to add a single electron becomes the domi-
nant energy, and current transport is significantly influenced
by the discreteness of the electronic charge.
Single-electron transistor A double tunnel junction system
in which the island is weakly coupled to the bias leads
through small capacitance and high resistance tunnel junc-
tions, and capacitively coupled to a gate electrode.
Total capacitance of the island Sum of the capacitances of
the island to the three electrodes in a double junction
system.
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1. INTRODUCTION
Single wall carbon nanotubes (SWCNTs) are very thin (0.7–
2 nm in diameter) and very long (lengths exceeding 10 �m
are not uncommon) hollow tubules made up of a covalently
bonded network of sp2 carbon atoms. The main difference
between SWCNTs and carbon fibers is that in principle one
SWCNT is one giant molecule while fibers consist of enti-
ties significantly smaller than the fiber itself, held together
by secondary bonding forces. Their exceptionally high aspect
ratio makes SWCNTs the perfect one-dimensional model
compound and results in many special physical properties.
Besides being fascinating materials in their own right, there
is considerable interest in nanotubes in the plastic, automo-
tive, and nanoelectronics industries.

Advances in carbon nanotubes were reviewed by several
authors since their discovery in 1991 [1–12]. In this chap-
ter our goal is to give an overview of the SWCNT field for
nonspecialists and to summarize the new results of the last
few years for specialists.

1.1. Single Wall Carbon Nanotubes Timeline

Carbon soot containing a host of pyrolysis products has been
around ever since mankind started using fire. Industrial-
scale interest in artificial carbon forms was raised at the end
of the 19th century by paint, adsorbent, and especially rub-
ber manufacturers and was boosted by the spreading of cars
running on black tires. Carbon fibers have been researched
intensively since the 1950s. In the 1970s and 1980s vapor
grown fibers with diameters below 10 nm were grown cat-
alytically [13, 14] and in 1985 fullerenes were discovered
[15]. Even though it is rather likely that carbon nanotubes
were also produced in these experiments, the nanotube field
started only in 1991 with Iijima’s discovery of multiwall car-
bon nanotubes in the product soot of a dc arc discharge
experiment utilizing graphite electrodes [16].

SWCNTs were discovered in 1993 simultaneously by
Iijima and Ichihashi [17] and Bethune et al. [18]. SWCNT
research increased in the second half of the 1990s as sub-
stantial amounts of nanotubes became available thanks to
the optimization of the dc arc discharge by Journet et al. [19]
and to development of the laser ablation process by Thess
and co-workers [20]. Later, the chemical vapor deposition
(CVD) SWCNT synthesis method was developed [21–24]
and the first method offering feasible up-scaling of produc-
tion was described [25, 26].

The end of the 1990s also brought the functionalization
of carbon nanotubes [27–29], nanotube field effect transis-
tors [30], and nanotube based chemical force microscopy tips
[31] as well as nanotweezers [32]. Focal points of contempo-
rary research are (i) achieving full control over the diame-
ter and purity in nanotube synthesis, (ii) utilizing nanotubes
in nanoelectronic devices like transistors, sensors, and actu-
ators, (iii) bringing nanotube-based field emission devices
(e.g., flat panel displays, lamps) and composites to the com-
mercial market, and (iv) using nanotubes in the energy sec-
tor to improve batteries, fuel cells, and H2 storage devices.
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1.2. Single Wall Carbon
Nanotubes Structure

This chapter introduces the basic concepts and vocabulary
necessary for newcomers to understand the language of cur-
rent SWCNT research papers. The formalism used for the
presentation of the material here is adopted from the work
of Saito et al. [2] and Dresselhaus and Eklund [33].

1.2.1. Geometry
Graphite is a three-dimensional (3D) material consisting of
several 2D layers (graphene sheets) of hexagons of sp2 car-
bon atoms arranged in a honeycomb lattice. SWCNTs can
be derived by taking a long, thin strip of hexagons out of
one graphene sheet and rolling it up to make the opposite
long edges meet. As-synthesized tubes are always capped by
fullerene hemispheres on both ends which can be opened
later by chemical reactions. The present lower limit for
SWCNT diameter is 0.4 nm for tubes confined into the chan-
nels of a zeolite host and 0.7 nm for freestanding tubes [25].
Although there is no theoretical upper limit for tube diam-
eter or length, most SWCNT samples produced today fall
into the range of d = 0.9–2.5 nm and l = 0.2–10 �m.

The beauty and the complexity of nanotube science both
originate from the same ground: that one has nearly com-
plete freedom in choosing the strip width and cut direction
when slicing the graphene sheet. Each choice results in a
nanotube with a different orientation of hexagons in the
cylindrical wall (different helicity) and, consequently, with
different electronic properties. It is therefore mandatory
to understand Figure 1, which summarizes the geometrical
quantities characterizing a nanotube. By connecting the crys-
tallographically equivalent points O and A this strip can be
rolled up into a (4, 2) SWCNT. Relocating point A to A∗

B

T

B′

A

A*

A**

O
a1

a2

C h
(4,0)

Ch(4,2)

Ch(4,4)

Figure 1. A graphene sheet can be folded into a SWCNT by connecting
points O and point A. The resulting (4, 2) tube will have the translation
vector T and unit cell OAB′B. Relocating point A to A∗ or A∗∗ yields
the armchair (4, 4) and zigzag (4, 0) SWCNTs, respectively. The real
space unit vectors a1 and a2 are also shown.

or A∗∗ would result in different armchair (4, 4) and zigzag
(4, 0) nanotubes, respectively. Each tube is unambiguously
identified by its chiral vector Ch (also called the Hamada
vector [34]) which is perpendicular to the tube axis and is
connecting O and A. Ch can be expressed as the sum of
integer multiples of the real space unit vectors a1 and a2 of
the unrolled honeycomb sheet,

�a1 =
(√

3
2

a�
a

2

)
�a2 =

(√
3
2

a�−a

2

)
(1)

where a = 1�44 Å ×√
3 = 2�49 Å is the lattice constant of

the unrolled honeycomb lattice [35]:

Ch = n�a1 +m�a2 ≡ �n�m� �n�m ∈ Z and 0 ≤ m ≤ n�
(2)

Tubes possessing identical mirror images are called achiral;
these are the so-called armchair (n = m� and zigzag (m = 0�
SWCNTs while the general (n�m� tube is always chiral. The
diameter d of a SWCNT is given by

d = a

�

√
n2 +m2 + nm (3)

The chiral angle � denotes the tilt angle of the hexagons
with respect to the direction of the SWCNT axis and can be
expressed from

cos � = 2n+m

2
√
n2 +m2 + nm

(4)

The translational vector T points from O to B which is the
first lattice point through which a line normal to Ch passes
from O:

�T = t1 �a1 + t2 �a2 ≡ �t1� t2� �t1� t2 ∈ Z� (5)

The unit cell of the nanotube is the OAB’B rectangle. Let
dH denote the highest common divisor of n and m and let
us define dR as

dR =
{
dH if �n−m� is not a multiple of 3dH

3dH if �n−m� is a multiple of 3dH

(6)

The N number of hexagons in the unit cell is then obtained
as

N = 2�m2 + n2 + nm�

dR

(7)

The unit cell contains 2N carbon atoms.
The Brillouin zone (the reciprocal space counterpart of

the unit cell) of 2D graphite is a regular hexagon. There are
three highly symmetric points in the zone: the � = �0� 0�
point in the center, the K = �0� 4�

3a � point in the corner, and
the M = � 2�√

3a
� 0� at the center of the edge. The reciprocal

unit vectors are defined as

�b1 =
(

1√
3
� 1
)
2�
a

�b2 =
(

1√
3
�−1

)
2�
a

(8)

where a is the lattice constant of the graphene sheet. The
Brillouin zone of SWCNTs is derived from that of 2D
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graphite by calculating the nanotube reciprocal lattice vec-
tors K1 and K2 corresponding to Ch and T, respectively as

�K1 =
1
N

(−t2�b1 + t1�b2
) �K2 =

1
N

(
m�b1 − n�b2

)
(9)

Since the single wall carbon nanotube is a one-dimensional
system, only K2 is a true reciprocal unit vector. The Brillouin
zone is a � �K2� long line segment passing through the � point
parallel with K2. K1 gives discrete values for the wave vector
k in the direction of the Hamada vector.

The symmetry of SWCNTs is determined by the geometry
of the unit cell. The achiral �n� n� armchair and �n� 0� zigzag
nanotubes possess one inversion center (i� and one n-fold
(Cn� axis and one n × C2 rotational axis in the directions
parallel and perpendicular to the nanotube axis, respectively.
The n= 2k (k ∈ Z) achiral tubes have an additional horizon-
tal mirror plane (	h� and thus belong into the point group
Dnh while the n = 2k + 1 (k ∈ Z) tubes belong into Dnd.
The basic symmetry operation of chiral �n�m� SWCNTs is a
rotation around the tube axis followed by a translation along
the axis. This operation corresponds to the R = pa1 + qa2
vector where p and q are calculated from

dH = mp − nq with the conditions p <
n

dH

q <
m

dH
(10)

Let us define 
 as


 = p�m+ 2n�+ q�n+ 2m�

dH/dR

(11)

The point group of the chiral �n�m� tube is CN/
 if dH = 1
and is obtained as a direct product CdH

⊗ C ′
N/
if dH 
=1.

SWCNTs are seldom found alone; rather, they stack
together and form bundles which may contain from a few
up to a few hundred tubes. Thess et al. provided exper-
imental [transmission electron microscopy (TEM) and X-
ray diffraction (XRD)] evidence [20] that the bundles are
quasi-crystalline arrays of nanotubes arranged into a trigo-
nal lattice of space group P6/mcc [36]. It is yet uncertain if
the arrays are made up of all identical (n�m� tubes or of
SWCNTs with similar diameters but different helicities. The
number of tubes in a bundle can be increased by functional-
ization [37] or decreased by ultrasonication in aqueous ionic
[38, 39] or nonionic [40] surfactant solutions. However, it
is quite difficult to separate a macroscopic SWCNT sample
into truly individual tubes. Therefore, most of the macro-
scopic nanotube-related studies reported so far in the liter-
ature refer to work on SWCNT bundles even if not stated
explicitly.

1.2.2. Electronic Structure
The electronic structure of SWCNTs is obtained simply
by applying periodic boundary conditions in the Ch direc-
tion to 2D graphite. Thus the wave vector perpendicular
to the nanotube axis becomes quantized while the parallel
one remains continuous [41]. Following Saito et al., for a
SWCNT with N hexagons in the unit cell we can think of
the quantization as making N cross-sections in the energy

dispersion surface of 2D graphite, resulting in N pairs of
one-dimensional energy dispersion curves of the nanotube:

E±
� �k� = E±

g2D

(
k

�K2

� �K2�
+ � �K1

)
� = 0� � � � �N − 1

and − �

� �T �
< k <

�

� �T �
(12)

Here, k ≡ ��k� is the magnitude of the wave vector, E±
g2D

�k�

denotes the energy dispersion relation of 2D graphite, and
the “+” and “−” indices correspond to the � and �∗ bands,
respectively. The cross-sections are made along K1 spaced,
� �K2� long line segments in the hexagonal Brillouin zone. If
for a particular nanotube a segment happens to go through
a K point where the � and �∗ bands of graphene are degen-
erate, than there will be a zero gap between the valence
(+) and conduction (−) branches of the corresponding one-
dimensional energy dispersion curve. Since the degenerate
point matches the Fermi energy where in such cases the elec-
tronic density of states has a nonzero value, these SWCNTs
are metallic. On the other hand, if none of the N segments
passes through a K point then the corresponding SWCNT
will possess a finite gap, its electronic density of states will
be zero at the Fermi energy, and therefore the tube will be
semiconducting. It can be shown that tubes with �n −m� =
3k� k ∈ Z are the metallic ones and all others (the remaining
2/3 of all possible helicities) are semiconducting. It is use-
ful to remember that armchair SWCNTs are always metallic
and zigzags are metallic only if n is a multiple of 3.

The electronic density of states (DOS) of SWCNTs is cal-
culated as

D�E� = � �T �
2�N

∑
±

N−1∑
�=0

∫ 1∣∣ dE±
� �k�

dk

∣∣��E±
� �k�− E�dE

[States/C atom/eV] (13)

It is clear from this equation that very high D�E� values
can be expected close to the minima and maxima of the 1D
energy dispersion curves as defined in Eq. (12). These peaks
in the DOS are called van Hove singularities (vHs) and they
play a crucial role in several SWCNT spectroscopies. The
singularities are indexed as i = 1, 2, � � � from the Fermi
energy to both directions (valence vs conduction band) and
optical transitions between the ith valence and jth conduc-
tance band vHs are denoted as Eij . The energy separation
between the highest valence band vHs and the lowest con-
duction band vHs (the gap size of semiconducting SWCNTs)
is independent of the chiral angle as shown in the formulae

Em
11 =

6aC−C�0

d
and Esc

11 =
2aC−C�0

d
(14)

for metallic and semiconducting SWCNTs, respectively. In
Eq. (14) aC–C = a/

√
3 is the nearest neighbor C–C distance

in 2D graphite, �0 � 2.5 eV is the C–C transfer energy, and
d is the diameter of the nanotube. These equations are valid
strictly only within the so-called “linear k approximation”
[42] which fails for small SWCNT diameters. In thin tubes
the equienergy contour lines of the energy dispersion surface
of 2D graphite are distorted from circles into trigonal shapes
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for large k values. This phenomenon is called the “trigonal
warping effect” [43] and is responsible for the splitting of
DOS peaks in zigzag and in metallic chiral nanotubes. Arm-
chair and semiconducting chiral nanotubes do not suffer any
splitting due to the warping effect.

2. SYNTHESIS OF SINGLE WALL
CARBON NANOTUBES

With nanotube research being a very young science, the issue
of nanotube synthesis has not yet settled down so well as,
for example, in the case of the six years older fullerenes.
Authors of all research papers are still expected to provide
details about their nanotube source and purification proce-
dure because these have a considerable effect on the prop-
erties of the material. Several extensive reviews are available
on the topic of SWCNT synthesis [44–46].

2.1. Synthesis Using Arc discharge

The temperature in an electric discharge may reach as high
as 4000 �C. Under its operation material transfer takes place
between the electrodes. In 1990, successful fullerene [47]
and in 1991 successful carbon nanotube syntheses [16] were
performed using this method.

Lozovik and Popov [48] divided the operation mode of
electric discharge systems into noisy and quiet ones. Con-
tinuous transition between the two modes can be regulated
simply by changing the current density. It was found that
high current density and low inert gas pressure result in
the formation of fullerenes, while for low current density
and high pressure nanoparticles and nanotubes are pre-
dominately formed. Ebbessen and Ajayan [49] developed a
technique suitable for large scale production. He gas was
run through the reactor with controlled rate and pressure.
Generally the anode graphite rod contained a hole filled
with the metal catalyst. The product formed on the cath-
ode was composed of various matter including nanotubes,
fullerenes, carbonaceous nanoparticles, and catalyst. After
purification only 1% of the initial deposit remained as final
product. Journet et al. [19] reported a novel technology lead-
ing to yields of nanotube production as 70–90%. Bundles
of a few tens of tubes and only a few isolated tubes were
formed. Bethune et al. [18] reported that co-vaporizing car-
bon and Co under He atmosphere resulted in the formation
of SWCNTs of very small diameter (around 1.2 nm). They
proved that no nanotube formation was found when using
Fe, Ni, or a mixture of Ni–Cu. Seraphin and Zhou [50] have
reported an efficient synthesis of SWCNTs in the presence
of bimetallic catalysts such as Fe–Ni, Fe–Co in argon atmo-
sphere. They obtained gram quantities of SWCNTs. Iijima
and Ichihashi [17] prepared SWCNT by co-vaporization of
graphite and Fe in an Ar–methane atmosphere. Here, the
atmosphere contained a hydrocarbon component reactive at
the temperature of arc discharge. The average diameter of
the tubes centered at around 1 nm. No tube was formed
in absence of iron catalyst. Kiang and Goddard [51] proved
that various additives such as S, Bi, and Pb increased the
yield of nanotube production and substantially modified the
diameter distribution of SWCNTs.

There is no a well defined mechanism describing the for-
mation of SWCNTs in the arc discharge process. Ab ovo
there are two main ways of formation: the noncatalytic
and the catalytic. For the noncatalytic process one of the
most probable methods of generation suggested by several
authors [52] is as follows. The tube grows from an empty
fullerene cage by repeated additions of C2 units to the open
ends. The growth by this mechanism lengthens a closed tube.
According to other authors [53–55] the tubes are open dur-
ing the growth and the carbon atoms bond to the active
dangling bond edge sites. Iijima [54] assumed that the axial
growth predominated over the shell growth for SWCNTs.

More and even complex mechanism assumptions are
reported on the growth of SWCNTs in the catalytic ver-
sion of arc discharge. Here, the metal atoms generated by
evaporation of catalyst parallel with the carbon electrode
should agglomerate to small clusters, and simultaneously
(while growing the metal particles) or after forming agglom-
erates of a suitable size the carbon nanotubes should be
generated. Alternatively, SWCNT formation takes place on
the metal nanoparticles deposited on the cool reactor parts
and counterelectrode surface.

Iijima and Ichihashi [17] assumed that Fe particles act as
a homogeneous catalyst in the gas phase assisting in some
way the formation of SWCNTs. Kiang et al. [56] described
a model in which small catalytic particles rapidly assemble
in a region of high carbon density. SWCNTs nucleate and
grow very rapidly on these particles as soon as they reach a
critical size. By other authors [51] planar polyyne rings serve
as nuclei for the formation of SWCNTs. They assumed that
C32 and C38 monocyclic rings lead to SWCNTs with diame-
ters of 1.25 and 1.5 nm, respectively. ComCn type compounds
are assumed to act as catalysts. Seraphin and Zhou [50]
found that there is no strict correlation between the diam-
eter of SWCNTs and that of the catalyst particle and that
the tubes do not grow out from the metal particles. They
concluded that the metal acts at the atomic level rather than
acting as a heterogeneous catalyst in the growth of SWCNTs.
Summarizing the described mechanisms, the following gen-
eralized picture can be drawn. The plasma generated by arc
discharge of catalyst containing carbon sources, electrons,
and other charged species, together with the atoms of cata-
lyst and carbon, is a rather complex reacting system. When a
metal catalyst is evaporated with carbon, the metal and car-
bon atoms may condensate and form alloy particles. As the
particles are cooled, carbon dissolved in the particles starts
to segregate on the surface of particles since the solubility
of carbon in the metal decreases with decreasing tempera-
ture. In general the Baker et al. [57, 58] mechanism may be
regarded as a realistic description even for the formation of
carbon nanotubes. In short, they suggested that the first step
is the decomposition of hydrocarbons on the metal surfaces
and dissolution of carbon in the metal. Upon this generally
exothermic procedure the metal warms up. The dissolved
carbon moves to the cooler part of the metal particle and
leaves the metal there. The carbon moved from the metal
initiates the growth of carbon fibers and/or nanotubes. In
this process the diffusion of carbon in the metal is the rate
determining step. Opposite to this, Oberlin et al. [59] con-
cluded that the diffusion of carbon in the metal is negligible
and diffusion takes place dominantly on the surface of metal
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particles. However, Baker et al. [57] have found a correla-
tion between the carbon diffusion in the metal particle and
the rate of the growth of the carbon fibers. Baker et al.
[60] answered an additional important question concerning
the interaction of metal particles to the support material.
They classified this interaction into two groups. For the weak
interaction the growing tube pushes the catalytic metal par-
ticles from the support surface into the gas phase. This way
carbon fibers or nanotubes with metal particles in their tips
are formed. When the interaction is strong, metal particles
remain bonded to the surface and nanotubes are growing
on these metal islands. In both cases there are free sur-
faces toward the gas phase, not covered by carbon fibers
or tubes, where the carbon transport may occur from the
gas phase. Surface species formed by nucleation may cat-
alyze the growth of SWCNTs. While the tube is growing car-
bon is supplied from the metal that dissolves carbon coming
from the adsorbing carbon atoms. Theoretical calculations
[61, 62] have also been performed to clarify the formation
mechanisms of SWCNTs. A more complex mechanism has
been proposed by Kanzow and Ding [63]. They divided the
procedures into three main streams depending on the corre-
lation between the carbon supply and the kinetic energy of
the carbon source. These procedures take place at different
temperature ranges. The condition with rich carbon supply
and insufficient kinetic energy can be represented by signifi-
cantly lower temperature than for insufficient carbon supply
and high kinetic energy. For the former case MWNTs dom-
inate, while under the latter conditions SWCNT formation
dominates.

2.2. Synthesis of Single Wall Carbon
Nanotubes with Laser Ablation

When a laser beam is used for evaporation of a carbon tar-
get generally containing transition metals as catalyst com-
ponents, procedures similar to those for arc discharge take
place [20]. In a typical laser ablation experiment, the second
harmonic of a Nd:YAG laser pulse is focused on a graphite
target containing 1–2 at% catalyst metal [64–66]. The target
is kept in inert atmosphere and the system is heated to 800–
1400 �C by an electric furnace. The result of laser ablation
is also plasma. Dal et al. [67] concluded that by the applica-
tion of this direct evaporization method better control over
the growth of tubes can be achieved and also the quality of
SWCNTs is better. Furthermore, this method allows quasi-
continuous production and consequently the yield is much
higher as well. Bimetallic catalysts such as Co/Pt, Co/Ni,
etc. also gave nice nanotubes. They assumed that SWCNTs
form on such a metal particle whose diameter is too small
for generation of second and further walls. Kataura et al.
showed that varying the type of catalyst metals and the fur-
nace temperature can control the diameter of the grown
nanotubes rather well [68]. Since SWCNT formation takes
place in the plasma generated by the laser pulse [69], it is
thought that nanotube growth in a laser ablation experiment
follows essentially the same mechanisms as those detailed
for the dc arc discharge [70]. The laser ablation method is
often referred to as pulsed laser vaporization (PLV) method
as well.

2.3. Chemical Vapor Deposition Synthesis
of Single Wall Carbon Nanotubes

There are several studies focused on the decrease of the
temperature of CVD. In these works either novel catalyst
systems or new carbon sources are applied in the synthe-
sis. Harutyunyan et al. [71] found that addition of 20% of
molybdenum to the alumina supported Fe catalyst is benefi-
cial to the SWCNT production, since it lowered the reaction
temperature and eliminated the reduction of catalyst prior
to the synthesis. The catalyst was active as low as 680 �C.
No multiwall nanotube formation was observed.

The generation of SWCNTs is one of the most intriguing
questions. Several attempts aimed at the particle size of the
metal catalysts, turbulent flow of the carbon source around
the catalyst, the role of metal carbide generally detected
by instrumental methods, etc. have been made. The role of
the size of catalyst metal particles was investigated by Li
et al. [72] applying 1–2 or 3–5 nm particles in apoferritin.
The instrumental characterization involving atomic force
microscopy (AFM), TEM, and Raman spectroscopy proved
that the diameter of SWCNTs is strictly correlated to the
size of metal particles. Furthermore they proposed a mecha-
nism for the formation of tubes from methane. According to
their TEM measurements the metal particles are sitting on
the substrate and the isolated carbon nanotubes are growing
from them toward the gas phase.

Colomer et al. [24] reported on the production of single
wall carbon nanotubes by CCVD of ethylene over Co, Ni,
and Fe or their mixture on various supports. They assumed
that the support helps to disperse the metal particles. The
reaction carried out at 1080 �C gave a significant amount of
SWCNT bundles on the Co–Fe, Fe–Co–Ni catalysts.

A real breakthrough was achieved in CVD nanotube pro-
duction when the silica, zeolite, and alumina types of catalyst
supports were replaced by alkaline earth oxides or carbon-
ates [73–75]. In this latter case the removal of support
became much easier.

2.4. Gas Phase Catalytic Single Wall Carbon
Nanotubes Growth

Industrial scale carbon nanotube applications can only be
expected if economic industrial scale SWCNT production
methods become available. Arc discharge and laser ablation
are extremely power hungry batch methods. It is unlikely
that they can ever be scaled up to deliver large quanti-
ties of SWCNTs at a reasonable price [e.g., in kg/(unit ×
day) magnitude]. CVD methods use continuous carbon feed-
stock but require an additional purification step to separate
the synthesized carbonaceous deposit from the catalyst sup-
port (SiO2, Al2O3, MgO, etc.). A promising alternative is to
eliminate the support and generate the metal catalyst par-
ticles in-situ in a continuous flow gas phase reactor. This
approach has been shown to work utilizing metallocenes
and Fe(CO)5 as catalyst precursors and hexane, benzene,
C2H2, CH4, and CO as carbon sources. Since most hydro-
carbons pyrolize at 6–700 �C which is in all cases below the
required operating temperature of the reactor, nanotubes
grown from hydrocarbon sources often show an undesired
amorphous carbon coating. The most successful gas phase
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catalytic SWCNT production method uses carbon monoxide
as the carbon source and Fe(CO)5 as the catalyst precursor.
It was developed by Bronikowski et al. at Rice University
and is called the HiPco® (high pressure CO decomposition)
process [25, 26].

In a typical HiPco® synthesis a flow of CO (1–2 stan-
dard dm3/min) dosed with 4–8 ppm Fe(CO)5 is led through
a quartz tube kept at 800–1200 �C. Iron nanoclusters formed
by Fe atoms from the thermal decomposition of Fe(CO)5
serve as catalyst particles on which SWCNTs can grow from
the carbon produced by the Boudouard reaction from CO.
Carbon nanotubes are collected from the reactor walls and
from a filter placed into the flow at the reactor outlet.
SWCNT yield can be increased by raising the CO pres-
sure (30–50 atm) and the temperature (1100–1200 �C) and
by introducing a little (<1 vol%) CH4 into the feedstock.
Bronikowski et al. [26] optimized the process parameters
and obtained SWCNTs of up to 97 mol% purity at 450 mg/h
yield. An extensive analysis of HiPco® kinetics was per-
formed by Dateo et al. [76, 77]. The end product of the
HiPco® process contains remarkably little non-SWCNT car-
bon material and almost no nanotubes exhibit an amorphous
carbon coating. The dominant contamination (4–5 at% Fe
in the raw product) comes from the iron catalyst particles
which are encapsulated in the SWCNT cap in the closing
step of the growth process. Chiang et al. [78] described a
purification protocol consisting of two wet air oxidation and
two HCl sonication steps which could decrease the iron con-
tent of a raw HiPco® sample from 5.06 to 0.05 at%. High
temperature (800 �C) annealing of the purified material in
Ar results in better quality SWCNTs because defects intro-
duced during the synthesis and oxidation steps are partially
healed. It is still debated if the annealing improves also the
crystallinity of HiPco® samples [78] or not [79].

Although the diameter distribution of HiPco® SWCNT
samples can be controlled to some extent by changing the
CO pressure, the currently available typical HiPco® mate-
rials are characterized by a broader distribution peaking at
a lower mean diameter than those obtained by, for exam-
ple, arc discharge. Diameters of HiPco® tubes were found
to fall between 0.79–1.2 and 0.8–1.4 nm by Yudasaka et al.
[80] and Zhou et al. [79], respectively. In a recent study [81]
Kukovecz et al. reported the values d = 1�05 nm, 	 = 0�15
nm for Gaussian distribution mean diameter and variance,
respectively. The observed discrepancies between measured
and simulated HiPco® Raman spectra suggested that the
diameter distribution of HiPco® materials could also be
non-Gaussian. HiPco® nanotubes have proven to be excel-
lent subjects for diameter selective observations because
of their broad diameter distribution. The oxidation rate of
SWCNTs scales roughly with 1/d allowing the selective oxi-
dation of thin tubes while leaving the thicker ones intact.
Reported selective oxidation conditions are: (i) 425 �C/1 h
in flowing wet air [78], (ii) 460–650 �C/10 min in stagnant
dry air [79], (iii) oxidation in a reduced O2 atmosphere [82],
and (iv) focused laser pulse at ambient conditions [83]. Sim-
ilar to the coalescent diameter doubling phenomenon [84]
the mean diameter of a HiPco® SWCNT sample could also
be increased by heating it to 1600–1800 �C for 5 hours in
high vacuum [80]. The diameter enhancement itself was evi-
denced by Raman and TEM measurements as well as by

the increased burn-off temperature of the sample, but the
mechanism for this remarkable reaction is yet unclear.

2.5. Other Single Wall Carbon Nanotubes
Synthesis Methods

Two additional catalytic SWCNT synthesis methods should
also be mentioned here, even though they are not as
widespread as the ones detailed previously at present. The
solar route [85, 86] focuses the beams of the sun on a
catalyst-containing graphite target. The growth dynamics
inside the solar furnace are thought to be similar to those
in laser ablation [87] and the product obtained is high
quality nanotubes containing little amorphous carbon [88].
SWCNTs can also be prepared in low pressure hydrocarbon
(e.g., C2H2, C2H4� flames by mixing catalyst precursors [e.g.,
Fe(CO)5 or ferrocene] into the feedstock [89, 90]. The prin-
ciple of this method is quite similar to the gas phase catalytic
decomposition detailed previously and, similarly, the best
results for SWCNTs are obtained when using CO as carbon
source [91, 92]. However, the chemical engineering side of
flame reactors is well known and instruments from the lab-
oratory to the production plant scale are already available
commercially. Therefore, once the optimal conditions are
found [93], flame pyrolysis could rapidly become the domi-
nant large scale supplier of carbon nanotubes in the future.

Under special conditions SWCNTs can also be synthe-
sized without metal catalysts. The thermal coalescence of
C60 molecules within a SWCNT (peapod system; see Sec-
tion 3.1) produces a thin SWCNT inside the larger diameter
outer tube which acts as a nanoreactor in this case. Another
example of SWCNT growth in a confined environment is the
pyrolysis of organic template molecules in freshly synthesized
AlPO4-5 zeolite pores [94, 95] which gives uniform 0.4 nm
diameter SWCNTs superconducting below 20 K [96]. Inter-
estingly, the lowest diameter (0.33 nm) SWCNT reported
so far was not produced under steric restrictions. This (4,0)
SWCNT was grown from a larger nanotube under electron
beam irradiation from a TEM field emission gun [97].

2.6. Single Wall Carbon Nanotubes
Purification

The raw product of a single wall nanotube synthesis con-
tains various forms of carbon, that is, amorphous, active
carbonlike matter, carbon nanoparticles including fullerene-
like material, SWCNTs, as desired product and the cata-
lysts particles. Depending on the preparation method the
catalyst component may be the simple metal nanoparticle
itself or more complex, supported metal nanoparticles. The
aim of the SWCNT purification is the removal of the amor-
phous carbon forms and the catalyst as completely as possi-
ble. A number of purification methods have been suggested;
however, they can be classified into four main groups: acidic
oxidation, gas phase oxidation, filtration and chromatogra-
phy, and their combination.

In the acid treatment, first described by Rinzler’s group
[98], the raw product is refluxed in nitric acid in order to oxi-
dize the metal and the amorphous carbon. This base method
has been modified several times suggesting alternative acid
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concentrations and reflux times. However, the characteris-
tics of the resulting, purified materials were very similar.
Generally upon acid treatment the ends of nanotubes have
been decapped and the open ends were terminated by car-
boxyl groups. Furthermore, structural imperfections closed
by hydroxyl and/or carboxyl groups must have been gen-
erated as well. The appearance of these functional groups
is advantageous for those samples that are to be applied
to polymers as a strengthening material; however, they are
disadvantageous when the nanotubes are to be utilized in
nanoelectronic devices. Zimmerman et al. [99] discussed an
oxidation technology for purification of SWCNTs using HCl,
Cl2, and H2O. A multistep purification procedure was dis-
cussed in the paper by Li et al. [100]. The method was
developed for purification of SWCNT samples produced by
catalytic decomposition of hydrocarbons. The yield of the
treatment is 40% with a purity of about 95%. The first step
of the procedure is an extraction. Using benzene as solvent
the soluble material is removed from the sample. The next
step is the acid leaching to remove the iron catalyst par-
ticles. The procedure is enhanced by ultrasonication. After
filtering the sample was frozen at −196 �C for 10 h followed
by further ultrasonication. Finally the sample was washed
with deionized water and dried. Starting from 200 mg of raw
product 75 mg of purified sample was obtained.

Gas phase oxidation is the most commonly used method
for purification of SWCNTs [101–103]. Dillon’s group [104]
described a method that produces >98 wt% pure SWCNTs.
First they subjected the carbonaceous matter to a nitric acid
treatment at reflux temperature followed by the gas phase
oxidation at 550 �C, for 30 min. They proved that SWCNTs
purified in this way are stable as high as 600 �C in oxygen.
The acid treatment prior to the gaseous oxidation proce-
dure is obligatory in order to oxidize or dissolve the metal
content of the raw product since several metals used for
nanotube production by catalytic methods catalyze also the
oxidation of carbon nanotubes. Chiang et al. [105] reported
a high efficiency purification method for SWCNTs produced
by laser oven growth. They investigated the influence of
the metal content of the tubes as well and found that with
increasing metal content (the origin of which is the catalyst)
the oxidation rate of carbon nanotube is enhanced. By the
method proposed by Moon et al. [106] high-yield purifica-
tion of SWCNTs can be achieved. They designed a rotating
oven for annealing the nanotube samples in the first step of
the procedure. The second step consists of acid leaching for
24 h in order to dissolve the metal impurities. They claim a
product with very low, less than 1 wt%, metal content.

Microfiltering proved to be an advantageous procedure
for purification of carbon nanotubes. Shelimov et al. [107]
developed an ultrasound assisted ultrafiltration method
resulting in as high as >90% pure SWCNTs.

Nanotubes of high purity and rather uniform length dis-
tribution were obtained by Duesberg et al. [108] using col-
umn chromatography for separation of aqueous solution of
SWCNTs. Niyogi et al. [109] reported a gel permeation
chromatographic method for purification of soluble single
wall carbon nanotubes. Two columns, Styragel HMW7 and
PLgelMIXED-A, were used and the effluents were analyzed
by AFM, ultraviolet-visible (UV-vis), near-infrared (NIR),
fluorescent, and Raman spectroscopies. The first fraction of

effluent contained 74% of soluble SWCNTs. The authors
have claimed that the refinement of this chromatographic
technique gives a promise of SWCNT products separated by
their length, diameter, and even chirality [109].

3. FUNCTIONALIZATION OF SINGLE
WALL CARBON NANOTUBES

Adapting the notation of fullerene chemistry we may clas-
sify SWCNT functionalization methods into three groups:
(i) endohedral functionalization takes place when materials
are admitted into the hollow interior of the nanotube, (ii)
exohedral functionalization refers to sidechains chemically
bound to the outer surface of the tube, and (iii) lattice func-
tionalization occurs if the SWCNT properties are changed
because agents are introduced into the intertube channels of
the nanotube lattice. As a limiting case of exohedral func-
tionalization one must also mention the in-wall chemistry of
SWCNTs when a number of carbon atoms are substituted
by boron and/or nitrogen.

3.1. Endohedral Functionalization

Several groups reported considerable success in forming
1D single crystals of metals, metal carbides, metal oxides,
and metal halides within the nanospace inside the SWCNT.
These materials are expected to show interesting electrical
and magnetic properties like quantum wire effects. Utilized
encapsulation methods are based on (i) the capillary effects,
(ii) wet chemical techniques, (iii) one-step synthesis of the
filled tube by arc dischare, (iv) condensed phase electrolysis,
and (v) pyrolysis. Reportedly introduced materials are var-
ious metals [110], carbides [111], oxides [112], and halides
[113–116]. The reader is referred to some recent extensive
reviews for more details on the topic [117, 118].

Fullerenes can be encapsulated within SWCNTs if the
tube diameter is adequate [119]. The resulting materials
form a subclass of endohedrally functionalized SWCNTs
called “peapods” (e.g., C60@SWCNT). A spectacular high
resolution TEM (HRTEM) image of a C60 peapod is pre-
sented in Figure 2a. Peapods were first described in 1998 as
spontaneously formed by-products of the purification of PLV
derived SWCNTs [120–122]. They quickly gained popularity
within the nanotube community and their large scale synthe-
sis was worked out by Smith et al. at the University of Penn-
sylvania [123, 124] and Kataura et al. at Tokyo Metropolitan
University [125]. Since C60 favors the inner space of wider
nanotubes [126, 127] the synthesis principle is simple: the
purified fullerene and a buckypaper of opened SWCNTs are
heated together in an evacuated quartz ampoule at 600 �C
for 2 hours and then the excess C60 is removed by washing
the formed peapod buckypaper with toluene. The method
is sensitive to the purity of the starting materials and espe-
cially to the opening of the nanotubes which can be achieved
by selective oxidation of the caps with, for example, H2O2,
HNO3, or hot wet air. In the ideal case 90–100% of all avail-
able SWCNTs can be filled with fullerenes. Besides direct
TEM observation the filling factor can also be determined by
electron energy loss spectroscopy (EELS) [128] and Raman
spectroscopy [129]. To now peapods have been characterized
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Figure 2. HRTEM images showing a C60@SWCNT peapod (a) and
the formation of a double wall carbon nanotube by the coalescence of
fullerenes within the nanotube as the peapod is heated to 800, 1000,
and 1200 �C (b, c, and d) respectively. Black arrows in (b) indicate
locations where the first step of coalescence is observable. Reprinted
with permission from [135], S. Bandow et al., Chem. Phys. Lett. 337, 48
(2001). © 2001, Elsevier Science.

by electron diffraction [130], EELS [131], optical absorp-
tion, and Raman spectroscopy [132, 133] as well as TEM
and scanning tunneling microscopy (STM) [134].

Peapods are expected to outperform both fullerenes
and empty SWCNTs in applications demanding mechani-
cal strength, H2 storage [136], and tunable electronic prop-
erties [137]. Especially promising studies were reported
on metallofullerene peapods [138], for example, on the
Gd@C82@SWCNT system [139, 140] which can perform as
an ambipolar transistor [141]. The fullerene molecules poly-
merize inside the SWCNT upon doping [142] and coalesce
to yield a thin inner nanotube within the parent SWCNT
when heated [135, 143]. This latter process is very visible in
Figure 2, where (b)–(d) show the formation of a double-wall

carbon nanotube as the peapod depicted in (a) is heated to
800, 1000, and 1200 �C in vacuum, respectively.

3.2. Exohedral Functionalization

Just like fullerenes, the perfect SWCNT is without func-
tional groups and is therefore chemically quite inert. On
the other hand, doing addition-based covalent chemistry
on nanotubes is considerably easier than functionalizing
graphite. The two main sources of reactivity in SWCNTs are
(i) the curvature-induced strain arising from the nonplanar
geometry of sp2 carbons and (ii) the misalignment of the
� orbitals. The former is more pronounced (i.e., the pyra-
midalization angle is larger) at the capping fullerene hemi-
spheres while the latter affects mainly the sidewalls. All in all
the most reactive places in any nanotube sample are found
in the cap of the thinnest tube and least reactive are the
bonds running perpendicular to the axis of the largest diam-
eter SWCNT. Recent reviews on the covalent chemistry of
SWCNTs are available [12].

Derivatization reactions can be roughly divided into two
categories: (i) direct attachment of the required functional
groups onto the nanotube and (ii) building bridgeheads by
oxidizing some atoms in the tube wall and then proceeding
with the functionalization using substitution reactions on the
simple (-F, -OH, -COOH) groups formed. Reactions falling
into the first category are the 1,3-dipolar cycloaddition [144],
the Birch reduction [145], and reactions with nitrenes, radi-
cals, and carbenes [146]. In the second case the first reaction
step is usually an aggressive treatment, for example, (i) oxi-
dation in refluxing cc. HNO3 (yields carboxyl groups) [147–
149], (ii) ozone treatment [150, 151], (iii) ball milling in reac-
tive atmosphere [152] or together with solid KOH (hydroxyl
groups) [153], and (iv) HF reaction (-F groups) [154, 155].
Then in the second step these bridgeheads are converted to
more reactive groups (e.g., carboxyl groups are replaced by
acyl chlorides after SOCl2 treatment) and finally, conven-
tional organic synthesis reactions like the Grignard reaction
[156] are applied to build the desired functionality onto the
anchor sp3 carbon in the nanotube wall.

Covalent functionalization opens new routes for SWCNT
applications. Most important of all, functionalized tubes are
often soluble in organic solvents [157, 158] or even water
[159, 160]. Georgakilas et al. suggest that a nanotube purifi-
cation protocol could be based on the solubility difference
between functionalized tubes and unharmed carbon/metallic
species [161]. Sidegroups may also serve as covalent anchors
for fixing SWCNTs onto surfaces [162] or within a polymer
matrix [163]. Nanotube–polymer composites have superb
mechanical properties and are expected to become a major
SWCNT application field in the near future [164, 165].

By heating a SWCNT-B2O3 mixture in nitrogen contain-
ing atmosphere to ∼1600 K it is possible to substitute some
of the carbon atoms forming the nanotube wall itself by
boron and nitrogen [166, 167]. This reaction—a limiting
case of exohedral functionalization—yields CxByNz tubes.
Finally, we should note that investigations on the stacking-
based, noncovalent functionalization of SWCNTs are also in
progress [168–170].
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3.3. Lattice Functionalization (Doping)

The properties of a SWCNT sample can be modified by
introducing electron donors or acceptors into the trigonal
nanotube lattice [171, 172] to get the nanotube analogs
of graphite intercalation compounds. In the former, n-type
doping can be achieved by, for example, alkali metals and in
the latter, p-type doping can be achieved by, for example,
Br2 or FeCl3. The conductance of doped samples increases
[173] and their optically allowed transitions are quenched
which causes characteristic changes in their optical [174] and
Raman spectra [175]. The extent of intercalation depends on
the type of doping species and on the diameter distribution
of the nanotube sample [176]. It is possible to dope one-half
of a single SWCNT n-type and the other half p-type which
leads to an intramolecular nanoelectronics device [177]. The
occupancy of the valence/conduction bands can also be mod-
ified without doping agents by electrochemical means [178,
179]. A recent review of doping is available from Fischer
[180].

4. CHARACTERIZATION OF SINGLE
WALL CARBON NANOTUBES

In spite of the significant research effort invested [68, 82,
181–183] it is still impossible to synthesize one selected
(n�m� SWCNT in macroscopic quantities. Synthesis prod-
ucts are always obtained as mixtures of different helic-
ity nanotubes. These mixtures cannot be separated into
SWCNT fractions using the currently available techniques.
Therefore, the reader should be aware that the macroscop-
ical SWCNT studies published so far all investigate a set
of different (n�m� nanotubes. It is common to character-
ize SWCNT samples by estimating the parameters of their
diameter distribution from TEM, AFM, or Raman measure-
ments. The distribution function is usually close to a Gaus-
sian, though notable exceptions are also found.

Even though idealized nanotube geometries and detailed
electronic models are readily available, experimental
SWCNT characterization is no simple task. The main rea-
sons for this are: (i) no well-defined reference tube samples
are available, (ii) the sample to be characterized is always a
mixture of various (n�m� chiralities, (iii) the sample is often
contaminated by non-SWCNT carbon and leftover catalyst
particles, and (iv) because of its low atomic number (Z = 6)
carbon exhibits small cross-section for electron and X-ray
diffraction. In this section we discuss the various techniques
applied in nanotube research.

4.1. Calculations on Nanotubes

The relationship between SWCNTs and calculations per-
formed on them is a unique one. Since the ideal nanotube
structure is well defined but pure and monodisperse sam-
ples are scarce, experiments in nanotube science were not
initiating first principles calculations but quite often verify-
ing them. The special physics caused by the one-dimensional
character of SWCNTs was well understood by 1995 [184].
The Dresselhaus group at MIT has systematically studied
the electronic [185], magnetic [186], and phonon [187] band

structure of SWCNTs. Nanotubes were shown to be ther-
modynamically stable [188] and to favor hexagonal packing
[36] with only weak intertube coupling [189].

Currently structural ab initio calculations are mostly used
to explore the effects of deviations from the ideal cylindrical
sp2 carbon network due to sp3 defects [190, 191], B and/or N
substitution [192], and doping [193–196]. Molecular dynam-
ics simulations are used continuously to suggest nanotube
formation mechanisms [62, 197–202]. Some other fields of
nanotube research where calculations are making important
contributions are: (i) the refinement of our understanding of
the special quantized nature of nanotubes [203–208], (ii) H2
storage related simulations [209–215], and (iii) studies on
functionalized SWCNTs [127, 216–218].

4.2. Nanotube Microscopy

Single wall carbon nanotubes were first observed by TEM.
Low resolution TEM is regularly used to detect non-
nanotube carbon and leftover catalyst contamination in
SWCNT samples. Images of nanotube bundles curving
through the TEM focal plane provided evidence for the
trigonal lattice of SWCNT quasi-crystals and several inter-
esting carbon nanostructures like nanotube coils [219], nano-
onions [220], nanocones [221], bamboo-shaped rods [222,
223], etc. were also found as side products of SWCNT elec-
tron microscopy. HRTEM can be used to directly mea-
sure tube diameters and observe various cap shapes. Iijima
et al. [53] published HRTEM images of the continuous junc-
tion between tubes of two different diameters proving that
heptagon–pentagon defect pairs may occur even in other-
wise undamaged nanotube walls. Young’s modulus of mul-
tiwall [224] and single wall carbon nanotubes [225] was
estimated for the first time from intuitive TEM experiments
by Treacy et al.

The scanning probe microscopy techniques complement
TEM in SWCNT research well [226–229]. Though it was
shown theoretically that AFM is capable of reaching atomic
resolution on nanotubes [230], AFM is typically used at
low magnification levels as a fast and economical means
to acquire nanotube length, bundle diameter, and sample
purity data. STM, on the other hand, has been applied
with considerable success to SWCNT atomic structure elu-
cidation. The first low temperature measurements by Wil-
doer et al. [231] and Odom et al. [232] showed that the
nanotube walls are made of hexagonally arranged carbon
atoms and that metallic and semiconducting tubes coex-
ist in SWCNT samples. This was further confirmed by the
room temperature results of Hassanien et al. [233]. The
chiral angle � can often be precisely measured on atom-
ically resolved STM images. Several different angles were
observed and this put an end to the early TEM based
assumptions that SWCNT samples are dominated by achiral
(10,10) tubes. However, neighboring nanotubes of the same
apparent helicity (zigzag) were observed in a SWCNT bun-
dle by Hassanien et al. which argues in favor of the “one
rope—one helicity theory.” Nevertheless, care must be exer-
cised when extracting helicity information from STM images
since (i) distinguishing between the intrinsic chirality of the
SWCNT and a large scale axial twisting of the tube is not
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straightforward [234] and (ii) the geometry of the interac-
tion of the STM tip with a thin nanotube cylinder is rather
complex [229, 235].

The electrical conducting properties of nanotubes can be
directly measured by scanning tunneling spectroscopy (STS),
an STM modus where the tip is held fixed above a cho-
sen sample point and the tunneling current is measured as
a function of the bias voltage [236, 237]. The distinction
between metallic and semiconducting tubes is then readily
made on the basis of the measured I–V characteristics. It
is even more useful to study the I

V
/ I
V

vs V curve which
is the measure of the electronic DOS. STS experiments on
isolated SWCNTs proved the existence of van Hove singu-
larities [238] and made it possible to measure the bandgap
of nanotube semiconductors. It was possible to probe the
local density of states near the tip of SWCNTs by STS and
find sharp resonant valence band states filling the bandgap
[239, 240]. While most of the available STS data support the
predictions of the simple model described in Section 1.2.2,
in a recent report Ouyang et al. [241] argued that only iso-
lated armchair SWCNTs are true metals. Bundled armchair
tubes have a pseudogap whose width scales roughly with
the inverse tube diameter, and “metallic” zigzag SWCNTs
in fact do possess real energy gaps scaling with the inverse
square root of tube radius [242].

Scanning probe microscopy is suitable for measuring
the mechanical properties (Young’s modulus, toughness,
strength) of SWCNTs [243–245]. It can also be used for
manipulating individual SWCNTs to create, for example,
nanotube junctions [246] or field effect transistors (FETs)
and to cut nanotubes [247]. The laborious pushing–rolling
cycles of moving a nanotube around a surface can be
avoided by using the new technique described by Cheung
et al. [248]. Nanotubes themselves make superior SPM tips
for high resolution topography imaging [249, 250]. Lieber’s
group pioneered the use of nanotubes as probes for individ-
ual biomolecules [31, 251–253]. The best results are achieved
when the tubes are grown directly on the SPM cantilever
[254–258]. An exciting new field is the utilization of cova-
lently functionalized nanotubes as tips for chemical force
microscopy [259, 260].

Some recent advances in SWCNT microscopy include the
introduction of Fresnel projection microscopy [261, 262] and
near field spectroscopy.

4.3. Optical Spectroscopy

Optically allowed transitions (OATs) from the ith valence to
the jth conduction band follow the selection rules �j − i� =
0 and �j − i� = 1 for electric fields polarized parallel and
perpendicular to the nanotube axis, respectively. Since in
the latter case the OAT is suppressed because of the
depolarization effect, in practice we only have to consider
the symmetric Eii transitions between the equidistant van
Hove singularities below and above the Fermi energy. Each
transition gives rise to a peak in the nanotube UV-vis–
NIR absorption spectrum. Peaks at around 0.7, 1.2, 1.8, and
2.5 eV come from the Esc

11� E
sc
22� E

m
11� and Esc

33 OATs where
“sc” and “m” denote semiconducting and metallic tubes,
respectively. The exact position, shape, and width of the
peaks are determined by the diameter distribution of the

sample and the DOSs of the individual tubes. Bachilo et al.
have suggested a method for rapidly surveying the �n�m�
composition of bulk SWCNT samples using bandgap fluo-
rescence spectroscopy [39, 263].

Optical absorption measurements have provided the data
to estimate the diameter distribution [264, 265], the bandgap
size, the �0 transfer energy, and the dielectric function of
SWCNTs. Kazaoui et al. [266, 267] conducted an optical
absorption study on the n- and p-type doping of a SWCNT
sample using Cs as electron donor and Br2 as electron accep-
tor partners. In both cases, the intensity of the first few (low
energy) absorption peaks decreased with increasing dopant
concentration. This could be explained by the gradual filling
of the conduction band or the valence band with elec-
trons/holes in n- and p-doping, respectively. Both effects
extinguish van Hove singularities gradually, decreasing the
possibility of an OAT involving that particular vHs which
manifests as a loss of absorption band intensity in the spec-
trum. Close to saturation the authors observed new peaks
at 1.07 and 1.30 eV for Br- and Cs-doping, respectively.
They tentatively assigned these to intersubband transitions
in the valence (for Br) and the conduction (for Cs) bands.
Finally, the presence of the characteristic peaks in the UV-
vis–NIR spectrum can be used to demonstrate that the sam-
ple retained its special one-dimensional electronic structure
even after performing purification and/or functionalization
chemistry on it.

4.4. Raman Spectroscopy

Raman spectroscopy is a very potent SWCNT characteri-
zation technique. High resolution spectra can be collected
from practically all sample forms, at any sample tempera-
ture, even in-situ while, for example, monitoring the progress
of a chemical reaction. Moreover, the SWCNT Raman spec-
trum is relatively simple to interpret yet informs us about the
diameter distribution, electronic properties, and purity of
the sample. This section discusses the major components of
the spectrum and refers the reader to the available reviews
[33, 268, 269] for more details.

4.4.1. Basics of Single Wall Carbon
Nanotubes Raman spectroscopy

Phonon dispersion relations and phonon densities of states
of SWCNTs are calculated by zone folding of a graphene
sheet with special attention to certain nanotube specific dif-
ferences [187]. A SWCNT with N hexagons in its unit cell
[Eq. (7)] has altogether 6N possible phonon modes. The
number of actual distinct phonon branches is usually much
smaller because of mode degeneracies, for example, 66 (54
doubly degenerate plus 12 nondegenerate) instead of 120
in the case of the (10� 10� tube. Four phonons are always
acoustic: two degenerate transverse acoustic modes corre-
sponding to x and y displacements perpendicular to the
nanotube axis, a twisting acoustic mode for the rigid rotation
around the tube axis, and a longitudinal acoustic for dis-
placement along the axis. These four give rise to a constant
nonzero phonon DOS at very low energies, which increases
stepwise with the energy as the optical phonons enter. Each
new subband introduces a 1D van Hove singularity into the
phonon DOS.
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Only a small portion of the 6N − 4 optical phonon
modes is Raman active because of symmetry reasons. As
only k vectors very close to k = 0 can couple to the inci-
dent light, one has to consider only the symmetry of the
vibrations at the center of the Brillouin zone (� point).
Therefore, the point group of the unit cell can be used
to find the Raman active vibrations which are � vib�Raman

�n� n��n=2k =
4A1g + 4E1g + 8E2g , � vib�Raman

�n�m��n
=m
=0 = 4A + 5E1 + 6E2, and
� vib�Raman
others = 3A1g + 6E1g + 6E2g . It is important to note that

the number of Raman active modes (16 for even n arm-
chair tubes, 15 for all others) is independent of the tube
diameter and chirality, even though the number of total
optical phonon modes (6N − 4� varies a lot. The frequency
of a particular mode, however, may or may not be sensi-
tive to the tube diameter. For example, the low frequency
(below 500 cm−1� modes soften quasi-linearly with 1/d [270]
while other modes between 1000 and 1200 cm−1 show an
opposite behavior and the highest frequency modes around
1580 cm−1 are not very diameter sensitive [271–273]. Some
Raman active modes have only a very small Raman cross-
section and therefore, only 6–7 modes are typically observ-
able experimentally. On the other hand, SWCNT samples
are always [274] mixtures of different helicities. Conse-
quently, it is rather common to find several (even more than
16) peaks in a measured spectrum since the same symmetry
mode could appear at j different positions for j different
tubes.

Perhaps the most striking feature of SWCNT Raman
spectroscopy is the enormous resonance enhancement of the
signal at selected laser wavelengths. The scattering inten-
sity is enlarged by orders of magnitude when the energy of
the incident (laser photon) or the scattered (laser photon–
absorbed phonon) light matches the energy of an OAT
between a vHs pair in the electronic DOS. The enhancement
is so strong that even fifth order Raman spectra could be
observed with its help [275]. Since the position of the vHs’s
and, accordingly, the Eii OAT energies are helicity depen-
dent, it is possible to measure only a few desired (n�m�
tubes selectively even in heterogeneous samples by selecting
the excitation laser to match the corresponding OAT fre-
quency [276]. The large enhancement factor will then ensure
that most of the Raman signal comes from the chosen tubes
and the others remain “silent.” In an inverse experiment
Jorio et al. succeeded in focusing the laser beam on one
SWCNT and fine-tuned the excitation laser around an OAT
frequency [277]. They plotted the intensity of a selected
Raman peak as a function of laser energy and thus were able
to directly map the singularities in the SWCNT joint DOS.
Their results indicate that a vHs may be significantly nar-
rower (∼1 meV) than previously estimated from STS data
(∼100 meV).

In Figure 3, the Fourier transform (FT)-Raman spectrum
of an arc discharge derived SWCNT sample is depicted.
It can be seen that all the theoretical considerations men-
tioned previously boil down to an admirably simple spectrum
which has only three main first order components: the so-
called radial breathing mode (RBM) at around 180 cm−1,
the D-line at 1330 cm−1, and the G-line between 1560 and
1600 cm−1. Typical second order and combination bands are
also depicted. In the following sections we will discuss the

RBM

2RBM
G+RBM

G′ or D*

2GD

G

R
a
m
a
n
in
te
n
s
it
y
(a
.u
.)

Raman shift (cm–1)

0 500 1000 2000 30001500 2500

Raman shift (cm–1)

Raman shift (cm–1)

120 140 160 180 200 220

1520 1560 1600 1640

Figure 3. FT-Raman spectrum of a SWCNT sample showing the char-
acteristic first and second order bands as well as the G+RBM combi-
nation band. The insets reveal the typical detailed shapes of the RBM
and the G-line.

information one can get from each of these bands. Unless
indicated otherwise, all experiments refer to Stokes Raman
spectra �Escattered = Elaser − Ephonon�.

4.4.2. Radial Breathing Mode
The radial breathing mode is a low frequency (150–
300 cm−1) A1 mode corresponding to the total symmetric
in-phase motion of all carbon atoms in the SWCNT wall
perpendicular to the tube axis. It has a large Raman cross-
section and its position is sensitive to the tube diameter (d).
Therefore, it is a valuable tool for SWCNT research. The
RBM Raman shift �RBM scales linearly with 1/d as

�RBM = C1

d
+ C2 C1� C2 ∈ R

�C1� = cm−1 nm �C2� = cm−1 (15)

It should be noted that although the RBM frequency is a
reliable means of investigating SWCNT diameters in the
d =0.7–2.0 nm range, its cross-section is itself a function
of d and decreases rapidly with increasing tube diameter,
complicating studies on thick tubes. In Eq. (15) C1 is the
proportionality constant and C2 compensates for intertube
interactions. Choosing the right values for these two is the
key to get accurate tube diameter estimates and has been
frequently addressed in the literature. Suggested (C1, C2�
pairs based on fitting experimental data are (224, 14) [278]
(232, 6.5) [279] (214, 6) [280], and (239, 8.5) [81]. Values
based on theoretical calculations were reported as (234, 0)
[203] and (223.75, 0) [281]. Jorio et al. have found (248, 0)
to describe their single tube experiments the best [282].

A remarkable feature of the RBM is that its position
varies with the energy of the excitation laser in an oscilla-
tory fashion even when measuring the very same SWCNT
sample [283, 284]. The phenomenon can be explained by
considering that (i) SWCNT samples are always made of
several different diameter tubes and (ii) the position of the
van Hove singularities in the DOS and, consequently, the Eii

energies of the OATs responsible for the resonance Raman
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enhancement are dependent on the diameter (helicity) of
the SWCNT. Each laser line brings different (n�m� nano-
tubes into resonance. The contribution of these few tubes
to the total RBM will be dominant and the spectrum will
show a peak at the �RBM�d� frequency determined by Eqs.
(3) and (15). Tuning to another laser wavelength brings a
new set of tubes into resonance, and therefore the dom-
inant RBM peak will appear at a different position. It is
quite useful to study the so-called Kataura plot depicted in
Figure 4 to visualize the events for ourselves. Each point
in this plot corresponds to an OAT energy (ordinate) for a
chosen nanotube diameter (abscissa). Let us now consider a
sample containing SWCNTs in the d = 1.0–1.5 nm diameter
range and excite it with a laser emitting Elaser = 2.0 eV pho-
tons. This energy matches the first optical transition of d ∼
1.3 nm metallic nanotubes found in the sample, and there-
fore the dominant RBM peak will appear at � ∼ 190 cm−1

(top x axis). By increasing Elaser slowly we hit the Emetallic
11

OAT of thinner and thinner metallic tubes so the RBM peak
will wander to higher and higher frequencies. At a certain
point the Elaser energy will be high enough to excite the
Esemicond

33 transition of the thickest semiconducting SWCNTs
in our sample; thus there will be two major RBM peaks: one
corresponding to the diameter of the thinnest metallic (at
� ∼ 248 cm−1� and one to the thickest semiconducting tube
(� ∼ 190 cm−1�. The former will disappear when increas-
ing Elaser any further, the latter will start wandering upward,
and the process will repeat itself again when the excitation
energy reaches the Esemicond

44 OAT and so on. Even though
the overall result is apparently a RBM peak moving between
190 and 248 cm−1 the reader should remember that this is
a resonance effect and that the position of the RBM peak
of any given SWCNT depends neither on Elaser nor on tube
conductivity. Kataura plots can be used to do approximate
(n� m� assignments [284, 285]; however, the accuracy of such
calculations is limited by the accuracy of the underlying DOS
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Figure 4. A plot of the bandgap energy vs nanotube diameter for all
possible nanotubes within the diameter range 0.5–3.0 nm (“Kataura
plot”). Black squares and open circles denote semiconducting and
metallic tubes, respectively. The calculated position of the Raman RBM
peak for each diameter is given on the top x axis. Public domain data
from the homepage of Dr. S. Maruyama (University of Tokyo, Tokyo,
Japan) were used for creating this figure.

calculation as well as by experimental issues like intertube
interactions and spectral resolution.

The positions of the RBM peaks inform us about indi-
vidual tubes only. In order to obtain the more useful diam-
eter distribution parameters it is advantageous to analyze
the oscillations of the first and second spectral moments
[286] of the whole radial breathing mode band measured at
several different laser energies to avoid biasing the distri-
bution toward a certain diameter via the resonance effect.
The required formalism has been recently reviewed by
Kuzmany et al. [287].

4.4.3. Defect Induced Mode (D-Line)
The so-called D-line is a weak to medium intensity peak
observed between 1300 and 1350 cm−1 in visible excitation
SWCNT Raman spectra. Its most striking feature is that it
upshifts approximately 50 cm−1/eV when increasing the laser
excitation frequency. The position of the D-line is not partic-
ularly sensitive to the diameter distribution of the sample. In
the early SWCNT Raman investigations the D-line was usu-
ally assigned to the unidentified graphitic/amorphous carbon
contamination accompanying the nanotubes. The SWCNT
D-line has a similar counterpart in graphite which itself has
puzzled researchers for decades and initiated several incor-
rect interpretations. Finally, Thomsen and Reich succeeded
in explaining the graphitic D-line by developing a double
resonance theory for it [288]. The authors have shown that
the double resonance model is applicable to SWCNTs as
well and that only the �n−m�/3dH∈ Z [see Eq. (6)] nano-
tubes contribute to the D-line [289]. Single tube measure-
ments by Souza et al. verified that the position of the D-line
is sensitive to the chirality of the nanotube and explained
this with a resonance effect between the van Hove singular-
ities in the SWCNT DOS [290]. The most comprehensive
theory of the SWCNT Raman D-band is that of Kürti et al.
who take both the double resonance process and the van
Hove singularities into account [207]. This theory is able to
predict the small deviations from linearity in the dispersion
of the SWCNT D-line reported by Grüneis et al. Kürti et al.
suggest that the fine structure of the D-line dispersion pro-
file could be sensitive to the diameter distribution.

The message of these theoretical advances is that it is
not necessary to have macroscopic impurities in a nanotube
sample to observe the D-line. However, the presence of
a defect site is certainly required by all double resonance
models. It is therefore correct to regard the D-line as an
overall indicator of defects: sp3 carbon atoms, holes in the
SWCNT walls, attached functional groups, and, indeed, non-
nanotube graphitic domains may all contribute to the D-
line. It is customary in the nanotube literature to report the
intensity ratio of the D-line to the G-line as an indicator
of sample purity (“pure” meaning both “amorphous carbon-
free” and “defect-free” as discussed previously). As a rule of
thumb we can say that the larger the G/D ratio, the higher
the sample quality.

An interesting feature in the second order SWCNT
Raman spectrum is the G′-line (also called the D∗-line by
some authors) found between 2500 and 2900 cm−1 [291].
The G′-line shows a dispersion of ∼100 cm−1/eV with Elaser.
This first overtone of the D-line is generally more intense
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than the D-line itself because the G′ is symmetry allowed.
The recent work of Souza et al. indicates that the fine struc-
ture of the G′-line is rather informative and should be stud-
ied in detail [292].

4.4.4. Tangential Modes (G Band )
The most intense lines of the SWCNT Raman spectrum are
found between 1560 and 1600 cm−1 in the so-called the G-
band which corresponds to the tangential C–C stretching
vibrations. The band consists of non- or weakly diameter dis-
persive phonons of A1, E1, and E2 symmetries. It is rather
insensitive to Elaser as long as the character of the domi-
nant, resonantly enhanced nanotubes is the same (i.e., either
semiconducting or metallic). When the main spectral contri-
bution comes from semiconducting SWCNTs (e.g., 2.1 eV <
Elaser < 2�7 eV for a typical sample with Gaussian diameter
distribution d = 1.35 nm, 	 = 0.15 nm) then the G-band
is dominated by a sharp peak at ∼1592 cm−1 accompanied
by a sideband at ∼1560 cm−1. G-bands of semiconducting
SWCNTs can be fitted very well with six Lorenztian oscilla-
tors [one longitudinal (LO) and one transversal (TO) mode
for each of the three allowed symmetries] [293].

Although peaks from semiconducting tubes are always
present in the G-band to some extent, the characteristic fea-
tures of G-bands dominated by metallic nanotubes (1.7 eV <
Elaser < 2 eV for the aforementioned distribution) are three
new, broader peaks at ∼1515, 1540, and 1580 cm−1. The
1540 cm−1 peak is intense, broad, and asymmetrically elon-
gated toward the lower frequencies. Unlike the other peaks
which are well fitted with Lorentzian oscillators, the 1540
cm−1 one has a Breit–Wigner–Fano (BWF) lineshape [264],

I� = I0
�1+ ��− �BWF�/q��

2

1+ ���− �BWF�/��
2

(16)

where I0, �BWF, 1/q, and � denote the maximum intensity,
the renormalized frequency, a coupling parameter, and the
full width at half maximum, respectively. BWF lineshapes
have been reported previously for several metallic carbon
species like alkali metal intercalated graphite [294] and C60
[295]. They arise from the coupling of a phonon mode (in
the case of SWCNTs an A1(LO) [208] or A1(TO) [273, 296]
phonon) to the electron continuum and can be regarded
as a telltale signal of the presence of metallic nanotubes.
The intensity ratio I1540/I1592 is routinely used as a semi-
quantitative indicator of the relative contribution of metallic
SWCNTs to a given Raman spectrum. The position of the
BWF line has been found to be more sensitive to the diame-
ter of the investigated nanotubes than other components of
the G-band [208].

The main semiconducting G-line peak found at 1592 cm−1

at room temperature shifts about –0.012 cm−1/K with
increasing sample temperature [297, 298]. This effect can be
used to estimate the local temperature experienced by the
sample hit by the Raman laser and to characterize sample
purity [299]. The former effect is particularly useful since
the usual temperature sensor of Raman spectroscopy, the
Stokes/anti-Stokes intensity ratio, fails for SWCNTs because
of the resonance effect. Charge transfer to and from the
nanotube (n- and p-type doping) also shifts the G-band
to lower and higher frequencies, respectively [172, 175].

Maultzsch et al. examined the dispersion of the various G-
band components with Elaser and suggested that the G-band
could also result from a double resonance process similar to
the D-line [206].

4.4.5. Other Raman Features of Interest
Although understanding the RBM, the D-line, and the G-
band should enable the reader to benefit from the major-
ity of the SWCNT Raman research papers available, one
should not forget about developments that took place in
more specialized fields of nanotube Raman spectroscopy.
Peaks showing strong energy dispersion have been found in
the intermediate (600–1200 cm−1� frequency range of the
spectrum [300]. Differences between semiconducting and
metallic tubes were found when studying the anti-Stokes
Raman spectra [301–303] and when performing surface
enhanced resonant Raman experiments [304–306]. Polarized
Raman experiments helped in identifying the symmetry of
the components of the G-band [307–310]. UV Raman stud-
ies uncovered notable differences between the RBM and D-
line intensities in UV (Elaser = 4.8 eV) and visible SWCNT
Raman spectra [311]� The possibility of helicity assignment
based on the splitting of the van Hove singularities in the
DOS due to the trigonal warping effect was suggested by
Saito et al. [43].

4.5. Other Characterization Methods

Even though SWCNTs are very thin and beam-sensitive,
some groups have managed to calculate [312] and mea-
sure nanotube electron diffraction (ED) patterns [313, 314]
and in some cases even succeeded in ED (n,m) assignment
[315, 316]. The parameters of the trigonal SWCNT lattice
in bundles have been obtained from X-ray diffraction stud-
ies [20, 281]. Rols et al. have recently shown that diameter
distribution estimates based on XRD agree sufficiently with,
for example, TEM results if the finite size of the nanotube
bundle is taken into account upon XRD evaluation [317,
318]. Inelastic neutron scattering is a powerful alternative to
Raman spectroscopy for studying the SWCNT phonon struc-
ture because in contrast to optical probes, all phonons are
active to neutrons [319–321]. Rayleigh scattering was utilized
by Yu and Brus [322] to study the interband transitions of
SWCNTs and by Puretzky et al. to investigate the dynamics
of the PLV synthesis method [323].

Investigations based on magnetic interactions [electron
paramagnetic and nuclear magnetic resonace (EPR, NMR)]
in SWCNTs are generally not as informative as for other
materials. Pure SWCNTs do not show any intrinsic EPR
features; the formerly reported g = 2�002 asymmetric line
[324] is now thought to be due to charge transfer effects.
On the other hand, SWCNTs do have their own 13C MAS
NMR signature: a broad isotropic line at 126 ppm (rela-
tive to TMS) which can be deconvoluted into Lorentzian
semiconducting and metallic contributions [325, 326]. The
recent increased interest in SWCNT functionalization, how-
ever, has opened up new fields of application for 13C NMR
in nanotube research. Functional groups are anchored to the
nanotube via sp3 carbons giving a signal at 29 ppm and also
show their own chemical shifts (e.g., 182 ppm for –COOH
groups) [327].



936 Single Wall Carbon Nanotubes

Although SWCNTs do have infrared (IR) active
phonons that can be described as � vib� IR

�n�n��n=2k = A2u + 7E1u,
� vib� IR
�n�m��n
=m
=0 = 4A+ 5E1� and � vib� IR

others = 2A2u + 5E1u, infrared
spectroscopy is seldom used for characterizing pure SWCNT
samples because all IR active modes are very weak. IR
reflectance studies on untreated SWCNT samples are avail-
able in the mid-IR regime from Kuhlmann et al. [328, 329]
and in the far-IR from Ugawa et al. [330, 331]. In a mid-IR
transmission experiment Kastner et al. found one broad and
asymmetric line at 1575 cm−1 and a weaker line at 868 cm−1

[332]. On the other hand, once the symmetry of the SWCNT
structure is broken, IR spectroscopy becomes a rather help-
ful tool. Several authors used the IR spectrum of sidewall
functionalized nanotubes to prove the presence of, for exam-
ple, carboxylic acid [37, 148, 157, 333], ester [334], amide
[335, 336], quinone [333], and fluoride [337] groups as well
as the formation of more complex heterostructures [338] and
physisorbed complexes [339]. Substituting carbon atoms in
the SWCNT wall can also be studied by IR spectroscopy as
it was shown for boron [340] or nitrogen [341, 342] substi-
tution recently.

The EELS of SWCNTs was measured in 1994 by Kuzuo
et al. [343] to be different from that of multiwall carbon
nanotubes [344] and of graphite. According to Knupfer
et al. [345] the two strongest peaks in the loss function
arise from the � plasmon (the collective excitation of the
� system) and the � + 	 plasmon (the excitation of all
valence electrons) at 5.8 and 21.5 eV for q = 0�15 Å−1,
respectively. Another set of low intensity, low energy (0.6,
1.2 eV) nondispersive peaks could be assigned to inter-
band transitions between the van Hove singularities in the
SWCNT electronic density of states. These peaks can be
correlated with optical absorption peaks after performing
Kramers–Kronig analysis and could be used for studying
alkali metal intercalation into SWCNT bundles [346–349].
EELS was successfully applied for detecting chemical bonds
between SWCNTs and Pt nanoclusters [350] and for iden-
tifying endohedral metallic oxide functionalization [351].
Finally, EELS has become an indispensable tool in B- and
N-doped SWCNT research since it allows the simultane-
ous determination of atomic composition and heteroatom
hybridization state [167, 352–354].

The gas adsorption properties of SWCNTs received much
attention because of their potential application for H2 stor-
age [104]. Isotherms are available for, for example, N2
[355–359], O2 [356], Ar [359, 360], Kr [361], Xe [333, 362–
365], CH4 [361, 366, 367], CF4 [364], SF6 [364], C6H6
[355], and CH3OH [355]. Small molecules are predicted to
adsorb both within open tubes and in the interstitial space
while large molecules clearly prefer adsorption inside the
nanotube [368]. As expected, single wall carbon nanotubes
are essentially microporous adsorbents with BET surface
areas exceeding 400 m2/g [369]. However, it is important
to realize that closed (as synthesized) and opened (oxi-
dized) SWCNTs have different sorption properties. In the
latter adsorbates enjoy a favorable potential within the tubes
and thus the tube interior is filled up completely before
adsorption starts in the interstitial channels [356]. Ohba
and Kaneko argue that the BET analysis is inapplicable for
nanotube surface area determination [370]. According to Du

et al. the diameter of the open pores can be reliably ana-
lyzed using the Horvath–Kawazoe method [359].

5. PROPERTIES OF SINGLE WALL
CARBON NANOTUBES

One should always be aware of the heterogeneity of the
SWCNT samples used for determining the physical prop-
erties of the material. While the SWCNT as a molecule is
a well-defined entity, bulk nanotube samples available cur-
rently are mixtures of various different helicities at best.
Samples reported in the literature come from different
sources, may contain amorphous carbon impurities and/or
leftover catalyst particles, and may have been subjected to
different postsynthetic treatments. In this section we report
on what appear to be the basic common characteristics of
SWCNTs. The most important parameters are summarized
in Table 1.

5.1. Macroscopic Properties and Handling

A SWCNT sample usually appears as a fluffy black pow-
der with very low apparent density. It cannot be dissolved
in any solvent and does not melt or sublimate in vacuum
up to 1400 �C. Apart from irritating the respiratory system
if inhaled, it is a nontoxic material. However, samples may
contain harmful contaminants like carcinogen polyaromatic
hydrocarbons and also the intrinsic carcinogenety of nano-
tubes cannot be ruled out at the present state of knowledge.
For ease of handling the powder is often transformed into a
randomly oriented mat of entangled SWCNTs (buckypaper)
by dispersing the nanotubes in a solvent and filtering the dis-
persion through a ∼0.4 �m pore filter. The dried buckypa-
per can be investigated by Raman spectroscopy and scanning

Table 1. A summary of the physical properties of single wall carbon
nanotubes.

Property Value Ref.

Length 50 nm–1 mm [371, 372]
Diameter 0.4–5.6 nm [94, 373]
Density 0.040–2 g/cm3 (buckypaper— [374, 375]

individual tube)
Lattice trigonal P6/mcc space group [20, 36]
Melting point >1400 �C in vacuum [2]
Specific surface area 151–1315 m2/g [376]
Specific heat ∼610 mJ/(gK) [377]
Thermal conductivity 35 W/mK (disordered) [378, 379]

200 W/mK (aligned)
Debye temperature 960 K (in-tube) [377]

13 K (intertube)
Dc conductivity at 300 K 6�9× 104 S/m [375, 380]
Dielectric constant at ∼− 1�8× 104 [375]
10 kHz

Susceptibility ∼− 10× 10−6 emu/g [381]
(anisotropic)

Maximum electric >109 A/cm2 [382, 383]
current density

Bandgap ∼0�7 eV (semiconducting) [384]
Young’s modulus 1.25–0.35/+0.45 TPa [225]
Tensile strength ∼45 GPa [243]
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electron microscopy or used in electrochemical experiments
without further treatment.

Though not soluble in the classical sense, SWCNTs can
be finely dispersed in liquid phase by ultrasonication. Care
must be exercised when setting the parameters as tubes may
break during the process [107, 385]. The right solvent is cho-
sen by trial-and-error because the dispersability of a certain
nanotube sample in a given solvent depends largely on the
type and parameters of the SWCNT synthesis method, the
sample morphology, and also the postsynthetic treatments
(e.g., purification) applied. In general 1,2-dichlorobenzene,
CS2, N ,N -dimethyl-formamide, and 2-propanol are worth
trying before others. Recently Walters et al. [386] succeeded
in preparing aligned nanotube membranes by filtering
a SWCNT solution in a strong magnetic field. Disper-
sions containing individually separated SWCNTs can be
obtained by ultrasonicating nanotubes in an aqueous deter-
gent solution. Ionic (e.g., alkali-dodecylsulphates) [39, 387]
and nonionic [388] surfactants were both shown to perform
adequately. Surfactant assisted suspensions are the only sys-
tems where successful high pressure liquid chromatogra-
phy separation of unfunctionalized nanotubes was reported
[38, 108, 389]. Nanotube dispersions can be directly studied
by techniques like UV-vis–NIR spectroscopy or light scat-
tering. When a SWCNT film is more appropriate for the
measurement it can be obtained by drop-, spin-, or spray-
coating substrate. Such samples are used in optical absorp-
tion spectroscopy and IR spectroscopy. In the former case
the substrate is quartz, and in the latter it is a gold mir-
ror which is measured in reflection–absorption geometry.
Samples for nanotube microscopy are generally produced
by drop-coating an adequate substrate (e.g, highly oriented
pyrolitic graphite, gold, Si) with a highly diluted nanotube
suspension.

5.2. Mechanical Properties

Nanotubes have exceptional mechanical properties [390–
392]. Walters et al. [243] measured the tensile strength of
SWCNTs and found a maximum elastic strain of 5�8± 0�9%.
Taking 1.25 TPa as the Young’s modulus of a SWCNT [225]
they calculate the yield strength of a SWCNT rope to be
45± 7 GPa—an order of magnitude better than that of high
quality steels. Chesnokov et al. found that the reversible
work done in compressing a nanotube sample to 29 kbar
is 0.18 eV/C atom and suggested that nanotubes could be
applied as strings for mechanical energy storage [393].

5.3. Electronic and Heat Conductance

SWCNTs are one-dimensional conductors with only two
open conduction channels in the case of armchair tubes,
and therefore it was expected that their conduction electrons
should localize with increasing length. However, White and
Todorov showed that SWCNTs could in fact be ballistic con-
ductors with localization lengths over 10 mm [394]. Experi-
mental evidence for the ballistic conductance of MWCNTs
[395] and SWCNTs [396] was also found. Very thin SWC-
NTs synthesized within the pores of aluminosilicates were
reported as superconductive [96] with a transition temper-
ature of 15 K. Another interesting feature of SWCNTs is

that they exhibit strong electron–electron correlation effects
(Luttinger liquid behavior) [397, 398]. For some recent
work on nanotube transport properties, see, for example,
[399–402].

The thermal properties of SWCNTs are determined by
the 1D quantized phonon band structure [403–406]. The
specific heat of SWCNTs is very close to a graphene sheet
above T = 50 K but is significantly smaller at lower temper-
atures [377]. Macroscopic thermal properties were found to
be rather sensitive to the alignment of SWCNTs in the sam-
ple: the room temperature thermal conductivity of a random
nanotube mat is 35 W/mK while that of an aligned sample
is ∼200 W/mK [379].

5.4. Optical Properties

The linear polarizability � and third-order nonlinear polariz-
ability � of SWCNTs was calculated for several finite length
SWCNTs by Wan et al. [407, 408]. They found both param-
eters to be heavily chirality and size dependent. Narrower
tubes and tubes with a higher helical degree have larger
polarizability [409]. Semiconducting SWCNTs have smaller
� and much smaller � values than metallic ones. The calcu-
lations indicate that SWCNTs are promising nonlinear opti-
cal materials. Vivien et al. recently published a study on
the optical limiting properties of SWCNT suspensions [410].
Ruzicka et al. measured the optical reflectivity and dc resis-
tivity of pristine and potassium doped SWCNT mats [374].

6. APPLICATIONS OF SINGLE WALL
CARBON NANOTUBES

In the first decade of SWCNT research efforts were mainly
focused on synthesizing nanotubes in sufficient quantity and
quality and on understanding their unique physical proper-
ties. While there is certainly a lot left to do in these fields as
well, it is expected that in the second decade the spotlight
will move to nanotube-based applications, devices, and mar-
ketable items. In this section we present a brief overview of
the current mainstream SWCNT application themes [411].

6.1. Nanoelectronic Devices

The traditional silicon-based electronics industry is quickly
approaching the limits of miniaturization where size
reduction is no longer possible because of inevitable quan-
tum effects. Nanoelectronics or “single-molecule electron-
ics” therefore became an extensively researched field in
the 1990s. Because of their unique properties SWCNTs
are regarded by many as potential building blocks for
nanoelectronic devices. The three major research directions
are currently nanotube semiconductors, sensors, and field
emission displays.

FETs utilizing a single carbon nanotube as the active ele-
ment were first reported in 1998 [30, 412] and have been
extensively researched ever since [413–415]. Other elemen-
tary electronics units like diodes [177, 398], logical gates
[416, 417], and random access memory cells [418] were also
prepared from carbon nanotubes. Establishing good contacts
between the nanotube and other parts of the circuitry is
crucial for the performance of such devices. In fact it was
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recently shown by Heinze et al. [419] that transistor action
may occur primarily on the contact resistances (Schottky
barrier transistors). For a recent review on nanotube semi-
conductor applications see, for example, Avouris [420].

SWCNT based chemical sensors were first reported in
2000. Collins et al. observed the extreme oxygen sensitiv-
ity of the electrical resistance of SWCNTs [421] and Kong
et al. used a similar setup to detect small amounts of NO2
and NH3 [422]. The detection limit of nanotube based gas
sensors already matches or exceeds that of conventional
solid state sensors. However, recovery time and the num-
ber of duty cycles are still to be improved. The selectivity of
nanotube sensors can be enhanced by using a two-layered
construction where the outer layer interacts specifically with
a target molecule and the inner layer transmits the changes
induced by this interaction to the SWCNT in the core of the
sensor. Nanotubes were also successfully tested as biosen-
sors [423–425]. Mechanical and thermal strain experienced
by a SWCNT containing polymer can also be measured on
the basis of specific Raman shifts [426, 427]. An up-to-date
review on nanotube based sensors is available from Dai et al.
[428].

The market of flat panel displays (FPDs) is rapidly
expanding. Active TFT screens can be manufactured cost-
effectively only up to approximately 20 inch diagonal and
plasma or projection displays are built with diagonals start-
ing at 40 inches. Therefore, the demand for economical
FPDs in the size of a normal home TV set is not yet sat-
isfied. One possible solution is the field emission display
(FED) which keeps the phosphorescent coating of the old
cathode ray tube but uses a separate electron emitter for
each pixel. The excellent field emission properties of car-
bon nanotubes were realized as early as 1995 [429, 430].
The first working display was reported in 1998 [431, 432]
and commercial devices are expected to be introduced in
2004. Nanotube FEDs work at quite low turn-on voltages
(0.7–4 V/�m) where nanotubes still follow the conventional
Fowler–Nordheim model (up to a critical current density
[433]). Nanotube FEDs generally utilize aligned nanotube
arrays [434–436] grown by the CVD technique directly on
the back plate of the display [437, 438].

6.2. Hydrogen Storage

Due to the environmental hazard caused by car exhaust
gases an enormous effort is focused to the production of
car engines working by combustion of hydrogen with oxy-
gen. If hydrogen fuel cells were used to power automobiles
and other vehicles, air pollution would be reduced. Such a
fuel cell would be practical only if the hydrogen could be
stored on board the vehicle in a safe, efficient, compact, and
economical manner. For this purpose, metal hydrides and
various carbon materials were investigated [439]. After the
discovery of carbon nanotubes they became the most attrac-
tive materials for hydrogen storage since they were tubu-
lar, the interior of the tubes might be filled with hydrogen,
and they are lightweight materials more suitable for prepar-
ing adsorbents than metals or metal oxides and hydrides
[104, 440].

Optimistic calculations predict that SWCNTs are capable
of exceeding the U.S. Department of Energy (DOE) target

for H2 storage; for example, Lee et al. calculated 14 wt%
for a (10, 10) tube [441, 442]. While certain studies warn
that gases cannot be adsorbed in the interstitial channels of
SWCNT bundles [443] Ren and Price interpret their neutron
scattering data as evidence for H2 adsorption in the inter-
stitial space [444]. Wang and Johnson argue on the basis of
geometric considerations that it is impossible the meet the
DOE target (6 wt%) using SWCNTs at ambient temperature
[445, 446]. Recent calculations indicate that the hydrogen
storage capacity could be a function of nanotube diameter
and chirality [209, 447]. Some published experimental H2
uptake values for SWCNTs are: (i) 4.2 wt% at room tem-
perature (RT) [448], (ii) 0.932 wt% at RT [449], (iii) 4 wt%
at RT [450], and 8 wt% at 77 K [451]. Typically 70–78% of
the total hydrogen adsorbed can be released under ambient
pressure at RT. Alkali doped SWCNTs appear to perform
considerably better: Chen et al. report 14–20 wt% H2 uptake
[452]. Froudakis explains this observation by suggesting that
charge transfer from the alkali metal to the H2 polarizes
the latter and the charge-induced dipole interaction makes
higher hydrogen storage capacities possible [453]. On the
other hand, some doubt has been raised recently that some
of the weight increase in the earlier experiments was due to
H2O and not to H2 uptake [454].

Summarizing, H2 storage in SWCNTs is at present more
of a controversial scientific challenge than a mature tech-
nology. Possible future research directions were recently
sketched by the experts of the field [439, 455–458].

6.3. Other Applications

Incorporating 0.2–5% nanotubes into plastics [459] offers
considerable benefits in two major areas: (i) conducting
polymers and (ii) enhanced durability plastics. Nanotube–
polymer composites are available with conductances in the
0.01–0.1 S/cm range which is more than enough to dissi-
pate electrostatic charge in, for example, pipelines and fil-
ters threatened by static discharge induced explosions. Qian
et al. reported that 1% multiwall nanotube incorporation
can increase the elastic modulus and the break stress of a
polystyrene matrix by 36–42% and ∼25%, respectively [460].
Biercuk et al. observed a monotonic increase up to 350% (at
2 wt% SWCNT content) in the Vickers hardness of SWCNT–
epoxy composites as a function of nanotube loading as well as
a 125% increase (at 1 wt% SWCNT) in the thermal conduc-
tivity of the composite [461]. The performance of composites
is governed by the quality of the nanotube–polymer interface
[218, 462]. It is expected that even better results could be
obtained by anchoring functionalized tubes into the matrix
through covalent bonds [463, 464].

Some other fields with large potential for development in
carbon nanotube applications are nonlinear optics [410, 465–
467], heterogeneous catalysis [468–470], and biotechnology
[471–474].

7. CONCLUSIONS
Since Iijima’s discovery in 1991 carbon nanotube science has
developed from a peculiar side branch of fullerene research
into a discipline of its own with well over 100 genuine papers
published monthly. Though a good deal of the basic physical
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and chemical properties is known already, there is still a lot
of exciting science left waiting to be explored. It is expected
that SWCNT-based devices will make it from the laborato-
ries to the consumer market in the next 5–7 years. The most
promising candidates for this seem to be nanotube-based
gas sensors, field emission displays, lamps, and nanotube-
enforced composites at the moment. The most important
challenge today is preparing monodisperse (n,m) samples
in macroscopic quantities as this would open the road for
manufacturing single-molecule nanoelectronic devices with
SWCNTs as active elements. In the long run, the hollow
inner space of nanotubes might also be utilized at an indus-
trial scale as a “nano cleanroom” for a whole new chemistry.
One thing is certain: this coming second decade of SWCNT
research is bound to be lots of fun so be sure to follow it as
closely as you can!

GLOSSARY
Buckypaper A thin mat of randomly oriented carbon
nanotubes obtained by filtering a carbon nanotube suspen-
sion, much like normal paper is obtained by filtering cellu-
lose fiber suspension.
BWF peak A peak with a characteristic Breit-Wigner-Fano
lineshape occuring in the low wavenumber branch of the
tangential Raman band (G-band) of metallic carbon nano-
tubes. The asymmetric BWF lineshape is the result of the
coupling of a phonon to the electronic continuum and is
reduced to a symmetric Lorentzian if there is no such cou-
pling.
Catalytic chemical vapor deposition (CCVD) A gas-solid
heterogeneous catalytic synthesis reaction. The carbon
source molecule mixed into the gas feed decomposes on the
heated solid catalyst particles and forms carbon nanotubes.
Sometimes also referred to as CVD.
Density of states (DOS) A characteristic function of a
solid which shows the number of available electronic states
at a certain energy relative to the Fermi level.
Hamada vector The folding vector along which a hypo-
thetical graphene sheet can be rolled up into itself to form
a particular SWCNT. Also referred to as “chiral vector”,
the Hamada vector determines all of the properties of the
nanotube.
Kataura plot A plot of the energies of all optically allowed
transitions between the valence and the conduction band of
SWCNTs as a function of nanotube diameter. The Kataura
plot is very helpful in understanding the peculiar resonance
behavior of SWCNTs.
Peapod A nanostructure consisting of fullerenes (“peas”)
filled into the hollow core of a SWCNT (“pod”).
Pulsed laser vaporization (PLV) A synthesis method for
preparing carbon nanostructures by evaporating a part of a
graphite target using a laser pulse. The nanostructures are
formed in the plasma during cooling.
Radial breathing model (RBM) A totally symmetric vibra-
tional modus of SWCNTs when all carbon atoms move in-
phase perpendicular to the tube axis.
Single wall carbon nanotube (SWCNT) A quasi one
dimensional form of carbon which can be visualized as a very

long (above 1 �m) and thin (1–2 nm diameter) rolled-up
graphene sheet.
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1. INTRODUCTION
This chapter describes the sliding, rotation, and rolling
of nanoparticles on the nanometer scale using scanning
probe microscopy, in particular, an atomic force microscope
(AFM) and a frictional force microscope (FFM). Nanoparti-
cles described in this chapter are single-walled carbon nano-
tubes (SWNTs), multiwalled carbon nanotubes (MWNTs),
graphite flakes, and MoS2 flakes. Motions of nanoparticles
on the nanometer scale depend strongly on the substrates
where nanoparticles perform, exhibiting translational and
zigzag sliding, rotation around a pivot, and rolling. The slid-
ing, rotation, and rolling of nanoparticles exhibit novel phe-
nomena, which are different from macroscopic events.

There exist tremendous developments of scanning probe
microscopy including an AFM and a scanning tunneling
microscope, in the background where one can study the
movement of nanoparticles on the nanometer scale. Over
the past decade, atomic and molecular manipulations have
become possible through techniques derived from scan-
ning probe microscopy, which makes a tip travel on a sur-
face on the order of an angstrom and controls arbitrarily
the motions of atoms and molecules. Thus, the technique
makes nano- and microlithography possible, thereby leading
to applicability for nano- and microdevices. Furthermore,
simultaneous measurements of forces during manipulation
give crucial knowledge of the changes of materials occurring
on the nanometer scale. Hence, it becomes possible to inves-
tigate the similarity and difference of behaviors between
nanoscopic and macroscopic particles.

The forces needed to manipulate atoms and molecules
are consequently equivalent to the lateral force (or fric-
tional force) of atoms and molecules on the nanometer scale
when moving atoms and molecules along the surface. Hence,
this study leads to that of the friction on the nanometer
scale. It is interesting to note that the relationship between
nanoscopic and macroscopic sliding, rotation, and rolling is
similar to that between nanoscopic and macroscopic friction.

In the second section, sliding, rotation, and rolling of
SWNTs and MWNTs are described, where the sliding of
the SWNTs on graphite does not occur because the SWNTs
form a bundle of self-assembled cables and a nanotube
array in the bundle contacts with graphite. In contrast, the
SWNTs on a KCl(001) surface slide easily. Natural rolling of
MWNTs appears in commensurate contact with a graphite
surface. This strongly means that the substrate where nano-
tubes perform influences their movements.

In the third section, it is also shown that graphite and
MoS2 flakes move so as to keep in commensurate contact
with a substrate. The graphite flake moves on graphite such
that the stacking of graphite layers is maintained. The MoS2
flake also moves on MoS2 such that the stacking of the sul-
fur basal plane of MoS2 is maintained. In the case where
the flake movement is parallel to the pulling direction, the
frictional force is smallest. Furthermore, the appearance of
the zigzag movement would originate in the rotation of the
flake around a pivot point in addition to translation.

In the last section, C60 molecular bearings are described.
In this section, the applicability and realization of C60 molec-
ular bearings, and the detailed mechanism of their move-
ment, are described. C60 molecules grow on graphite such
that the hexagonal face of a C60 molecule pairs with the
hexagonal face of the second graphite layer, so as to con-
tinue the natural stacking of the graphite. Thus, we can con-
struct a system confining a C60 monolayer between graphite
plates, which forms the nanogears of six-membered rings
between C60 molecules and graphite. C60 molecules roll by
their nanogears. Then, the novel frictional mechanism is
realized in the graphite/C60 monolayer/graphite system, in
which static frictional forces have a finite value but mean
dynamical frictional forces are zero. It is emphasized that
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the graphite/C60 monolayer/graphite system is very promis-
ing for the realization of nano- and micromachines.

2. SLIDING, ROTATION, AND ROLLING
OF SINGLE-WALLED CARBON
NANOTUBES (SWNTs) AND
MULTIWALLED CARBON
NANOTUBES (MWNTs)

Carbon nanotubes have attracted increasing interest due to
their mechanical as well as electronic properties. Because
of their high tensile strength, flexural rigidity, and high
aspect ratio, they are promising candidates for strong fibers.
SWNTs are known to be arranged mostly in the form of
fibers with closely packed stacking [1], which thus form self-
assembled cables on the nanometer scale. The elastic and
shear moduli of SWNTs are measured to be of the order of
1 TPa and 1 GPa, respectively [2]. Consequently, we expect
large elastic and shear moduli for SWNTs. Because of their
shapes, which are similar to those of C60 and C70 fullerenes,
the nanotubes are also promising as an ideal means of lubri-
cation. We need to control the alignment of nanotubes to
enable their use as a lubricant. Sliding and rolling behaviors
of nanotubes including fullerene molecules depend strongly
on their interactions with the substrate [3–8]. For example,
SWNTs are bent on a KCl(001) surface but are aligned on
graphite resulting in a threefold symmetry [8]. This is the
reason why six carbon rings of the nanotube pair with those
at the basal graphite surface, in the same manner as the
stacking of graphite layers. In this case, the sliding of the
SWNTs on graphite does not occur because the SWNTs
form a bundle of self-assembled cables and a nanotube array
in the bundle contacts with graphite. In contrast, the SWNTs
on a KCl(001) surface slide easily, resulting in a shear stress
of 3 MPa. Falvo et al. [3, 4] show the stick-slip lateral force
behavior for rolling of MWNTs. Let us show in detail sliding,
rotation, and rolling of SWNTs and MWNTs in this section.

2.1. Bundle Structure of SWNTs
and their Sliding

2.1.1. Bundle Structure of SWNTs
FFM images of nanotubes on the KCl(001) surface and of
those on the graphite (highly oriented pyrolytic graphite:
HOPG) surface are shown in Figure 1a and b, respectively.
An appreciable difference between these images appears in
the configuration of the nanotubes on the substrate. Many
nanotubes on the KCl(001) surface (Fig. 1a) are usually
observed to be bent. In contrast, many nanotubes on the
graphite surface (Fig. 1b) are aligned. The periodic lattice
image of the graphite substrate is shown in the inset of
the FFM image in Figure 1b. The crystallographic direction
of the graphite surface is estimated from the periodic lat-
tice image (which roughly means hollow site contrast) of
the graphite [9, 10] and is illustrated on the right-hand side
(top) of Figure 1b. The angle between the axial direction of
the nanotubes and the �1230� direction of the graphite sub-
strate is estimated to be 60�. The geometrical relationship
between the nanotubes and the graphite substrate is found

Figure 1. FFM images of nanotubes on a KCl(001) surface (a) and on a
graphite surface (b). The periodic lattice image of the graphite substrate
is shown in the inset of the FFM image in (b). The line profile (indi-
cated by an arrow) of the FFM image of the nanotubes on KCl(001) is
shown on the right-hand side (top) of (a). The line profile consists of
components from the nanotubes and the KCl(001) substrate. The FFM
contrast due to surface corrugations is described by the slope (on the
right (bottom)) of tip movement (on the right (middle)).

to exhibit threefold symmetry from many samples. It is of
interest tonote that theanglebetween theaxial directionof the
nanotubes and the �1230� direction of the graphite substrate
becomes 60�, when the lower hexagonal faces of nanotubes
of the armchair type become commensurate with the hexag-
onal faces of the second graphite layer of the graphite sub-
strate, in the same manner as the stacking of graphite layers,
where only a single nanotube in a bundle is illustrated on
the right-hand side (bottom) of Figure 1b. This considera-
tion is consistent with the result that the hexagonal face of
a C60 molecule pairs with the hexagonal face of the second
graphite layer [11, 12]. The line profile of the FFM image of
the nanotubes on KCl(001) is shown on the right-hand side
of Figure 1a. The line profile consists of components from
the nanotubes and KCl(001) substrate, as illustrated in the
figure. The FFM contrast consists of a component produced
by surface corrugations without energy dissipation and one
produced by intrinsic friction with energy dissipation [13].
The contrast due to surface corrugations is described by
the slope of tip movement. Assuming the tip shape and the
shape of nanotubes to be a sphere and a cylinder, respec-
tively, the tip movement and its FFM contrast when the load
is constant are illustrated in the figure.

An enlarged image of the local area (square) shown in
Figure 1a is shown in Figure 2. The enlarged FFM image
exhibits stripe structures representing the periodic spacing
w of 2.1 nm along the scanning direction. Thus, the periodic
spacing between stripes a is estimated to be 1.8 nm using
a = w sin �, where � = 60�1� is the angle between the axial
direction of the nanotubes and the scanning direction. The
line profile in Figure 2 can be discussed in the same manner
as Figure 1a and indicates nanotubes of the same diame-
ter. Assuming the bundle of closely packed SWNTs to be as
shown on the right-hand side of Figure 2, the height of the
bundle H is given as follows using the radius of SWNT, R:

H = 2R+
√
3
2

a�N− 1� =
(√

3
2

�N− 1�+ 1

)
a− b (1)
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Figure 2. Enlarged image of the local area (square) shown in Fig. 1a.
The enlarged FFM image exhibits stripe structures representing the
periodic spacing w of 2.1 nm along the scanning direction. Thus, the
periodic spacing between stripes a is estimated to be 1.8 nm using a =
w sin �, where � = 60�1� is the angle between the axial direction of the
nanotubes and the scanning direction. The line profile (indicated by an
arrow) in the figure can be discussed in the same manner as in Fig. 1a
and indicates nanotubes of the same diameter. A schematic view of the
closely packed SWNTs is shown on the right (bottom), where 2R, N, a,
and b are the diameter of a nanotube, the layer number of nanotubes,
the nearest distance between any two nanotube centers, and the nearest
distance between any two nanotubes, respectively.

where N, a, and b are the layer number of nanotubes, the
nearest distance between any two nanotube centers, and the
nearest distance between any two nanotubes, respectively.
Here, H and a were estimated to be 9.2 nm based on AFM
data and 1.8 nm based on the periodic spacing of stripes,
respectively. Thus, taking N = 6, the diameter of the nano-
tubes 2R and the nearest distance between any two nano-
tubes b are estimated to be 1.4 nm and 0.3 nm, respectively.

2.1.2. Rotation of SWNTs
Next, the sliding of the nanotubes on the KCl(001) sur-
face and the graphite surface is described. Only on the
KCl(001) surface is the sliding of the nanotubes observed.
The FFM image that shows the sliding of the nanotubes
on KCl(001) is shown in Figure 3. As in Figure 2, stripe
features due to nanotubes are again observed. At point A,
sliding is found to occur because the stripe features do not
change. If rolling occurs, the striped rows of nanotubes will
not coincide at sliding point A with the increase in slid-
ing distance. The sliding distance d and the rotation angle
around pivot point B, �, are estimated to be 6.8 nm and
3.5�, respectively. Thus, the distance between sliding point
A and pivot point B, l, is estimated to be 111.2 nm using
l = d/ tan �. Then, the frictional force during sliding is esti-
mated to be about 11 nN from scan line (b) where sliding
occurs. Thus, the threshold value of the torque for rota-
tion around pivot point B is estimated to be 1�2× 10−15 Nm
(11 nN × 111.2 nm). The energy loss for rotation, or the
energy dissipation, is also estimated to be 0�75 × 10−16 J
(11 nN×6.8 nm), which is much smaller than that in the case
of MWNTs on mica (3×10−16 J) [3]. This sliding occurs very
often on the KCl(001) surface but not on graphite. Thus,
this demonstrates that the nanotube-KCl(001) shear stress

Figure 3. FFM image of the sliding of nanotubes on KCl(001). As in
Fig. 2, stripe features due to nanotubes are again observed. On the
right, line profiles (a) before, (b) during, and (c) after sliding are given.
In line profile (b), both the scan line during sliding (thick line) and that
before sliding (thin line) are depicted. At point A, sliding was found
to occur. The sliding distance d and the rotation angle around pivot
point B, �, are estimated to be 6.8 nm and 3.5�, respectively. Thus, the
distance between sliding point A and pivot point B, l, is estimated to
be 111.2 nm using l = d/ tan �.

�nanotube−KCl�001� would be smaller than the nanotube-graphite
shear stress �nanotube−graphite; �nanotube−KCl�001� < �nanotube−graphite.
However, the sliding and/or rolling often occurs in the case
of MWNTs on graphite, as shown in the next subsection
[14]. It should be noted that strictly speaking, the sliding
discussed above indicates in-plane rotation around a pivot
point, that the shear stress around the pivot point is not
uniform, and that the essential quantity in the control of in-
plane rotation movement is not the sliding force F but the
moment of force Fl. In the case of a large shear stress, such
as for nanotubes on graphite, it is reported that rolling is
preferred over sliding due to in-plane rotation [3, 5].

2.2. Rolling of MWNTs on Graphite

2.2.1. Type of MWNTs
The FFM image of a MWNT on graphite is shown in
Figure 4. Many MWNTs on graphite are aligned, resulting
in a threefold symmetry, in a manner similar to SWNTs.
The enlarged images of local area a in the graphite sub-
strate and local area b in the MWNT are shown on the
bottom. The enlarged image of local area a exhibits a one-
dimensional stick-slip motion, which shows that the scanning
direction of a tip is identical with the �1230� direction of the
graphite substrate [10]. Also, it is noted that the enlarged
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Figure 4. FFM image of the MWNT on the graphite surface. The
enlarged images of local area a in the graphite substrate and local area
b in the MWNT are shown on the right-hand side of the figure. The
enlarged image of local area a exhibits a one-dimensional stick-slip
motion, which shows that the scanning direction of a tip is identical with
the �1230� direction of the graphite substrate. Also, it is noted that the
enlarged image local area b exhibits is the same as that of local area a.

image of local area b exhibits the same image as that of local
area a. It is of interest to note that the angle between the
axial direction of the nanotube and the �1230� direction of
the graphite substrate is 30�. This reveals that the chirality
of this MWNT is a zigzag type. Assuming that the interac-
tion between the MWNT and graphite relies on the outer
graphene sheet of the MWNT, it is possible that the MWNT
stacks on the graphite substrate in the same manner as the
stacking (AB stacking) of graphite layers. This assumption
is consistent with those of other cases such as C60 molecules
on graphite [7], SWNTs on graphite [8], and a graphite flake
on graphite [15].

2.2.2. Rotation of MWNTs
Figure 5 shows the FFM image from the zigzag MWNT on
graphite. First, a tip approaches the MWNT from the right
and then comes into contact with it. The MWNT begins to
rotate around a pivot point P out of commensurate contact
(R1�. After rotating about 14�, the MWNT begins to rotate
around a pivot point P′ (different from the pivot point P) out
of commensurate contact (R2�. Furthermore, the MWNT
begins to rotate around the pivot point P′ in commensu-
rate contact (R3�. Vibration behavior shown in figure R3 is
probably due to fluctuations in a supporting MWNT build-
ing up the pivot point P′. Thus, this in-plane rotation of the
MWNT consists of both rotations out of commensurate and
in commensurate contacts. It is noted that the force needed
to begin rotating in commensurate contact is larger than
that out of commensurate contact. Now, assuming that the

Figure 5. FFM image from the zigzag MWNT on graphite. The line
profile (indicated by an arrow) is depicted on the right-hand side of
the figure. First, a tip approaches the MWNT from the right and then
comes into contact with it. The MWNT begins to rotate around the
pivot point P out of commensurate contact (R1�. After rotating about
14�, the MWNT begins to rotate around the pivot point P′ (different
from pivot point P) out of commensurate contact (R2�. Furthermore,
the MWNT begins to rotate around the pivot point P′ in commensurate
contact (R3�. The bottom figure shows the forces (solid lines: Buldum
and Lu [5]) per angstrom needed to slide the armchair and zigzag nano-
tubes and one (circle) estimated from experimental data.

shear stress � between the MWNT and graphite is constant
around the pivot point P′, the force per unit length required
to rotate the MWNT, Fl, is given as follows:

Fs2 =
∫ l1

0
�l dl +

∫ l2

0
�l dl (2)

Fl = �d = 2Fs2
l21 + l22

	 l = l1 + l2 (3)

where d, s2, and l are the contact width between the MWNT
and graphite, the distance between the push point and the
pivot point P′, and the length of the MWNT, respectively. In
commensurate contact, Fl is estimated to be approximately
4 pN/Å using F = 25 nN (F3 × cos 17��, s2 = 189 nm, l =
600 nm, and l1 = 433 nm, where the radius of this MWNT
is 6.5 nm. This value is in excellent agreement with that
of theoretical calculation [5] for a zigzag nanotube. Using
� = 0�2 GPa [7], d is estimated to be approximately 0.2 nm,
which corresponds to the lattice constant of graphite.
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2.2.3. Rolling of MWNTs
Figure 6 shows the FFM image for rolling of the zigzag
MWNTs on graphite. The upper two figures, A and B, show
the characteristics of natural rolling. Both cases show that
the original position and the final position keep in parallel
after rolling. First, a first peak (F) appears which exhibits
the lateral force required to push the MWNT. Then, the
energies for MWNTs A and B used to push MWNTs are
estimated to be 9�6 × 10−17 J and 3�4 × 10−17 J from the
first peak area, respectively. After being pushed, the MWNT
rolls naturally without a driving force. After rolling about
two revolutions, the MWNT loses kinetic energy and stops.
The tip catches up with the MWNT and scans over the
MWNT, which is denoted by S in Figure 6 [14]. However, the

Figure 6. FFM image for rolling of the zigzag MWNTs on graphite.
The line profile (indicated by an arrow) is depicted on the right-hand
side of the figure. The upper two (A and B) and the bottom (C) figures
show the characteristics of natural rolling, and rolling with the several
contacts with the tip during rolling, respectively.

lower figure C in Figure 6 exhibits stick-slip features. Even
in this case, the MWNT translates in parallel. As reported
by Falvo et al. [3, 4], the stick-slip features reveal that the tip
again pushes the MWNT which, however, continues to roll.
Even in this case, the rolling is about two revolutions. In the
atomic force microscope (AFM) mode where a scan direc-
tion is parallel to the axis direction of a cantilever, the stick-
slip features very often appear. Also, natural rolling only
occurs under an argon atmosphere although the stick-slip
behaviors little change under the relative humidity (0–30%).
Thus, rolling behaviors seem to depend on the relative
humidity and the relative coordinate between the scanning
direction of a tip and the axial direction of a MWNT, which
controls the chance or probability where a tip again comes
into contact with a MWNT during rolling. Furthermore,
the fact that natural rolling only occurs under an argon
atmosphere indicates that the adsorbed water molecules on
graphite and/or a MWNT influence the distance of natural
rolling; for example, a MWNT easily loses kinetic energy
and easily stops at a higher relative humidity.

3. SLIDING OF FLAKES
In this section, we describe the sliding of a graphite flake
on graphite and a MoS2 flake on MoS2. The graphite flake
moves on graphite such that the stacking of graphite layers
is maintained. In the case where the flake movement is par-
allel to the pulling direction, the frictional force is smallest.
The MoS2 flake also moves on MoS2 such that the stack-
ing of the sulfur basal plane of MoS2 is maintained. The
frictional forces between MoS2 surfaces are clearly propor-
tional to loading force although they depend strongly on the
movement of the MoS2 flake. The Amontons–Coulomb law
is excellently satisfied at loading forces in the range of 1 to
120 nanonewtons.

3.1. Sliding of a Graphite Flake
on Graphite

Figure 7 shows two x frictional force maps at different areas
from a graphite flake on graphite scanned along the x direc-
tion. It should be noted that these exhibit a scaled pattern,
clearly different from that of a tip on graphite from the
standpoint of a periodic pattern and contrast [10, 15, 16].
Noting that this system consists of the friction between a
tip and a graphite flake and that between a graphite flake
and graphite, it is revealed that the friction from this sys-
tem includes two different frictional mechanisms. However,
it is reasonable that the frictional features from a flake on
graphite exhibit only the friction between a graphite flake
and graphite because they do not include the frictional force
map from a tip on graphite. This indicates that the fric-
tion between a tip and a graphite flake is larger than that
between a graphite flake and graphite. Thus, the graphite
flake moves together with the tip when the tip is scanned.
It is noted that the frictional force maps from a flake on
graphite exhibit various patterns. The three types (A–C) of
movement of the graphite flake are illustrated in Figure 7.
These maps are transient during scanning from top to bot-
tom. The size of the unit cell of the lower pattern is larger
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Figure 7. Two x frictional force maps from a graphite flake on graphite
obtained by scanning along the x direction, where the arrows mean the
scanning direction. The three types (A–C) of movement of the graphite
flake are shown in the lower part of figure.

than that of the upper ones. Now, we consider type A of the
frictional force map, which is the standard pattern appearing
in this experiment. The movement of the flake on graphite
is substituted into the movement of a single particle moving
with a constant velocity in the effective potential as follows:
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where a = 0�142 nm × 2 = 0�284 nm. This effective poten-
tial is determined so that it takes the minimum values at
the natural stacking relation of graphite. This simple pre-
liminary simulation is in excellent agreement with the exper-
imental data, as shown in Figure 8. Here, the spacing of
a = 0�284 nm indicates a movement to the next stable posi-
tion holding AB stacking of graphite. Similarly, the other
patterns reveal that their movements are carried out so as
to maintain the natural stacking relation (AB stacking) of
graphite, as shown in Figure 7. It has been reported that
the energetic barrier (the energetic difference between AA
stacking and AB stacking of graphite) to the interlayer slid-
ing is approximately 12 meV per carbon atom [17]. Assum-
ing that the energetic barrier to the interlayer sliding in
this experiment is on the order of electronvolts because the
frictional force in flake friction appears on the order of
nanonewtons, the number of carbon atoms contributing to
the interlayer sliding is on the order of hundreds, leading to
tens of unit cells of graphite. Thus, it is expected that the
actual contact area between the flake and graphite becomes
very small and only occupies an extremely small part of the
flake. In order to observe flake movement, the relationships
between the flake position and the lever support position
are shown in Figure 9. Compared to the tip movement on
graphite, that of the flake exhibits sharper peaks. This fea-
ture is also identical with the pattern theoretically given by

Figure 8. Experimental data and theoretical simulation for type A of
Fig. 7.

Tomanek et al. and Weiss et al. [18, 19], which indicates no
jump (or no energy dissipation) when the flake moves on a
graphite substrate. This suggests that a driving force (a static
frictional force) appears when the flake moves on a graphite
substrate but a dynamical force (a dynamical frictional force)
disappears. We think that this gives an explanation to the
problem why the friction of the system including various
flakes is generally small; for example, a friction force acting
on many flakes with different movements may be close to
zero.

The frictional forces in relation to loading force for a tip
on graphite (D and E on the left-hand side) and for a flake
on graphite (F and A on the right-hand side) are shown
in Figure 10. The case F exhibits that the flake movement
is parallel to the pulling direction or scanning direction, in
which the frictional forces are very weakly proportional to
the loading force. Thus, the proportional coefficient �F for
case F is estimated to be approximately 0.001, which corre-
sponds to the frictional coefficient �1230 because the move-
ment of case F is along the crystallographic direction �1230�.
However, in case A (which is the same as case A in Fig. 7)

Figure 9. The relationships between the flake position and the lever
support position at different lines in scaled patterns.
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Figure 10. The mean frictional forces in relation to loading force for
a tip on graphite (D and E on the left-hand side) and for a flake on
graphite (F and A on the right-hand side). Images and arrows on the
left-hand side represent frictional force maps and the tip movement,
respectively. Image and arrows on the right-hand side represent fric-
tional force map and the flake movement, respectively.

where the direction of flake movement is not parallel to that
of the pulling force, the frictional forces satisfy the relation-
ship that � + �AFn, where � = 1�3 nN, �A = 0�001, and
Fn represents the loading force. Here, it is expected that
the graphite (0001) flake is easy to shear along the direc-
tion �1230� of the graphite (0001) surface because the path
to the next stable point in this case does not take the path of
AA stacking and its energetic barrier is the smallest. How-
ever, cases A, B, and C always occur. The proportional coef-
ficients �D and �E for cases D and E are also together
estimated to be approximately 0.001. Now, it is interesting to
note that the difference between case D(E) and case F(A)
reveals the change in the frictional behavior when the fric-
tional mechanism is transient from a single-atomic tip to a
large-area flake tip. When the flake does not move parallel
to the scanning direction, there exists the difference between
a tip on graphite and a flake on graphite (compare E with
A). However, when the flake moves parallel to the scanning
direction, it is found to be identical with that from a tip on
graphite (compare D with F).

Now, the anisotropy of the frictional force for differ-
ent directional movement of the flake versus pulling direc-
tion is shown in Figure 11 from the results of Figure 10,
which appears depending on the sliding angle �, denoted
as the angle between the direction of flake movement and
the pulling direction. The frictional forces are found to
increase with increase of the sliding angle, which, inter-
estingly, appears similar to the behavior of the frictional
mechanism between flat surfaces discussed by Gyalog and
Thomas [20]. These results conclude the following two
points: (i) in the case where the flake movement is paral-
lel to the pulling direction, the frictional force is smallest;

Figure 11. The mean frictional forces versus sliding angle at a loading
force of 100 nN.

(ii) in the case where the direction of the flake movement is
not parallel to that of the pulling force, the flake does not
move toward the next stable point until the projection of
the pulling force is coincident with the force to begin mov-
ing toward the next stable point. Thus, the larger the sliding
angle, the larger the pulling force. Here, it should be noted
that preferred slidings have been observed in other cases of
MoO3 nanocrystals on MoS2 surfaces [21] and MoS2 flakes
on MoS2 surfaces [22]. Thus, it is very interesting to note
that these findings provide us important information of how
to decrease friction between surfaces.

3.2. Sliding of a MoS2 Flake on MoS2

Figure 12 shows three different x frictional force maps from
a MoS2 flake on MoS2 scanned along the x direction. It
should be noted that these exhibit scaled (types A and B)
and square (type C) patterns, clearly different from that of
a tip on MoS2 from the standpoint of a periodic pattern and
contrast (see figures on the left-hand side of Fig. 14). Not-
ing that this system consists of friction between a tip and
a MoS2 flake and that between a MoS2 flake and MoS2, it
was found that the friction from this system includes two dif-
ferent mechanisms. However, it can be concluded that the
frictional features of a flake on MoS2 exhibit only the fric-
tion between a MoS2 flake and MoS2 because they do not
include the frictional force map from a tip on MoS2. This
means that the friction between a tip and a MoS2 flake is
greater than that between a MoS2 flake and MoS2. Now,
we consider type A of the frictional force map, which is the
standard pattern appearing in this experiment. The move-
ment of the flake on MoS2 is substituted into the movement
of a single particle moving with a constant velocity in the
effective potential for type A, as follows:
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where a = 0�316 nm. The result of this simple preliminary
simulation is in excellent agreement with the experimen-
tal data, as shown in Figure 13. Here, the spacing of a =
0�316 nm indicates a jump to the next stable position main-
taining the stacking of MoS2. Similarly, it is also revealed
that the movements for the type B and C are performed such
that the natural stacking relation of MoS2 is maintained, as
shown in Figure 12.
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Figure 12. Three x frictional force maps at different areas from a MoS2

flake on MoS2 obtained by scanning along the x direction, where the
arrows represent the scanning direction. The three types (A, B, and C)
of movement of the MoS2 flake are shown in the lower part.

The frictional forces for different movements in rela-
tion to loading force are shown on the right-hand side
in Figure 14. These are all proportional to loading force
although they depend strongly on the movement of the

Figure 13. Experimental data and theoretical simulation for type A of
Fig. 12.

Figure 14. The frictional forces in relation to loading force for surface
friction (right-hand side) and for tip friction (left-hand side). Images
and arrows on the left-hand side represent frictional force maps and
the tip movement, respectively.

MoS2 flake. Thus, the proportional coefficients defined as
�A, �B, and �C for cases A, B, and C are estimated to be
approximately 0.01, 0.02, and 0.003, respectively. The pro-
portional coefficient �C for case C is much smaller than �A

and �B for cases A and B because the flake movement in
case C is parallel to the pulling direction or scanning direc-
tion. However, in the cases A and B where the direction of
flake movement is not parallel to that of the pulling force,
the frictional forces become larger than those for parallel
movement. Thus, anisotropy of the frictional force for dif-
ferent directional movements of the flake in relation to the
pulling direction prominently appears as shown in Figure 15,
where the angle between the direction of flake movement

Figure 15. The frictional forces versus sliding angle deduced from the
data of Fig. 14, where the sliding angles for cases A, B, and C are 30�,
60�, and 0�, respectively.
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and the pulling direction is denoted as the sliding angle
�. One notes that the frictional forces versus sliding angle
increase and increase strongly with higher load. Interest-
ingly, this behavior is consistent with the frictional mecha-
nism between flat surfaces discussed by Gyalog and Thomas
[20] and Hirano et al. [23]. Since the movement of case
C is along the crystallographic direction �1010�, the fric-
tional coefficient �1010 (the sliding angle � = 0�� where the
MoS2(0001) surface shears along the crystallographic direc-
tion �1010� of the MoS2(0001) surface is estimated to be
0.003, which is close to the experimental value (below 0.002)
obtained by Martin et al. [24]. Thus, it is found that the
MoS2(0001) flake is easy to shear along the direction �1010�
of the MoS2(0001) surface. Surprisingly, the frictional coef-
ficient for case B is eight times larger than that for case C.
Here, we suppose that case C is preferred over cases A
and B because its energetic barrier is the smallest. How-
ever, cases A and B occur very often. This is the reason why
the size of a flake is very large and the movement such as
rotation of a flake would occur in addition to the parallel
movement. Proportionality of the frictional forces in relation
to loading force also reveals that the contact area between
MoS2 surfaces S is proportional to the loading force FN ,
using the relationship F = �FN = �S = ��FN , where � rep-
resents the proportional constant. This indicates that surface
deformation is significantly smaller in MoS2 than in graphite
because the lamellar MoS2 consists of covalent bonding,
which behaves like a hard plate. Also, it should be noted that
frictional forces for tip friction are quite different from those
for surface friction. Along the different scanning directions
of the MoS2(0001) surface, a tip performs one-dimensional
stick-slip and zigzag stick-slip motions, shown on the left-
hand side in Figure 14. This behavior is similar to that of
ionic surfaces [25]. In the case of an ionic surface, the mini-
mum points (shown by the arrows) appear before large dis-
tortions of the surface occur. Thus, it is inferred that large
distortions of the surface occur even in MoS2 triple layers.

This result reveals the change in the frictional behavior
when the frictional mechanism is transient from a single-
atomic tip to a large-area flake tip (compare data on the left-
hand side with those on the right-hand). There is a promi-
nent difference between frictional force maps of tip friction
and those of surface friction. Similarly to graphite, the MoS2
flake moves on MoS2 such that the stacking of sulfur basal
plane of MoS2 is maintained. However, the frictional forces
between MoS2 surfaces are proportional to loading force
and depend strongly on movement of a MoS2 flake. The
frictional coefficient �101̄0 at the sliding angle � = 0� is esti-
mated to be 0.003, which indicates that a MoS2 flake is easy
to shear along the direction �1010� of the MoS2(0001) sur-
face. These findings also show us how to decrease friction
between MoS2 surfaces.

4. C60 MOLECULAR BEARINGS
The mechanical properties of fullerenes have attracted much
attention in a materials science field. Especially, C60 and
C70 solids have been expected to be good lubricant materi-
als because of their nearly spherical shape and low surface
strength. Okita et al. [6] have reported the nanotribologi-
cal behavior on the C60 islands on KCl(001). Along different

scanning directions of �110� and �112� of a C60(111) surface,
a tip has displayed one-dimensional stick-slip and zigzag
stick-slip motions on the order of a load of nanonewtons,
respectively, although at a larger loading force it destroys
the C60(111) surface. Also, water adsorption on C60 films
gives a lower frictional force, indicating that C60 molecules
rotate or translate at the (111) surface. Thus, the C60films
are expected to exhibit various behaviors depending on
loading forces, scanning direction, and relative humidity.
C60 molecules on graphite also begin to grow with a mono-
layer. Then, a shear force between a single C60 molecule and
graphite is shown.

In this section, the frictional behavior of C60 films on
an ionic crystal and graphite is described, and furthermore
the applicability and realization of C60 molecular bearings is
described first. A rolling stick-slip model with a step rotation
of a C60 molecule is proposed. The novel frictional mecha-
nism is realized in the graphite/C60 monolayer/graphite sys-
tem, in which static frictional forces have a finite value
but mean dynamical frictional forces are zero. The C60 film
thicker than the C60 bilayer, sandwiched by graphite plates,
behaves as an elastic body. It should be emphasized that the
graphite/C60 monolayer/graphite system is very promising for
the realization of nano- and micromachines and opens a new
field of molecular bearings.

4.1. C60 Films on Ionic Crystals
and Graphite

Normal and lateral forces are measured simultaneously
under humidity controlled conditions at room temperature.
The C60 films are prepared by evaporation on a KCl(001)
surface from a boron nitride (BN) crucible. The temperature
of KCl(001) substrate is kept at about 200 �C. The growth
mode is island growth. The C60films had face-centered cubic
symmetry, and the (111) facet surrounded by (001) facets
is parallel to the KCl(001) surface. The C60 films on highly
oriented pyrolytic graphite (HOPG) and KCl(001) are pre-
pared by evaporation from a BN crucible. The temperatures
of their substrates during evaporation are kept in the range
of 150 �C to 200 �C.

First, we show in Figure 16a and b the normal force (NF)
and lateral force (LF) images taken simultaneously for scans
along the �110� and �112� directions at a load of 0.024 nN
at 20% RH, respectively. The scanning area corresponds to
the (111) facet surrounded by the (010) facets. It is found
that the images are periodic but are quite different from
each other depending on the scanning direction. In order to
analyze the images quantitatively, it is necessary to calibrate
the tip displacements for NF and LF images. If we take, as
shown in Figure 16a, the geometrical relationship between
the x, y, and z axes and cantilever, the NF profile and the
LF profile are determined by the bending of the cantilever
in the y or z direction, and by the torsion of the cantilever
in the x direction, respectively. For calibration of the LF
profile we plotted lateral force increment versus scanning
distance at the first stacking point in the y direction of scan-
ning because the bending of the cantilever in the y direction
is dominant in the NF mode. Figure 16a shows the line pro-
files from scans 1 to 5 for a single-period area of the �110�
image. Lines 1, 3, and 5 exhibit the same profiles in both
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Figure 16. The normal force (NF) image and lateral force (LF) image
taken simultaneously for scans in the (a) �110� and (b) �112� directions
at relative humidity (RH) of 20%. The line profiles from scans 1 to 5
were taken for one-period areas. The circles represent molecules.

the NF and LF profiles; the LF profile clearly has peaks
with a period of 1-nm but the NF profile has no periodicity.
In the LF profile of lines 2 and 4, the 1-nm period peaks
become unclear and include small 0.5-nm period peaks, but
in the NF profile 1-nm period peaks appear. Thus, lines 1,
3, and 5 indicate that sticking points of a tip always occur
on molecules lying in a row in the �110� direction. How-
ever, lines 2 and 4 indicate that sticking points of a tip occur
at zigzag positions between the neighboring molecular rows.
This is consistent with small 0.5-nm period peaks in the LF
profile and 1-nm period peaks in the NF profile. In the same
manner as for scanning in the �110� direction, Figure 16b
shows the line profiles from scans 1 to 5 for a single-period
area of the �112� image. All NF profiles from lines 1 to 5
have 1.7-nm period peaks, although all LF profiles have 0.9-
nm period peaks. Note that the amplitudes of 1.7-nm period
peaks in the NF profiles are about 0.5-nm. Thus scans in
the �112� direction reveal zigzag stick-slip motions between
neighboring molecular rows along the �112� direction.

In Figure 17, we show frictional loops for a scan in the
�110� direction at 20% RH and in dry argon, where the load
was 0.024 nN for both cases. Note that the mean frictional
force at 20% RH is about a quarter that in dry argon. Fur-
thermore, the amplitude at dry argon is about three times
that at 20% RH. However, both frictional loops have a typ-
ical sawtooth profile due to stick-slip motion, because they
have a hysteresis during the loop, and accordingly accom-
pany dissipation. One note is that the prominent difference
between the dry argon case and the 20% RH case comes
from the slope change of the sticking part, because the peri-
odic spacing of stick-slip is the same. In general, the lat-
eral effective spring constant, Keff , which corresponds to the
slope of the sticking part, is combined with the lateral con-
tact stiffness between the tip and the sample, Kcontact, the
lateral stiffness of the tip, Ktip, and the torsional spring con-
stant of cantilever, Klever , as follows [26]:

Keff = �1/Kcontact + 1/Ktip + 1/Klever�
−1 (5)

Figure 17. The frictional force loops for scanning in the �110� direction
at relative humidity (RH) of 20% and in dry argon. Note that the mean
frictional force at 20% RH is about one quarter than in dry argon. The
change of tip-sample contact stiffness is illustrated below. The softening
contact stiffness appears at 20% RH, where Kcontact , Ktip, and Klever show
the lateral contact stiffness between the tip and the sample, the lateral
stiffness of the tip, and the torsional spring constant of the cantilever,
respectively.
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If Ktip and Klever are constant (this assumption is reasonable
because the same tip is used), the decrease in lateral contact
stiffness between the tip and the sample links directly to
the decrease in effective spring constant. Thus, the decrease
in slope of the sticking part means a softer spring for tip-
sample contact. It has been shown [27] that water adsorption
makes the molecules more mobile. Thus, it is now supposed
that the adsorption of water molecules helps the mobility of
C60 molecules. Here, the ‘rolling’ and/or ‘translation’ effects
of a C60 molecule with lower resistance is considered for
the mobility of C60 molecules, but it may be reasonable to
prefer rolling rather than translation at the area of minimum
energy around a C60 lattice point.

Figure 18 shows AFM images of C60 islands on a KCl(001)
surface, respectively. Their islands consist of scores of
molecular layers. The (111) facets appear in the C60 islands
which form parallel to a KCl(001) substrate. Such an island
growth occurs in the case where an intermolecular interac-
tion is stronger than a molecule–substrate interaction. Thus,
it is concluded that C60-C60 interactions are stronger than
C60-KCl(001) interactions, respectively. Figure 19 shows
AFM (topograph) images of C60 films on a graphite surface,
respectively. Height of the C60 films in Figure 19 becomes
about 1 nm, exhibiting a monolayer. As shown on the bot-
tom of Figure 19, the high-resolution FFM image has a
periodicity of 0.9 nm, which shows a zigzag motion along a
�112� scanning direction of the C60 monolayer [6]. Thus, an
existence of the monolayer exhibits an epitaxial growth on
graphite. As shown by Gravil et al. [12], the growth of this
monolayer indicates that C60 molecules grow on graphite
such that the hexagonal face of a C60 molecule pairs with
the hexagonal face of the second graphite layer, so as to
continue the natural stacking of the graphite.

Figure 18. Atomic force microscope (AFM: topograph) images of C60

islands on a KCl(001) surface, respectively. The (111) facets appear in
C60 islands which form parallel to a KCl(001) substrate. On the bottom
of figure, line profiles depicted by the arrows are illustrated.

Figure 19. AFM (topograph) image of C60 films on a graphite surface.
On the middle of figure, line profiles depicted by the arrows are illus-
trated. Height of C60 films becomes about 1 nm, exhibiting a monolayer.
As shown on the bottom of figure, the high-resolution frictional force
microscope (FFM) image has a periodicity of 0.9 nm, which shows a
zigzag motion along a �112� scanning direction of the C60 monolayer.

Figure 20 shows how AFM images of Figure 19 change
by increasing a loading force. One notes that the C60 mono-
layer on graphite is swept up by increasing up to a load of
0 nN. Using Herztian continuum theory [11, 28], a contact
radius versus a tip load estimated using a pull-off force of
−10 nN and a tip radius of 15 nm is shown on the bottom
of Figure 20. At a loading force of 0 nN, a contact radius
between the tip and the C60 monolayer surface was esti-
mated to be about 1.3 nm, exhibiting that the contact area
between the tip and the C60 monolayer becomes a seven
molecular dimension. Then, a mean lateral force was about
3 nN. Thus, assuming that seven molecules are moved by
a lateral force of 3 nN with a tip, a shear force between a
single C60 molecule and graphite is estimated to be about
0.4 nN, indicating that a shear stress between a C60 mono-
layer and graphite is estimated to be about 0.2 GPa.

Figure 21 shows the high-resolution FFM images of (111)
surfaces of C60 films. For �110� and �112� scanning direc-
tions, both films exhibit one-dimensional stick-slip and two-
dimensional zigzag motions, respectively [6]. In case of a
�112� scanning direction of the C60(111) films, it should
be interesting to note that the image of a �112� scanning
direction of the C60(111) films at a loading force of −9 nN
(pull-off force: −10 nN) changes from one-dimensional
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Figure 20. A change of AFM (topograph) image of Fig. 19 by increase
of a loading force. One notes that a C60 monolayer on graphite is swept
up by increasing up to a load of 0 nN. Using Herztian continuum theory,
a contact radius versus a loading force was estimated and is shown
on the bottom of figure, where the pull-off force is −10 nN. Contact
radiuses at loading forces of 0 nN and −9 nN are 1.3 nm (large circle)
and 0.57 nm (small circle), respectively.

stick-slip to clear two-dimensional motions, exhibiting a sin-
gle molecule contact with a probe tip, which gives a mean
frictional force of 1 nN. In other words, this is a phase
transition of stick-slip motion due to a change from a mul-
timolecular contact to a single molecular contact. Thus, a
shear force between a tip and C60 molecule is estimated to
be 1 nN. This confirms that a tip scanning at the C60 mono-
layer is unstable and it is difficult to obtain a high-resolution
FFM image of the C60 monolayer because the shear force
(1 nN) between the tip and the C60 molecule is larger than
that (0.4 nN) between the C60 molecule and the graphite.

4.2. Graphite/C60 Monolayer/Graphite
System

Nano- and micromachines have been expected to trigger the
creation of a future prominent industry. As first suggested
by Feynman [29], molecular bearings have been expected to
be a fundamental component of many molecular mechani-
cal devices performing a frictionless system and to be very
effective for the realization of nano- and micromachines.
However, previous work on micromachine bearings has pro-
duced poor results, both experimentally and theoretically.
Thus far, micromachines have been considered “machines
incapable of movement.” Here, we describe C60 molecular
bearings. It has been reported [6, 7, 14] that C60 molecules
on graphite can grow in monolayer form, which consists of
close-packed C60 molecules. Since the six-membered ring of
a C60 molecule stacks on that of graphite such that the AB
stacking of graphite is maintained, a graphite flake placed
on the C60 monolayer on graphite is expected to stack in

Figure 21. High-resolution FFM images of (111) surfaces of C60 films.
For �110� and �112� scanning directions, both samples exhibit one-
dimensional stick-slip and two-dimensional zigzag motions, respec-
tively. In case of a �112� scanning direction of the C60 (111) films,
it should be interesting to note that the image of a �112� scan-
ning direction of the C60 films at a loading force of −9 nN (pull-off
force: −10 nN) changes from one-dimensional stick-slip to clear two-
dimensional motions, exhibiting a single molecule contact with a tip,
which gives a mean frictional force of 1 nN.

the same way as the C60 molecules on graphite. Thus, we
can construct a system confining a C60 monolayer between
graphite plates, which forms the nanogears of six-membered
rings between C60 molecules and graphite.

Figure 22 shows a topograph (atomic force microscope
image) of graphite (A, area SA�, and C60 monolayers (B,
area SB) and C60 bilayers (C, area SC) on graphite. When
a graphite flake is placed on areas SA, SB, and SC , the
graphite flake on graphite (D), the graphite flake on the C60
monolayer/graphite (which we call graphite/Cmono

60 /graphite:
E), and the graphite flake on the C60 bilayer/graphite
(graphite/Cbilayer

60 /graphite: F) are obtained, respectively. As
shown in Figure 22, frictional force maps for graphite (A)
show that the tip exhibits one-dimensional stick-slip and
two-dimensional zigzag stick-slip motions for �1230� and
�1010� scanning directions, respectively [10], although they
exhibit significant load dependence at small loads [10]. Fric-
tional force maps for B and C show that the tip exhibits
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Figure 22. Topograph (atomic force microscope image) for graphite (A,
area SA), and C60 monolayers (B, area SB) and C60 bilayers (C, area
SC) on graphite. Frictional force maps for graphite (A), C60 monolayers
on graphite (B), C60 bilayers on graphite (C), and graphite flake on
graphite (D) are shown in the figure.

one-dimensional stick-slip and two-dimensional stick-slip
motions for the �110� and �112� scanning directions of a
C60(111) surface, respectively [10]; it is more difficult to
obtain clear frictional force maps for a C60 monolayer than
for a C60 bilayer because the C60 monolayer is unstable for
a tip contact. The frictional force maps for B show that the
C60 monolayer consists of close-packed C60 molecules. This
indicates that a six-membered ring is stacked on the graphite
such that the AB stacking of graphite is maintained, and
thus the six-membered ring is situated at the top of C60
molecules [7, 14]. The frictional force map for D shows that
the graphite flake moves on the graphite such that the AB
stacking of graphite is maintained [15]. Assuming that the
graphite flake stacks on C60 molecules in the same way as
C60 molecules stack on graphite, the projection of the first-
layer six-membered net of the graphite flake is expected to
be completely coincident with that of the graphite substrate
through a C60 monolayer.

Figure 23 shows frictional force maps versus loading force
for the graphite/C60 mono/graphite (E). It should be noted
that the maps of E show transient patterns in relation to
loading force, clearly different from those for graphite (A)
[10], C60(111) surfaces (B and C) [6, 7], and the graphite
flake on graphite (D) [15] from the standpoint of periodic
pattern and contrast, as shown in Figure 22. Noting that this
system includes friction between a tip and a graphite flake

Figure 23. Frictional force maps versus loading force for graphite/
Cmono

60 /graphite (E). Frictional force loops obtained from line profiles
shown by the arrows a and b in the frictional force maps are also repre-
sented, where the black and red lines indicate one direction and in the
opposite direction, respectively. Super cell structures of the frictional
force maps are illustrated on the left-hand side. Mean frictional forces
versus loading force shown by the arrow a are shown on the bottom.

and that between a C60 monolayer and two graphite plates,
it is considered that the friction from this system involves
two different frictional mechanisms. However, it is reason-
able that the frictional features of this system show only
friction between the C60 monolayer and the two graphite
plates because they do not show a frictional force map like
that obtained for graphite (A) at all. This leads to the con-
clusion that the friction between the tip and the graphite
flake is greater than that between the C60 monolayer and
two graphite plates. Thus, the graphite flake moves together
with the tip during scanning. At this point we note that
the frictional force map at a load of 9 nN has a peri-
odicity of 1 nm along the x direction and a periodicity
of 2.6 nm along the y direction. This reflects the close-
packed C60molecular arrangement, as shown in Figure 23,
but, has a superstructure (a periodicity of 2.6 nm) along
the y direction. Furthermore, these maps exhibit a verti-
cal chainlike transient pattern related to loading force. It
should be noted that the frictional loops obtained from line
profiles shown by the arrow a in the frictional force maps
do not exhibit hysteresis in both directions, which indicates
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that the mean frictional forces are zero and thus there is
no energy dissipation, although those shown by the arrow b
accompany some hysteresis, in which two-dimensional zigzag
motions of a graphite flake exhibit. As shown on the bot-
tom of Figure 23, the mean frictional forces at the position
a are zero up to a high load, although the frictional forces
have a finite value. Then, the maximum frictional force in
this experiment is estimated to be below 1 nN, which is com-
parable to the shear force (0.4 nN) between a C60 single
molecule and graphite [7].

If the nanogears of a six-membered ring between C60
molecules and the upper and lower graphite plates are
formed in this system, it is found to be easy to apply torque
to C60 molecules via their gears as shown in Figure 24a.
Thus, it is possible that C60 molecules roll by means
of torque, which is estimated to be approximately 1�0 ×
10−19 Nm. This indicates that the rolling of C60 molecules
occurs easily along the �1230� direction using one side of
a six-membered ring. However, there exist only four six-
membered rings along a great circle of a C60 molecule,
which does not always mean that the six-membered ring sit-
uates on the top of the C60 molecule after rolling. Now,
the energetic barrier for rotation of a C60 molecule around
the [0001] axis of a graphite substrate is estimated to be a
few mili-electron-volts by Gravil et al. [12]. Therefore it is
possible that the discrete step rotations of a C60 molecule

Figure 24. The stick-slip rolling model with a step rotation of a
C60molecule. (a) C60 molecules roll by means of torque, which is pro-
duced by the nanogears of six-membered rings between C60 molecules
and the upper and lower graphite plates. (b) The discrete step rota-
tion of a C60 molecule around the [0001] axis is illustrated. (c) In the
region 1, C60 molecules stick but thermal rotations around the [0001]
axis occur. In the region 2, C60 molecules slip in both rolling and trans-
lational motions (bottom figure).

between the positions holding AB stacking around this axis
are induced by thermal excitations at room temperature.
This step rotation allows C60 molecules to roll so that a
low friction force generates. For example, when the rotation
around the [0001] axis occurs, the rolling of the C60 molecule
with the step rotation at the six-membered ring 1 occurs
equivalently toward rings 2, 3, and 4. Assuming that the
C60 molecule rolls toward the ring 2, the next rolling occurs
equivalently toward rings 1, 5, and 6. Assuming that the C60

molecule rolls toward the ring 5, the six-membered ring of
the C60 molecule facing to the graphite surface advances
such as 1 → 2 → 5 as shown in Figure 24b. Thus, a stick-
slip process for rolling and translational motions is given as
follows. In the region 1 in Figure 24c, C60 molecules stick
but thermal rotations around the [0001] axis occur. In the
region 2 in Figure 24c, C60 molecules slip in both rolling and
translational motions. Then, nearly all the potential ener-
gies stored by a cantilever transform into rolling and trans-
lational motions. Thus, it should be noted that friction heat
does not generate in this system. It can be expected that the
van der Waals interaction between C60 molecules gives sig-
nificant influences on the collective motion of C60 molecules,
which can produce the super cell structure in frictional force
maps.

The appearance of the vertical chainlike pattern with
larger loads indicates the increase of the deformations of C60

molecules which leads to the vertical chainlike pattern by
decreasing C60 nearest-neighbor distances. Here, it may be
interesting to note that the deformations of the C60 mono-
layer induce a transition from a semiconductor phase to a
metal phase [30].

As shown in Figure 25, the frictional force maps for
graphite/Cbilayer

60 /graphite (F) are also clearly different from
those for graphite (A), C60(111) surfaces (B and C), the
graphite flake on graphite (D), and graphite/Cmono

60 /graphite
(E) from the standpoint of periodic pattern and contrast, as
shown in Figures 22 and 23. The frictional force maps for
graphite/Cbilayer

60 /graphite (F) do not exhibit clear load depen-
dence although they feature periodic patterns. As shown
on the right-hand side of Figure 25, plots of mean fric-
tional force versus loading force for graphite/Cbilayer

60 /graphite
(F) are shown. The curve of frictional force versus load-
ing force from graphite/Cbilayer

60 /graphite behaves in the same
manner as does the Herztian contact, because the solid line
is defined as ��F 2/3

n − � in relation to the loading force Fn

with � and  estimated to be 0.068 and 30 nN, respectively.
Thus, this indicates that the C60 bilayer confined by graphite
plates behaves as an elastic body. Furthermore, it should be
noted that as C60 molecular layers become thick, the fric-
tional force maps from E and F disappear but the frictional
force map from graphite is reproduced. This indicates that
the tip executes stick-slip motions on the graphite flake so
that the C60 molecules and graphite substrate situated below
the graphite flake do not move as well as the graphite flake
because the combined shear force between the C60 layers
and the shear force between the C60 molecules and graphite
plate become larger than the shear force between the tip
and the graphite flake.
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Figure 25. The frictional force maps and the curve of mean frictional
force versus loading force for graphite/Cbilayer

60 /graphite (F). The fric-
tional force maps for graphite/Cbilayer

60 /graphite (F) do not exhibit clear
load dependence although they feature periodic patterns. The curve of
mean frictional force versus loading force from graphite/Cbilayer

60 /graphite
behaves in the same manner as does the Herztian contact, because the
solid line is defined as � �F 2/3

n − � in relation to the loading force Fn

with � and  estimated to be 0.068 and 30 nN, respectively.

GLOSSARY
AB stacking The way in which graphite layers stack up.
Amontons–Coulomb law The classical law of friction, that
is, the relationship that the friction force is proportional to
a loading force.
Atomic force microscope (AFM) The apparatus capable of
investigating the surface topography on the atomic scale.
Frictional force microscope (FFM) The apparatus capable
of investigating the lateral force on the atomic scale.
Micromachine Microscale machine.
Molecular manipulation The technique to make a mole-
cule manipulate arbitrarily.
Multiwalled carbon nanotube (MWNT) Multiwalled nano-
tube consisting six-membered carbon ring network.
Nanogears Nanoscale gears.

Nanomachine Nanoscale machine.
Single-walled carbon nanotube (SWNT) Single-walled
nanotube consisting of six-membered carbon ring network.
Stick-slip Periodic phenomena of sticking and slip.
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