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PREFACE

Nanomaterials has recently become one of the most active research fields in the areas of solid state 
physics, chemistry, and engineering. Evidence of this interest is provided by the large number of recent 
conferences and research papers devoted to the subject. There are several reasons for this. One is the 
need to fabricate new materials on an ever finer scale to continue decreasing the cost and increasing the 
speed of information transmission and storage. Another is that nanomaterials display novel and often 
enhanced properties compared to traditional materials, which opens up possibilities for new 
technological applications.

This book grew out of the editors' realization, after attending several conferences on nanomaterials, of 
the breadth of this field and the lack of a text that covered its diverse subjects. Furthermore, workers in 
one area were largely unaware of work in other areas. This book is intended to satisfy this need for a 
broad coverage that will provide an introduction, background, and references to nearly all areas of 
nanomaterials research. It includes an extensive list of references at the end of nearly every chapter. As 
an illustration of the breadth of this subject, it is noted that even after the preparation of the book was at 
a fairly late stage, the editors found that important subjects had been overlooked and decided to add 
several new chapters.

The editors wish to thank the authors for their efforts in writing their chapters so that they would be 
accessible to a general audience, and Kathryn Cantley, Steve Clewer, Don Emerson and Pamela 
Whichard at Institute of Physics Publishing for their invaluable assistance.

The editors would like to acknowledge the important contributions made by many researchers in the 
field of nanomaterials whose work could not be cited because of lack of space.

A S EDELSTEIN 
R C CAMMARATA
FEBRUARY 1996

Página 1 de 1Document

04/04/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_xv.html



   

Page xvii

AUTHORS' ADDRESSES

R S Averback University of Illinois-Urbana, Department of Materials Science and Engineering, 104 
West Green Street, Urbana, IL 61801, USA

R T Bate NanoFab Center, Texas Engineering Experiment Station, PO Box 830688, Mail Stop 32, 
University of Texas at Dallas, Richardson, TX 75083, USA

A Berkowitz Physics Department and Center for Magnetic Recording Research, University of 
California, San Diego, La Jolla, CA 92093, USA

F A Buot Electronics Science and Technology Division, Naval Research Laboratory, Washington, DC 
20375, USA

R C Cammarata Department of Materials Science and Engineering, The Johns Hopkins University, 
Baltimore, MD 21218, USA

D-J Chen Department of Materials Science and Engineering, The Pennsylvania State University, 
University Park, PA 16802, USA

C L Chien Department of Physics and Astronomy, The Johns Hopkins University, Baltimore, MD 
21218, USA

G M Chow Laboratory for Molecular Interfacial Interactions, Center for Biomolecular Science and 
Engineering, Naval Research Laboratory, Washington, DC 20375, USA

H G Craighead Applied and Engineering Physics, Cornell University, Ithaca, NY 14853, USA

D P E Dickson Department of Physics, University of Liverpool, Liverpool L69 3BX, UK

E A Dobisz Electronics Science and Technology Division, Naval Research Laboratory, Washington, 
DC 20375, USA

A S Edelstein Naval Research Laboratory, Washington, DC 20375, USA

M S El-Shall Department of Chemistry, Virginia Commonwealth University, VA 23284, USA

H J Fecht Technical University of Berlin, Institute of Metals Research, Hardenbergstrasse 36, PN 2-3, 
10623 Berlin, Germany

K E Gonsalves Polymer Science Program, Institute of Materials Science and Department of Chemistry, 
University of Connecticut, Storrs, CT 06269, USA

G C Hadjipanayis Department of Physics and Astronomy, University of Delaware, Newark, DE 
19716-2570, USA

Página 1 de 1Document

04/04/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_xvii.html



Page xviii

D C Hague Department of Materials Science and Engineering, The Pennsylvania State University, 
University Park, PA 16802, USA

E Hanamura Department of Applied Physics, University of Tokyo, 7-3-1 Hongo, Bunkyou-ku, Tokyo

N Herron Central Research and Development, The Du Pont Company, PO Box 80356, Wilmington, 
DE 19880-0356, USA

D R Huffman Department of Physics, University of Arizona, Tucson, AZ 85721, USA

K J Klabunde Chemistry Department, Kansas State University, Manhattan, KS 66506, USA

L C Klein Rutgers—The State University of New Jersey, Ceramics Department, PO Box 909, 
Piscataway, NJ 08855-0909, USA

S W Koch Optical Sciences Center, University of Arizona, Tucson, AZ 85721, USA and Physics 
Department, University of Arizona, Tucson, AZ 85721, USA

C R K Marrian Electronics Science and Technology Division, Naval Research Laboratory, 
Washington, DC 20375, USA

Y Masumoto Institute of Physics, University of Tsukuba, Tsukuba, Ibaraki 305, Japan

M J Mayo Department of Materials Science and Engineering, The Pennsylvania State University, 
University Park, PA 16802, USA

J S Murday Code 6100, Naval Research Laboratory, Washington, DC 20375-5000, USA

J C Parker Nanophase Technologies Corporation, 453 Commerce Street, Burr Ridge, IL 60521, USA

N Peyghambarian Optical Sciences Center, University of Arizona, Tucson, AZ 85721, USA

S M Prokes Naval Research Laboratory, Washington, DC 20375, USA

B B Rath Associate Director of Research for Materials Science and Technology, Naval Research 
Laboratory, Washington DC 20375, USA

D E Rolison Surface Chemistry Branch, Code 6170, Naval Research Laboratory, Washington, DC 
20375-5342, USA

H-E Schaefer Universität Stuttgart, Institut für Theoretische und Angewandte Physik, Pfaffenwaldring 
57, 70550 Stuttgart, Germany

R W Siegel Materials Science Division, Argonne National Laboratory, Argonne, IL 60439, USA 
(Present address: Materials Science and Engineering Department, Rensselaer Polytechnic Institute, 
Troy, NY 12180-3590, USA)

C M Sorensen Department of Physics, Cardwell Hall, Kansas State University, Manhattan, KS 66506, 
USA

W M Tolles Executive Directorate, Code 1007, Naval Research Laboratory, Washington DC 20375, 
USA

Página 1 de 2Document

04/04/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_xviii.html



   

K M Unruh Department of Physics and Astronomy, University of Delaware, Newark, DE 19716, USA

Y Wang Central Research and Development, The Du Pont Company, PO Box 80356, Wilmington, DE 
19880-0356, USA

Página 2 de 2Document

04/04/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_xviii.html



   

Page xix

J R Weertman Materials Science and Engineering Department, Northwestern University, Evanston, IL 
60208, USA

J Weissmüller National Institute of Standards and Technology, 223/B 152, Gaithersburg, MD 20899, 
USA (Permanent address: Institut für Neue Materialen, Universität des Saarlandes im Stadtwald, D-
66041 Saarbrücken, Germany)

E M Wright Optical Sciences Center, University of Arizona, Tucson, AZ 85721, USA and Physics 
Department, University of Arizona, Tucson, AZ 85721, USA

R Würschum Universität Stuttgart, Institut für Theoretische und Angewandte Physik, Pfaffenwaldring 
57, 70550 Stuttgart, Germany

Página 1 de 1Document

04/04/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_xix.html



   

Page xxi

ACKNOWLEDGMENTS.

Chapter 3 GMC would like to thank the Office of Naval Research and the Naval Research Laboratory 
for supporting the work on nanostructured materials.

Chapter 4 The authors acknowledge their collaborators for contributions to this work during the past 
few years: A Suna, L T Cheng, W Mahler, J Calabrese, and W Farneth from Du Pont Co.; E Hilinski 
and his group at Florida State University; G D Stucky, H Eckert and their groups at UC Santa Barbara; 
as well as K Moller and T Bein at the University of New Mexico.

Chapter 5 The financial support by the Deutsche Forschungsgemeinschaft (Fe 313/1) and by the US 
Department of Energy (contract number DE-FG03-86ER45242) during the affiliation of the author with 
the California Institute of Technology, USA, where this work was initiated in collaboration with 
Professor W L Johnson, is gratefully acknowledged. The author would like to thank many colleagues, 
in particular at the California Institute of Technology and the Universität Augsburg, for collaboration 
and discussions over the past few years.

Chapter 6 The author thanks C L Chien, J Erlebacher, A L Greer, S M Prokes, K Sieradzki, F Spaepen, 
I K Schuller, and J W Wagner for stimulating discussions. Support during the preparation of this 
chapter by the National Science Foundation through grant number ECS-920222 and by the Office of 
Naval Research through grant number N00014-91-J-1169 is gratefully acknowledged.

Chapter 8 The authors gratefully acknowledge the support of the National Science Foundation through 
grant number DMR 9158098 in the preparation of this chapter.

Chapter 10 This chapter was prepared at the National Institute of Standards and Technology, 
Gaithersburg, MD, USA, while on leave from the Institut für Neue Materialen, Saarbrücken, Germany. 
The author would like to thank the Alexander von Humboldt Foundation for making the work at NIST 
possible through the award of a Feodor Lynen Fellowship. Helpful discussions with R Birringer, F 
Boscherini, J W Cahn, H Gleiter, C Krill, J Löffler, and R D Shull are gratefully acknowledged. The 
author thanks A J Allen and F W Gayle for critical reading of the manuscript and many helpful 
suggestions.

Página 1 de 1Document

04/04/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_xxi.html



   

Page xxii

Chapter 11 The financial support of the Deutsche Forschungsgemeinschaft is appreciated.

Chapter 12 Stimulating arguments on the contents of this chapter with Professor George M Whitesides 
(Harvard University) are noted with pleasure. The support of the Office of Naval Research is gratefully 
acknowledged.

Chapter 14 The authors would like to acknowledge several of their students, including M Allitt, B M 
Patterson, and A Gavrin, who have contributed to many aspects of the work described in this chapter. In 
addition, the authors acknowledge a number of helpful conversations with S-T Chui, G C Hadjipanayis, 
P Sheng, A Tsoukatos (from whose thesis figures 14.1(b), 14.2(b), and 14.3 have been adapted), and L 
Withanawasam. Portions of this chapter have been supported by the Office of Naval Research under 
contract number N00014-91-J-1633 and the National Science Foundation under grant number DMR-
9501195.

Chapter 15 This work was supported by NSF grants CHE 8706954 and CHE 9013930.

Chapter 16 The authors would like to thank the NSF, SDI/ONR/AFOSR, and NEDO for support of 
some of the work that is reported here. The work has been done in collaboration with B P McGinnis, K 
Kang, B Fleugel, A Kepner, Y Hu, V Esch, A Mysyrowicz, D Hulin, and S Gaponenko.

Chapter 18 The author is indebted to many co-workers, collaborators, and other scientists whose work 
in this field is discussed in this chapter. In particular the author would like to acknowledge the 
contributions of R B Frankel, S Mann, T G St Pierre, and J Webb.

Chapter 19 The author expresses appreciation to the Department of Energy for partial support of his 
work referenced in this paper through grant number DE-FG03-93ER12133. Special thanks to Mark 
Ross and Steven McElvany of the Naval Research Laboratory for their kind permission to use figure 
19.2.

Página 1 de 1Document

04/04/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_xxii.html



   

Page 1

PART 1— 
INTRODUCTION

Página 1 de 1Document

04/04/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_1.html



   

Page 3

Chapter 1— 
Introduction

A S Edelstein and R C Cammarata

Early in the nineteenth century, scientific evidence was found that proved that matter is composed of 
discrete entities called atoms. It is likely that this discovery prompted a natural desire to be able to 
control the structure of matter atom by atom. Feynman [1] in his 1960 article 'There's plenty of room at 
the bottom' discussed the advantages that could be provided by such control. For example, he pointed 
out that if a bit of information requires only 100 atoms, then all the books ever written could be stored 
in a cube with sides 0.02 in long. In recent years, researchers have been able to write bits of information 
in two dimensions using even fewer than 100 atoms by using a scanning tunneling microscope [2]. 
Economical fabrication of such structures remains a challenge [1–4]. Storage of information on an ever 
finer scale is just one aspect of the rapidly growing field of nanomaterials in which researchers are 
trying to control the fine-scale structure of materials.

In this book, we use the conventional definition of nanomaterials as materials having a characteristic 
length scale less than about a hundred nanometers. This length scale could be a particle diameter, grain 
size, layer thickness, or width of a conducting line on an electronic chip.

Several articles, books, and conference proceedings have covered one or more aspects of nanomaterials 
[5–17]. The subject of nanoelectronics has been discussed extensively in the proceedings of 
international symposia on the subject [6–8]. There were three NATO Advanced Study Institutes held 
between 1991 and 1993 devoted to different aspects of nanomaterials. The 1991 Institute had a broad 
scope with a particular emphasis on clusters [9]. The 1992 institute focused on the mechanical 
properties of materials with ultrafine microstructures [10]. The 1993 Institute returned to a broader 
scope but with very little coverage of clusters [11]. J W Gardner and H T Hingle [12] have considered 
the instrumentation and technology of controlling manufacturing on a nanoscale. Other selected aspects 
of nanotechnology were covered in the proceedings from the 1990 Warwick symposium [13] on this 
subject. The role of
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interphase boundaries in nanomaterials has been considered [14]. The synthesis and properties of metal 
cluster compounds was discussed in a book edited by de Jongh [15]. The synthesis and properties of 
nanoparticles were described in a book by Ichinose, Ozaki, and Kashu [16]. Some of the biological 
aspects of nanomaterials were discussed in the book by Mann, Webb, and Williams [17]. There is a 
journal devoted exclusively to nanostructured materials [18] and issues of other periodicals have from 
time to time focused on various areas within the field. One issue of Science [18] surveyed molecular 
self-assembly and nanochemistry, atomic and molecular manipulation with the scanning tunneling 
electron microscope, advances in quantum devices, and integrated sensors and microsystems. Other 
journals have also devoted special issues to areas such as nanotribology [19] and the optical behavior of 
nanostructures [20].

Despite these works, no previous book has offered the broad coverage necessary to provide a 
comprehensive introduction to nanomaterials research. Furthermore, because of the recent progress and 
interdisciplinary nature of the field, we felt there was a need for a book which provided some idea of 
the breadth and current status of this field. Our intent is that this book should provide access to most of 
the basic material on the synthesis, properties, and applications of nanomaterials. We believe it should 
be of particular use to graduate students and researchers in other fields seeking an extensive review of 
the subject, as well as researchers currently working in nanomaterials who want to learn about areas of 
the field beyond their current interests. Many references are provided from which the reader may obtain 
more detailed information. Although an attempt has been made to discuss most aspects of the broad 
subject of nanomaterials, certain fields are stressed more than others. Since thin films and bilayers are 
discussed at length elsewhere [21–23] they have not been included. Areas such as catalysis and 
nanoelectronics that have already been reviewed at some length in the recent past are covered 
succinctly, while other areas, such as isolated clusters, small particles, multilayers, fullerenes, biological 
nanomaterials, porous silicon, nanoelectronics, and assemblies of nanocrystals are discussed in greater 
detail.

It is appropriate to begin with a brief and selective history of the subject of nanomaterials. 
Nanomaterials are found in both biological systems and man-made structures. Nature has been using 
nanomaterials for millions of years. As Dickson has noted [24] 'Life itself could be regarded as a 
nanophase system.' Examples in which nanostructured elements play a vital role are magnetotactic 
bacteria [25], ferritin [26], and molluscan teeth [27]. Several species of aquatic bacteria use the Earth's 
magnetic field to orient themselves. They are able to do this because they contain chains of nanosized, 
single-domain magnetite (Fe3O4 particles. Because they have established their orientation, they are able 
to swim down to nutriments and away from what is lethal to them, oxygen. Another example of 
nanomaterials in nature is the storage of iron in a bioavailable form within the 8 nm protein cavity of 
ferritin [28]. Herbivorous mollusks use teeth attached to a tonguelike organ, the radula, to scrape their 
food. These teeth have
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a complex structure containing nanocrystalline needles of goethite [29]. We can utilize biological 
templates for making nanomaterials. Apoferritin has been used as a confined reaction environment for 
the synthesis of nanosized magnetite particles [30]. Some consider biological nanomaterials as model 
systems for developing technologically useful nanomaterials.

Scientific work on this subject can be traced back over 100 years. In 1861 the British chemist Thomas 
Graham coined the term colloid to describe a solution containing 1 to 100 nm diameter particles in 
suspension. Around the turn of the century, such famous scientists as Rayleigh, Maxwell, and Einstein 
studied colloids. In 1930 the Langmuir–Blodgett method for developing monolayer films was 
developed. By 1960 Uyeda had used electron microscopy and diffraction to study individual particles. 
At about the same time arc, plasma, and chemical flame furnaces were employed to produce submicron 
particles. Magnetic alloy particles for use in magnetic tapes were produced in 1970. By 1980, studies 
were made of clusters containing fewer than 100 atoms. In 1985, a team led by Smalley and Kroto 
found spectroscopic evidence that C60 clusters were unusually stable. In 1991, Iijima reported studies of 
graphitic carbon tube filaments.

Research on nanomaterials has been stimulated by their technological applications. The first 
technological uses of these materials were as catalysts [31, 32] and pigments [33]. The large surface 
area to volume ratio increases the chemical activity. Because of this increased activity, there are 
significant cost advantages in fabricating catalysts from nanomaterials. The properties of some single-
phase materials can be improved by preparing them as nanostructures. For example, the sintering 
temperature can be decreased and the plasticity increased of single-phase, structural ceramics by 
reducing the grain size to several nanometers [34]. Multiphase nanostructured materials have displayed 
novel behavior resulting from the small size of the individual phases.

Technologically useful properties of nanomaterials are not limited to their structural, chemical, or 
mechanical behavior. Multilayers represent examples of materials in which one can modify or tune a 
property for a specific application by sensitively controlling the individual layer thickness. Examples of 
this microstructural control resulting in technologically useful materials include the development of 
multilayer x-ray [35] and neutron mirrors [36] as well as semiconductor superlattice devices [37]. It was 
discovered that the resistance of Fe–Cr multilayered thin films exhibited large changes in an applied 
magnetic field of several tens of kOe [38]. This effect was given the name giant magnetoresistance 
(GMR). More recently, suitably annealed magnetic multilayers have been developed that exhibit 
significant magnetoresistance effects even in fields as low as 5 to 10 Oe [39]. This effect may prove to 
be of great technological importance for use in magnetic recording read heads.

Confining electrons to small geometries gives rise to 'particle in a box' energy levels. This quantum 
confinement creates new energy states and results in the modification of the optoelectronic properties of 
semiconductors. In microelectronics, the need for faster switching times and ever larger integration
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has motivated considerable effort to reduce the size of electronic components. Increasing the 
component density increases the difficulty of satisfying cooling requirements and reduces the allowable 
amount of energy released on switching between states. It would be ideal if the switching occurred with 
the motion of a single electron. One kind of single-electron device is based on the change in the 
Coulombic energy when an electron is added or removed from a particle. For a nanoparticle this energy 
change can be large enough that adding a single electron effectively blocks the flow of other 
electrons.The use of Coulombic repulsion in this way is called Coulomb blockade.

In addition to technology, nanomaterials are also interesting systems for basic scientific investigations. 
For example, small particles display deviations from bulk solid behavior such as reductions in the 
melting temperature [40] and changes (usually reductions) in the lattice parameter [41]. The changes in 
the lattice parameter observed for metal and semiconductor particles result from the effect of the surface 
stress, while the reduction in melting temperature results from the effect of the surface free energy. 
Both the surface stress and surface free energy are caused by the reduced coordination of the surface 
atoms. By studying the size dependence of the properties of particles, it is possible to find the critical 
length scales at which particles behave essentially as bulk matter. Generally, the physical properties of a 
nanoparticle approach bulk values for particles containing more than a few hundred atoms.

Research on nanomaterials has led to the formation of new research fields, such as the one that 
developed from the discovery of the fullerene molecule C60 and of methods for producing fullerenes in 
large quantities. One highlight of this research was the discovery of superconductivity [42, 43] in KxC60 
and RbxC60. Graphite carbon tubules have also been produced [44], and in later work, manganese-filled 
carbon tubules were grown [45]. In addition to the fullerenes, some metallo-carbohedrenes, M8C12 (M = 
V, Zr, Hf, and Ti), called met-cars, have been discovered that also form stable clusters [46]. Studies 
have been made of clusters composed of fullerenes, i.e. clusters in which the individual building blocks 
are fullerenes. It was found [47] that clusters containing certain numbers of fullerenes (C60 or C70) are 
more stable than others. This is similar to the case of atomic clusters where it was found [48] that 
clusters composed of certain numbers of atoms were more stable that others. The set of numbers for 
which clusters have greater stability is given the name 'magic numbers'. These magic numbers result 
from the increased stability of closed-shell electronic configurations for alkali metals or from geometric 
effects in rare gas clusters. Geometric effects are also responsible for the magic numbers in the case of 
fullerene clusters.

New techniques have been developed recently that have permitted researchers to produce larger 
quantities of other nanomaterials and to better characterize these materials. Each fabrication technique 
has its own set of advantages and disadvantages. Generally it is best to produce nanoparticles with a 
narrow size distribution. In this regard, free jet expansion techniques permit the
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study of very small clusters, all containing the same number of atoms. It has the disadvantage of only 
producing a limited quantity of material. Another approach involves the production of pellets of 
nanostructured materials by first nucleating and growing nanoparticles in a supersaturated vapor and 
then using a cold finger to collect the nanoparticles [49]. The nanoparticles are then consolidated under 
vacuum. Chemical techniques are very versatile in that they can be applied to nearly all materials 
(ceramics, semiconductors, and metals) and can usually produce a large amount of material. A difficulty 
with chemical processing is the need to find the proper chemical reactions and processing conditions for 
each material. Mechanical attrition, which can also produce a large amount of material, often makes 
less pure material. One problem common to all of these techniques is that nanoparticles often form 
micron-sized agglomerates. If this occurs, the properties of the material may be determined by the size 
of the agglomerate and not the size of the individual nanoparticles. For example, the size of the 
agglomerates may determine the void size in the consolidated nanostructured material.

The ability to characterize nanomaterials has been increased greatly by the invention of the scanning 
tunneling microscope (STM) and other proximal probes such as the atomic force microscope (AFM), 
the magnetic force microscope, and the optical near-field microscope. Near-field scanning optical 
microscopes overcome the limitation of conventional optics by making use of the evanescent field that 
exists within the first several nanometers of the surface of light pipes, and can have a resolution of 12 
nm using 500 nm wavelength light [50]. STMs and AFMs [51] provide depth resolution and the AFM 
can be used as a very low-load mechanical properties microprobe. As mentioned earlier, the STM has 
been used to carefully place atoms on surfaces to write bits using a small number of atoms. It has also 
been employed to construct a circular arrangement of metal atoms on an insulating surface. Since 
electrons are confined to the circular path of metal atoms, it serves as a quantum 'corral' of atoms. This 
quantum corral was employed to measure the local electronic density of states of these circular metallic 
arrangements. By doing this, researchers were able to verify the quantum mechanical description of 
electrons confined in this way [52, 53].

Other new instruments and improvements of existing instruments are increasingly becoming important 
tools for characterizing surfaces of films, biological materials, and nanomaterials. The development of 
nanoindentors and the improved ability to interpret results from nanoindentation measurements have 
increased our ability to study the mechanical properties of nanostructured materials [54]. Improved 
high-resolution electron microscopes and modeling of the electron microscope images have improved 
our knowledge of the structure of the particles and the interphase region between particles in 
consolidated nanomaterials.

A variety of computational methods have been used to perform theoretical studies of the properties of 
nanomaterials. First-principles electronic structure
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calculations can be performed on clusters containing, at most, several hundred atoms. Treating larger 
clusters by first-principles calculations becomes very difficult because the time required generally 
increases as N3 where N is the number of atoms in the cluster. For non-metals there are new, 
approximate methods for which the time required only increases as N or N log N. Because the time 
required for first-principles calculations becomes prohibitively large, calculations on clusters containing 
more than several hundred atoms are usually performed using approximate methods, e.g. using 
embedded atom method potentials [55–58]

The reader should be aware that different points of view have been expressed on several matters, such 
as the atomic configuration in grain boundaries and the mechanism of photoluminescence in 
nanostructured silicon.

A brief outline of the subjects covered in the book is as follows. Part 2 begins with a review of classical 
nucleation theory, an understanding of which aids the subsequent discussion of the synthesis of 
nanomaterials. Several synthesis techniques for making nanomaterials are then described, including the 
production of nanomaterials from a supersaturated vapor, by chemical techniques, and by mechanical 
attrition. The fabrication and properties of multilayered materials are presented in part 3. Part 4 deals 
with the processing of nanostructured sol–gel materials and consolidation by compaction and sintering. 
Special attention is given to the problem of agglomeration. Techniques for microstructural and 
interfacial characterization are presented in part 5. The techniques discussed include x-ray diffraction, 
extended x-ray absorption fine structure, high-resolution electron microscopy, STM, AFM, and Raman 
spectroscopy, as well as density, porosity, diffusivity, and positron annihilation measurements. Part 6 
discusses the chemical, electrical transport, optical, magnetic, and mechanical properties of 
nanomaterials. Some examples of special nanomaterials are described in part 7. The examples chosen 
are biological nanomaterials, fullerenes and carbon tubules, and porous silicon. Part 8 provides an 
introduction to nanoelectronics and nanofabrication of electronics. In part 9, several authors give their 
view on the development of different areas of nanotechnology and their assessment of the likely 
technological impact of these areas. The areas covered are electronic components, memories, special 
structural components, ceramics, adhesives, catalysts, magnetic recording, quantum dots, and sensors.
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Chapter 2— 
Formation of Clusters and Nanoparticles from a Supersaturated Vapor and Selected 
Properties.

M Samy El-Shall and A S Edelstein

2.1— 
Introduction

This chapter focuses on the physical methods commonly used to generate clusters and nanoparticles 
from a supersaturated vapor. The sizes of the nanoparticles made by these techniques cover the entire 
range from dimers to nanoparticles which are 100 nm in diameter. The term cluster, as used here, is 
mainly reserved for smaller nanoparticles containing fewer than 104 atoms or molecules.

The chapter consists of two major parts. The first is a discussion of the classical theory of nucleation 
and the methods for producing clusters by supersonic beam expansions, laser vaporization, and laser 
photolysis of organic compounds. The concepts of classical nucleation theory are discussed in some 
detail because they apply to many of the other synthesis techniques for producing nanomaterials. For 
example, classical nucleation theory can be applied to describe the synthesis of nanoparticles in liquids. 
Following this, some of the properties of clusters are reviewed. The second part, section 2.3, presents 
methods used for forming larger nanoparticles by sputtering, thermal evaporation, and laser methods. 
Section 2.3 also discusses particle coalescence and particle transport and collection. It concludes by 
describing the crystal structure, crystal habit, and size distribution of the nanoparticles.
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2.2— 
Clusters

2.2.1— 
Classical Nucleation Theory for Cluster Formation

In discussing clusters and nanoparticle formation, it is instructive to provide an abbreviated account of 
the nucleation process. Nucleation of new particles from a continuous phase can occur heterogeneously 
or homogeneously. Heterogeneous nucleation from a vapor phase can occur on foreign nuclei or dust 
particles, ions or surfaces. Homogeneous nucleation occurs in the absence of any foreign particles or 
ions when the vapor molecules condense to form embryonic droplets or nuclei. There are several 
reviews of the theory of nucleation from vapor [1–4], which was developed by Volmer, Becker and 
Döring and modified by Frenkel and Zeldovich [5, 6]. This theory is based on the assumption (known 
as the capillarity approximation) that embryonic clusters of the new phase can be described as spherical 
liquid drops with the bulk liquid density inside and the vapor density outside. The free energy of these 
clusters, relative to the vapor, is the sum of two terms: a positive contribution from the surface free 
energy and a negative contribution from the bulk free energy difference between the supersaturated 
vapor and the liquid. The surface free energy results from the reversible work in forming the interface 
between the liquid drop and the vapor. For a cluster containing n atoms or molecules, the interface 
energy is given by

where σ is the interfacial tension or surface energy per unit area, A(n) is the surface area of the cluster, 
and v is the volume per molecule in the bulk liquid. Since n molecules are transferred from the vapor to 
the cluster, the bulk contribution to the free energy of formation is n(µl – µv) where µl and µv are the 
chemical potentials per molecule in the bulk liquid and vapor, respectively. Assuming an 'ideal' vapor it 
can be shown [7] that

where kB is the Boltzmann constant, T is the temperature, and S, the supersaturation, is

In equation (2.3), P is the vapor pressure and Pe is the equilibrium or 'saturation' vapor pressure at the 
temperature of the vapor. The sum of the contributions in equations (2.1) and (2.2) is the reversible 
work (free energy), W(n), done in forming a cluster containing n atoms or molecules. This work is 
given by

Equation (2.4) expresses the competition between 'bulk' and 'surface' free energy terms in determining 
the cluster stability and cluster concentration in
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the supersaturated vapor. Because of the positive interface contribution in equation (2.4), there is a free 
energy barrier which impedes nucleation. The smallest cluster of size n* which can grow with a 
decrease in free energy is determined from the condition ∂W/∂n = 0. It follows that

Substituting n* into equation (2.4) yields the barrier height W(n*), given by

For S > 1, increasing S reduces the barrier height W(n*) and the critical size n*, and increases the 
probability that fluctuations will allow some clusters to grow large enough to overcome the barrier and 
grow into stable droplets.

Figure 2.1 
Free energy of formation as a function of size for several metals for a 
supersaturation ratio S = 50. Note there is an energy barrier that must 

be overcome in order to form a stable cluster.

Figure 2.1 shows plots of the dimensionless free energy of formation of different metal clusters as a 
function of size. The calculations were performed using equation (2.4) with Pe = 0.01 Torr and P = 0.5 
Torr. For the metals Cs, K, Al, Ag, Fe, and Hg, the temperatures at which Pe = 0.01 Torr are 424, 464, 
1472, 1262, 1678, and 328 K respectively. Literature values of the
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bulk surface tension and density were used in the calculations [8]. Note that S can be increased either by 
increasing P or decreasing Pe. The pressure P can be increased by increasing the rate at which atoms are 
placed in the vapor or decreasing the rate at which they leave the region where the particle nucleation 
and growth is occurring. The pressure Pe can be decreased by decreasing T since Pe is approximately 
given by

where the latent heat per mole has been approximated by its zero-temperature value L(0), P0 is a 
constant, and R is the gas constant.

The rate of homogeneous nucleation J, defined as the number of drops nucleated per cubic centimeter 
per second, is given by

The factor K incorporates both the effective collision rate of vapor molecules with a nucleus of size n* 
and the departure of the cluster distribution from equilibrium [9, 10]. A critical supersaturation, Sc, can 
be defined as the supersaturation at which J = 1 cm–3 s–1. Setting J = 1 cm–3 s–1 in equation (2.9), Sc can 
be obtained using macroscopic values for the surface tension, liquid density, and Pe. Figure 2.2 plots Sc 
versus T for several metallic vapors. At lower temperatures, the critical supersaturations required for 
fixed nucleation rates are higher and the critical nuclei are smaller. However, one sees from equation 
(2.8) that higher values of Sc are obtained more easily at low temperatures.

Aside from the approximations made and the subtleties not considered in the classical theory [11–17] 
the theory is expected to fail in the case of high supersaturation. For high supersaturation, the change of 
state of the gas is faster than the time required to establish a local metastable equilibrium. Thus, the 
steady state nucleation theory is not applicable [18–21]. Further, since the nucleus could be less than ten 
atoms in the case of very high supersaturation, it is unreasonable to treat the nucleus as a macroscopic 
entity with macroscopic properties such as surface tension and density. Another problem in applying 
the nucleation theory arises when the clusters are crystalline. Although, in principle, the capillarity 
approximation can be used when the clusters are crystalline, the bulk properties, such as the surface 
tension at the relevant temperatures, are usually unavailable [22, 23].

2.2.2— 
Techniques for Cluster Formation

The generation of clusters or larger nanoparticles from the vapor phase requires achieving 
supersaturation by one of the following methods: (1) the physical cooling of a vapor by sonic or 
supersonic expansion techniques; (2) a gas phase chemical or photochemical reaction that can produce 
nonvolatile condensable
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Figure 2.2 
The critical supersaturation Sc versus T for 

(a) potassium and (b) aluminum metallic vapors.

products; (3) directly by thermal evaporation, sputtering, or laser ablation. Producing nanoparticles by 
thermal evaporation, sputtering, or laser methods is discussed in section 2.3.

In vapor expansion methods, the expansion takes place from a high-pressure gas source into a low-
pressure ambient background. Our intent is not to present a review of these techniques which can be 
found in several sources [24–33] but to explain the mechanisms involved and the techniques utilized in 
producing clusters.
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2.2.2.1— 
Free Jet Expansion and Scaling Laws.

In free jet expansion, the vapor, mixed with an inert carrier gas (usually He or Ar), at a total pressure P0 
and a temperature T0 is adiabatically expanded through a nozzle or orifice of diameter d into an ambient 
background pressure P1. The gas starts from a negligibly small velocity defined by the stagnation state 
(P0, T0) and, due to the pressure difference (P0 – P1), accelerates toward the source exit. The flow can 
achieve supersonic speeds. The vapor initially expands isentropically from the nozzle where it is 
continuum flow or collision dominated, to a region downstream where the flow becomes free molecular 
or collisionless and is no longer isentropic. The vapor cools during the expansion, crosses the gas/liquid 
coexistence line and becomes supersaturated. The density of clusters formed depends on the degree of 
supersaturation. Decreasing the nozzle diameter decreases the transit time through the free jet to the 
collisionless regime and produces smaller clusters. Typically decreasing d has a large effect on 
increasing the cooling rate. The residence time of the gaseous molecules in the collision zone is 
generally in the range of 0.1 to 100 µs. During this time, the temperature drops by about 102 K. 
Therefore, typical cooling rates in free jet expansions are 106–109 K s–1. In general, the extent of 
clustering and the average cluster size increases with increasing the stagnation pressure and the aperture 
cross section, and with decreasing T0.

Pulsed beam sources, reviewed by Gentry [34], can be used to produce a collimated beam of clusters. A 
conical aperture, called a skimmer, with a large diameter allows the center of an already formed jet to 
pass into a second vacuum chamber to form a practically collisionless flow field. By varying the nozzle 
to skimmer distance x, P0, T0, and d, it is possible to vary the cluster size from dimers and trimers to 
clusters containing 104 atoms or molecules per cluster. Typical experimental parameters are: P = 5–200 
Torr diluted in an inert gas at a pressure for P0 of 1–20 atm at a temperature T0 of 80– 1000 K. The 
background pressure is 10–3–10–7 Torr. For substances that are liquids at ambient temperatures, the 
expansion can start with a saturated vapor by maintaining the stagnation mixture in contact with an 
ambient liquid.

Because of the absence of an exact theory for cluster nucleation and growth, scaling laws are useful for 
determining the onset conditions for cluster formation [35]. As indicated earlier, cluster formation and 
growth are favored by decreasing T0 and increasing d. Hagena [36–38] introduced a reduced scaling 
parameter ζ* defined as

where q (0.5 < q < 1) is a parameter determined experimentally from cluster beam measurements in 
which the nozzle diameter is varied at constant T0, rch = (m/ρ)1/3, Tch = ∆H0/kB, m is the atomic mass, ρ is 
the density of the solid, and  is the sublimation enthalpy per atom at 0 K. Empirically it
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has been found that for:

ζ* < 200 no clustering observed

200 < ζ* < 1000 clustering occurs

1000 < ζ* massive condensation occurs with the cluster size > 100 
atoms/cluster.

2.2.2.2— 
Metal Clusters from Oven Sources

For low boiling point materials, an oven source can be used to produce a large vapor pressure. The 
sample is mixed with an inert carrier gas and then expanded into vacuum. The carrier gas serves as a 
heat sink for the seed and absorbs most of the heat of formation of the clusters. Because the heavier 
carrier gases are more efficient in removing the heat of condensation from the clusters, they are usually 
used to produce larger clusters [39]. Figure 2.3 illustrates the experimental apparatus for generating 
metal clusters from an oven source [40]. Figure 2.4 shows abundance spectra of potassium clusters 
produced in a supersonic jet beam from an oven source [41]. One sees that clusters containing eight, 20, 
40, 58, and 92 potassium atoms are more prevalent. These values of n are called magic numbers and 
will be discussed later. Other examples of metal clusters produced from an oven source are reported in 
the literature [41, 42]. Figure 2.5 shows the antimony cluster distribution generated from an oven source 
(T = 920 K) and detected using 35 eV electron impact ionization [43]. It is interesting that for clusters 
with N > 8, only multiples of Sb4 were observed suggesting that aggregation of Sb4 was the main 
mechanism involved in the cluster growth at T = 920 K. Martin and coworkers used an inert gas 
condensation cell to generate large clusters containing up to 3000 Mg atoms [44, 45]. The time of flight 
(TOF) mass spectrum for Mg clusters is shown in figure 2.6. An oven source has also been used to 
generate mixed clusters such as PbS and PbSe [46], PS and AsS [47], PbAs [48], PbSb and BiSb [49], 
PbP, PbSr and PbIn [50], InP, GaAs and GaP [51, 52].

Although the free jet expansion using oven sources is a simple and reliable method of producing a wide 
range of cluster sizes, it is less useful for materials with high boiling points. For substances with high 
cohesive energies (e.g. refractory elements), very high temperatures are needed. Materials with 
cohesive energies of 0.5 to 1.5 eV per atom require about 100 Torr of atomic vapor to generate clusters 
in significant amounts in a continuous nonseeded expansion [53]. Also, the free-jet expansion technique 
has technical problems because of clogging, reactivity of the metal vapors with oven materials, and the 
need for large quantities of starting material.
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Figure 2.3 
Experimental set-up for cluster generation from an oven source. 

(Reprinted from [40].)

2.2.2.3— 
Laser Vaporization Cluster Beams

Laser vaporization cluster beams were introduced by Smalley and coworkers to overcome the 
limitations of oven sources [54–59]. In this method, a high-energy pulsed laser with an intensity flux 
exceeding 107 W cm–3 is focused on a target containing the material to be made into clusters. The 
resulting plasma causes highly efficient vaporization since with current, pulsed lasers one can easily 
generate temperatures at the target material greater than 104 K. This high temperature vaporizes all 
known substances so quickly that the rest of the source can operate at room temperature. Typical yields 
are 1014–1015 atoms from a surface area of 0.01 cm2 in a 10–8 s pulse. The local atomic vapor density 
can exceed 1018 atom cm–3 (equivalent to 100 Torr pressure) in the microseconds following the laser 
pulse. The hot metal vapor is entrained in a pulsed flow of a carrier gas (typically He) and expanded 
through a nozzle into a vacuum. The cool, high-density helium flowing over the target serves as a buffer
gas in which clusters of the target material form, thermalize to near room temperature and then cool to a 
few K in the subsequent supersonic expansion. A typical laser vaporization source is shown in figure 
2.7 and an example of TOF mass spectra measured for aluminum clusters [60] is shown in figure 2.8. 
Other studies of main group and transition metal clusters [60–69], mixed metal clusters and compound 
clusters [70, 71] have been performed using laser vaporization.

2.2.2.4— 
Laser Photolysis of Organometallic Compounds

Photodissociation of organometallic precursor molecules can produce a complex pre-expansion mixture 
of metal atoms, ions, and unsaturated fragments [72]. During typical laser pulses of 10–20 ns of UV 
light, many organometallic
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Figure 2.4 
Mass spectra showing the abundance of potassium clusters 

from [41] produced in a supersonic beam with an 
oven source as a function of cluster size n.

compounds are reduced to their metal atoms. Immediately after the laser pulse, supersaturation ratios of 
refractory metal atoms of 106 or greater can exist. Laser photodissociation of organometallic precursor 
molecules was first observed by Tam and coworkers [73] in 1974 and was applied to generate metal 
clusters and ultrafine particles of ceramic and other materials [74–76]. Smalley and coworkers [77] 
showed that iron clusters, with n = 1–30, can be generated by laser photolysis of Fe(CO)5 clusters using 
an excimer laser. The combination of laser vaporization and supersonic expansion of a metal carbonyl 
seeded carrier gas has been used to generate mixed metal clusters [78]. Also, the use of different 
hydrocarbons during the laser vaporization of metals results in the formation of metal–carbon clusters 
of different composition [79].

Página 1 de 1Document

04/04/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_21.html



   

Page 22

Figure 2.5 
Mass spectra from [43] of antimony clusters produced in a supersonic beam with an oven source.
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Figure 2.6 
Mass spectra of large magnesium clusters from [45] 
produced in a supersonic beam with an oven source.
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Figure 2.7 
Typical laser vaporization source for the generation of 

metal clusters. (Reprinted from [216].)

2.2.3— 
Cluster Assembled Materials

Cluster beams can be used to deposit material on substrates. Cluster beam deposition falls into two 
classes: (1) depositions in which the clusters are ionized and accelerated so that they have keV of 
energy before reaching the substrate; (2) deposition of low-energy neutral cluster beams. If high-energy 
cluster beams are used, the clusters fragment on the substrate, thus creating additional nucleation sites 
and enhancing diffusion. Using a high-energy cluster beam, Yamada [80] was able to obtain an 
epitaxial coating of Al on Si (111) surfaces. If low-energy cluster beams are used, then the clusters do 
not fragment on striking the substrate and nanostructured thin films are produced.

Though clusters of low-energy beams do not fragment, they can diffuse on the surface. If two clusters 
meet by diffusion, they can 'touch' but still remain separate entities. The other possibility is that they 
fuse into a larger cluster. By fusing they decrease their surface free energy. There appears to be an 
energy barrier for coalescence which increases with cluster size. Thus, if both of the clusters are large, 
no coalescence will occur. As discussed below, metallic clusters containing approximately 1000 atoms 
may have reduced melting
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Figure 2.8 
Mass spectra of aluminum clusters from [60].

temperatures. If the reduced melting temperature is comparable to the substrate temperature, then the 
clusters are 'liquid-like' and there is no barrier to fusion. In this case, coalescence will be unhindered 
until the melting temperature of the fused clusters is larger than the substrate temperature. Fusion of 
clusters of refractory metals and covalently bonded materials is sufficiently hindered that the average 
cluster size of refractory metals and covalently bonded materials on the substrate is likely to be similar 
to the average cluster size of the incident beam. The subject of cluster assembled materials has been 
reviewed by Melinon et al [81].
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2.2.4— 
Physical and Chemical Properties of Clusters.

The study of the physical and chemical properties of clusters is an area of great current interest since it 
provides new ways to explore the gradual transition from atomic or molecular to condensed matter 
systems. Clusters provide unique systems for understanding certain complicated condensed phase 
phenomena such as nucleation, solvation, adsorption, and phase transitions. Studies of clusters are most 
easily performed in situ after they have been formed by a free jet expansion. In this case, they can be 
mass selected. It is not unusual for the properties of clusters to be different from those of the bulk 
material with the same composition. This is not too surprising in small clusters in which the atomic 
structure is different from that of the bulk material; however, even clusters large enough that their 
atomic structure is the same as the bulk structure can have modified properties. Several books as well as 
review articles have been devoted to detailed investigations of cluster properties [82–91]. In this 
section, we briefly describe some important properties of clusters with an emphasis on metal clusters.

2.2.4.1— 
Surface to Volume Ratio of Clusters

Using a liquid drop model [1, 92], the volume V and surface area S of a cluster containing n atoms or 
molecules can be expressed as

where R0 is the radius of a single atom. The fraction of the atoms that are surface atoms F = ns/n is given 
by

In small clusters a large fraction of the atoms occupy surface states. For example, F = 0.4 for n = 103, F 
= 0.2 for n = 104 and F = 0.04 for n = 106. The large surface/volume ratio for clusters is responsible for 
a variety of electronic and vibrational surface excitations [92]. Jortner [92] has discussed the physical 
and chemical consequences of the large surface/volume ratio of clusters and has proposed cluster size 
equations (CSEs) which describe the gradual 'transition' from the large finite cluster to the infinite bulk 
system, with increasing cluster size. A hypothetical dependence of the value of a physical or chemical 
property χ(n) on n is shown in figure 2.9. The property χ(n) as a function of increasing n changes from 
χ(1), the atomic value, passes through a discrete region (clusters), and then approaches the 
thermodynamic limit χ(∞). In the 'small'-cluster domain, an irregular size dependence of structural, 
energetic, electronic and electromagnetic properties is exhibited. In the 'large'-cluster domain, the 
property χ(n) smoothly approaches the bulk value χ(∞). The CSEs proposed by Jortner have the form
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where A and β are constants and 0 ≤ β ≤ 1. Equation (2.13) expresses the cluster property χ(n) in terms 
of the corresponding bulk value plus a correction term An–β [92].

Figure 2.9 
Schematic representation of the size dependence 

of the material's properties. (Reprinted from 
Jortner's article in [90] p 1.)

Similar to clusters, the properties of nanoparticles may also be size dependent. Because of the large 
surface to volume ratio of small clusters, the surface energy plays an important role in determining their 
properties and even their structure. For example, very small clusters of atoms containing fewer than 
approximately 20 atoms can have structures which are unique to these clusters. Somewhat larger 
particles have structures which are characteristic of the bulk but with reduced lattice parameters and 
reduced melting temperatures. The lattice constant is reduced as a result of changing the surface energy 
and elastic energy terms to minimize the free energy. This minimization gives rise to a Laplace pressure 
P given by

where f is the surface stress [93] and r is the radius. The lattice constant decrease for small nanoparticles 
[94] of Al is shown in figure 2.10. Once the cluster size exceeds approximately 1 nm, the particles 
usually have either the structure of the bulk materials or metastable structures with bulk values for the 
lattice constants and melting temperatures. In most cases, the particles produced directly from a 
supersaturated vapor are larger than 1 nm, and, consequently, most of their properties resemble those of 
the bulk material.
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Figure 2.10 
Lattice parameter of Al as a function of 

particle size from [94].

2.2.4.2— 
Magic Numbers

Magic numbers refer to the unusually high mass spectral abundances that occur for certain cluster sizes 
which represent special electronic or geometric configurations. An example was mentioned earlier and 
shown in the case of potassium (see figure 2.4). For simple free-electron systems, such as alkali metal 
and the main group metal (I–IIIA) clusters, denoted by An, the magic numbers are often observed to 
follow the jellium-shell model [41, 95]. In this model, the valence electrons are highly delocalized and 
occupy spatially delocalized orbitals. There are nZ such electrons in an An cluster of valence Z (Z = 1 
for Na, 2 for Mg, 3 for Al). The delocalized orbitals are classified according to their angular momentum 
as S, P, D, F, . . . orbitals, just as in isolated atoms. Similar to the stability of atoms with filled atomic 
shells, clusters whose total number of valence electrons fill an electronic shell are especially stable. 
Therefore, the magic numbers observed as peaks in the abundance spectra (for example, for Na at n = 8, 
20, 40, 58, 92) correspond to major electronic shell closings. The abundance spectra drop sharply above 
these magic numbers. These features are clearly evident in figure 2.4 which shows that abundances of 
Kn clusters obtained from free jet expansions.

For clusters of noble gas atoms and, generally, for large clusters (n > 100), the magic numbers are 
determined by geometric considerations and not by the filling of electronic shells. As suggested by 
Mackay [96], the magic numbers for inert gas clusters containing from 13 to 923 atoms arise from the 
closing of shells and sub-shells of icosahedral structures [97–102]. For example, Martin
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et al explained the magic numbers observed in the mass spectra of Nan with 1500 < n < 22000 by the 
completion of icosahedral or cuboctahedral shells of atoms [103]. Figure 2.11 shows the mass spectra 
of Nan clusters obtained by photoionization with 415 and 423 nm light. The well defined minima are 
observed to occur at values of n corresponding to the total number of atoms in close-packed 
cuboctahedra and nearly close-packed icosahedra [44, 104]. Similar results have been obtained for Lin 
clusters [105] and for Mgn and Can clusters [45]. In some other metal clusters, such as Pbn, the stabilities 
are also dominated by geometric considerations [68, 106] and the strong magic numbers observed 
correlate with the icosahedral structures.

Figure 2.11 
Mass spectrum of Na clusters condensed in Ar from [103].

The objects forming a cluster can be larger than individual atoms or molecules. For example, fullerenes 
can be the building blocks [107]. What is more interesting is that it was found that certain sizes of 
clusters (n = 13, 19, 23, 35, . . . ) of fullerenes were more prevalent. These magic numbers for fullerene
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clusters probably correspond to icosahedra similar to those found for Ar clusters [108]. Another 
example of larger building blocks is the self-assembly [109] of Mo cubes into larger cubes discussed 
below. Antimony clusters [43] exhibit a very distinctive distribution as shown in figure 2.5. For clusters 
containing more than eight atoms, only multiples of Sb4 are seen. This suggests that the antimony 
tetramer is the building block for the clusters. Similarly, sulfur clusters produced in an oven gas 
aggregation source are characterized by a distribution containing maxima at multiples of eight [110]. 
This may be due to the condensation of clusters of S8 which are known to be vaporized from 
orthorhombic sulfur.

2.2.4.3— 
Ionization Potentials and Electron Affinities

The ionization potentials (IP) of metal clusters have been used to test the electronic shell model. Since 
the IP measures the orbital energy of the last electron, it should decrease abruptly at shell closings. Such 
decreases in IP have been observed for Nan and Kn clusters [111–113]. However, as already mentioned, 
for Nan clusters, the results are consistent with the atomic shell structures and the observation of magic 
numbers caused by an increase in the ionization energy each time a shell of atoms is completed. The 
results [114] are shown in figure 2.12. For Lin clusters, the IP data support strong electronic shell effects 
at n = 8 and 20 as well as strong odd/even alternation as shown in figure 2.13 [115]. While the closed 
shell structures (n = 8, 20) can be explained in terms of the spherical shell model, this model cannot 
explain the odd/even alternation which is connected with ellipsoidal deformations [116]. Also, the IP of 
Aln clusters are consistent with the electronic shell model [117]. However, the results for Fen are not in 
as good agreement with the electronic shell model because of the existence of many isomers with 
different IP values [118].

The IP data for Hgn clusters have been interpreted in terms of a gradual transition from van der Waals to 
metallic bonding over the range n = 20–70, as evidenced by the drop in IP from high, atom-like values, 
to those near the predicted work function of a small metal droplet [119].

Ionization potentials were used to determine the energies of the ns and nd bands of 

 clusters [120, 121]. The size dependence of these energies, shown 
in figure 2.14, resembles the behavior described by Jortner [92]. It is clear that the energies of the larger 
clusters converge to the corresponding bulk values but there are fluctuations for small values of n.

2.2.4.4— 
Chemical Reactivity

The study of the chemical reactivity of metal clusters has attracted much attention in recent years 
because of its relevance to catalysis and materials processing [83, 122–124]. When the particles are 
suspended in a gas phase or in an inert matrix, they often show high reactivity compared to the 
conventional ligated
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Figure 2.12 
Ionization potential of large Na clusters versus n1/3 from [114].

Figure 2.13 
Ionization potential of Li clusters as a function 

of cluster size n from [115].
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Figure 2.14 

Size dependence of the energies of the ns and nd bands of  

clusters from [92]. Original data for  clusters came 
from [120] and [121] respectively.
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clusters where the metal centers are coordinated to different ligands. The reactivity of Al clusters 
toward H2, D2O, CO, CH3OH, and O2, as a function of the size of the Al cluster, varies strongly from 
one reactant to the next [60]. Overall the reactivity was roughly ordered as O2 > CH3OH > CO > D2O > 
D2 > CH4 with CH4 showing no reaction [60, 124].

Many reactions of transition metal clusters have been studied [62, 125–128]. For example, the reactions 
with hydrogen have been investigated with V [129], Fe [62, 63, 130], Co [130], Ni [130, 131], Cu 
[130], Nb [130, 132], and Pt [133] clusters. The reactions of transition metal clusters with a variety of 
other reagents have been studied. Examples include reactions of Pt and Nb clusters with hydrocarbons 
[127, 134–136], reactivity of Co, Fe, and Nb clusters with N2 and CO [130, 137], and reactions of Fe 
clusters with O2 [138]. The reader is referred to the literature [124, 139, 140] for details of the reactivity 
of metal clusters.

2.2.4.5— 
Phase Transitions.

Probably the most studied phase transition in nanomaterials is melting. Studies show that the melting 
temperature of nanomaterials decreases for clusters smaller than a few hundred ångströms [141, 142]. 
For example, the melting temperature of gold [143] decreases by approximately a factor of two when 
the cluster size is reduced from 10 nm to 2 nm. Figure 2.15 shows this effect [144]. The melting 
temperature of lead [145] decreases by approximately 7% as the particle size is reduced from 100 nm to 
10 nm. Molecular dynamic simulations [146, 147] of melting of small rare gas atom clusters indicate 
that melting begins at the surface of the cluster. Couchman and Jesser [148] formulated a 
thermodynamic theory of the melting of small metal particles based on finding the criterion such that a 
liquid layer would spontaneously grow and consume the solid. Since melting originates on the surface, 
superheating of crystals without free surfaces may be possible. This probably explains why molecular 
dynamic simulations [149] show that clusters coated with higher-melting-point materials can be 
superheated above their thermodynamic melting point.

The phase and structure of small particles can fluctuate. For example, the coexistence of liquid-like and 
solid-like clusters of Ar13 has been calculated by microcanonical simulations [150]. High-resolution 
electron microscope studies found that small particles can fluctuate in their structure between different 
multiply twinned and single-crystal structures and that they remained in each state for about 1/30 s. 
Calculations indicate there is a quasi-molten phase below the melting curve as a function of particle size 
where the particles continuously fluctuate between different structures [151].

The nonmetal–metal transition in Hgn clusters was discussed earlier in connection with the ionization 
potential of clusters. Tolbert and Alivisatos [152] found another example in which a phase transition 
depends on the sample size. They found that the solid–solid phase transition in CdSe nanocrystals from 
the
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wurtzite structure to the rock-salt structure required increasingly high pressures when the crystallite size 
decreased.

2.2.4.6— 
Magnetism

The magnetic properties of clusters can also differ from those of the corresponding bulk material. Table 
2.1 lists some dramatic differences. For example, clusters of Rh [153, 154], Pd, Na, and K are 
ferromagnetic, whereas the bulk forms of these elements are paramagnetic. Other differences, such as 
the superparamagnetism of Fe, Co, and Ni clusters, are just a consequence of the small size of the 
clusters. Relatively few investigations have been performed on unsupported ferromagnetic clusters 
[155, 156]. The earliest results came from the Exxon group [155] who tried to use depletion in cluster 
beams to determine magnetic moments. The actual deflection profiles were, however, first observed by 
de Heer et al [156] on Fen clusters containing 56–256 atoms. Bucher et al [157] performed similar 
experiments on Con clusters. Further experiments on Fe, Co, and Ni clusters containing up to 700 atoms 
at temperatures between 80 and 1000 K have been reported [158, 159]. Ferromagnetism occurs even for 
the smallest sizes. For clusters with fewer than about 100–200 atoms the magnetic moments are 
enhanced and atom-like. As the size is increased up to 700 atoms, the magnetic moments decrease and 
approach the bulk limit, with oscillations possibly caused by surface induced spin-density waves or 
structural changes. The magnetism of nickel clusters converges to the bulk limit more rapidly than Co 
and Fe clusters. In particular, the moment of an Ni cluster with about three layers of atoms (Ni150) is 
bulklike, whereas for Co and Fe

Figure 2.15 
Melting temperature of gold particles versus size from [144]. 

∆: Sambles experiment; : Buffat experiment; 
solid line: the Pawlow first-order theory.
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about four to five layers are required (Co450, Fe550) before the same bulklike behaviors are observed. 
Compared with Ni and Co clusters, Fe clusters are anomalous. For Fe120–140 near 600 K, a pronounced 
decrease in the average magnetic moment per atom in the cluster from the bulk value is observed. This 
effect has been interpreted [159] in terms of a crystallographic phase transition from the high-moment 
body-centered cubic phase to the low-moment face-centered cubic phase. This transition occurs in the 
bulk at T = 1150 K and it is suggested that in clusters the transition occurs at progressively lower 
temperatures as the cluster size is decreased.

Table 2.1. Comparison of the magnetic properties of clusters with those of bulk material.

System Clustera Bulk

Na, K Ferromagnetic Paramagnetic

Fe, Co, Ni Superparamagnetic Ferromagnetic

Gd, Tb Superparamagnetic Ferromagnetic

Cr Frustrated parmagnetic Antiferromagnetic

Rh, Pd Ferromagnetic Paramagnetic
a Private communication from S N Khanna, cluster sizes 2 to 300 atoms.

Studies have also been performed on giant nickel carbonyl clusters [160] containing a core of Ni38Pt6 
surrounded by a shell of CO ligands. The ligands quench the magnetism of the nickel atoms on the 
surface of the cluster but leave the magnetism of the inner-core atoms relatively unaffected.

2.3— 
Nanoparticles Produced by Sputtering and Thermal Evaporation and Laser Methods

2.3.1— 
Background

This section discusses the formation and collection of nanoparticles produced from a supersaturated 
vapor produced by thermal evaporation, sputtering, and laser methods. In the case of thermal 
evaporation, the technique was originated in 1930 by Pfund [161], by Burger and van Cittert [162], and 
by Harris et al [163]. The theory presented earlier on the nucleation and growth of clusters is applicable. 
However, there are two important differences between the nanoparticles and the clusters discussed 
earlier. First, nanoparticles produced directly from a supersaturated vapor are usually larger than the 
clusters discussed earlier. They range in size from 1 to 100 nm. Secondly, the nanoparticles are also 
usually produced in much larger quantities than the clusters produced in a free jet expansion. For 
example, it is not uncommon to produce gram quantities of material during a single run. These two 
properties are interrelated. The
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nanoparticles are this large because the particle density is so high that they collide and grow by 
coalescence. The nanoparticles produced by sputtering or thermal evaporation have been studied after 
being removed from the vacuum chamber. In contrast, the clusters produced in a free jet expansion are 
often studied by mass spectrometry and laser techniques while they are still in the vacuum chamber.

Most of the early works [161, 162] in preparing nanoparticles in the vapor were investigations of 
nanoparticles of elements. Oxides were also investigated at an early stage by the simple method of 
introducing some oxygen into the vapor [164–166]. More recent work has included investigations of 
alloys [167], and compounds [166, 168, 169], and mixtures of particles [170]. Probably the compound 
that has been studied the most is TiO2 [169, 171]. In this case the oxide was formed by sputtering in a 
mixture of helium and oxygen. In many, if not most cases, the nanoparticles that are formed are single 
crystals. There have been several excellent reviews of this subject [172–174]. For example, Uyeda has 
reviewed the Japanese work [174]. In an appendix, Buckle et al [172] have tabulated the structure and 
morphology of elemental and alloy particles prepared by evaporation and condensation in an inert gas 
atmosphere.

Preparing nanoparticles directly from a supersaturated vapor was one of the earliest methods for 
producing nanoparticles. It has the advantages of being versatile, easy to perform and to analyze the 
particles, produces high-purity particles, and naturally produces films and coatings. It has the 
disadvantage that, despite preparing larger quantities of material than by a free jet expansion, the cost 
per gram of material is still very high. Further, it is difficult to produce as large a variety of materials 
and microstructures as one can produce by chemical means.

An early description of the process was given by Granqvist and Buhrman [175]. A more recent 
description was provided by Ichinose et al [176]. In its simplest form, the apparatus for producing 
nanoparticles from a supersaturated solution consists of a vapor source inside a vacuum chamber 
containing an inert gas, usually Ar or He. The vapor source can, for example, be an evaporation boat or 
a sputtering target. Supersaturation is achieved above the vapor source and nanoparticles are formed. 
Above the source is a collection surface which is often cooled to liquid nitrogen temperatures. A 
convective flow of the inert gas is set up between the warm region near the vapor source and the cold 
surface. The nanoparticles are carried by the convection flow to the cold surface where they are 
collected. Birringer, Gleiter and coworkers [173, 177] modified the method to make compacted pellets 
of the nanoparticles. Their apparatus is shown schematically in figure 2.16. The additions they made to 
the usual apparatus for producing nanoparticles were a scraper for removing the nanoparticles from the 
cold collection surface, a funnel for feeding the nanoparticles into a die, and a compaction unit for 
pressing the particles together to form a pellet. The consolidation of the particles and the properties of 
the consolidated particles are discussed in chapters 8–11 and 13. This section mainly focuses on how

Página 1 de 1Document

04/04/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_36.html



   

Page 37

Figure 2.16 
Typical apparatus for producing nanoparticles from a supersaturated vapor.

the nanoparticles are made and some of the properties of the unconsolidated particles.

The discussion of nanoparticles produced by sputtering and thermal evaporation is conveniently divided 
into discussing supersaturation, particle nucleation and growth, coalescence and coagulation, the 
transport of the particles, the collection of the particles, and their properties. The latter includes their 
structure, crystal habit, and size distribution.
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2.3.2— 
Achieving Supersaturation

Earlier we discussed jet expansion techniques for producing clusters. Other ways of achieving 
supersaturation are thermal evaporation [178], sputtering [179], electron beam evaporation, laser 
ablation [180], spark erosion [181], and flames [182].

Because spark erosion is discussed in connection with the synthesis of fullerenes in chapter 19 of this 
book, we will just briefly comment on this technique. Unlike the other methods, which employ an inert 
gas, small particles can be produced by spark erosion either in a dielectric liquid or an inert gas [183]. 
Spark erosion also differs from the other techniques in that particles can form from molten droplets that 
are produced by the spark. Interesting variants of the technique were used by Majetich et al [184] to 
produce carbon coated nanocrystallites and to separate the byproducts. In their separation technique 
they used a magnetic field gradient.

Thermal evaporation has the disadvantage that the operating temperature is limited by the choice of 
crucible material. Possible reactions with the crucible are also another concern. Sputtering has the 
advantage that it can be applied to almost any material, whereas thermal evaporation is largely limited 
to metals. To avoid charging effects for insulators, one must use radio frequency (RF) sputtering.

The reason for using a high pressure of an inert gas is that the frequent collisions with the gas atoms 
decrease the diffusion rate of atoms away from the source region. The collisions also cool the atoms. If 
the diffusion rate is not limited sufficiently, then supersaturation is not achieved and individual atoms or 
very small clusters of atoms are deposited on the collecting surface. Usually the gas that is used to limit 
the diffusion by shortening the mean free path is an inert gas, but mixtures of an inert gas and another 
gas that reacts with the sputtered atoms have also been used to produce molecular nanoparticles. For 
example, by adding oxygen to the inert gas Siegel and coworkers [169] have produced nanoparticles of 
TiO2. The high pressure needed to limit the mean free path and thus confine the vapor to achieve 
supersaturation decreases the sputtering rate [185]. This occurs because the ions lose energy by 
collisions with the inert gas, and, thus, fewer of them have the necessary threshold energy to sputter 
atoms from the target. In most sputtering systems, there is a broad pressure range between the lowest 
pressure required to achieve supersaturation and the pressure at which the sputtering rate becomes 
unacceptably low.

The diffusion rate can be controlled by the choice of inert gas, the pressure, and the temperature 
difference between the source and a cold reservoir. This temperature difference drives the convection. 
We shall discuss how it is possible to have sufficiently regular flow so that supersaturation and particle 
nucleation and growth can occur at a cooler location several centimeters above the source. This is 
similar, but on a much slower time scale, to the formation of clusters in a free jet expansion. Heavier 
gas atoms are more effective at limiting the
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mean free path. Data by Granqvist and Buhrman [175] illustrating this effect are presented in figure 
2.17. One sees that the particle sizes of Al and Cu increase when the mass of the inert gas increased by 
going from He to Ar and then to Xe. This occurs because the heavier gas atoms are more effective at 
confining the metal vapor.

Figure 2.17 
Effect of increasing the mass and pressure of the carrier 

gas on nanoparticle size. (Data from [175].)

Laser vaporization techniques provide several advantages as a source for producing nanoparticles. 
These advantages include the production of a high-density vapor of any metal within an extremely short 
time (10–8 s) and the generation of a directional, high-speed, metal vapor stream from the solid target 
[186]. These advantages have been demonstrated in the synthesis of ultrafine metal particles [187]. A 
variety of nanoscale metal oxides and nitrides have been synthesized using laser vaporization of metals 
followed by reactions between the metal vapor and oxygen or NH3 to generate the oxide or nitride 
particles [188]. A novel version of this technique combines the laser vaporization process with 
controlled condensation in a diffusion cloud chamber in order to control the size distribution and the 
chemical compositions of the particles [189]. A detailed description of the chamber and its major 
components can be found in several references [10, 190]. The metal vapor is generated by pulsed laser 
vaporization using the second harmonic (532 nm) of a Nd-YAG laser (15–30 mJ/pulse). In the case of 
oxide syntheses, the hot metal atoms react with O2 to form vapor phase metal oxide molecules and 
clusters. With the high total pressure of 800 Torr employed in these experiments, it is expected that the 
metal atoms and the
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oxide molecules approach the thermal energy of the ambient gas within several hundred microns from 
the vaporization target. The unreacted metal atoms and the less volatile metal oxide molecules and 
clusters are carried by convection to the nucleation zone near the top plate of the chamber. Figure 2.18 
taken from the work of El-Shall et al [189] displays a scanning electron microscope (SEM) micrograph 
obtained for SiO2 particles synthesized using 20% O2 in He at a total pressure of 800 Torr and top and 
bottom plate temperatures of –100°C and 20°C, respectively. The particles exhibit an agglomerate 
pattern which appears as a weblike matrix. Based on the transmission electron microscope (TEM) 
analysis of the sample, the particle size is 10–20 nm. Decreasing the temperature gradient between the 
chamber plates results in larger particles. The agglomerate pattern is quite different from other 
nanoparticles synthesized using conventional oven or sputtering sources [175, 191, 192] and appears to 
be a result of the high cooling rate. This structure has potential for specific catalytic activity and for 
reinforcing agents for liquid polymers.

As discussed earlier, laser photolysis of volatile compounds can also be used to produce a 
supersaturated vapor. For example, the production of µm size crystalline particles of NaH and CsH 
from the photolysis of the metal vapor–H2 mixture using a continuous wave (cw) Ar+ laser has been 
reported [75]. Other metal particles and submicron-sized materials have been synthesized using similar 
laser induced clustering techniques [72, 193, 194].

In addition to laser photolysis, laser pyrolysis has been used for the production of nanoscale particles 
[195]. In this process, the heat generated through the absorption of CO2 laser energy by one of the 
reactant species is used for the gas phase pyrolysis reaction of two or more molecular species. 
Nanoscale particles of Si, SiC, Si3N4 [195–198], ZrB2 [199], TiO2 [199, 200], and Fe3C [201] have been 
produced using this technique.

2.3.3— 
Particle Nucleation and Growth.

The classical theory of nucleation was presented in section 2.2. Here we only discuss those aspects of 
particle formation that are connected with particle formation directly from a vapor. For particles formed 
directly from the vapor, it is usually assumed that particle formation occurs via homogeneous 
nucleation. For large values of the scaled density ρs of atoms in the vapor, supersaturation occurs at all 
temperatures. For small values of the scaled density ρs supersaturation is only achieved at low 
temperatures. Using equation (2.8) from section 2.2, equation (2.6) for the critical radius r* can be 
rewritten in scaled units as

where Ts is RT/L(0) and ρs is ρL(0)/P0. The value of L(0)kbr*/2σvR from equation (2.15) is plotted in 
figure 2.19 as a function of Ts for various values of ρs. For low values of ρs, the values for r* predicted 
by this equation increase
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Figure 2.18 
SEM micrograph of SiO2 particles produced by laser ablation of Si in an oxygen/ 

helium mixture. The primary spherical particles are aggregated into long chainlike 
strands. The strands are linked together to form a weblike network. See [217].

rapidly at high values of Ts. However, in the limit Ts → 0, r* is independent of ρs.

Typical values for the critical size predicted by this equation are of the order 1 nm or less. This is 
smaller than the usual sizes of nanoparticles produced in the vapor. Thus, the nanoparticles usually 
continue to grow after nucleation by acquiring more atoms from the vapor or by coalescence.

It is easy to obtain high evaporation rates in thermal evaporation. Because of these high evaporation 
rates, the large numbers of particles which are formed near the evaporation source are readily 
observable and have been given the name smoke. Usually the mean size of the particles increases as one 
increases the rate at which atoms are added to the vapor or if one increases the partial pressure of these 
atoms by increasing the inert gas pressure.

2.3.4— 
Coalescence, Coagulation, and Size Distributions

The growth at short times has been modeled by Kim and Brock [202]. If the density of particles is 
relatively low and the time before the particles are collected is relatively short, then the particle 
agglomerates are small. At later
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Figure 2.19 
Scaled critical radius versus the scaled temperature 

Ts = RT/L (0) for various scaled vapor densities. 

The curves are labeled according to the values of ρs. 
See the text for a more complete explanation.

times, after the particles are formed, they collide and either coalesce with one another to form a larger 
particle or coagulate. Which process will occur depends on the temperature and the available energy. 
Granqvist and Buhrman discuss how coalescence leads to a log-normal distribution for the particle 
radius r [175]. Granqvist and Buhrman state that coalescence is the dominant growth mechanism. The 
function describing this log-normal distribution [203] is

Note that this distribution has two independent variables, the mode or most probable radius rm and the 

width σ. The mean  is related to the mode size by . It should be noted that equation 
(2.16) differs from the distribution function given by Granqvist and Buhrman by inclusion of the factor 
1/r. Both of these functions are discussed by Kurtz and Carpay [203]. Typical particle sizes are 2 to 30 
nm and typical widths are 0.25 to 0.5 rm. The main assumptions used in deriving the log-normal 
distribution are that particle growth occurs only by coalescence and that the change in volume that 
occurs at each coalescence event is a random fraction of the volume after coalescence. This distribution 
function is used below to fit the size distribution of Mo particles.

Kaito et al [165] present a simple model for the increase of the average radius, , of smoke particles 
due to coalescence. They describe the coalescence as taking place such that the particles unite with 
definite orientations so as to minimize their interface energy. In their model, the coalescence frequency, 
f,
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which is the number of coalescences per unit volume per unit time is given by

where N is the number of particles per unit volume and k is a factor which includes the coalescence 
probability. Treating k as a constant, the result in the case of uniform convective flow with a constant 
cross section is

where h is the height above the source, M the total mass of particles per unit volume, ρ is the density of 
particles,  is the mean vertical velocity of the particles, and  is the mean particle size at h = 0. 
Equation (2.18) predicts that the mean size should increase linearly in h; Kaito et al's results [165] are 
in agreement with this prediction.

Magnetic particles can form intricate long strands when they agglomerate to minimize the magnetic 
energy. For nonmagnetic particles, the arrangement of clusters of particles is partially determined by 
surface energy considerations. This is the probable explanation for the aligning of the (100) faces of 
MgO crystals [164].

A very special case of collisions occurred when 5 nm cubes of Mo with a narrow size distribution 
collided with one another. In these experiments [109,204] the pressure was adjusted to be near the 
threshold pressure for particle formation. At this pressure, the particles are formed in a cooler region 
several centimeters above the sputtering source. The narrow size distribution is apparently the result of 
collecting them from a small volume in the chamber soon after they have formed. In this case, when the 
5 nm Mo cubes collided, they self-organized into larger cubes that were either 2 × 2 × 2, 3 × 3 × 3, or 4 
× 4 × 4 arrangements of the smaller 5 nm cubes. When the cubes are in contact with one another, the 
surface energy is lower. Thus, the self-organizing of the small cubes into the larger cubes probably 
occurs to decrease the surface energy of the system. To fit the experimental size distribution it was 
necessary to use a sum of four log-normal distributions, i.e. log-normal distribution for each of the four 
sizes of cubes. Some examples of TEM images of self-organized cubes, the individual log-normal 
distributions, and their sum are shown in figure 2.20.

2.3.5— 
Particle Transport

The particles are transported to a surface where they are collected either by a convection current or by a 
combination of a forced gas flow [205] and a convection current. The convection current is set up by 
the temperature difference between the source and a cold surface as shown in figure 2.16. If there is a 
forced gas flow, the flow permits the particles to be collected at a considerable horizontal distance away 
from where they are formed. While
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Figure 2.20 
Shaded area is the histogram of edge lengths of Mo cubes produced by sputtering 

at high pressures. Also shown are: (1) individual log-normal distributions for 
2 × 2 × 2, 3 × 3 × 3, and 4 × 4 × 4 molybdenum cubes which are self-assembled 

from the smaller 5 nm molybdenum cubes; (2) the sum of these distributions 
denoted by (O); (3) insets showing TEM images taken with the same magnification 
of an individual cube and larger cubes which are 2 × 2 × 2, 2 × 2 × 2, and 3 × 3 × 3, 

and a probable 4 × 4 × 4 self-arrangements of small cubes like that shown 
in the first inset. (Reproduced from [204].)
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the particles are moving in a forced gas flow, other processing steps can be performed on them. The 
equations governing convection are not simple [206, 207]. Solving these equations is difficult even for 
high-symmetry, idealized geometries [208] and would be especially difficult in the complicated 
geometries encountered in most deposition chambers. One way of getting an idea of the complexity of 
the convection currents is to look at the shape of the smoke. This complexity can be seen in the Mg 
smoke [209] shown in figure 2.21. The shape of the smoke depends on the convective currents and 
changes dramatically as a function of the evaporation source temperature and inert gas pressure.

2.3.6— 
Particle Collection

The particles are usually collected on a cold surface located above the source. If one wants to examine 
the nanoparticles in a TEM, one can collect the particles on a thin substrate supported on a TEM grid 
located on or near this cold surface. If the number of particles deposited is small, one can examine the 
sample in a TEM without further processing. Thus, the processing is much simpler and does not require 
the thinning often required in preparing TEM samples. Thicker deposits can be investigated by small-
angle x-ray scattering (SAXS). Thicker deposits of particles can also be deposited directly onto a cold 
cylindrical surface. After deposition they can be scraped off into a funnel, collected in a die, and finally 
compacted into a nanostructured solid. The apparatus for producing such compacts of nanosized 
particles is shown schematically in figure 2.16. The processing of these compacts is discussed in 
chapter 8 and their properties are discussed in chapters 9–11 and 13. If the particle agglomerates are 
large and have an irregular shape, it may be difficult to get rid of voids by compaction and to achieve a 
high density without substantial coarsening, i.e. increasing the grain size. The compaction of ceramic 
nanoparticles to high densities is especially difficult (see chapter 8).

2.3.7— 
Crystal Structure and Crystal Habit

There have been many studies of the crystal structure, morphology, and habit of metal [178, 209–211] 
and oxide [165, 212] nanoparticles produced in vapor by evaporation. In these early studies, metals 
were evaporated and it was noted that metal smoke above the source consisted of three zones. The size 
of the particles and crystal habit of the particles varied depending upon the zone where the particles 
were collected. The differences are due to the fact that the three zones had different temperatures and 
metal vapor concentrations.

The large surface area of nanomaterials often makes them highly reactive. Thus, it is not surprising that 
metallic nanoparticles are sometimes coated with an oxide layer. It is not unusual for nanoparticles to 
oxidize completely after they are exposed to air. Eversole and Broida [213] found in making Zn 
particles that oxygen had the tendency of causing the particles to clump and form agglomerates
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Figure 2.21 
Examples from [208] of the convection current as seen by the shape of the smoke plume 

between the source and a cold surface.
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approximately 0.5 µm in size.

In general, the crystal structure and crystal habit of the particles depends on the composition and 
temperature. Though the particles tend to be equiaxed in order to minimize their surface area, some of 
the MoO3 particles of Kaito et al [165] were in the form of plates and needles. In many cases, the 
particles have the shape of polyhedra with varying degrees of truncation. These shapes occur either in 
order to minimize the surface energy of the particles or because of the kinetics of growth. If kinetics 
dominates, then the shape is determined by the rate at which the different crystal faces grow. If the 
particles are formed in thermal equilibrium, their shape or crystal habit results from minimizing the 
surface energy. In this case, the surface can be determined by performing a Wulff construction [22, 
214]. It also should be noted that twinning may occur during coalescence [211].

Because of the combination of factors such as the temperature, kinetics, impurities, and surface energy 
effects, nanoparticles formed in the vapor can have unusual structures, shapes, and size distributions. 
For example, Saito et al [215] studied the formation of nanoparticles of some normally bcc elements 
produced by evaporation. They found that W nanoparticles had an A15 structure and that Cr and Mo 
particles could have either an A15 structure or a bcc structure.

Figure 2.22 
Truncated rhombic dodecahedron 

crystal habit of particles formed from 
bcc elements. The parameters Lt and L0

 

which define the degree of truncation 
R = Lt/L0 are shown in the figure.

The crystal habit of Fe, V, Nb, Cr, and Mo particles that have a bcc crystal structure is a truncated 
rhombic dodecahedron [215]. The geometry of a general truncated rhombic dodecahedron can be 
described by the lengths Lt and L0 shown in figure 2.22. We define a parameter R = Lt/L0. If R = 1, the 
dodecahedron is not truncated. If R = 0, the truncation is complete and the particle is a cube. For most 
crystals, if one uses a Wulff construction, the minimum radial distance to each crystal face is 
proportional to the surface energy
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of that face. Using this relationship one can show that

where γ100 and γ110 are the surface energies of the (100) and (110) surfaces.

Alternatively, as mentioned earlier, the shape may be determined by the growth kinetics. For example, 
if the growth of the (110) surface is much faster than that of the (100), then the resulting particle will be 
a cube with (100) crystal faces.
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Chapter 3— 
Particle Synthesis by Chemical Routes

G M Chow and K E Gonsalves

3.1— 
Introduction

In the chemical preparation of nanoscale particles with desired properties, the structural properties 
(crystalline or amorphous structure, size, shape, morphology), and chemical properties (composition of 
the bulk, interface, and surface) are important factors to be considered.

Because of its advantages, the role of chemistry in materials science has been rapidly growing [1]. The 
strength of chemistry in materials science is its versatility in designing and synthesizing new materials, 
which can be processed and fabricated into final components. Chemical synthesis permits the 
manipulation of matter at the molecular level. Because of mixing at the molecular level, good chemical 
homogeneity can be achieved. Also, by understanding the relationship between how matter is 
assembled on an atomic and molecular level and the material macroscopic properties, molecular 
synthetic chemistry can be tailor designed to prepare novel starting components. Better control of the 
particle size, shape, and size distribution can be achieved in particle synthesis. To benefit from the 
advantages of chemical processing, an understanding of the principles of crystal chemistry, 
thermodynamics, phase equilibrium, and reaction kinetics is required [2].

There are also potential difficulties in chemical processing. In some preparations, the chemistry is 
complex and hazardous. Entrapment of impurities in the final product needs to be avoided or minimized 
to obtain desired properties. Scaling up for the economical production of a large quantity of material 
may be relatively easy for some but not all systems. Another problem is that undesirable agglomeration 
at any stage of the synthesis process can change the properties.

Many liquid phase chemistry methods exist for synthesizing nanoscale or ultrafine particles. The scope 
of this chapter is limited to describing some selected examples of these methods for making nanoscale 
particles or powders, and is not intended to provide a comprehensive review. Chemical
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Figure 3.1 
A schematic diagram showing the primary 

and secondary particles.

techniques for making films and modifying surfaces with nanoscale structures, such as electrochemical 
methods [3], are not discussed here. For further details concerning the procedures of the examples in 
this section and for descriptions of other related methods, the readers are encouraged to consult the 
references. The examples include both conventional and more recent methods. In some examples, liquid 
phase chemistry is used to prepare the precursor, which is subsequently converted to nanoscale particles 
by non-liquid phase chemical reactions. In the following, the size of a powder refers to the particle 
dimension as observed by imaging techniques such as scanning electron microscopy (SEM). The 
particle may be a single unit, e.g. a single crystal, or it may consist of subunits. The small subunits are 
defined as the primary particles and the agglomerates of these primary particles are called secondary 
particles (figure 3.1). The measurement of particle size by SEM often can only determine the size of the 
secondary particles. For crystalline materials, the size of primary nanoparticles can be estimated by the 
amount by which the x-ray line is broadened, or determined from dark-field imaging by transmission 
electron microscopy (TEM) or from lattice imaging by high-resolution transmission electron 
microscopy (HRTEM). Use of dark-field TEM and HRTEM for determining the primary particle size is 
preferred over x-ray line broadening. These techniques are more direct and less likely to be affected by 
experimental errors and/or other properties of the particles such as strain or a distribution in the size of 
the lattice parameter. For amorphous particles, the size
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of primary particles can also be estimated by bright-field imaging using TEM or HRTEM. We stress the 
importance of carefully defining the term 'particle size' to avoid confusion.

3.2— 
Nucleation and Growth from Solutions

Precipitation of a solid from a solution is a common technique for the synthesis of fine particles. The 
general procedure involves reactions in aqueous or nonaqueous solutions containing the soluble or 
suspended salts. Once the solution becomes supersaturated with the product, a precipitate is formed by 
either homogeneous or heterogeneous nucleation. Homogeneous and heterogeneous nucleation refer to 
the formation of stable nuclei with or without foreign species respectively. After the nuclei are formed, 
their growth usually proceeds by diffusion. In diffusion controlled growth, concentration gradients and 
the temperature are important in determining the growth rate. To form monodispersed particles, i.e. 
unagglomerated particles with a very narrow size distribution, all the nuclei must form at nearly the 
same time, and subsequent growth must occur without further nucleation [4] or agglomeration of the 
particles.

In general, the particle size and particle-size distribution, the amount of crystallinity, the crystal 
structure, and the degree of dispersion can be affected by reaction kinetics. Factors influencing the rate 
of reactions include the concentration of reactants, the reaction temperature, the pH, and the order in 
which the reagents are added to the solution. A multi-element material is often made by coprecipitation 
of the batched ions. However, it is not always easy to simultaneously coprecipitate all the desired ions, 
since different species may only precipitate at different pH. Thus, special attention is required to control 
chemical homogeneity and stoichiometry. Phase separation may be avoided during liquid precipitation 
and the homogeneity at the molecular level improved by converting the precursor to powder form by 
using spray drying [5] and freeze drying [6]. Details of nucleation and growth of particles have been 
discussed in chapter 2.

3.3— 
Stabilization of Fine Particles against Agglomeration

Fine particles, particularly nanoscale particles, since they have large surface areas, often agglomerate to 
form either lumps or secondary particles to minimize the total surface or interfacial energy of the 
system. When the particles are strongly stuck together, these hard agglomerates are called aggregates. 
Many materials containing fine particles, some examples including paints, pigments, electronic inks, 
and ferrofluids, are useful if the particles in the fluid suspension remain unagglomerated or dispersed. 
For instance, the desirable magnetic
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properties caused by single-magnetic-domain behavior cannot be realized if the ferromagnetic 
nanoscale particles are not isolated from each other. In the processing of ceramic materials, if the 
starting powders are adversely agglomerated with entrapped large pores, the green body formed by 
compacting the powders may have low density. The green body will fail to shrink and densify during 
sintering for pores above a certain size. Further details regarding the adverse effects of agglomeration of 
powders on consolidation may be found in chapter 8. Agglomeration of fine particles can occur at the 
synthesis stage, during drying and subsequent processing of the particles. Thus it is very important to 
stabilize the particles against adverse agglomeration at each step of particle production and powder 
processing. Surfactants are used to produce dispersed particles in the synthesis process or disperse as-
synthesized agglomerated fine particles. The dispersion of fine particles in liquid media by surfactants 
has been studied intensively [7].

Many technologies use surfactants [8,9]. A surfactant is a surface-active agent that has an amphipathic 
structure in that solvent, i.e. a lyophobic (solvent repulsive) and lyophilic group (solvent attractive). 
Depending on the charges at the surface-active portions, surfactants are classified as either anionic, 
cationic, zwitterionic (bearing both positive and negative charges), or non-ionic (no charges). At low 
concentrations, the surfactant molecules adsorb on the surfaces or interfaces in the system, and can 
significantly alter the interfacial energies.

Agglomeration of fine particles is caused by the attractive van der Waals force and/or the driving force 
that tends to minimize the total surface energy of the system. Repulsive interparticle forces are required 
to prevent the agglomeration of these particles. Two methods are commonly used. The first method 
provides the dispersion by electrostatic repulsion. This repulsion results from the interactions between 
the electric double layers surrounding the particles. An unequal charge distribution always exists 
between a particle surface and the solvent. Electrostatic stabilization of a dispersion occurs when the 
electrostatic repulsive force overcomes the attractive van der Waals forces between the particles. This 
stabilization method is generally effective in dilute systems of aqueous or polar organic media. This 
method is very sensitive to the electrolyte concentration since a change in the concentration may 
destroy the electric double layer, which will result in particle agglomeration.

The second method of stabilization involves the steric forces. Surfactant molecules can adsorb onto the 
surfaces of particles and their lyophilic chains will then extend into the solvent and interact with each 
other. The solvent–chain interaction, which is a mixing effect, increases the free energy of the system 
and produces an energy barrier to the closer approach of particles. When the particles come into closer 
contact with each other, the motion of the chains extending into the solvent become restricted and 
produce an entropic effect. Steric stabilization can occur in the absence of the electric barriers. Steric 
stabilization is effective in both aqueous and non-aqueous media, and is less sensitive to impurities or 
trace additives than electric stabilization. The steric stabilization method is
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particularly effective in dispersing high concentrations of particles.

Surfactants are evaluated by their efficiency and effectiveness [7]. Efficiency is a measure of the 
equilibrium concentration of a surfactant required to produce a given amount of effect on the interfacial 
process, and is related to the free energy change. An example of such an effect is the lack of 
agglomeration as determined by visual inspection. Effectiveness is the maximum effect that can be 
obtained when the surface is saturated with the surfactant, regardless of its concentration. A list of 
values for the effectiveness and efficiency of adsorption of surfactants at aqueous solution–air and 
aqueous solution–hydrocarbon interfaces is given in [7].

3.4— 
Materials.

3.4.1— 
Metals and Intermetallics

3.4.1.1— 
Aqueous Methods

Fine metal powders have applications as electronic and magnetic materials, explosives, catalysts, 
pharmaceuticals, and in powder metallurgy. Precious metal powders for electronic applications can be 
prepared by adding liquid reducing agents to the aqueous solutions of respective salts at adjusted pH 
[10]. The reducing agent need not be a liquid. Metal ions in aqueous solutions have been reduced by 
hydrogen to produce metal powders [11]. At sufficiently high concentrations of metal ions or high pH 
values, almost any metal can be reduced by hydrogen, provided that the formation of stable hydroxides 
can be avoided. Conventional aqueous precipitation provides powders with particle size in the micron 
range as seen by SEM. However, these micron-sized particles are sometimes secondary particles 
formed by the agglomeration of nanoscale primary particles.

Although amorphous particles are conventionally produced by non-chemical methods such as rapid 
quenching of a high-temperature melt, amorphous particles can also be made by solution chemistry, if 
the reaction temperature is less than the glass transition temperature. Nanoscale ferromagnetic particles 
can be obtained by the reduction of metal salts with aqueous sodium or potassium borohydride [12]. 
Using this technique, nanoscale particles of amorphous ferromagnetic alloys have been obtained at low 
reaction temperatures. In addition, the coprecipitation of boron in these alloys helped stabilize the 
metastable amorphous structure. This example shows that the incorporation of impurities can 
sometimes be beneficial. By reducing the boron content, crystalline metastable ferromagnetic alloy 
particles such as Fe–Cu [13] and metastable Co–Cu alloy particles [14] were made by the aqueous 
borohydride method. The x-ray diffraction (XRD) data of as-synthesized powders indicated that 
metastable alloys may have formed [13, 14]. Upon annealing these powders, phase separation occurred 
and composites with distinct phases were formed.
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Figure 3.2 shows an HRTEM micrograph of the Fe–Cu particles. Generally, the precipitated fine 
powders are agglomerated and the secondary particles are typically microns in size. Stabilization of the 
powders against agglomeration can often be provided by adding surfactants [15] as discussed above.

Figure 3.2 
An HRTEM micrograph of Fe–Cu metastable alloy particles (after reference [13]).

3.4.1.2— 
Non-aqueous Methods

Fine particles can also be synthesized using organic and organometallic reagents. Metal colloids, which 
can be used in applications requiring dispersed particles, for example, ferrofluids, have been made by 
the thermolysis of transition metal carbonyls in an inert atmosphere. Crystalline iron colloids with 
particle size between 5 and 20 nm have been produced by thermolysis of Fe(CO)5 in polymer solutions 
[16]. However, the surface of these nanoscale particles oxidized when they were exposed to the room 
atmosphere. In general, the post-synthesis handling of nanoparticles requires special attention. Thermal 
decomposition of Fe(CO)5 in an organic surfactant liquid also produced ferrofluids of amorphous iron 
particles with a 8.5 nm median diameter [17]. It was suggested that carbon atom impurities stabilized 
the amorphous structure of the particles. The colloidal stability of this ferrofluid was achieved by the 
long-chain surfactant molecules that prevented the close approach of particles because of entropic
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repulsion, thus preventing agglomeration. Monodispersed pure or coated iron submicron particles 
consisting of nanocrystallites were obtained by reducing the colloidal α-Fe2O3 (uncoated or coated with 
silica or cobalt oxide) in a hydrogen atmosphere [18]. The size of the iron crystallites increased with 
increasing reduction temperature and was approximately 80 nm at 450°C.

Thermal reduction of inorganic metallic compounds in a polyol such as ethylene glycol or diethylene 
glycol was used to produce monodispersed particles of Co, Ni, Cu, and precious metals [19]. Reaction 
temperatures as high as the boiling point of the polyol can be used for metals that are not reduced 
easily. The polyol acts as a solvent for the starting metallic compounds and, subsequently, is also used 
to reduce them to metals. The reaction is a dissolution process and not a solid-state phase 
transformation. The number of nuclei formed and the rate of reduction increases with increasing 
temperature, resulting in a decrease in the particle size. Although micron-sized particles usually result 
from homogeneous nucleation in this process, nanoscale particles can be synthesized by the addition of 
impurities to promote heterogeneous nucleation. The particle size decreases as the concentration of 
foreign nuclei is increased.

Bimetallic PdCu colloids have been prepared by the thermal decomposition of copper acetate and 
palladium acetate in high-boiling-point organic solvents such as bromobenzene and xylenes [20]. An 
alternative method for producing PdCu colloids is by reducing the palladium acetate and copper acetate 
in a boiling alcohol such as 2-ethoxyethanol [21]. It was postulated [21] that the boiling alcohol rapidly 
reduced Pd(II) to Pd(0), which then reduced Cu(II) at the surface of the growing Pd particles. Poly
(vinylpyrrolidone) was added to the solutions to stabilize the colloidal particles with sizes in the range 
of 3–5 nm.

The preparation of finely divided metal and alloy particles has been reported [22] via the reduction of 
metal salts of groups 6–12 and 14 in organic phases using hydroorganoborates of the general formal 
M'Hv(BR3) or M'Hv[BRn(OR')3-n]v (where M' = alkali or alkaline earth metal, v = 1, 2, R, R' = alkyl or 
aryl) at low temperatures (23–67°C). The particle size, as determined by SEM, was between 10 and 100 
nm, and the structure of the powders was found to be either microcrystalline or amorphous. The 
impurity content of boron was less than 1.5%. A simple co-reduction of different metal salts (metals of 
groups 6–12) can be used to prepare metallic alloys. For example, co-reduction of FeCl3 and CoCl2 
using LiBEt3H in THF, where BEt3 is triethyl boron and THF is tetrahydrofuran, yielded a boron free 
Fe/Co alloy powder with a particle size of approximately 100 nm [22]. Stable metal colloids of 
elements of groups 6–11 have also been synthesized in an organic phase by treating metal salts with 
tetraalkylammonium hydridoorganoborates [23]

MXn + nNR4BEt3H → Mcolloid + nNR4X + nBEt3 + n/2H2 

M: metal of groups 6–11; X: Cl, Br; n: 2,3; R: alkyl C4–C20.

A TEM study of these particles indicated a particle size of about 6 nm. An analogous study was 
conducted [24] of the room-temperature reduction of group
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six metal chlorides CrCl3, MoCl3, MoCl4, and WCl4 in toluene with NaBEt3H to prepare agglomerates of 
1–5 nm metallic crystallites.

Other approaches for the synthesis of highly reactive metal powders from the reduction of metal salts 
by reducing agents include the following [25]: (i) alkali metals in ethereal or hydrocarbon solvents; (ii) 
alkali metals in the presence of an electron carrier such as naphthalene; (iii) stoichiometric amounts of 
lithium naphthalide. An alternative approach is to rapidly reduce soluble compounds of transition 
metals and post-transition metals in dimethyl ether or tetrahydrofuran at temperatures of approximately 
-50°C, by dissolved alkalides or electrides to produce metal particles with crystallite size from 3 to 15 
nm [26]. This method can also be applied to the formation of finely dispersed metal particles on oxide 
supports.

The interest in intermetallic compounds arises from their attractive properties such as their high melting 
temperature, high-temperature strength, corrosion resistance, and low density. Powders of NiAl and 
Ni3Al were prepared by heat treatment of the organometallic precursors synthesized by coprecipitation 
of constituent metallic salts in ammonium benzoate and hydradinium monochloride [27]. However, the 
particle size of these powders was quite large (1 to 3 microns). Nanoscale TiB2 particles have been 
synthesized from the thermal conversion of the amorphous precursor Ti(BH4)3(solvent)n obtained by a 
wet chemical reaction of TiCl4 with sodium borohydride [28]. The precipitated precursors were 
converted to a mixture of TiB2 and TiBO3 by heating them in a vacuum at 950°C. The TiB2 phase 
existed both as rods with diameters ranging from 20 to 40 nm and with an aspect ratio of nine, and as 
equiaxed particles with diameters less than 300 nm.

3.4.2— 
Ceramics

Ceramic nanomaterials for functional or structural applications can be fabricated by ceramic powder 
processing. It has been pointed out [29] that it is very advantageous to produce ceramic submicron 
particles that are equiaxed, have a narrow size distribution, are dispersed or unagglomerated, and 
chemically homogeneous. For example, a green body consolidated from fine ceramic particles may be 
sintered at lower temperatures than that made of larger particles with the same packing density. 
Advances in the chemical synthesis of ceramics are discussed in several reviews [30]. Details of sol–gel 
processing [31], a method that can be used to make nanostructured powders, films, fibers, and 
monoliths, can be found in chapter 7 and are addressed here. A chemical method can be designed to 
improve the properties by controlling the fine-scale structure at an early stage of the fabrication [32].

Precipitation from solution is also an important conventional technique for the synthesis of ceramic 
particles such as oxides and hydroxides. The precipitated phase is often a precursor powder, and heating 
at a high temperature is necessary to obtain the final product. For example, precipitation reactions
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were used to obtain oxalates of lanthinum, barium, and copper from electrolyte solutions, which after 
sintering formed the high-Tc oxide superconductor La1.85Ba0.15CuO4 [33]. Tetragonal ZrO2 powders with 
particle size between 16 and 30 nm were obtained by hydrothermal treatment at 100 MPa of amorphous 
hydrous zirconia obtained by precipitation [34]. Nanoscale oxide ceramic powders can also be prepared 
by combustion synthesis. For example, a precursor was prepared by combining glycine with metal 
nitrates in aqueous solution [35]. The amino acid, glycine, had two functions. First, it complexed with 
metal ions, which increased their solubility and prevented phase separation during the removal of 
solvent; and second, it served as a fuel for the combustion synthesis. The combustion was self-sustained 
once the precursor solution was heated to autoignite. The combustion could produce either the final 
product or a precursor that required calcining to produce the final product.

Monodispersed particles were prepared by precipitation from homogeneous solutions using the 
following methods [36]: (i) deprotonation of hydrated cations; (ii) controlled release of precipitating 
anions; (iii) thermal decomposition of metal complexes such as organometallic compounds. It has been 
observed that submicron colloidal particles are formed by the aggregation of nanoscale spherical 
particles (figure 3.3) [37].

Low-temperature, non-aqueous phase reactions can be used to prepare nonoxide ceramics such as 
carbides, borides, and nitrides. For example, hightemperature materials such as molybdenum carbide 
and tungsten carbide particles have been synthesized by the room-temperature reduction of 
molybdenum and tungsten halides with LiBEt3H [38]. The micron-sized particles were agglomerates of 
2 nm primary particles. Nanoscale silicon nitride powders were obtained by calcining the precursors 
derived from liquid phase reactions between silicon tetrachloride and ammonia [39]. Infrared 
transmitting ZnS powders consisting of primary particles 100 nm or smaller were obtained by passing 
H2S (g) through a solution of Zn(C2H5)2 and heptane [40]. Boride and carbide powders were synthesized 
from the reductive dechlorination of halide solutions [41]. The precursor derived from the reaction of 
NH4Cl and NaBH4 in benzene between 170°C and 180°C could be calcined in nitrogen at 1100°C to 
yield aggregated crystalline BN powders consisting of 20–30 nm crystallites [42].

3.4.3— 
Composites.

The traditional approach to making composite powders is to crush, grind, and blend the constituent 
powders. Great effort is required to produce submicronsize powder by this method. Chemical methods 
provide a more direct route for synthesizing composites. In chemical routes, chemical homogeneity is 
achieved at the molecular scale and the particle size can be reduced to a nanoscale regime. For example, 
ceramic/metal composite materials such as WC/Co have been synthesized by thermochemical 
conversion of precursor powders obtained by aqueous precipitation of tris(ethylenediamine)-cobalt (II) 
tungstate, tungstic
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Figure 3.3 
TEM micrographs (A–C) taken at successively later times showing the 

formation of colloidal CeO2 particles of submicron size by aggregation of 

small spherical subunits. CeO2 particles were formed by forced hydrolysis of 

an acidic (4.0 × 10–2 mol dm–3 H2SO4) solution of Ce(SO4)2 (1.0 × 10–3 

mol dm–3) heated at 90°C during a 6 h period. (D) The dispersion at the 
completion of aging after 48 h. (After reference [37].) 

(Photo courtesy of E Matijevic.)

acids, and ammonium hydroxide. These materials have potential uses as fine drill bits, as cutting tools, 
and in high-wear applications. The precursor solution mixture was aerosolized and rapidly spray-dried 
to give extremely fine mixtures of tungsten and cobalt salts. This precursor powder was then reduced 
with hydrogen and reacted with carbon monoxide in a fluidized bed reactor to yield nanophase 
cobalt/tungsten carbide powder [43].

Preceramic polymers are inorganic or organometallic polymers that can be converted to ceramic 
materials by pyrolysis [44]. The following are two examples. Nanocomposite powders of Si3N4/SiC 
were obtained by thermochemical conversion of the preceramic powder by organometallic/polymer 
chemistry. A liquid organosilazane precursor [CH3SiHNH]n (n = 3,4) was synthesized by ammonolysis 
of methyl dichlorosilane [45]. Exposing aerosols
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of this organosilazane liquid precursor to a laser beam converted them into preceramic polymer 
particles [46]. Subsequent thermochemical treatment of the preceramic particles resulted in the 
formation of Si3N4/SiC nanoparticles. Nanocomposite powders of these materials have also been 
obtained by the conversion of the precursors in a hot-wall reactor [47]. Nanocomposite powders of 
AIN/BN were synthesized from the thermal conversion of a precursor gel derived from the reaction of 
tris-ethylaminoborane with diethyl aluminum amide [48]. Synthesis of this nanocomposite powder has 
also been recently achieved by a different approach [49] using boric acid, urea, and AlCl3 · 6H2O as the 
starting compounds. Ammonolysis of the aqueous solution of the above compound formed a 
precomposite gel. The latter was converted into the AIN/BN nanocomposite on further heat treatment. 
Thermal and compositional effects on the AIN/BN nanocomposite powders have also been recently 
investigated [50].

Magnetic nanocomposite powders of FexN/BN (x = 3,4) were prepared by the thermochemical 
conversion of a Fe–B–N containing precomposite synthesized through an aqueous chemical route [51]. 
The precomposite gel was converted by heating it at 400°C in an NH3 atmosphere to obtain the final 
composite material. Granular Co–Cu magnetic nanocomposite powders were fabricated by annealing 
the metastable Co–Cu alloys prepared by borohydride reduction [14], or by the polyol method [52].

3.4.4— 
Nanoparticles via Organized Membrane

As discussed above, the colloidal particles are often stabilized by the addition of surfactants or 
polymeric molecules to control the interparticle force. An alternative approach to synthesize stabilized, 
size controlled nanoscale particles is to utilize self-assembled membranes [53]. The self-organized 
biological and organic membrane assemblies used for this purpose include micelles, microemulsions, 
liposomes, and vesicles. The molecules of these assemblies have a polar headgroup with a nonpolar 
hydrocarbon tail, which self-assembles into membrane structures in an aqueous environment (figure 
3.4). Aqueous and reverse micelles have diameters in the range of 3–6 nm. The diameters of the 
microemulsion are 5–100 nm. Liposomes and vesicles are closed bilayer aggregates formed from 
phospholipids and surfactants respectively. The multilamellar vesicles are 100–800 nm in diameter 
whereas the single-bilayer vesicles are 30–60 nm in diameter. Vesicles of uniform size can be prepared 
by sonication [54]. The membrane structures serve as reaction cages to provide a means to control 
supersaturation (thus nucleation and growth of the particle), particle size and distribution, and chemical 
homogeneity for composite material at the level of membrane dimension. They also act as 
agglomeration barriers.

Stabilized, colloidal nanoparticles such as semiconductor quantum crystallites of CdSe [55] have been 
made using reversed micelles. Phospholipid vesicles can also be used as reaction cages for 
intravesicular precipitation of nanoparticles. The general approach is to trap ions or molecules in
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Figure 3.4 
A schematic diagram showing different self-assembled 

membrane structures.

the aqueous compartment of lipid vesicles. This is done by forming the vesicles in the presence of these 
substances via sonication of the solution. The exogenous ions are removed from the solution by either 
gel filtration or dialysis. The permeability of anions across the membrane is several orders of 
magnitudes higher than that of cations. After the diffusion of appropriate anions, precipitation of 
inorganic particles occurs inside the vesicular compartment. For example, nanoparticles of silver oxide 
[56], iron oxides [57], aluminum oxide [58], and cobalt ferrite [59] have been synthesized by 
intravesicular precipitation. CdS and ZnS particles have also been deposited on extravesicular surfaces 
[60]. Particles are sterically stabilized when they are embedded within bilayer vesicles. However, 
particles deposited on the exterior surfaces of vesicles tend to be agglomerated. Metallic particles can 
also be made using the self-assembled vesicle membranes as the reaction cage. For example, nanoscale 
gold particles have been synthesized inside polymerized vesicles using electroless metallization [61]. 
Figure 3.5 shows a TEM micrograph of nanoscale gold particles synthesized using the polymerized 
vesicles. Nanoscale particles of Fe3O4 can also be synthesized in apoferritin which is used as a confined 
reaction environment [62] (see chapter 18 for further discussion). The method involves the removal of 
native ferrihydrite cores from horse spleens by dialysis, and then the reconstitution of apoferritin with 
Fe(II) solution under slow oxidative conditions. Transmission electron microscopy and electron 
diffraction confirmed the formation of 6 nm spherical single crystals of Fe3O4. The magnetic protein
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particles could have potential applications in biomedical imaging, cell labeling, and separation 
procedures.

Figure 3.5 
A TEM micrograph of polymerized vesicles in which gold particles have been 

deposited on the interior vesicle membrane surfaces. (After reference [61].)

3.4.5— 
Clusters

Clusters are finite aggregates containing 2–104 atoms, exhibiting unique physical and chemical 
properties. A detailed description of this field of research is beyond the scope of this chapter. Readers 
are referred to some examples discussed in chapters 2 and 4 and reviews in the literature [63–66]. 
Clusters are intermediates between molecular and condensed states of matters. The structural, energetic, 
electronic, electromagnetic, thermodynamic, and surface properties depend strongly on the size of the 
clusters [67]. Chemical methods can be used to synthesize ligand stabilized metallic clusters [68]. These 
clusters have a protecting ligand shell and can be handled like normal chemical compounds, in contrast 
to the unprotected, naked clusters produced by most other techniques. In addition, ligand stabilized 
clusters are also more uniform in their size distribution [69]. For example [69], chemically prepared Pd 
clusters were approximately 3.2–3.6 nm in diameter, with only about 10% of the particles outside this 
size range.
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3.5— 
Conclusions

The use of chemistry for the synthesis of nanomaterials by a great diversity of routes has been 
discussed. Solution chemistry can either directly produce the desired particles or the precursors that are 
further treated by various reaction methods to obtain the final products. It should be pointed out that 
detailed work on characterization and property evaluation is required. Matters such as the yield and 
impurity content need to be critically addressed before a particular synthetic and processing method can 
be adopted for large-scale production. Though the problem of agglomeration of fine particles in solution
can potentially be solved by controlling the interparticle forces, the subsequent processing must be 
designed carefully so that agglomeration can be minimized once the particles are removed from 
solution. The handling of fine particles after they are synthesized remains a serious problem. This 
problem is particularly acute for air-sensitive materials. The growing area of membrane mediated 
research, which addresses the stabilization and size control of nanoscale particles, is a potential 
practical approach to synthesize and process these materials. Chemistry synthesis of nanoparticles is a 
rapidly growing field with a great potential in making useful materials. The realization of this potential 
will require multidisciplinary interactions and collaborations between biologists, chemists, physicists, 
materials scientists, and processing engineers, to control the properties and to solve the problems 
described above.
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Chapter 4— 
Synthesis of Semiconductor Nanoclusters.

N Herron and Y Wang

The chemical synthesis of semiconductor nanoclusters from ~1 to ~20 nm in diameter (often called 
quantum dots, nanocrystals, or Q-particles) is a rapidly expanding area of research. In this size regime, 
the clusters possess short-range structures that are essentially the same as the bulk semiconductors, yet 
have optical and/or electronic properties which are dramatically different from the bulk [1–4]. They 
represent a relatively new class of materials and so have come under intensive investigation because of 
their quantum size effects [4], photocatalysis [3], nonlinear optical properties [5,6], and more recently, 
photoconductivity [7].

Many methods have been developed for the synthesis of these kinds of material and it is our intention to 
attempt a broad overview of these methods in this section. Examples of such clusters, synthesized to 
date, include group II–VI, IV–VI, and III–V binary semiconductors [1–4,8] as well as ternary diluted 
magnetic semiconductor clusters [9]. They can be prepared in the form of dispersed colloids or trapped 
and stabilized within micelles, polymers, zeolites, or glasses. In most cases, clusters prepared by these 
methods have poorly defined exterior surfaces and a relatively broad size distribution (~10–20%). The 
synthesis of single-sized (monodisperse) clusters with well defined surfaces remains a major goal in this 
field. We will, therefore, also review progress towards this goal, including our recent successful 
synthesis of a ~15 Å single-size tetrahedral CdS cluster [10].

While the bulk of this chapter is devoted to a selective review of the more common synthetic methods 
for nanocluster preparation, we begin with a brief discussion of some of the potential pitfalls which may 
be encountered in the synthesis and characterization of semiconductor clusters. In spite of the 
impressive progress made to date, problems still exist with the synthetic methods and these can easily 
lead to misinterpretation of the resultant characterizational data.
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4.1— 
Characterization Methods and Potential Pitfalls in the Synthesis

It was recognized very early [11] that many of the chemical synthetic routes, while designed to produce 
the desired semiconductor clusters, often form unexpected by-products. These by-products can interfere 
with the study of the semiconductor clusters and lead to misinterpretation of the data. For example, the 
absorption spectrum of the  ion was mistakenly assigned to a size-quantization affected spectrum of 
BiI3 clusters [11–12]. More recently, the absorption spectrum of an unknown by-product was assigned 
to that of a GaAs cluster [13–14]. These problems are quite general and often stem from the ready 
reducibility or oxidizability of the components of the synthesis [11]. Although a wide variety of 
semiconductor clusters can now be synthesized, in many cases, there still exist unidentified by-products 
co-existing with the clusters in the sample. This is particularly true for III–V clusters. The technology 
for preparing II–VI semiconductor clusters such as CdS is more mature and relatively free of 
complications. In any event, it cannot be overemphasized that a thorough characterization of the sample 
is absolutely essential and one must always keep these complications in mind when interpreting the 
data.

One of the most useful characterizational tools is x-ray diffraction. In the ideal, but rare, case where 
single crystals of the cluster are available (an example is given in section 4.6), all structural information 
for the cluster can be obtained. More typically, the samples consist of crystalline semiconductor clusters 
randomly embedded in an amorphous matrix and, in such cases, powder x-ray diffraction data can be 
used to establish the identity, the phase, and the size of these clusters. Figure 4.1 shows an example of 
the x-ray diffraction pattern of PbS clusters in an ethylene–methacrylic acid co-polymer [15]. The phase 
(cubic) and the size (~40 Å) of the PbS clusters are established by a direct comparison with the 
computer simulated diffraction pattern (figure 4.1) [16,17]. One may also calculate the average cluster 
size from the width of the diffraction peak using the Scherrer equation [18]. Based on direct 
comparisons with computer simulation [16] we have found that the Scherrer equation works quite well. 
However, several, more accurate, empirical formulae have also been derived based on simulation 
studies [4, 19]. We have found that the presence of size inhomogeneities and point defects does not 
significantly affect the accuracy of the size determination from the width of the x-ray diffraction peaks 
[19]. The presence of large-scale defects can be detected by the changes in the position of the 
diffraction peaks or, in some cases, the appearance of new diffraction peaks.

In most instances, the x-ray diffraction data can positively identify the presence of the desired 
semiconductor clusters in the sample. However, there is no guarantee that the measured absorption 
spectrum, which is of particular importance in the study of the quantum size effect and nonlinear optical 
properties, can be attributed to these semiconductor clusters. Other experiments are needed to establish 
this connection. One particularly valuable experiment is
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Figure 4.1 
X-ray diffraction pattern of ~40 Å PbS clusters in ethylene–methacrylic acid 

co-polymer film compared to the simulated pattern of a 40 Å cubic PbS cluster.

the determination of the cluster absorption coefficients. These coefficients are obtained from the 
measured absorption spectrum and the volume concentration of the clusters in the sample as determined 
by chemical analysis. The magnitude of the absorption coefficient of the semiconductor cluster should 
be consistent with the known absorption coefficient of the bulk semiconductor after correction for the 
medium effect. To determine the band gap energy from the absorption spectrum, one must know the 
absorption coefficients. This is especially true if an exciton peak is absent in the spectrum. An 
absorption spectrum (optical density versus wavelength) with a featureless tail is useless for the 
determination of the band gap energy.

A useful technique for probing the local structure of the cluster is extended x-ray absorption fine 
structure (EXAFS) [9,20,21]. In certain ternary systems such as ZnxMn1–xS [9] where the x-ray powder 
diffraction data cannot establish the location of Mn, this is a very powerful technique. Using EXAFS, 
the chemical identity of the nearest neighbors and the coordination number of the atom probed as well 
as its local bond lengths can all be determined. In principle, atomic resolution electron microscopy can 
also provide information about the local structure of the cluster. In reality, this has not yet been 
demonstrated. One
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major drawback of electron microscopy is that it measures only an extremely small portion of the 
sample. The observation of certain clusters or phases under the microscope does not mean that they are 
representative of the whole sample. When electron microscopy data are used alone, without 
confirmation by x-ray diffraction data, it cannot convincingly establish the identity of the sample and 
can lead to misinterpretation of the data [11–14].

Many other techniques such as nuclear magnetic resonance (NMR) [22,23], Raman [24–26], hole-
burning [27], and photoelectron spectroscopies [28] have been used for characterizing clusters. All can 
provide useful information when used in combination with other techniques.

In the following sections, we review various techniques developed for synthesizing nanometer-sized 
semiconductor clusters. We have divided these into categories according to the matrix in which the 
cluster is embedded or created. The final section is devoted to a discussion of means to prepare single-
size clusters, the ultimate goal in this field. One subject we do not discuss is the aggregation of these 
nanoclusters. Such aggregation is absent in a zeolite matrix, less severe in polymers, and can be 
extensive in colloidal solutions. The extent of aggregation varies according to the nature and the 
concentration of the clusters as well as the formulation of the matrix. There is no systematic study on 
the subject but sometimes discussion on specific cases may be found in the references cited.

4.2— 
Colloids/Micelles/Vesicles

The preparation of colloidal semiconductor particles has a long history [29,30]. Examples can be found 
in the literature from almost a hundred years ago [29]. To stabilize a colloid in the small-cluster-size 
regime, it is necessary to find an agent that can bind to the cluster surface and thereby prevent the 
uncontrolled growth into larger particles.

The simplest method for preparing such colloids involves the solvent itself acting as the stabilizer of the 
small clusters. This is illustrated by the generation of ZnO in alcohol solvents following base hydrolysis 
of a solution of a zinc salt [31]. This reaction produces a transparent colloid where the ZnO particle size 
increases slowly on standing. A variation on this approach [32] has led to extremely high concentrations 
and very stable solutions of highly luminescent ZnO particles in ethanol solution by a combined 
solvent/anion stabilization followed by hydrolysis using LiOH.

A more common approach to such colloids is the use of a polymeric surfactant/stabilizer which is added 
to a reaction designed to precipitate the bulk material. The polymer attaches to the surface of the 
growing clusters, usually electrostatically, and prevents their further growth. The most commonly used 
polymer is sodium polyphosphate (hexametaphosphate) and clusters of CdS [33], CdTe [34], and ZnTe 
[34] have been prepared with this surfactant.

A similar approach is the use of deliberately added capping agents to
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Figure 4.2 
Schematic diagram for the synthesis of thiophenolate capped CdS clusters 

(X represents thiophenolate ion) drawing analogy to organic polymerizations. 
In the chain propagation step, the size of the circle represents the size of the 
CdS clusters. The growth of the CdS clusters is analogous to the growth of a 

polymer chain as long as the surfaces are not covered by the terminating agent, X.

solutions of growing clusters. These agents, typically anionic, are added to a semiconductor 
precipitation reaction and intercept the growing clusters, preventing further growth by covalently 
binding to the cluster surface. Thiolates are the most commonly used capping agents [23,35–38] and 
this method also forms the basis of the synthesis of monodispersed clusters (section 4.6). This approach 
can be thought of as mimicking an organic polymerization reaction (initiation, propagation, and 
termination phases) and is graphically depicted for CdS clusters in figure 4.2. In this analogy, mixing 
the cadmium and sulfide ions initiates the polymerization. The growth of the CdS clusters is viewed as 
a propagation step and is sustained by the presence of additional cadmium and sulfide ions. The growth 
of the clusters can be terminated by providing a capping agent such as thiophenolate ions which 
intercept the growing clusters by binding to the cluster surface [23]. The average cluster size can then 
be controlled by simply adjusting the sulfide to thiophenolate ratio in the solution, just as the average 
molecular weight of a polymer is controlled by adjusting the monomer to terminator (chain capper) 
ratio. We have also found that thiophenolate capped CdS clusters act somewhat like living polymers, 
i.e. they will continue to grow if fed more sulfide ions [23]. This living polymer property was used 
advantageously to produce monodisperse clusters which will be discussed in section 4.6.

Other capping agents have also been used. Glutathione peptides,
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produced by yeast, have been used to cap small CdS clusters [39]. The generation of GaAs in 
tetrahydrofuran (THF) solution [40] or glycol ether [41] may also be categorized as a reaction of this 
type. In the former case, pentamethylcyclopentadienyl ligands on the Ga ions and trimethylsilyl groups 
on the As ions regulate the cluster growth and maintain GaAs colloids in solution for extended periods. 
In the latter case, acetylacetonate ligands on the Ga ions and trimethylsilyl groups on the As ions 
control the cluster size.

The use of micelle forming reagents as a method of controlling cluster growth in semiconductor 
forming reactions is conceptually similar to the colloidal and capping approaches just described. In this 
case, however, a small region of physical space is defined by a micelle and the semiconductor is 
precipitated within this defined region. In contrast to the colloidal approach, the micellar reagent acts as 
a physical boundary rather than a surface capping agent. Normal vesicles using dihexadecyl phosphate 
[42,43] or dioctadecyldimethylammonium chloride (DODAC) [44] can be generated in water so as to 
have diameters of the order of 150–300 nm. Dissolution of Cd or Zn ions in these vesicles followed by 
precipitation with H2S leads to semiconductor clusters of up to 50 Å in diameter inside the micelles. 
Reversed micelles using bis(2-ethylhexyl)sulfosuccinate salts (AOT) allow formation of small water 
pools (<100 Å radius) in heptane solvent, and again incorporation of metal ions followed by 
chalcogenide treatment can precipitate semiconductor clusters within these pools [45–47]. A 
combination of the reversed micelle approach and surface capping of the resultant clusters has been 
developed to produce selenophenol capped CdSe clusters [35] or CdSe/ZnS [48].

A modification of the micelle technique has been reported where stabilized colloids of CdS have been 
entrained between layers of arachidic acid surfactant in a Langmuir–Blodgett film [49, 50].

4.3— 
Polymers

The colloidal preparation techniques discussed above have many inherent problems of irreproducibility 
in preparation, colloid instability, and the difficulty in establishing the definitive identity of the 
semiconductors by x-ray diffraction. For practical applications, it is also highly desirable to have a solid 
thin-film sample. By synthesizing small semiconductor clusters inside polymers, many of these 
problems have been solved. This was first achieved with CdS in Nafion® (perfluoroethylenesulfonic 
acid polymer) [51] and PbS in Surlyn® (ethylene–methacrylic acid co-polymer) [15,51]. The definitive 
identification of semiconductor clusters by x-ray diffraction was first achieved with these stable solid 
samples.

Several approaches have been used to produce these composites. The first is an ion-exchange method. 
Polymers such as Nafion or ethylene–methacrylic acid co-polymer have cation exchange sites where Cd 
or Pb ions may be introduced into the polymer matrix. Treatment of such ion-exchanged films
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with chalcogenide sources results in in situ precipitation of the compound semiconductor within the 
hydrophilic regions of the polymer. In essence, these ionic polymers are the solid-state analogs of 
micelles. By appropriate control of the phase separated hydrophilic and hydrophobic regions of the 
polymer, the cluster size of the included material may be controlled [51,52]. This method has been 
extended to synthesize layered semiconductor clusters such as PbI2 [53] as well as magnetic particles 
such as Fe2O3 [54].

A somewhat different approach has been explored by Schrock et al [55] using direct incorporation of 
the metal ion Pb2+ into monomer units which eventually become part of a norbornene derived co-
polymer following ring opening metathesis polymerization (ROMP). Again, the polymer is designed to 
have carefully phase separated and closely size controlled regions of high and low hydrophobicity. The 
semiconductor PbS is precipitated in the latter regions by treatment with H2S from the gas phase.

The third approach is a hybrid of the polymer isolation and the surface capped cluster approaches. In 
this method, a well defined semiconductor cluster or colloid is prepared by the conventional capping 
techniques described above and dissolved in a solvent along with a soluble polymer. This mixed 
solution may then be spin-coated onto a substrate and dried to produce a polymer film doped with the 
semiconductor clusters. This simple approach has provided us with some new examples of interesting 
photoconductive composites by using a photoconductive polymer such as polyvinylcarbazole doped 
with semiconductor clusters such as CdS [7].

4.4— 
Glasses

Small particles of CdSxSe1–x can be embedded in a borosilicate glass matrix and have long been used as 
color filters [56]. Such materials are prepared by traditional glass making technology where cadmium, 
sulfur, and selenium sources are added to a silicate [56,57] or germanate [58] glass melt at elevated 
temperatures. After casting, the glass is struck (annealed at temperatures less than melting) and small 
particles of semiconductor form in the dense glass matrix. In this technique, the semiconductor must 
survive a very high-temperature oxidizing environment during the glass forming step. Thus, the 
technique is only applicable to a limited number of semiconductors. III–V semiconductor clusters such 
as GaAs cannot be prepared this way because of their thermal and oxidation sensitivity.

There exist alternate methods of incorporating oxidatively or thermally sensitive semiconductors into 
glass by avoiding the high-temperature processing steps. Examples of one such approach have utilized 
the internal void network of porous glass prepared by the selective acid leaching of borates from a 
borosilicate Vycor® glass. In these examples the semiconductor is essentially precipitated in situ within 
the pores of the glass at low temperatures and the physical restraint imposed by the pore size of the 
glass controls the size of the semiconductor
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clusters. Examples of II–VI [8,59–61] and III–V [8,62] semiconductors in such media have been 
reported. In related work we [8,9,63,64] and others [65–68] have explored the use of sol–gel derived 
porous silica glass as a method for production of these materials. In this case we have found it desirable 
to assemble the semiconductor particles within the pore structure of the host glass matrix and then to 
back fill the residual porosity with a polymer such as PMMA. This reduces the light scattering which 
one frequently observes from the empty pore network and makes the composite more acceptable as a 
material for the construction of optical devices.

A novel technique of forming a glassy film of TiO2 nanoparticles by electrostatic spraying of an 
alkoxide solution has been reported [69]. RF sputtering [70–74] and gas evaporation [75] techniques 
have also been used to produce small semiconductor clusters, which are sometimes doped in glasses. 
These techniques appear to be very useful for producing high-quality thin-film samples. Samples of Ge 
[70,71], CdS [72], and CdTe [73] doped silica and CdS doped alumina [74] have all been prepared by 
RF sputtering. Gas evaporation has been used to produce small particles of Si, Ge, CdS, and ZnTe [75]. 
It remains to be seen whether these methods can be extended to include other semiconductors and 
whether they can be optimized to prepare monodisperse clusters.

4.5— 
Crystalline and Zeolite Hosts.

The use of a crystalline host lattice for the isolation and stabilization of nanoclusters represents an 
attempt to impose crystalline order and physical size constraints upon the included semiconductor 
guests. CuCl crystallites of ~20–50 Å have been prepared within single crystals of NaCl or KCl by a 
melt procedure and were shown to exhibit exciton absorption features which were blue-shifted from the 
bulk material [76]. Another approach, one which we have explored, is the use of a porous crystalline 
host, zeolite, into which the semiconductor is either directly imbibed or else created in situ. Examples of 
the former technique are the sublimation of elemental selenium or tellurium into a variety of 
aluminosilicate zeolites [20,77]. Characterization of the resultant selenium clusters and chains by 
EXAFS and optical spectroscopy have been reported by several groups [20,77–79]. The second, 'ship-
in-a-bottle' approach [80] has been used for the generation of CdS clusters and superclusters (cluster 
arrays) in zeolite Y [81,82] which is discussed below.

Zeolite Y occurs naturally as the mineral faujasite and consists of a porous network of aluminate and 
silicate tetrahedra linked through bridging oxygen atoms. The structure consists of truncated octahedra 
called sodalite units arranged in a diamond net and linked through double six-rings [83]. This gives rise 
to two types of cavity within the structure—the sodalite cavity of ~5 Å diameter with access through 
~2.5 Å windows and the supercage of ~13 Å diameter with access through ~7.5 Å windows (figure 
4.3). These well defined
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and well ordered cavities provide an ideal enviroment for synthesizing single-size clusters and cluster 
arrays, while the windows provide access for transporting reagents to the cavities. Furthermore, each 
aluminum atom in the framework introduces one negative charge into the zeolite skeleton which is 
compensated for by loosely attached cations which, in turn, give rise to the well known ion-exchange 
properties of zeolites.

Figure 4.3 
Cd4S4 cluster array in the sodalite cages of zeolite Y. Circles represent Cd4S4

 

clusters (smaller circles are Cd and larger circles are S). Six sodalite cages 
(occupied by Cd4S4) and one supercage (at the center, empty) are shown here. 

The sodalite cage has a diameter of ~5 Å and the supercage has a diameter of ~13 Å.

Based on the ion-exchange method, CdS clusters were successfully synthesized within zeolite Y [81, 
82, 84, 85]. Detailed synchrotron x-ray, EXAFS, and optical absorption data reveal discrete (CdS)4 
cubes located within the small sodalite units of the structure (figure 4.3) [82]. At higher loadings, these 
cubes begin to occupy adjacent sodalite units where the Cd atoms point toward each other through the 
double six-rings linking the sodalite moeities with a Cd–Cd distance of ~6 Å (figure 4.3). These Cd4S4 
cubes are not isolated. They
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interact with each other via through-bond interactions to form a supercluster (or cluster array) [82]. The 
absorption spectrum of the supercluster is shifted from ~290 nm for the isolated clusters to ~360 nm 
[81, 82]. There is a minimum number of clusters required in a supercluster to account for the change in 
the optical absorption spectrum, but this number is unknown at present.

The zeolite confinement approach has been extended to include many other semiconductor guests and 
sodalites as the host [86–89]. AgI in zeolite mordenite has been shown to have unusual optical behavior 
in terms of its photosensitivity [87] and, in a follow up on this work, Ozin et al [88] have generated 
silver halides in the sodalite zeolite family. PbI2 in X, Y, A, and L type zeolites shows evidence of a 
strong size effect on the exciton absorption [89]. Cao et al [90] investigated a variant of this approach. 
They used layered crystalline hosts of the metal phosphonate series instead of zeolites.

In principle, zeolites offer a unique and exciting opportunity of preparing three-dimensional arrays of 
mutually interacting clusters with geometric structures imposed by the zeolite internal pore structure. 
The electronic properties of the cluster array are controlled by the different spatial arrangements of the 
clusters which in turn can be controlled by using different zeolites as the template. The work on CdS in 
zeolite Y represents the first step towards exploring this new class of materials. At present, 
imperfections do exist with these materials [91]. Alternative synthetic routes and better control in the 
fabrication process need to be explored in the future. The further success of this approach will depend 
on the availability of high-quality zeolite single crystals as well as zeolites with larger pore sizes.

4.6— 
Towards Single-size Clusters

Size inhomogeneity of as-synthesized clusters and the ambiguous nature of their surfaces are the 
problems that present the greatest barrier to future progress in this area. Quantitative understanding of 
the physics and chemistry of these clusters may best be achieved if single-size clusters can be prepared. 
The successful synthesis of C60 clusters provides the best illustration of this point [92]. In the following 
sections, we discuss several approaches developed in our laboratories to meet this challenge. One of the 
approaches has resulted in the first successful synthesis and structural determination of 15 Å single-size 
CdS clusters.

As mentioned in section 4.2, during the course of studying thiophenolate capped CdS clusters, we found 
that the clusters can be grown by simply adding extra sulfide to the cluster solution [36], an example of 
inorganic 'living polymerization'. Based on this observation, it seemed that, if one started with a well 
defined small molecular cluster, one might be able to grow larger single-size clusters by the careful 
addition of reagents selected to cement the smaller units together. The (NMe4)4Cd10S4SPh16 cluster 
synthesized by Dance et al [93] provides an ideal candidate as a starting material. This compound 
belongs to a series of molecular clusters synthesized by the group of Dance et al [93, 94] who
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have produced the only instances of crystalline, well characterized semiconductor molecular clusters. 
These remarkable compounds, such as (NMe4)4Cd10S4SPh16 [95] and (NMe4)2Cd17S4SPh28 [96], contain a 
crystalline core having the same atomic arrangement as the bulk cubic phase of CdS and dimensions in 
the 7 to 9 Å range. These clusters remain very soluble in polar organic solvents and are true molecular 
species. With these well defined clusters as the starting materials, we have developed two approaches to 
the synthesis of single-size clusters.

4.6.1— 
Controlled Cluster Fusion in Solution

The cluster synthesized by Dance et al [93] has the molecular formula (Cd10S4(SPh)16)4– (30 Cd and S 
atoms in the core), where Ph = C6H5, with a tetrahedral shape. The next largest cluster in the series has 
the formula (Cd20S13(SPh)22)8– (55 Cd and S atoms in the core), and is approximately 10 Å in size. To 
fuse two smaller clusters into a larger one requires the addition of five extra sulfide ions

This cluster fusion idea has indeed been demonstrated [16]. Upon addition of sulfide ions to a 1.25 × 
10–4 M dimethylformamide (DMF) solution of (Cd10S4(SPh)16)4–, we observed a very sharp absorption 
feature at 351 nm with a shoulder at 330 nm at a precise ratio of 2.5 sulfide ions per original (Cd10S4

(SPh)16)4– cluster. This absorption spectrum is assigned to that of (Cd20S13(SPh)22)8–. Further addition of 
sulfide ions results in the disappearance of the 351 nm band and continuing growth of the clusters. The 
full width at half maximum of the absorption band is very small (≤800 cm–1 at room temperature) 
indicating that the generated cluster is close to monodispersed. The clusters can be collected as stable 
solids and re-dissolved in solution. Based on the combined evidences of reaction stoichiometry, cluster 
chemical analysis data, x-ray powder diffractograms, and theoretical calculations of spectral properties, 
we have concluded that the resultant material has a discrete, tetrahedral Cd20S13 core surrounded by 
thiophenolate ion caps, consistent with the ideal structure of (Cd20S13(SPh)22)8– [16]. No single crystal is 
yet available for x-ray structural determination.

This approach has been extended to prepare even larger monodisperse CdS clusters. It was found that 
two 10 Å (Cd20S13(SPh)22)8– clusters may be fused together to form a 13 Å CdS cluster, which shows a 
sharp absorption peak at 370 nm and a luminescence peak at 390 nm [97]. This conclusion is supported 
by the concentration dependence of the absorption spectra, the luminescence–excitation spectra, the 
behavior in capillary zone electrophoresis, the electrochemical properties, and the powder x-ray 
diffraction data [97]. This cluster fusion process occurs naturally in solution at high concentrations of 
(Cd20S13(SPh)22)8–. It can also be induced electrochemically by a two-electron oxidation process.
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It has also been demonstrated that, even if the initially prepared clusters have a broad size distribution, 
it is possible to use techniques such as gel electrophoresis [98] or capillary zone electrophoresis [97] to 
separate them into monodispersed clusters.

4.6.2— 
Controlled Thermolysis in the Solid State

Figure 4.4 
Single-crystal structure of the cluster Cd32S14SPh36DMF4. All phenyl 

groups have been omitted for clarity as have all but the nitrogen 
atoms of the terminally coordinated DMF molecules. All Cd atoms 
are marked as shaded ellipsoids, S atoms are open ellipsoids, and N 
atoms are large cross-hatched spheres. Selected bond lengths are: 

Cd–S2– = 2.468(4) (triply bridging S in the center of cluster's 
tetrahedral face), 2.503(4) (central adamantyl core—see text), 

2.538(8), 2.532(4), 2.537(5) Å (second shell out from central core); 
Cd–SPh = 2.495(5), 2.569(5), 2.546(5), 2.503(5), 2.554(5), 

2.560(5) Å; Cd–N 2.33(4) Å.

Thermolysis of the compound (NMe4)4Cd10S4SPh16 in inert atmospheres leads to the loss of 
thiophenolate capping groups and the eventual formation of bulk
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CdS beginning at ~350°C [99]. At an intermediate temperature of ~250°C, where a mass loss 
corresponding to 4(NMe4SPh) is observed, a material of stoichiometry Cd10S4SPh12 can be isolated [99]. 
This material may be recrystallized into large cubic crystals from pyridine/dimethylformide (DMF) 
mixtures. Its structure and stoichiometry were established by x-ray diffraction measurements on a single 
crystal [10]. The material consists of a single-size cluster with the formula of Cd32S14SPh36DMF4. This 
cluster has an 82-atom tetrahedral core of cubic phase CdS with an overall tetrahedral shape (figure 4.4) 
[10]. This represents the largest crystallographically characterized semiconductor cluster ever and 
presents unique opportunities for the definitive assessment of optical and electronic properties for a 
monodispersed cluster size.

Both of these approaches, of taking well defined cluster species and expanding the cluster core by 
controlled synthesis, represent promising avenues for future research.
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Chapter 5— 
Formation of Nanostructures by Mechanical Attrition.

Hans J Fecht

5.1— 
Introduction and Background

Since the 1970s, mechanical attrition (MA) of powder particles as a method for materials synthesis has 
been developed as an industrial process to successfully produce new alloys and phase mixtures. For 
example, this powder metallurgical process allows the preparation of alloys and composites which can 
not be synthesized via conventional casting routes, e.g. uniform dispersions of ceramic particles in a 
metallic matrix and alloys of metals with quite different melting points with the goal of improved 
strength and corrosion resistance [1]. Furthermore, mechanical attrition has gained a lot of attention as a 
nonequilibrium process resulting in solid-state alloying beyond the equilibrium solubility limit and the 
formation of amorphous or nanostructured materials for a broad range of alloys, intermetallics, 
ceramics, and composites [2, 3]. In the case of mechanical attrition of a binary powder mixture, 
amorphous phase formation occurs by intermixing of the atomic species on an atomic scale, thus 
driving the crystalline solid solution outside of its stability range against 'melting' resulting in solid-state 
amorphization [4]. This process is considered to be a result of both mechanical alloying [5] and the 
incorporation of lattice defects into the crystal lattice [6].

However, in many cases it is experimentally difficult to clearly distinguish between a glassy structure 
(i.e. without translational symmetry, as in a liquid) or a nano- (or micro-) crystalline structure (i.e. an 
assembly of randomly oriented crystalline fragments of a bulk crystalline phase) (for a discussion see 
[7]). In order to avoid any confusion, the emphasis will be limited here to materials which are clearly 
nanocrystalline, i.e. characterized by the existence of grain boundaries between the nanometer-sized 
grains or interphase boundaries between the nanophase domains in multi-component systems.
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As a consequence of the cold-working process occurring during mechanical attrition, a reduction of the 
average grain size is observed from typically 50 to 100 µm diameter (identical with the particle 
diameter) to sizes ranging from 2 to 20 nm. This internal refining process with a reduction of the 
average grain size by a factor 103–104 results from the creation and self-organization of large-angle 
grain boundaries within the powder particles during the milling process. Though the mechanism of 
microstructure formation is very different from other synthesis methods for nanostructured materials 
starting from clusters or ultrafine particles, the resulting microstructure is very similar. Furthermore, by 
this method the quantity limitations in preparing nanocrystalline materials can be overcome and the 
production of nanocrystalline powders can be scaled up to industrially relevant amounts. Although 
several problems still have to be solved in order to use these materials for technological applications, 
mechanical attrition offers interesting perspectives in preparing nanostructured powders with a number 
of different types of interface both in terms of structure (crystalline/crystalline, crystalline/amorphous) 
as well as atomic bonding (metal/metal, metal/semiconductor, metal/ceramic, etc). This opens exciting 
possibilities for the preparation of advanced materials with particular grain or interphase-boundary 
design.

5.2— 
High-energy Ball Milling and Mechanical Attrition

The milling of materials is of prime interest in the mineral, ceramic processing, and powder metallurgy 
industry [8]. Typical objectives of the milling process include particle size reduction (comminution), 
solid-state alloying, mixing or blending, and particle shape changes. These industrial processes are 
mostly restricted to relatively hard, brittle materials which fracture, deform, and cold weld during the 
milling operation. While oxide-dispersion strengthened superalloys have been the primary application 
of mechanical attrition, the technique has been extended to produce a variety of nonequilibrium 
structures including nanocrystalline [3], amorphous [2, 4, 9], and quasicrystalline [10] materials (for a 
review see [11]).

A variety of ball mills has been developed for different purposes including tumbler mills, attrition mills, 
shaker mills, vibratory mills, planetary mills, etc [12]. The basic process of mechanical attrition is 
illustrated in figure 5.1. Powders with typical particle diameters of about 50 µm are placed together 
with a number of hardened steel or tungsten carbide (WC) coated balls in a sealed container which is 
shaken or violently agitated. The most effective ratio for the ball to powder masses is five to 10.

High-energy milling forces can be obtained by using high frequencies and small amplitudes of 
vibration. Shaker mills (e.g. SPEX model 8000) which are preferable for small batches of powder 
(approximately 10 cm3 is sufficient for research purposes) are highly energetic and reactions can take 
place one order of
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Figure 5.1 
Schematic sketch of the process of 

mechanical attrition of metal powder.

magnitude faster than with other types of mill. Since the kinetic energy of the balls is a function of their 
mass and velocity, dense materials (steel or tungsten carbide) are preferable to ceramic balls. During the 
continuous severe plastic deformation associated with mechanical attrition, a continuous refinement of 
the internal structure of the powder particles to nanometer scales occurs during high-energy mechanical 
attrition. The temperature rise during this process is modest and is estimated to be ≤100 to 200°C [4].

For all nanocrystalline materials prepared by a variety of different synthesis routes, surface and 
interface contamination is a major concern. In particular, during mechanical attrition contamination by 
the milling tools (Fe) and atmosphere (trace elements of O2, N2 in rare gases) can be a problem. By 
minimizing the milling time and using the purest, most ductile metal powders available, a thin coating 
of the milling tools by the respective powder material can be obtained which reduces Fe contamination 
tremendously. Atmospheric contamination can be minimized or eliminated by sealing the vial with a 
flexible 'O' ring after the powder has been loaded in an inert gas glove box. Small experimental ball 
mills can also be enclosed completely in an inert gas glove box. As a consequence, the contamination 
with Fe based wear debris can generally be reduced to less than 1–2 at.% and oxygen and nitrogen 
contamination to less than 300 ppm. However, milling of refractory metals in a shaker or planetary mill 
for extended periods of time (>30 h) can result in levels of Fe contamination of more than 10 at.% if 
high vibrational or rotational frequencies are employed. On the other hand, contamination through the 
milling atmosphere can have a positive impact on the milling conditions if one wants to prepare 
metal/ceramic nanocomposites with one of the metallic elements being chemically highly reactive with 
the gas (or fluid) environment.
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5.3— 
Phenomenology of Nanostructure Formation

5.3.1— 
Elements and Intermetallics

During mechanical attrition the metal powder particles are subjected to severe mechanical deformation 
from collisions with the milling tools. Consequently, plastic deformation at high strain rates (~103–104 
s–1) occurs within the particles and the average grain size can be reduced to a few nanometers after 
extended milling. This was first investigated in detail for a number of high-melting metals with bcc and 
hcp crystal structures [13, 14]. Metals with the fcc structure are inherently more ductile and often 
exhibit a stronger tendency to adhere to the container walls and to sinter to larger particles often several 
millimeters in diameter during the milling process. However, the successful preparation of 
nanocrystalline fcc metals has been described in a detailed study by Eckert et al [15].

By cold working, the metal is plastically deformed with most of the mechanical energy expended in the 
deformation process being converted into heat, but the remainder is stored in the metal, thereby raising 
its internal energy [16]. As model systems Ru, which is hcp, and the CsCl type AlRu intermetallic 
compound have been analyzed in detail with the relevant results summarized in the following. The 
microstructural changes as a result of mechanical attrition can be followed by x-ray diffraction methods, 
which average the structural information over the samples. The x-ray diffraction patterns exhibit an 
increasing broadening of the crystalline peaks as a function of milling time. As an example, figure 5.2 
shows typical x-ray diffraction patterns (Cu Kα radiation) for (a) Ru and (b) AlRu powders before and 
after 32 h ball milling [17].

To separate the effects of grain size from internal strain the full widths at half maximum of the Bragg 
peaks ∆K as a function of their K value, the corresponding reciprocal space (K = 2 sinθ/λ) variable, can 
be plotted [18]. A more sophisticated Warren–Averbach analysis basically gives the same results [19]. 
After corrections for Kα and instrumental broadening, the line broadening due to the small crystal size 
is constant in K space and is given by ∆K = 0.9 (2π/d) where d is the average domain or grain diameter. 
The strain broadening corresponds to ∆K = A<e2>1/2K with A being a constant depending on the strain 
distribution (A ≈ 1 for a random distribution of dislocations [20]) and <e2>1/2 the root mean square 
(RMS) strain. Here, additional defects which might contribute to the peak broadening, such as stacking 
faults, can be safely neglected in all cases discussed here. However, for some metals with very small 
stacking fault energies, e.g. Co, the contribution of stacking faults to the peak broadening is 
considerable [21]. See chapter 10 for a further discussion of these matters.

The change of the average coherently diffracting domain size (grain or crystal size) as a function of 
milling time is shown in figure 5.3. In the very beginning mechanical attrition leads to a fast decrease of 
the grain size to less
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Figure 5.2 
X-ray diffraction patterns of (a) Ru and 
(b) AlRu before and after MA for 32 h.

than 20 nm. Further refinement occurs slowly to about 10 nm after extended milling. In addition, the 
RMS strain as calculated from the x-ray broadening is shown in figure 5.4 as a function of reciprocal 
grain size. The deformation leads to an increase in atomic-level strains to about 1% (typical for metals) 
and 3% (typical for intermetallic compounds). The maximum value is reached at a grain size of about 
12 nm. It is interesting to note that the strain decreases for grain sizes less than 12 nm.

Direct observation of the individual grains within the deformed powder particles by transmission 
electron microscopy (TEM) agrees well with the grain size determination by x-ray diffraction. Ultrathin 
sections (20–50 nm)
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Figure 5.3 
The average grain size as determined from x-ray 

line broadening as a function of milling time 
for Ru and AlRu.

Figure 5.4 
The measured RMS strain in Ru and AlRu as 

a function of reciprocal grain size.

of the powder particles are usually prepared with a diamond knife using an ultramicrotome. The 
sections are retrieved from water onto Cu grids coated with a holey carbon substrate. As an example, a 
TEM bright-field image of AlRu milled for 64 h together with the corresponding diffraction pattern is 
shown in figure 5.5. The AlRu has an estimated grain size of 5 to 7 nm. The distribution of grain sizes 
is relatively narrow, which indicates that extended ball milling produces a uniform comminution. The 
corresponding diffraction patterns and the lattice fringes of the crystals both show that the orientation of 
neighboring grains is completely random, i.e. the individual crystalline grains
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Figure 5.5 
TEM high-resolution bright-field image of AlRu together with 

the corresponding diffraction pattern after MA for 64 h.

are separated by high-angle grain boundaries. It is interesting to note that by mechanical attrition plastic 
deformation can be introduced in nominally brittle materials such as the intermetallic compounds 
described here.

Basically all metals and compounds investigated so far exhibited similar behavior in terms of grain size 
reduction and an increase in atomic-level strains. Typical values for the average grain sizes of fcc 
metals vary between 22 nm for Al and 6 nm for Ir whereas a typical grain size of 8 nm is reached for 
most bcc metals and 13 nm for hexagonal metals [22].

The minimum grain or domain size for intermetallic compounds with CsCl structure has been found to 
vary between 12 nm for CuEr [23] and 2 nm (amorphous) for NiTi [24]. Furthermore, in the ordered 
intermetallic compounds anti-site disorder is introduced during mechanical attrition. Whereas for the 
CsCl compounds the reduction of the long-range chemical order parameter saturates at about 0.7, other 
intermetallic compounds exhibit complete disordering and the formation of a nanocrystalline solid 
solution. For example, the A-15 type compounds Nb3Al [25], V3Ga [25], and Nb3Au [27] transform 
after extended milling to a bcc solid solution with nanometer-sized grains.

5.3.2— 
Nonequilibrium Solid Solutions.

The mechanical attrition of multi-component powder mixtures results generally in the formation of 
solid solutions extended in composition far beyond their equilibrium solubility limit. The mechanical 
alloying process for binary alloys with a negative heat of mixing is a commonly observed process for 
mechanically driven systems and can reach extensions in compositions by a factor up to 10 beyond 
equilibrium solubility [28].
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On the other hand, mechanical alloying is surprisingly achieved for powder mixtures having a positive 
enthalpy of mixing. Though in some cases, such as Ag–Fe, an intimate phase mixture of nanostructured 
Ag and Fe particles is produced [29], in other cases real miscibility on an atomic level can be obtained, 
e.g. for Cu–Fe [30], Cu–W [31], Cu–Ta [32], and Cu–V [33]. This apparent violation of the rules of 
equilibrium thermodynamics is a vital example of the potential of MA in synthesizing new materials 
under nonequilibrium conditions. For example, mechanical alloying can lead to the formation of 
nanocrystalline single-phase solid solutions of up to 60 at.% Fe in Cu and 20 at.% Cu in Fe [34,35]. The 
steady-state grain sizes range from 20 nm for Cu to 8–10 nm for Fe-rich alloys as exhibited in figure 
5.6.

Figure 5.6 
Average grain size for FexCu100–x powders after 
24 h of milling versus Fe content (after [35]).

The enhanced solubility of alloys exhibiting spinodal behavior in coarse-grained systems has been 
attributed to the capillary pressure of the nanosized grains on the free energy due to their small radii of 
curvature. It has been found that during mechanical attrition of Fe–Cu powder mixtures agglomerates of 
multilayers are formed leading to microstructures very similar to those obtained by cold-rolling [36]. In 
this case, mechanical deformation proceeds by necking of one of the constituent phases with the 
surrounding matrix in the necking region undergoing heavy local deformation. This continuous process 
leads to the formation of small Fe particles embedded in the ductile Cu matrix. If the Gibbs free energy 
difference between the bcc and fcc structure is offset by the capillary pressure experienced by the Fe 
particle with radius r, i.e. ∆GFe = 2VmσFeCu/r, dissolution of Fe occurs. Here, Vm denotes the molar 
volume and σFeCu the Fe/Cu interfacial energy. σFeCu has been estimated to about 1.37 J m–2 [34].
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Using established thermodynamic data, depending on composition the minimum diameter of Fe 
particles being dissolved was found to amount to 2–5 nm. Since the interfacial energy in nanostructured 
materials can be considerably larger in comparison with coarse-grained systems and the Gibbs free 
energy difference between bcc and fcc structures can be smaller by a factor of two at the prevalent 
conditions, the critical radius for the Fe particles is quite close to 10 nm, the typical grain diameter 
found during mechanical attrition of Fe–Cu mixtures. As such, for small particles of several nanometers 
in diameter, capillary pressures become important in the thermodynamic balance, thus changing 
solubility limits drastically as a function of grain size.

Furthermore, mechanical attrition can also produce ultra-fine-scaled phase mixtures if a brittle material 
is milled together with a more ductile material. For example, 10 nm Ge particles can be embedded in a 
ductile Sn or Pb matrix [37]. Similarly, very fine dispersions at the nanometer scale have been found in 
Fe–W, Cu–Ta, TiNi–C [38], and Ag–Fe [39]. In the case of Fe–Ag the grain size of the intermixed Ag 
and Fe domains is in the range of a few nanometers as shown in the high-resolution electron micrograph 
in figure 5.7 taken from [39]. By additional Mössbauer studies, the mutual solubility of Ag in Fe 
domains (and Fe in Ag domains) was shown. The resulting microstructure and chemical arrangement is 
very similar to nanocrystalline phase mixtures prepared by gas condensation methods [40].

5.3.3— 
Nanocomposites by Mechano-chemistry

As mentioned earlier mechanical attrition is very sensitive to contamination resulting from the milling 
environment. As such, atmospheric control can be used to induce chemical reactions between the milled 
powders and their environment. By a proper choice of a reactive gas atmosphere (O2, N2, air, etc) or a 
milling fluid (organic fluid which also minimizes wear) the metal powder can be intentionally modified 
to a nanocrystalline metal–ceramic composite.

For example, ball milling of the intermetallic compound Fe2Er (C15) in air resulted in the formation of 
a nanocrystalline Fe–ErN composite. By simply ball milling the powder in air in a container not 
hermetically sealed, a nanometer-scale phase separation into Fe-rich and Er-rich crystallites has been 
observed [41]. Chemical analysis of the samples revealed a large increase in nitrogen concentration of 
about 3 wt% whereas the oxygen concentration remained small (~0.05 wt%). X-ray diffraction results 
as shown in figure 5.8 indicated that after 10 h of milling the compound phase (figure 5.8(a)) vanished 
and was replaced by a mixture of α-Fe and fcc-ErN with an average grain size of 6 nm (figure 5.8(b)). 
With further milling the average grain size has been reduced further to about 2 nm (figure 5.8(c)). This 
result is consistent with TEM analysis revealing a grain size varying between 2 and 4 nm. This steady-
state grain size distribution is considerably smaller than in the examples of MA mentioned above and is 
in the range of typical domain sizes of an 'amorphous' structure. However,
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Figure 5.7 
High-resolution electron microscopy image of a nanocrystalline two-phase 

composite of fcc Ag and bcc Fe with only small mutual solid solubility (after [39]).

the microstructures obtained from high-resolution TEM analysis clearly show crystalline regions 
remains within the nanocrystalline pattern. Similar results have been obtained by milling elemental Fe 
and Er powders at the same composition. However, milling of Er did not exhibit the formation of ErN; 
it turns out that Fe as a dissociation catalyst for the N2 molecules is necessary to trigger the nitriding 
reaction.

A number of further examples demonstrate the potential of reactive milling in the preparation of metal 
nitrides and oxides. For example, the metal powders Ti, Fe, V, Zr, W, Hf, Ta, and Mo [42–44] 
transform to a nanocrystalline
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Figure 5.8 
X-ray diffraction data (Cu Kα radiation) 

for the Laves phase Fe2Er and the resulting 
nanostructured Fe–Er–N composites.

nitride by high-energy ball milling under nitrogen gas flow. This solid-state interdiffusion reaction 
during reactive ball milling is triggered by fragmentation of the starting powder thus creating new 
surfaces. These freshly created surfaces react with the flowing nitrogen gas to form a nitride surface 
layer over the unreacted core particle. With further milling this reaction continues and a homogeneous 
nitride phase is formed and the unreacted core of metal disappears resulting in a nanostructured (often 
metastable) metal nitride with a grain size of typically 5 nm.

By ball milling in organic fluids such as surfactants, which are sometimes used to prevent 
contamination by the milling tools, chemical reactions can be induced leading to the formation of fine 
carbides. For example, by milling AlTi, AlZr, and AlHf alloys in hexane an average grain size of 9 nm 
can be achieved with carbon being dissolved in the matrix [45]. During dynamic compaction at about 
1300 K, grain growth occurs up to about 44 nm together with precipitation of ZrC particles, 7 nm in 
size. Such ultrafine-grained composites are expected to exhibit considerably improved ductility [46].

5.4— 
Mechanism of Grain-size Reduction

For a better understanding of the refinement mechanism, the microstructure which develops in the 
powder particles has been investigated in more detail. Figure 5.9 shows a series of TEM micrographs of 
an AlRu particle after MA.
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It can be seen that the crystal is heavily strained and the deformation occurs in a rather inhomogeneous 
way. The arrows in figure 5.9(a) indicate a highly deformed region of a width of about 1 µm which 
extends throughout the entire particle. These shear bands have been observed in rolled metals and are 
typical for deformation mechanisms that occur at high strain rates in contrast to slip and twinning 
mechanisms at low and moderate strain rates [47].

The observed shear bands are separated by areas of similar lateral dimensions in the micrometer range 
having low defect densities. High-resolution imaging of areas in the shear bands reveals a 
microstructure consisting of individual grains with a diameter of about 20 nm which are slightly rotated 
with respect to each other at a rotation angle of less than 20° as shown in figure 5.9(b). With longer 
durations of MA, the shear bands grow over larger areas and eventually (see figure 5.9(c)) the entire 
sample disintegrates into subgrains with a final grain size of 5–7 nm for AlRu after 64 h (see figure 
5.5), thus ductilizing the originally brittle intermetallic compound.

The processes leading to the grain size refinement include three basic stages.

(i) Initially, the deformation is localized in shear bands consisting of an array of dislocations with high 
density.

(ii) At a certain strain level, these dislocations annihilate and recombine as small-angle grain boundaries 
separating the individual grains. The subgrains formed via this route are already in the nanometer range 
(~20–30 nm).

(iii) The orientations of the single-crystalline grains with respect to their neighboring grains become 
completely random. This can be understood in the following way. The yield stress σ required to deform 
a polycrystalline material by dislocation movement is related to the average grain size d by σ = σ0 + kd–

1/2, where σ0 and k are constants (Hall–Petch relationship). An extrapolation to nanocrystalline 
dimensions shows that very high stresses are required to maintain plastic deformation. Experimental 
values for k and σ0 are typically k = 0.5 MN m–3/2 and σ0 = 50 MPa [48]. For a grain size of 10 nm the 
minimum yield stress is of the order of 5 GPa corresponding to 15% of the theoretical shear stress of a 
hexagonal metal, which sets a limit to the grain-size reduction achieved by plastic deformation during 
ball milling. Therefore, the reduction of grain size to a few nm is limited by the stresses applied during 
ball milling as long as no dramatic elastic softening of the crystal lattice occurs.

Further energy storage by mechanical deformation is only possible by an alternative mechanism. Grain 
boundary sliding has been observed in many cases at high temperatures leading to superplastic 
behavior. Alternatively, grain boundary sliding can also be achieved at very small grain size and low 
temperature by diffusional flow of atoms along the intercrystalline interfaces [49]. This provides a 
mechanism for the self-organization and rotation of the grains, thus increasing the energy of the grain 
boundaries proportional to their misorientation angle and excess volume.
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Figure 5.9 
(a) TEM bright-field images at relatively low magnification of 

an AIRu powder particle after 10 min of MA. The arrows 
point to highly deformed regions (shear bands). The inset 

shows the corresponding diffraction pattern demonstrating the 
gradual smearing out of the initially sharp diffraction spots. 

(b) TEM high-resolution bright-field image of AIRu after 10 min 
of MA and its corresponding diffraction pattern. (c) TEM 

bright-field image and its corresponding diffraction 
pattern after 2 h of MA.

Página 1 de 1Document

09/04/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_101.html



   

Page 102

This behavior is typical for deformation processes of fcc and bcc metals at high strain rates. However, it 
is surprising that nominally brittle materials, such as intermetallics, develop considerable ductility under 
shear conditions as indicated by the formation of shear bands. Similar observations regarding the 
deformation mechanism have been reported in chips removed during machining [50] and in simple 
metal filings [51, 52]. In analogy to the mechanically attrited powder at the early stage, large 
inhomogeneities have been observed in the filings with the deformation process leading to the 
formation of small-angle grain boundaries. Here, the dislocation cell size dimensions are basically a 
function of the acting shear stress τ, resulting in an average cell size dimension L of L = 10Gb/τ with G 
being the shear modulus and b the Burgers vector [53].

More detailed studies are obtained from cold-rolling and torsion [54], wire drawing [55], and cyclic 
deformation [56] processes resulting in an asymptotic saturation of the flow stresses. This is considered 
to be a result of the simultaneous occurrence of dislocation multiplication and annihilation leading to a 
saturation of the dislocation density [57]. In particular, under cyclic deformation of, for example Cu, at 
strain amplitudes above γpl ~ 10–4, slip becomes highly localized in so-called persistent slip bands (shear 
bands). These lie parallel to the primary glide plane and are separated by regions containing the original 
matrix structure [57]. These bands consist of dense walls of dislocations, largely screw dislocations 
having a density ~1013 m–2. The closest spacing between screw dislocations of opposite sign is ~50 nm, 
the minimum distance before annihilation occurs. For edge dislocations, which are more relevant for the 
deformation of fcc crystals, this critical annihilation length is found to be 1.6 nm for Cu. It has been 
concluded that the annihilation of dislocations can set a natural limit to the dislocation densities which 
can be achieved by plastic deformation (typically less than 1013 m–2 for screw dislocations and 1016 m–2 
for edge dislocations). Steady-state deformation is observed when the dislocation multiplication rate is 
balanced by the annihilation rate. This situation corresponds to the transition from stage (i) to stages 
(ii)/(iii) as described above. In this stage the role of dislocations becomes negligible and further 
deformation occurs via grain boundaries. It is expected that the shear modulus of the grain boundary 
regions is lowered by about 40% when the 'volume fraction' of the grain boundaries becomes 
comparable to that of the crystals [58, 59]. Localized deformation then proceeds by the dilatation of the 
grain boundary layers similar to superplastic behavior [60] with the undeformed crystallites moving in a 
'sea' of dilated grain boundaries. Furthermore, the relative motion of the crystalline grains within the 
shear band leads to impingement which should give rise to large, locally inhomogeneous elastic 
stresses. As a consequence, in order to relax these strains, formation of nanovoids about 1 nm in 
diameter is expected to occur which inevitably leads to crack formation under tensile stress [61]. Such a 
deformation mode basically also provides a mechanism for the repeated fracturing and rewelding of the 
fresh surfaces during MA leading to a steady-state particle size.
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5.5— 
Property-microstructure Relationships

Decreasing the grain size of a material to the nanometer range leads to a drastic increase of the number 
of grain boundaries reaching typical densities of 1019 interfaces per cm3. The large concentration of 
atoms located in the grain boundaries in comparison with the crystalline part scales roughly as the 
reciprocal grain-size 1/d.

Consequently, due to their excess free volume the grain boundaries in the nanocrystallite cause large 
differences in the physical properties of nanocrystalline materials if compared with conventional 
polycrystals. In all cases discussed here the short-range order typical for an amorphous material is not 
observed as the characteristic structure of grain boundaries. As such, the grain boundary structure in 
these materials must be different from the structure of the single crystal as well as the amorphous 
structure of a glassy material. It turns out that the thermodynamic properties of nanostructured materials 
produced by MA can be realistically described on the basis of a free volume model for grain boundaries 
[62].

Figure 5.10 
DSC heating scan at 20 K min–1 for Zr powder particles, 
ball milled for 24 h. Integration of the signal deviating 

from the baseline gives the stored enthalpy ∆H.

As a result of the cold work energy has been stored in the powder particles. This energy is released 
during heating to elevated temperatures due to recovery, relaxation processes within the boundaries, and 
recrystallization. For example, figure 5.10 exhibits a typical scan by a differential scanning calorimeter 
(DSC) for Zr after 24 h of MA. During heating in the DSC, a broad exothermic reaction is observed for 
all of the samples starting at about 370 K and being almost completed at 870 K. Integrating the 
exothermal signals gives the energy release ∆H during heating of the sample. ∆H values are listed in 
table 5.1 along with other characteristic values, such as the average grain size and excess specific heat 
after 24 h of MA for several metals and alloys.
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Table 5.1. Structural and thermodynamic properties of metal and intermetallic powder particles after 24 h ball 
milling, including the melting temperature Tm, the average grain size d, the stored enthalpy or energy release ∆H as a 
percentage of the heat of fusion, and the excess heat capacity ∆cp.

Material Structure Tm (K) d (nm) ∆H (% of ∆Hf) ∆cp (%)

Fe bcc 1809 8 15 5

Cr bcc 2148 9 25 10

Nb bcc 2741 9 8 5

W bcc 3683 9 13 6

Co hcp 1768 (14) 6 3

Zr hcp 2125 13 20 6

Hf hcp 2495 13 9 3

Ru hcp 2773 13 30 15

Al fcc 933 22 43 —

Cu fcc 1356 20 39 —

Ni fcc 1726 12 25 —

Pd fcc 1825 7 26 —

Rh fcc 2239 7 18 —

Ir fcc 2727 6 11 —

NiTi CsCl 1583 5 25 2

CuEr CsCl 1753 12 31 2

SiRu CsCl 2073 7 39 10

AlRu CsCl 2300 8 18 13

The stored enthalpy reaches values up to 7.4 kJ mol–1 (after 24 h) and 10 kJ mol–1 (after 32 h) for Ru, 
which corresponds up to 30–40% of the heat of fusion ∆Hf. These data are exhibited in figure 5.11 
showing the energy release ∆H for different hcp and bcc metals with a grain size between 8 and 13 nm 
as a function of their respective melting temperatures. One would expect the recovery rates during the 
milling process to correlate with the melting point of the specific metal. With the exceptions of Co (due 
to a large number of stacking faults) and Hf, Nb, and W (possibly due to an increased level of Fe 
impurities from the milling tools stabilizing the nanostructure) such a relationship is indeed observed. 
Similar results have been obtained for metals with fcc structure as given in table 5.1 [15]. 
Consequently, most effective energy storage occurs for metals with melting points above 1500 K, 
resulting in average grain sizes between 6 (Ir) and 13 nm (Zr). For the compound phases similar high 
values for the stored energies are found ranging from 5 to 10 kJ mol–1 and corresponding
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Figure 5.11 
The released energy ∆H as a percentage of the heat of fusion 
∆Hf measured by DSC up to 870 K. The data are shown as a 

function of the melting point Tm for several bcc and hcp metals.

to values between 18 and 39% of the heat of fusion for grain sizes between 5 and 12 nm.

Large differences generally also arise in the specific heat cp at constant pressure. The specific heat of 
the heavily deformed powder particles was measured in the range from 130 K to 300 K, i.e. at low 
enough temperatures to prevent the recovery processes from taking place. For all samples, a 
considerable increase in cp has been found experimentally after 24 h milling, reaching values up to 15% 
for Ru. These data are also included in table 5.1 given as a percentage of heat capacity increase in 
comparison to the unmilled state at 300 K. For pure metals, the heat capacity change ∆cp exhibits a 
linear dependence on the stored enthalpy ∆H given as a percentage of the heat of fusion (∆H/∆Hf) after 
extended MA as presented in figure 5.12. Such a relationship is also predicted by the free volume model 
for grain boundaries.

The final energies stored during MA greatly exceed those resulting from conventional cold working of 
metals and alloys (cold-rolling, extrusion, etc). During conventional deformation, the excess energy is 
rarely found to exceed 1–2 kJ mol–1 and, therefore, is never more than a small fraction of the heat of 
fusion [4, 16]. In the case of MA, however, the energy can reach values typical for crystallization 
enthalpies of metallic glasses corresponding to about 40% ∆Hf. A simple estimate demonstrates that 
these energy levels cannot be achieved by the incorporation of defects which are found during 
conventional processing. In
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Figure 5.12 
Specific heat increase ∆cp (%) in comparison to the 

unmilled state at room temperature as a function of the 
stored enthalpy ∆H (given as a percentage of ∆Hf) after 

24 h ball milling of pure elemental powder samples.

the case of pure metals, the contribution of point defects (vacancies, interstitials) can be safely 
neglected because of the high recovery rate at the actual processing temperature [16]. Even taking 
nonequilibrium vacancies into account, which can form as a consequence of dislocation annihilation up 
to concentrations of 10–3 [57], such contributions are energetically negligible in comparison. On the 
other hand, for intermetallics point defects are relevant in describing the stability of the material [6].

The maximum dislocation densities that can be reached in heavily deformed metals are less than 1016 
m–2 which would correspond to an energy of less than 1 kJ mol–1. Therefore, it is assumed that the 
major energy contribution is stored in the form of grain boundaries and related strains within the 
nanocrystalline grains which are induced through grain boundary stresses as described above. Recent 
estimates suggest that the grain boundary energies in nanocrystalline metals are about twice as high as 
in high-energy grain boundaries in conventional polycrystals, close to about 1 J m–2 [15]. With the 
reduction of average grain size, an increase in hardness by a factor five as well as a decrease of Young's 
modulus by about 20% has been observed experimentally in nanocrystalline Nb with a grain size of 
about 12 nm [63].

The energetic microstructure–property relationship is further emphasized in figure 5.13. Here the stored 
enthalpy ∆H in Ru is shown as a function of
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average reciprocal grain size 1/d. Since 1/d scales also with the volume density of grain boundaries in 
the nanocrystalline material (~3δ/d with the thickness of the grain boundary about 1.2 nm [64]), this 
figure also represents the role of grain boundaries in energy storage.

Figure 5.13 
The stored enthalpy ∆H as a function of reciprocal grain 

size 1/d of Ru at different levels of MA. Two 
distinctively different stages can be observed: stage (i) 

which is dislocation controlled for d > 25 nm and stages (ii) 
and (iii) for d < 25 nm where deformation becomes 

controlled by grain boundaries.

Two different regimes can be clearly distinguished: for small grain size reductions at the early stages of 
MA, i.e. stage (i), the stored enthalpy shows only a weak grain size dependence typical for dislocation 
controlled deformation processes. After the average domain (grain) size is reduced below d* = 25 nm, 
energy storage becomes more efficient. The critical grain size d* as determined by figure 5.13 
corresponds to the size of nanograins which are formed within the shear bands. Therefore, for d < d* a 
regime can be identified where deformation is controlled by the properties of the small-angle and later 
high-angle grain boundaries which are developing in stages (ii) and (iii). The slope of the corresponding 
strain versus 1/d relationship, which has been shown in figure 5.4, corresponds to the grain boundary 
regime of 0.1 nm, typical for atomic level strains [52].

It is important to note that the different deformation mechanisms, i.e. dislocation versus grain boundary 
mechanisms, result in a different microstructure which controls the physical properties of the material. 
In particular, in the nanocrystalline regime, i.e. for grain sizes less than  nm, the thermodynamic 
and structural properties of the mechanically attrited material are controlled by the energy and structure 
of the grain boundaries developing. Such a transition from dislocation controlled properties to grain 
boundary
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controlled properties is expected for nanocrystalline materials synthesized by other methods as well [40, 
65].

5.6— 
Related Topics

Many microscopic processes occurring during MA and mechanical alloying of powder particles exhibit 
common features with processes relevant in tribology and wear. For example, the effects of work 
hardening, material transfer, and erosion during wear situations result in similar microstructures of the 
wear surface as observed during MA [66]. In particular, during sliding wear, large plastic strains and 
strain gradients are created near the surface [67]. Similar to MA of powder particles, this is the 
consequence of the formation of dislocation cell networks, subgrains, and grain boundaries with the 
subgrains becoming smaller and sharper near the surface. Typical plastic shear strains occurring at the 
surface are estimated to be of order 10, corresponding to a strain rate of several 103 s–1.

Cu nanocrystalline structures have been observed by high-resolution electron microscopy with an 
average grain size of 4–5 nm close to the surface of wear scars as well as in the wear debris [68]. 
Within the interiors of the grains no defects were observed suggesting that most of the defects are 
absorbed by the grain boundaries due to their proximity. However, this type of plastic deformation at 
high strain rates does not seem to be limited to metals and alloys [69], but has been observed in 
ceramics [70] and diamond [71] as well.

During sliding wear, transfer of material from one sliding component to another is found to occur in 
analogy to mechanical alloying. In such cases, a special tribo-layer develops on the surface of a sliding 
component being subjected to large plastic strains. This surface layer often is called the Beilby layer 
and for a long time was thought to be amorphous because its microstructure could not be resolved with 
the instruments commonly used [72]. There are indeed some systems in which truly amorphous layers 
are produced by sliding [73], but in most cases the sub-surface layer with a thickness of less than 1 µm 
is nanocrystalline. Except for limited microhardness data, very little is known about the mechanism of 
grain-size reduction and the related changes in the structural, mechanical, and thermodynamic 
properties of wear surfaces. As such, it is expected that the study of MA processes in the future will not 
only open new processing routes for a variety of advanced nanostructured materials but also improve 
the understanding of technologically relevant deformation processes on a nanostructure level.
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Chapter 6— 
Artificially Multilayered Materials

Robert C Cammarata

6.1— 
Introduction

With the advent of advanced thin-film processing methods, it has become possible to produce 
artificially multilayered materials with precise control of the composition and the thickness of the 
layers. In contrast to conventional bulk laminate composites, the individual layer thickness in 
multilayered thin films can be reduced to atomic dimensions and therefore becomes the smallest and 
most important microstructural length scale. It is this length scale control that makes artificially 
multilayered thin films the epitome of microstructural engineering.

One of the earliest successful productions of an artificially multilayered thin film was reported by 
DuMond and Youtz in 1940 [1]. The film was prepared by alternate evaporation of copper and gold 
onto a glass substrate, and resulted in an x-ray mirror. However, it was unstable to room-temperature 
intermixing, probably a result of interdiffusion at moving grain boundaries of the small crystallites that 
made up the layers [2]. The first stable and well characterized metallic multilayered thin films were the 
result of the pioneering work of Hilliard and coworkers at Northwestern University in the late 1960s 
[3,4]. These materials, prepared by alternate shuttering of two evaporation sources, were composed of 
fcc metals such as Ag–Au and Cu–Pd. In the early 1970s, Esaki and coworkers at International 
Business Machines Corporation suggested that semiconductor multilayers with layer thicknesses 
smaller than the electron mean free path could be the basis of technologically useful devices [5,6]. 
Since that time there has been an exponential increase in the number of experimental and theoretical 
investigations concerning every aspect of multilayered materials.

Scientifically, artificially multilayered materials offer the possibility of investigating problems that 
previously had been mostly of academic interest. For example, the ability to produce layer thicknesses 
smaller than the mean free path for electrons allowed the one-dimensional particle-in-a-well problem 
from elementary quantum mechanics to be investigated experimentally. Artificially
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multilayered materials are also important from a technological point of view: as discussed throughout 
this chapter, these materials are involved in a variety of diverse engineering applications. Of course it is 
not possible to cover every aspect of the wide field of multilayered materials here. Reference [7] is an 
excellent source book, giving a thorough and detailed review of the subject up to the early 1980s. For 
advances since that time, the interested reader should consult the appropriate references cited at the end 
of the chapter.

6.2— 
Structure and Characterization

6.2.1— 
Microstructure.

Artificially structured materials composed of layers of different phases are known generically as 
heterostructures. Heterostructures can be composed of only a few layers or of many layers. Artificially 
multilayered materials are heterostructures composed of many alternating layers that are generally 
stacked in a periodic manner; such periodicity will henceforth be assumed unless otherwise noted. An 
artificially multilayered material is shown schematically in figure 6.1(a). The combined thickness of 
two adjacent layers is called the bilayer repeat length or bilayer period. The principal characteristic of 
multilayers is a composition modulation, that is, a periodic chemical variation. For this reason, 
multilayers are often referred to as compositionally modulated materials and the bilayer repeat length is 
often called the composition modulation wavelength. Many authors prefer to reserve the term 
'compositionally modulated materials' for multilayers composed of mutually soluble layers separated by 
compositionally diffuse interfaces.

Multilayers composed of single-crystal layers that possess the same crystal structure and where the 
interfaces are in perfect atomic registry are called superlattices. An important example of this type of 
multilayer is the semiconductor superlattice thin film produced by molecular beam epitaxy (see section 
6.3.1). In metallic superlattice thin films, the requirement that the layers are single crystals is often 
relaxed as long as they have an in-plane grain size many times larger than the layer thickness [2]. Also, 
single-crystal or large-grained metallic multilayers whose layers have different crystal structures but a 
well defined epitaxial relationship at the interfaces are often referred to as superlattices. It should be 
noted that some authors are very loose in their terminology and use the terms 'multilayered', 
'compositionally modulated', and 'superlattice' interchangeably.

Since one of the chief characteristics of multilayered materials is the high density of interfaces, it is 
worth discussing the different types of interface structure. The most common types of interfaces found 
in solids are those involving chemical and/or structural changes. Almost all interfaces in multilayered 
thin films involve a chemical composition change. An 'ideal' multilayer would have sharp interfaces, 
and the composition profile would be

Página 1 de 1Document

09/04/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_114.html



   

Page 115

Figure 6.1 
Schematic diagram and composition profiles 

for an artificially multilayered material of bilayer 
repeat length Λ. (a) Artificially layered 

materials composed of alternating layers 
of A and B; (b) ideal rectangular wave 

composition profile; (c) sinusoidal 
composition profile; (d) composition profile 
of a multilayer with a third interfacial phase.

a periodic rectangular wave (see figure 6.1(b)). If there is mutual solubility between the layer materials, 
then intermixing, for example, during deposition or during a post-deposition anneal, could lead to 
diffuse interfaces which in the extreme would result in a sinusoidal composition profile (see figure 6.1
(c)). In this case, it is not possible to distinguish between an interface and the 'bulk' of a layer. If, instead 
of intermixing, a third interfacial phase such as an intermetallic is formed, then a composition profile as 
shown schematically in figure 6.1(d) could result.

In the case of an 'ideal' superlattice, there would be no structural variation at the interface. Interfaces in 
these materials are said to be coherent. Figure 6.2(a) schematically illustrates a coherent interface. If the 
layer materials have different equilibrium lattice parameters, there is said to be a lattice parameter 
misfit. In order to produce coherent interfaces in a multilayer where there is such a misfit, one or both of 
the layers must be elastically strained to produce atomic registry. A multilayer containing coherent 
interfaces between layers that have a lattice parameter misfit is called a strained layer superlattice.

Interfaces where some of the lattice parameter mismatch is accommodated
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Figure 6.2 
(a) Coherent interface having perfect 

lattice matching; (b) semicoherent 
interface where an edge dislocation (⊥) 

has accommodated some or all of 
the lattice misfit.

by an array of misfit dislocations but where large regions of lattice matching still remain are referred to 
as semicoherent. An example of a semicoherent interface is shown schematically in figure 6.2(b). 
Elastic strains in layers bounded by coherent or semicoherent interfaces are referred to as coherency 
strains. The dislocation spacing in a semicoherent interface is equal to the magnitude of the Burgers 
vector divided by the misfit strain being accommodated by the dislocations. Even if all of the lattice 
parameter misfit is accommodated by dislocations (i.e. there are no coherency strains), the interface can 
still be considered semicoherent as long as the misfit dislocations are not too closely spaced. However, 
if the dislocation spacing becomes very small, say less than about four or five Burgers vectors, or if 
there is little or no atomic registry at the interface, the interface is then said to be incoherent.

When a multilayer is composed of two materials with different crystal structures, a distinction between 
ordered and disordered interfaces can be made [2,8]. An ordered interface is defined as one where there 
is strong epitaxial matching between the two layers. For all the interfaces in a multilayer to be ordered 
in this sense, any fluctuation in layer thickness must be a multiple of an interplanar crystal spacing. 
Such a multilayer can be considered to have long-range structural coherence. On the other hand, if there 
is no epitaxial matching, then the interfaces are said to be disordered. In this case, there can be a 
continuous distribution of layer thickness fluctuations, resulting in a lack of long-range structural 
coherence.
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In some cases involving layer materials with two different bulk equilibrium crystal structures, it is 
possible to pseudomorphically grow one of the layers with the crystal structure of the other layer. Such 
a multilayer could be thermodynamically more favorable relative to one that has both layers retaining 
their bulk crystal structures if the reduction in interfacial free energy going from a semicoherent or 
incoherent interface to a coherent interface more than offsets the increase in volume free energy 
associated with the change in crystal structure. A striking example of pseudomorphism is bcc Ge 
formed in Mo–Ge multilayers [9].

In addition to crystalline materials, it is also possible to use amorphous solids as one or both of the layer 
materials. For example, crystalline Ag–amorphous Fe0.7B0.3 [10], amorphous Fe0.8B0.2–amorphous 
Pd0.8Si0.2 [11], and amorphous Si–amorphous Ge multilayered [12] films have been produced by 
sputtering (see section 6.3.1). Completely amorphous multilayered films are quite intriguing as they are 
amorphous solids that possess a well defined microstructural length scale, the bilayer period, that 
introduces translational symmetry.

6.2.2— 
Dislocation Filters

An interesting application for artificial superlattices involves using them as 'dislocation filters' that 
improve the structural quality of epitaxial (i.e. single-crystal) films grown on top of them [13,14]. In an 
epitaxial GaAs film on a Si substrate, the density of threading dislocations, which are grown-in 
dislocations that thread through a film from the film-substrate interface to the film surface, can be 
reduced by depositing a strained layer superlattice of InGaAs–GaAsP between the GaAs and Si. The 
threading dislocations are blocked and bent along the interfacial planes of the superlattice, resulting in a 
significant reduction in defect density in the GaAs film compared with one grown without the 
superlattice.

6.2.3— 
Characterization

The most common microstructural technique used to investigate the quality of layering in nanometer-
scale multilayers is x-ray diffraction [15–17]. In superlattices with long-range structural coherence, 
satellite peaks will appear about the undiffracted beam (000) and the higher-angle Bragg peaks in the x-
ray diffraction pattern. The reason for this can be illustrated in the following manner. Consider a single-
crystal superlattice with completely coherent interfaces being investigated with a standard θ–2θ 
reflection x-ray diffractometer. For simplicity, assume each layer has the same number of atomic planes 
p and that the interplanar spacing d is constant along the direction perpendicular to the plane of the film 
(call this the z direction). The diffraction pattern can be taken as the square of the magnitude of the 
Fourier transform of the electron density
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along the z direction. The electron density variation along the z direction can be represented by a lattice 
function L(z), which can be taken as an array of equally spaced delta functions, multiplied by a 
composition modulation function C(z) of wavelength Λ = 2pd. The Fourier transform of the electron 
density will be proportional to the Fourier transform of the lattice F[L(z)] convoluted with the Fourier 
transform of the composition modulation F[C(z)]. F[L(z)] by itself would give the Bragg peaks of the x-
ray diffraction pattern associated with a compositionally homogeneous single crystal. Owing to the 
convolution with F[C(z)], around each Bragg peak and the undiffracted beam (000) there will be 
satellite peaks associated with the Fourier spectrum of the composition modulation C(z). If C(z) is a 
sine wave, as shown in figure 6.1(c), there will only be one satellite peak on either side of the main 
Bragg peaks; if C(z) has sharper interfaces then there will be several orders of satellite peaks. Actual 
multilayers with long-range structural coherence may have a modulation in lattice parameter along the z
direction, layers that are not of equal thickness, and/or interfaces that are not completely coherent. The 
analysis for these materials is more complicated but the general trend is still the same: the greater the 
number of peaks, the sharper the interface. Figure 6.3 [18] shows an example of an x-ray diffraction 
pattern obtained from a 12 nm Si–4 nm Si0.7Ge0.3 superlattice produced by molecular beam epitaxy (see 
section 6.3.1). The presence of several orders of satellite peaks indicates that the interfaces were 
relatively sharp.

Crystalline multilayered materials without long-range structural coherence

Figure 6.3 
X-ray diffraction pattern (intensity versus angle 2θ) obtained from a 

Si–Si0.7Ge0.3 strained layer superlattice (taken from [18]). The splitting of the 

satellite peaks resulted from the diffraction of both Kα1
 and Kα2

 x-ray radiations.
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will display weak or no satellite peaks around the high-angle Bragg peaks but will have satellites 
associated with the undiffracted beam (000). Also, there will only be satellite peaks from the 
undiffracted beam in amorphous multilayers since there are no high-angle Bragg peaks in the 
diffraction patterns of amorphous materials. An x-ray diffraction pattern obtained from an equal layer 
thickness amorphous Si–amorphous Ge multilayered thin film with a bilayer repeat length of 5.8 nm 
produced by sputtering (see section 6.3.1) is shown in figure 6.4 [12].

Figure 6.4 
X-ray diffraction pattern (intensity versus angle 2θ) 

obtained from an amorphous Si–amorphous Ge 
multilayered film (taken from [12]).

X-ray diffraction patterns with satellite peaks can be used to extract quantitative structural information. 
The bilayer repeat length Λ of a multilayered film can be obtained from low-angle x-ray reflectivity 
measurements using Bragg's law for diffraction. However, it is necessary to take into account effects 
owing to refraction [19,20]. The real part of the index of refraction nr is generally slightly less than 
unity. Defining δ = 1 – nr, Bragg's law for a satellite peak associated with the undiffracted beam (000) 
can be expressed as

where m is the order of the satellite, λ is the wavelength of the x-ray radiation, θm is the measured Bragg 
angle, and  <δ > represents a composite average value of δ appropriate for the multilayer. By measuring 
the Bragg angles for two or more satellites, both Λ and <δ> can be obtained. It is possible to extract 
other structural features, such as roughness and diffuseness of the interfaces, from low- or high-angle 
diffraction patterns with the aid of x-ray scattering calculations [15–17,19,20].

Electron and neutron diffraction methods can also be used for microstructural characterization in a 
manner similar to that for x-ray diffraction.
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A unique possibility offered by neutron diffraction is the ability to characterize multilayers composed of 
different isotopes of the same material [2,21]. Such multilayers are useful in making highly sensitive 
self-diffusion coefficient measurements in a manner analogous to x-ray diffraction experiments 
performed to measure interdiffusivities (see section 6.4.2).

In addition to diffraction methods, measurements of certain physical properties that depend on the 
quality of the layering can be used to characterize the overall structure. For example, the width of 
optical absorption peaks obtained with quantum well semiconductor superlattices is often used as a 
measure of the quality of these materials (see section 6.5.1). The energies associated with optical 
absorption peaks depend on the thicknesses of the layers, and the sharper the absorption peaks, the 
higher the quality of the layering.

Diffraction studies and macroscopic physical property measurements can give information only about 
average layer quality. In order to investigate the structure on a more local scale, it is necessary to use 
techniques such as high-resolution transmission electron microscopy (HRTEM) and extended x-ray 
absorption fine structure (EXAFS). An example of a high-resolution cross-sectional transmission 
electron micrograph of an InAs–GaSb(100) superlattice grown by molecular beam epitaxy on a GaSb 
buffer layer (see section 6.3.1) is shown in figure 6.5.

Thin-film characterization methods such as Rutherford backscattering (RBS) and Auger electron 
spectroscopy (AES) can be used for chemical analysis of artificially multilayered thin films. AES depth 
profiling, where the chemical composition is continuously monitored during ion milling of the sample, 
can give a qualitative description of the composition modulation. Figure 6.6 shows an example of an 
AES profile for an amorphous metal Fe0.8B0.2–Pd0.8Si0.2 multilayered film with a composition modulation 
wavelength of 6.9 nm [11].

6.3— 
Processing

Artificially multilayered materials are generally produced in thin-film form by standard thin-film 
processing methods modified to allow alternate deposition of two different materials. Examples of these 
processing techniques include Langmuir–Blodgett and related methods for producing organic films, 
electrodeposition, sputtering, evaporation (including molecular beam epitaxy), pulsed laser deposition, 
and chemical vapor deposition. Mechanical methods generally associated with the processing of bulk 
solids have also been developed that produce materials of lower quality in terms of the layering but in 
much larger quantities.

6.3.1— 
Thin-film Deposition Methods

For many years, Langmuir–Blodgett [22,23] and self-assembly [24] methods of preparing organic 
multilayered films composed of monomolecular layers
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Figure 6.5 
High-resolution cross-sectional transmission electron micrograph of an 

InAs–GaSb superlattice. Numbers indicate number of monolayers per layer. 
(Courtesy of M Twigg, L Ardis and B Bennett, Naval Research 

Laboratory, Washington DC, USA.)
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Figure 6.6 
Auger electron spectroscopy depth profile of an amorphous metal 

Fe0.8B0.2–Pd0.8Si0.2 multilayered thin film with a composition 
modulation wavelength of 6.9 nm (taken from [11]).

have been investigated. Since Langmuir–Blodgett films are very fragile, their use in technological 
applications is somewhat limited. Mechanical stability is less of a problem in self-assembly systems, 
but it has sometimes proven difficult to build up multilayers with overall thicknesses of 100 nm or more 
that retain their long-range structural coherence. Very recently a related method of producing 
multilayered films composed of alternating layers of organic and inorganic macromolecules has been 
reported [25]. These materials were formed by sequential adsorption of polydiallyldimethylammonium 
chloride and exfoliated sheets of synthetic hectorite (a mica-type layered silicate) onto silicon 
substrates. X-ray diffraction characterization indicated that the multilayers remained structurally 
ordered even when the overall film thicknesses were relatively large (over 0.2 µm). It would appear that 
this approach can be extended to produce a wide variety of high-quality organic–inorganic layered 
systems.

Electrodeposition has proven to be a very successful and relatively inexpensive method of producing 
high-quality compositionally modulated materials, capable of depositing metallic, ceramic, 
semiconductor, and polymer multilayers [26,27]. Generally speaking, electrodeposition methods for 
making multilayers can be divided into two types: alternately plating between two deposition potential 
using a single electrolyte containing two different types of ion, or periodic transfer of the substrate from 
one electrolyte to another. In addition to low cost, an attractive feature of electrodeposition is the
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ability to deposit films over a large area and with a relatively large overall thicknesses (several tens of 
microns or more), dimensions much greater than those generally associated with vacuum deposition 
methods. Because of these features, electrodeposition may be the most promising approach with regard 
to scaling up thin-film processing methods to produce a multilayered structural material with nanoscale 
individual layer thicknesses but with a large overall thickness and in-plane area.

Figure 6.7 
Schematic diagram of a multiple-target ion beam sputtering system used to 

produce artificially multilayered thin films (taken from [29]).

Sputtering has become a very popular preparation technique for the deposition of metallic and ceramic 
multilayers [28]. Sputtering involves the collisions of ions (usually of an inert gas such as Ar) with the 
surface of a target material, leading to the ejection of target atoms that are collected in thin-film form 
onto a substrate. A schematic diagram for an ion gun sputtering system capable of depositing 
multilayers is shown in figure 6.7 [29]. An Ar+ ion beam from the target ion gun is used to sputter 
material from targets mounted on a rotating assembly. Two targets are alternately rotated in and out of 
the line of the target gun ion beam, resulting in the deposition of a multilayered film onto a stationary 
substrate. The substrate ion gun is used to sputter clean the substrate before deposition, and can also be 
used for ion beam assisted deposition processes [28]. Other sputtering systems employ schemes such as 
alternately
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exposing the substrate to deposition from two stationary targets, either by shuttering the targets or by 
rotating the substrate. In the preparation of ceramic multilayers with oxide or nitride layer materials, it 
is possible to sputter directly from ceramic targets using a neutralized ion beam or by radio frequency 
(RF) sputtering [28], or to bleed oxygen or nitrogen into the chamber and reactively sputter using 
metallic targets. Sputtering is often the best method of producing metal–ceramic multilayers (e.g. Al–
Al2O3), either by alternately sputtering from metallic (Al) and ceramic (Al2O3) targets, or by alternately 
opening and closing a valve that bleeds in a gas (O2) while continuously sputtering from one target (Al) 
[2]. Also, because of its very high effective quench rate, sputtering is often the best method of 
producing multilayers with amorphous metal or amorphous semiconductor layers.

Evaporation systems involving deposition from open sources in an evacuated chamber have been used 
extensively to produce multilayered films [28]. The deposited materials are evaporated or sublimated, 
either by an electron beam or in a resistively heated source. Molecular beam epitaxy (MBE) is often 
employed when it is desired to produce single-crystal superlattices [30]. An MBE system is essentially 
a fancy (and expensive) evaporator, where the deposition occurs under ultrahigh-vacuum (UHV) 
conditions, and where various characterization tools, such as reflection high-energy electron diffraction 
(RHEED) and AES analysis, are available for in situ characterization. Figure 6.8 is a schematic diagram 
of an MBE system that has been used to prepare In1–xGaxAs–GaSb1–yAsy superlattices [31]. The various 
constituents are evaporated from Knudsen effusion cells. (Other MBE systems designed to deposit 
high-melting-temperature materials such as Si use an electron beam to evaporate the material.) A 
computer controlled shuttering system, using input from the mass spectrometer that monitors the flux 
rates, is used to create the layering. The ion sputtering gun is used for substrate cleaning.

Pulsed laser deposition (PLD), also referred to as laser ablation, involves the use of a short pulse 
(typically 20 to 30 nanoseconds) from the focused output of a laser (of order 0.1 to 1 mJ m–2) to rapidly 
vaporize material from the surface of a bulk target that is then collected onto a substrate [32]. The 
deposition occurs in a vacuum chamber with a window that allows the laser pulse to enter the chamber 
and ablate (vaporize) the target surface. The thickness of material deposited per pulse is typically of 
order 0.1 nm, and the laser is pulsed at a rate of 1 to 100 Hz. The principal advantage of this process is 
that it allows deposition of a multicomponent film with the same composition as the target. This feature 
has made PLD a popular method for depositing stoichiometric compounds, especially high-temperature 
superconducting oxides. Multilayered materials can be produced by laser ablation from multiple targets.

Chemical vapor deposition (CVD) is a commonly used method for the preparation of semiconductor 
superlattices such as GaAs–AlxGa1–xAs [30,33]. Also known as vapor phase epitaxy, CVD involves 
chemically reacting a volatile gaseous compound that has been adsorbed onto the substrate to produce
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Figure 6.8 
Schematic diagram of an MBE thin-film deposition system used to produce 

In1–xGaxAs–GaSb1–yAsy superlattices (taken from [31]). Each Knudsen 
cell is labeled by its corresponding evaporant (In, Ga, As, Sb). 

The Sn cell is used for doping.

a nonvolatile thin solid film. A variety of reaction types (e.g. pyrolysis, reduction, oxidation) is used to 
produce semiconductors and metals, as well as compounds such as oxides and nitrides. Metallo–organic 
chemical vapor deposition (MOCVD) has become one of the principal processing techniques for 
depositing compound semiconductor films in general, and compound semiconductor superlattices in 
particular [30]. It involves the reaction of metal alkyls with a hydride of the nonmetal component. The 
following are examples of MOCVD reactions used to produce GaAs and AlxGa1–xAs layers in 
superlattices:

By precisely controlling the temperature, pressure, and gas composition, high-quality superlattices can 
be produced.

The most sophisticated thin-film deposition systems are able to control deposition rates to better than 
0.1% and can produce layers as small as one
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atom thick [2]. Thus, multilayered thin-film deposition represents the ultimate in microstructural 
control. In order to produce high-quality superlattice films, it is frequently necessary to first deposit a 
buffer layer on the substrate. This buffer layer, which is often (but not always) one of the layer 
materials that composes the multilayered film, is grown to a sufficient thickness that any islands formed 
during the initial stages of deposition have coalesced and transformed into a large-grained or single-
crystal epitaxial film.

6.3.2— 
Mechanical Processing Methods.

Although thin-film processing methods are by far the most popular choices for preparation of 
multilayered materials with nanoscale individual layer thicknesses, mechanical processing techniques 
have also been developed. In fact, mechanical methods of producing multilayered materials with very 
thin layers date back to medieval times to the forging of Damascus [34] and Japanese [35] swords 
composed of layers such as soft wrought iron and hardened steel that were repeatedly folded and rolled. 
Metallic multilayers of Ni–Er have been produced with individual layer thicknesses as small as 5 nm by 
repeated folding and rolling of initially thick (20 to 25 µm) foils of Ni and Er [36]. The quality of the 
layering is not as high as that obtained by thin-film deposition methods, but the total sample thickness 
can be quite large, up to 200 µm.

Multilayered polymer composites have been prepared by coextrusion of alternating layers of 
thermoplastic materials [37–40]. Examples of systems prepared in this manner include polystyrene–
polypropylene, polystyrene–polyethylene, and poly(styrene-acrylonitrile)–polycarbonate. The 
multilayers so produced can be composed of thousands of layers, with the individual layer thicknesses 
as small as a few tens of nanometers [39].

6.4— 
Thermodynamics and Kinetics

6.4.1— 
Thermodynamics

Because of the high density of interfaces characteristic of multilayers (and of nanostructured materials 
in general), the thermodynamic nature of multilayered materials is intrinsically different from that of 
solids composed of bulk phases [2,41]. For example, stresses in the layers owing to the presence of 
coherent interfaces can lead to violations of the Gibbs phase rule and the common tangent rule for 
determining multiphase equilibrium from free energy versus composition diagrams [42–44].

Associated with solid–solid interfaces are two types of thermodynamic quantity: interface free energy 
and interface stress. The interface free energy can be considered the reversible work per unit area 
needed to form new interface area by a process such as creep. Recently, zero-creep experiments using 
crystalline Ag–Ni(111) multilayered thin-film specimens have been performed to measure
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the Ag–Ni interface free energy [45,46]. Many capillary effects resulting from the influence of the 
interface free energy (which can be positive or negative), such as variations in crystallization or melting 
temperatures, have been observed in multilayers. For example, melting point depressions of Pb layers a 
few nm thick in Pb–Ge multilayers have been attributed to the influence of the interface free energy 
[47].

Interface stress can be defined as the reversible work per unit area needed to elastically deform one or 
both of the layers on either side of the interface. There are two intrinsic interface stresses characteristic 
of solid–solid interface: one can be related to elastic straining of one of the layers relative to the other 
layer, and the other is associated with uniform elastic straining of both layers [48,49]. The strain 
associated with the former type of interface stress would lead to a change in the interfacial dislocation 
structure between two epitaxially matched crystalline phases. The latter type of interface stress could 
lead to uniform elastic strains in the plane of the interface as high as a few per cent relative to the 
equilibrium bulk state when the individual layer thickness is reduced to a value of order 1 nm [50–53]. 
A recent study of internal stresses in multilayered thin films has been performed to measure this type of 
interface stress in Ag–Ni(111) multilayered films [54].

Several novel metastable phases have been produced using multilayered thin films. One example has 
been cited previously: the formation of bcc Ge layers in Mo–Ge films (see section 6.2.1). Phase 
transformations can be induced in multilayered films by post-deposition anneals to produce other 
metastable phases. Perhaps the most remarkable example of this is the process known as solid-state 
amorphization, where polycrystalline metal layers in a multilayered thin film such as Au–La [55] and 
Ni–Zr [56] react during a post-deposition low-temperature anneal to form a single-phase amorphous 
alloy.

6.4.2— 
Kinetics

An often large thermodynamic driving force, coupled with relatively short diffusion distances, makes it 
possible to sensitively study the kinetics of atomic transport and phase transformations in multilayered 
thin films. In films where there is mutual solubility between the two types of layer material, intermixing 
can occur when the film is subjected to a relatively low-temperature anneal. It is possible to obtain the 
kinetics of the intermixing by monitoring the decay of x-ray satellite peaks that result from the layering 
to obtain an interdiffusion coefficient [11,12,17,18]. This technique is the most sensitive method of 
determining interdiffusivities as it can measure diffusion coefficients as small as 10–27 m2 s–1. It has 
been of great use in the study of atomic transport in amorphous materials where it is necessary to use 
low-temperature anneals in order to avoid crystallization [17]. In addition, multilayered thin films 
mimic the microstructure of spinodally decomposed materials and early studies of atomic transport in 
multilayered films were performed in order to investigate the kinetics

Página 1 de 1Document

09/04/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_127.html



   

Page 128

of this type of phase transformation [3,4,17].

The multilayer technique to measure interdiffusion is easily adapted to the study of the effects of 
pressure on diffusion by annealing films that are subjected to an external stress by, for example, 
stressing the film using a four-point bending configuration [57,58]. It should noted that significant 
stresses can be generated in an initially stress-free multilayer if the components have different partial 
molar volumes and initially interdiffuse at different rates. If the stresses become large enough, they can 
inhibit chemical interdiffusion, and further intermixing would then be governed by the rate of stress 
relief [21, 59].

Neutron reflectivity measurements can be used to measure self-diffusivities in multilayers that are 
chemically homogeneous but where the alternating layers have different isotopes of the same element. 
The self-diffusion of nickel in 62Ni–natNi multilayers has been investigated in this manner [21]. For this 
type of study, it is desirable to choose an element such as nickel with readily available isotopes that 
have large differences in scattering length.

In multilayers where a third phase is formed by an interfacial reaction (see figure 6.1(d)), the kinetics of 
the interfacial reaction can be investigated by measuring the time it takes the product phase to grow and 
completely consume the adjacent reactant layers [21,56,60,61]. This approach has been used in 
calorimetric studies to identify and quantitatively characterize both diffusion limited [60] and interface 
reaction limited kinetics [61] of silicide formation in transition metal–amorphous silicon multilayers. In 
certain multilayers, the interfacial reaction can be strongly exothermic, with the heat of reaction as high 
as tens of kJ mol–1 [2], which may be large enough to significantly raise the temperature of the film 
during the early stages of the reaction. This temperature increase may in turn significantly enhance the 
atomic transport of the layer materials, thereby accelerating the rate of intermetallic formation. For 
some systems, once the reaction is initiated (e.g. by a laser pulse) it is self-sustaining, and the multilayer 
completely transforms into the product phase. Self-sustaining reactions have been observed for several 
multilayered systems, the most common involving a transition metal (e.g. Ni [60]) and amorphous 
silicon.

6.5— 
Electrical and Optical Properties

6.5.1— 
Semiconductor Superlattices.

In the early 1970s, Esaki and coworkers [5,6] proposed that in layered semiconductor heterostructures 
with layer thicknesses smaller than the electron mean free path of bulk three-dimensional 
semiconductors the motion of electrons and their interactions with photons would be modified. Such 
modifications would result in novel electronic behavior that could be exploited to produce new 
electronic and photonic devices. Since that time, semiconductor superlattices have become the basis of 
the most important technological applications of multilayers. Although there has been an active 
research effort concerning
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Si–SixGe1–x superlattices [62], most of the interest has been focused on heterostructures based on 
compound semiconductor layer materials.

Figure 6.9 
Quantum well composed of a GaAs layer between 

two AlxGa1–xAs layers. Ec is the energy of the 

bottom of the conduction band, Ev is the energy 

of the top of the valance band, and Eg is the band 
gap energy. The barrier height ∆E is the difference 
between the values of Ec for AlxGa1–xAs and GaAs.

Consider a superlattice composed of two semiconductor materials with a significant band gap 
difference, such as a GaAs–AlxGa–1xAs superlattice. Figure 6.9 schematically shows the energy band 
diagram for one of the GaAs layers between two of the AlxGa1–xAs layers. An electron in the GaAs 
layer, represented in the figure by its wavefunction ψ, can be considered to be partially confined in a 
quantum well of barrier height ∆E equal to the difference in the energies of the bottom of the 
conduction band Ec for the two layer materials. It is recalled from the one-dimensional particle-in-a-box 
problem of elementary quantum mechanics [63,64] that in the limit as ∆E → ∞ all of the electron 
energy states are quantized, and can be expressed as

where h is Planck's constant, m* is the effective mass of the electron, n is a quantum number = 
1,2,3, . . . , and L is the width of the well. It is noted that En is proportional to L–2, and thus it is possible 
to tune the energy states by varying the width of the wells.

For the infinite-height well, an electron is completely confined for all values of n and there are an 
infinite set of discrete energy states. For a superlattice composed of a series of finite-height quantum 
wells, only a finite number of bound states exist, and the wells can interact [63]. Since the series of 
wells
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represents a periodic potential whose period is much larger than a crystal lattice spacing, folding of the 
Brillouin zones will occur, resulting in the creation of new energy bands that are often referred to as 
subbands or minibands. (The same kind of zone folding also occurs in phonon dispersion curves and is 
detectable by Raman spectroscopy.) As was discussed in section 6.2.2, the extra periodicity of a 
superlattice leads to satellite peaks in the x-ray diffraction pattern. These peaks can be considered as 
resulting from 'artificial' Bragg planes. It is recalled from elementary solid-state physics that associated 
with every Bragg plane is a Brillouin zone. Thus, the 'artificial' Bragg planes of a superlattice lead to 
'artificial' Brillouin zones, which in turn result in the creation of new energy band gaps. The ability to 
produce superlattices of various layer thicknesses and composed of various layer materials offers the 
opportunity to manipulate the electronic structure of the film and perform what has been called 'band 
gap engineering'.

Another important way in which the electronic structure of a quantum well is different from a bulk 
three-dimensional solid is in the energy dependence of the electronic density of states [64]. For a three-
dimensional free electron solid, the density of states is proportional to E1/2, where E is the electron 
energy. A quantum well in a superlattice can be considered to be of finite width in one dimension and 
effectively of infinite width in the other two dimensions. In the limit of an infinite barrier height, the 
density of states N2D is given by

In contrast with the three-dimensional case, it is seen that the two-dimensional density of states is 
independent of the energy of the well within a given subband.

6.5.2— 
Microelectronics Applications

Semiconductor superlattices have important technological applications in the area of high-speed 
microelectronics [63–68]. Consider a quantum well composed of a high-purity GaAs layer between two 
layers of the wide-band-gap semiconductor AlGaAs that is heavily doped with donors (see figure 6.9). 
The electrons of donor impurities in the AlGaAs layer can 'fall' into the smaller-band-gap GaAs well. 
Since the GaAs is high purity, there are no impurity scattering centers and the electrons have a mobility 
much higher than in doped GaAs. The same kind of effect can also be achieved using acceptor 
impurities where holes would be the dominant charge carriers. In fact, superlattices composed of a 
periodic sequence of n-doped and p-doped layers that have undoped (intrinsic) layers in between have 
been produced that are referred to as 'n–i–p–i' superlattices [66]. The introduction of a variation in 
dopant concentrations is called modulation doping. Modulation doping is used in field-effect transistors 
for high-frequency applications; such devices are commonly referred to by the acronym MODFET 
(modulation doped field-effect transistor).
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At temperatures below about 4 K and in the presence of high magnetic fields above about 4 T applied 
perpendicular to the layers, high-mobility modulation doped GaAs-AlxGa1–x As heterojunctions and 
multilayered structures display some remarkable electronic behavior [63,67,68]. The resistance 
measured parallel to the direction of a current passed in the plane of the layers exhibits broad minima as 
a function of the applied field. The apparent resistivity of the current carrying volume of some 
heterojunctions has been measured to be as low as 10–12 Ω cm, which is less than the resistivity of any 
known normal-state material. At the same fields where these parallel resistance minima occur, there are 
also wide flat plateaus in the Hall resistance, which is equal to the Hall voltage divided by the current 
along the layers. This latter phenomenon is known as the quantized Hall effect, and has been the subject 
of great scientific interest. The parallel resistance minima and Hall resistance plateaus can be 
understood, at least qualitatively, as occurring at fields where an integral number of Landau levels are 
filled [67].

6.5.3— 
Optoelectronics Applications

Optical absorption measurements show that strong absorption occurs in bulk semiconductors such as 
GaAs at energies corresponding to the formation of a bound electron–hole pair called an exciton. If it is 
viewed as a hydrogen-like atom, an exciton has an effective 'Bohr radius' aB in a bulk solid of order 5 to 
10 nm. In a quantum well of width L < aB, the exciton is confined to a region smaller than its 
equilibrium 'Bohr radius'. The smaller separation leads to an increase in the exciton 'ionization' energy 
compared to that for an exciton in a bulk semiconductor, which in turn leads to a much greater 
probability for exciton preservation and eventual radiative decay [64]. In superlattices containing 
directband-gap semiconductors such as GaAs, exciton absorption energies can be easily measured in a 
photoluminescence spectrum. These energies can be tuned by precise control of the width of the 
quantum wells (see equation (6.3)). The absorption spectrum can be used to characterize the quality of 
the layering since the more uniform the layering, the smaller the width of the emission peaks.

When the width of the layer separating semiconducting quantum wells is sufficiently thin (typically less 
than about 5 nm), electrons can tunnel between the wells. This ability of electrons to tunnel between 
quantum wells is the basis of many technologically important applications [63,65]. For a double-well 
heterostructure, an injected carrier with an energy equal to one of the discrete levels (bound states) of 
the well can tunnel with unit transmittivity, an effect known as resonant tunneling. This phenomenon 
will lead to maxima in current-voltage curves, resulting in regimes of negative differential resistance 
that could be utilized for high-frequency device applications. Tunneling in multiple-quantum-well 
superlattices is also of practical interest. For example, the tunneling probability of a carrier is an 
exponentially decreasing function of the effective mass and therefore the superlattice can act as an 
effective mass
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filter. This effect can be used to produce a superlattice photoconductor [65]. In AlInAs-GaInAs 
superlattices, photogenerated heavy holes remain localized while the photoelectrons can be conducted 
through the superlattice until they recombine with the holes. Since the electron mobility depends 
exponentially on the barrier thickness, the photoconductor gain can be sensitively tuned by controlling 
this thickness. In MBE grown equal layer thickness AlInAs-GaInAs superlattices with a bilayer repeat 
length of 7 nm and 100 periods, current gains as high as 20 000 were obtained for wavelengths in the 
range 1.0 to 1.6 µm at low voltage (≤1 V).

The superlattice photoconductor is just one example of the many photonic device applications for 
semiconductor superlattices. Other examples include avalanche photodiodes, infrared lasers, and 
quantum confined Stark effect optical modulators; the interested reader should consult the reviews cited 
in the references [65, 69, 70].

6.5.4— 
Electronic Transport in Metallic Multilayers

In contrast to the behavior of semiconductor superlattices, no evidence has been reported that has 
clearly demonstrated superlattice effects on the electronic transport properties of metallic superlattices. 
The principal experimental observation regarding normal-state transport in metallic superlattices is a 
contribution to the resistivity owing to electron scattering at the interfaces. This can be understood in 
terms of the classical Drude model for electrical conductivity [71], where the resistivity would be 
predicted to have a contribution from a term inversely proportional to the average layer thickness, the 
mean free path for the interface scattering mechanism. The resistivity as a function of the individual 
layer thickness in equal layer thickness Cu–Nb multilayers measured at a temperature of 20 K is shown 
in figure 6.10 [72, 73]. The measurements were made at this low temperature in order to greatly reduce 
the phonon scattering contribution to the resistivity. As seen in the figure, below a layer thickness of 
approximately 1 nm the resistivity saturated close to the value of 150 µΩ cm (the 'Ioffe–Regel 
limit' [63,74]). Above this thickness it was found that the resistivity was inversely proportional to the 
layer thickness. It was also found that as the layer thickness was decreased, the temperature coefficient 
of resistivity became less positive and eventually zero at a layer thickness of about 1 nm. Multilayers 
with a vanishing temperature coefficient of resistivity could have applications as thin-film resistors that 
are stable to temperature variations.

A very few studies concerning the thermoelectric power in multilayered films have been conducted on 
Cu–Ni compositionally modulated thin films [73]. Although there are not enough data to interpret the 
behavior in detail, it appears that, for a given temperature, the thermopower depends on both the 
composition modulation amplitude and wavelength.
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Figure 6.10 
Electrical resistivity as a function of the individual layer thickness 

in equal layer thickness Cu–Nb multilayers measured at a 
temperature of 20 K (taken from [72]).

6.5.5— 
Bragg Reflectors

As discussed in section 6.2.3, x-ray diffraction patterns of superlattices have satellite peaks about the 
(000) undiffracted beam and the main Bragg peaks (see figures 6.3 and 6.4). By controlling the bilayer 
repeat length, the wavelength of the x-rays needed to produce satellite peaks for a given incident angle 
can be tuned. Because of this ability to selectively diffract radiation of certain wavelengths, 
multilayered thin films have been used extensively as dispersion elements for x-rays, particularly soft x-
rays [75–78]. When using multilayers as an x-ray mirror, optimal materials for the alternating layers 
should have a large difference in electron density, and common choices have been W–C and Mo–Si. 
Layer thicknesses can be chosen in order to maximize the reflectivity based on the optical properties of 
the constituent materials. It has been found that while it is generally best to maintain a constant bilayer 
repeat length, the ratio of individual layer thickness should be continuously varied in order to optimize 
the integrated reflectivity [75].

Multilayered x-ray Bragg reflectors have been used to form more complex structures. An x-ray Fabry–
Perot etalon analogous to an optical Fabry-Perot etalon used for the visible spectral region has been 
developed using two identical multilayered Bragg reflectors separated by a low-absorption layer much 
thicker than one bilayer period of the multilayers [76]. An x-ray microscope has been constructed 
utilizing metallic multilayered x-ray mirrors [79].

Nonmetallic multilayers have also been used to produce Bragg reflectors. High-reflectivity GaAs–AlAs 
heterostructures can be used as mirrors in solid-state lasers [64], and multilayers composed of polymers 
with different refractive
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indices have been produced that reflect ultraviolet or near-infrared radiation as well as displaying 
iridescent color effects [38].

6.6— 
Superconducting Properties.

6.6.1— 
Low-temperature Superconductors

Several studies have been conducted on multilayered materials where one of the layer materials was a 
metallic (low-temperature) superconductor and where the individual layer thicknesses were less than 
the superconducting coherence length, typically 5 to 100 nm [80]. In systems involving one 
superconducting layer and one nonsuperconducting insulating layer, it is found that the critical 
temperature Tc in the superconducting layers generally decreases when the thickness of the 
nonsuperconducting layer is increased or the thickness of the superconducting layer is decreased. Also, 
there is a well defined transition from three-dimensional to two-dimensional behavior as the thickness 
of the nonsuperconducting layer is reduced below the coherence length. This transition has been 
observed in the temperature dependence of the upper critical field Hc2 parallel to the layers near Tc in 
Nb–Ge multilayers, where the individual Nb layer thickness was greater than 3 nm. When the Nb layers 
were separated by a relatively large Ge thickness of 5 nm, Hc2 varied as (1–T/Tc), consistent with the 
two-dimensional behavior of the Nb predicted from the Ginzburg–Landau theory. When the Ge 
thickness was 0.7 nm, Hc2 varied as (1–T/Tc)1/2 characteristic of three-dimensional behavior and 
indicating that there was strong coupling between the Nb layers. In addition to these effects which occur 
at temperatures below Tc, a change in dimensionality of the fluctuation superconductivity behavior 
above Tc was also observed.

6.6.2— 
High-temperature Superconductors

Recently there has been a great deal of interest in producing multilayered thin films using high-
temperature superconductors. Multilayered films with YBa2Cu3O7 as one of the layers have been 
produced by sputtering [81] and pulsed laser deposition [82,83]. A synthesis technique dubbed atomic 
layer-by-layer MBE has been developed to prepare superlattices with Bi–Sr–Ca–Cu–O type high-
temperature superconducting layers [84]. This technique uses individual Knudsen cells for each of the 
cation components (Bi, Sr, Ca, Cu), whose deposition is controlled by a computer driven shuttering 
system. Ozone is introduced into the growth chamber to oxidize the films. It is believed that under 
proper operating conditions, only the top molecular layer is involved in the growth chemistry, so that 
precise atomic layer-by-layer growth can be achieved.

Superlattices composed of high-temperature superconducting layers have been used to investigate the 
dimensionality of the superconducting state. MBE prepared superlattices have been produced consisting 
of a monolayer of the high-
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temperature superconductor Bi2Sr2CaCu2O8 alternated with an integer number N of monolayers of the 
low-temperature superconductor Bi2Sr2CuO6 acting as a spacer material [85]. Measurements of the 
critical temperature as a function of N were performed in order to determine whether any coupling 
between the high-temperature superconductor monolayers affected the critical temperature Tc. It was 
found that Tc was independent of N, strongly suggesting that the high-temperature superconductivity 
state was fundamentally two dimensional in nature.

6.7— 
Magnetic Properties

6.7.1— 
Magnetic Superlattices

The magnetic behavior is the most heavily studied property of metallic superlattices, and has been 
covered in several excellent reviews [2,73,86–88]. Scientifically, magnetic superlattices offer the 
possibility of fundamental investigations of the physical origins of magnetism, and the potential for use 
in magnetic recording applications also makes them very promising materials technologically.

There was some early interest in the Cu–Ni system because of reports of an apparent enhanced 
magnetization per atom of Ni at temperatures below 180 K. However, more detailed studies have shown 
that the magnetization of the nickel is in fact reduced, and this behavior has been observed in other 
ferromagnetic-nonferromagnetic multilayered systems [73]. Generally, the magnetization decreases 
with decreasing thickness of the magnetic layer. One popular explanation for this behavior has been 
based on the effect of so-called magnetically dead layers, i.e. unmagnetized atomic planes at the 
interface. Similar dead layers at the free surfaces of ferromagnetic metals such as Fe and Co have also 
been proposed. However, recent experimental and theoretical results have called the dead-layer concept 
into question, at least in certain cases [89,90]. It may be that intermixing or interfacial reactions are 
what lead to an overall reduced magnetization in multilayers.

Experimental studies of Fe–Cr, Co–Ru, and Co–Cr multilayers showed that the magnetic moments of 
the ferromagnetic layers could be spontaneously aligned either parallel or antiparallel depending on the 
thickness of the nonferromagnetic layer [88,91]. These results indicated that the interaction between the 
ferromagnetic layers oscillated as a function of the nonferromagnetic layer thickness. This behavior 
may have resulted from Ruderman–Kittel–Kasuya–Yosida (RKKY) coupling mediated by spin 
polarization of the Cr or Ru layers [91].

In Ni–Mo multilayers, the dependence of the quantized spin-wave (magnon) frequency on the magnetic 
field could be altered by varying the bilayer repeat length [2]. Co–Pt and Co–Pd multilayers that display 
perpendicular anisotropy (that is, magnetization perpendicular to the plane of the film), high coercivity,
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and a square hysteresis loop have been studied with an eye toward magneto-optical recording 
applications [2]. Multilayers where one of the layer materials is a rare earth ferromagnet have also been 
widely investigated. In Gd–Y, variations in the Y layer thickness keeping the Gd layer thickness 
constant have resulted in parallel or antiparallel alignments [92], while in Dy–Y a coherent helical 
coupling between layers was observed [93].

The inherently complex nature of magnetic interactions betwen layers in superlattices may lead to 
dramatic changes in the properties. Bulk Cr is antiferromagnetic with a magnetic moment per atom of 
0.59 µB (where µB is a Bohr magneton), but it has been predicted that in a coherent Cr–Au multilayer Cr 
can be made ferromagnetic with a moment per atom of 2.95 µB [94].

6.7.2— 
Giant Magnetoresistance.

One of the most interesting and potentially useful properties of metallic multilayers is the phenomenon 
known as giant magnetoresistance (GMR) which occurs in certain multilayers composed of alternating 
ferromagnetic and nonmagnetic layers such as Fe–Cr and Co–Cu [88,95–98]. Discovered in 1988 [99], 
GMR refers to a significant change in the electrical resistance experienced by current flowing parallel to 
the layers when an external magnetic field H is applied. This effect occurs in a multilayer where the 
magnetic moments of the alternating ferromagnetic layers display an antiparallel alignment when H = 0. 
If a sufficiently strong magnetic field is applied, the magnetic moments of the ferromagnetic layers 
assume a parallel alignment. This change in orientation of the moments causes a change in resistance, 
the largest resistance occurring when the moments of the layers display an antiparallel alignment and 
the smallest resistance occurring when all the moments are parallel.

Plots of the resistivity change ∆ρ as a function of applied field measured at a temperature of 4 K of 
sputtered Fe–Cr(110) superlattices prepared using two different argon sputtering pressures are shown in 
figure 6.11 [100]. The difference in the maximum resistivity change for the two samples was attributed 
to differences in the degree of interfacial roughness, with the superlattice sputtered at an argon pressure 
of 12 mTorr displaying greater interfacial roughness and a greater value of ∆ρ at H = 0 compared to the 
superlattice sputtered at an argon pressure of 4 mTorr. The resistance change relative to the high-field 
value, ∆R/R, was 14% and 6% for the 12 mTorr and 4 mTorr films respectively. In the original report of 
GMR [99], ∆R/R, was measured to be 100% at room temperature, and effects as large as 220% at low 
temperatures have been observed [101].

Very recently GMR has been observed in Co–Cu [102–104] and (Fe,Ni)–Cu [103] multilayered 
nanowires. These multilayers were prepared by electrodeposition using nuclear track etched templates, 
and the resulting layered nanowires had diameters between 10 and 400 nm. In these materials, the 
resistance was measured for currents flowing perpendicular to the layers. Values
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Figure 6.11 
Resistivity change ∆ρ of sputtered Fe(3.0 nm)–Cr(1.8 nm) 

superlattices as a function of applied magnetic field H measured at a 
temperature of 4 K (taken from [100]). Circles: samples 

sputtered using 4 mTorr argon pressure; squares: samples 
sputtered using 12 mTorr argon pressure.

of ∆R/R of 10 to 14% measured at room temperature were observed.

If multilayers with room-temperature GMR can be prepared that have low magnetostriction and require 
low operating magnetic fields of about 10 gauss, then magnetoresistive random access memory could 
become an important memory technology for magnetic recording [95]. It should be mentioned that 
GMR has recently been observed in granular metal films [97] (see chapter 14).

6.8— 
Mechanical Properties

6.8.1— 
Elastic Properties

In the earliest studies of the elastic properties of multilayered thin films, enhancements by factors of 
two or more were reported [105] in the elastic moduli of metallic multilayers such as Au–Ni and Cu–Pd 
when the bilayer repeat length was reduced to about 2 nm. Most of these early studies of this 
'supermodulus effect' were performed using a bulge test apparatus, and subsequent investigations have 
suggested that the large apparent enhancements were in fact experimental artifacts [106]. Recent 
studies, using more precise dynamic techniques, have shown that certain metallic multilayers display 
modulus variations, both enhancements and reductions, of order 10 to 50% when the bilayer repeat 
length is reduced below about 4 nm. Generally associated with these modulus variations have been 
fairly large variations in the lattice spacings as measured by x-ray diffraction.

The most comprehensive study of the elastic behavior of multilayers was
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performed on Cu(111)–Nb(110) superlattices [107]. It was found that as the bilayer repeat length was 
decreased to 2.2 nm, the shear modulus C44 (referred to a coordinate system where the z axis is 
perpendicular to the layers) decreased by about 30%, the in-plane biaxial modulus increased by about 
15%, and the flexural modulus (associated with a vibrating-reed type of deformation) remained 
approximately constant. X-ray diffraction results showed that concomitant with the elastic modulus 
variations was an increase in the average perpendicular interplanar spacing that reached a value of 2% 
when the modulation wavelength was reduced to 2.2 nm. The reasons for the modulus and lattice 
spacing variations are controversial. Perhaps the best model proposed so far is one based on higher-
order elastic effects induced by interface stresses (see section 6.4.1) that can explain, at least in a 
semiquantitative manner, the observed modulus and lattice parameter variations [49,50, 52,53]. It 
appears that little if any dependence of the elastic behavior on the bilayer repeat length has been 
observed in the few studies conducted so far on ceramic or semiconductor superlattice films.

6.8.2— 
Damping Capacity

Vibrating-reed measurements [108] on polycrystalline Cu–Ni multilayered films deposited on fused 
silica substrates revealed that above 300°C these materials displayed an unusually large damping 
capacity (internal friction) [108]. Enhancements in the apparent damping capacity for the temperature 
range 50°C to 200°C were inferred from measurements on stressed polycrystalline Cu–Ni(100) 
vibrating membranes [109,110]. (The stressed membranes also displayed a large apparent coefficient of 
thermal expansion that varied with the density of interfaces [111].) It has been proposed that the 
enhancements may be associated with grain-boundary sliding [108] or with energy dissipation 
mechanisms localized at the interfaces between the layers [109]. These effects need to be studied in 
more detail and in other multilayered systems before any definitive conclusions can be reached.

6.8.3— 
Plastic Properties

Significant enhancements in the yield strength [112,113], ultimate tensile strength [114], and hardness 
[105, 107, 115–117] of multilayered materials have been reported. Nanoindentation (low-load) hardness 
techniques [118, 119] have proven to be very useful when investigating the plastic properties of 
multilayered thin films. Figure 6.12 shows the relative nanoindentation hardness as a function of 
superlattice period (bilayer repeat length) for TiN–VxNb1–xN(100) strained layer ceramic superlattices 
produced by sputtering [115]. Similar hardness increases have also been reported for several metallic 
systems [105]. These hardness enhancements can be understood in a general way as resulting from 
interface strengthening effects owing to, for example, image forces associated
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with the interfaces that impede the motion and generation of dislocations [120,121], or from a Hall–
Petch type effect as has been observed in fine-grained bulk alloys [122]. Low-load indentation studies 
of semiconductor superlattices such as Si–SixGe1–x and GaAs–AlAs are just beginning to be conducted 
[123].

Figure 6.12 
Nanoindentation hardness of TiN–VNbN superlattices as a 

function of superlattice period (bilayer repeat length) 
(taken from [115]). Squares: TiN–V0.3Nb0.7N superlattices; 

circles: TiN–V0.6Nb0.4N superlattices. A relative hardness 
value of one represents a rule of mixtures value.

Hardness experiments were recently performed on annealed electrodeposited Cu–Ni(100) 
compositionally modulated films with sine-wave composition profiles [124]. During the anneals the 
composition modulation wavelength Λ remained unchanged but the modulation amplitude A decreased 
due to interdiffusion. It was found that in films with different modulation wavelengths, the hardness 
enhancements owing to the composition modulation were linearly proportional to A. These results 
showed that it is necessary to take into account both of the important microstructural parameters, Λ and 
A, when interpreting the mechanical behavior of compositionally modulated thin films. Experimental 
[125] and theoretical [121, 122, 126, 127] studies of dislocation interactions with interfaces in 
multilayered thin films are being conducted in order to understand the microplasticity of these materials 
in greater detail.
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6.8.4— 
Wear and Friction.

Tribology studies conducted on Cu–Ni multilayered coatings electrodeposited onto steel substrates 
indicated that these coatings displayed enhanced wear resistance, both to unlubricated sliding and to 
sliding using a paraffin oil lubricant, compared with the wear behavior of electrodeposited copper or 
nickel coatings [128,129]. The coefficients of unlubricated sliding friction of the multilayers were 
measured to be intermediate between those for copper and nickel. Further studies are needed to 
determine whether multilayered coatings are of practical use as tribological materials.

6.8.5— 
Fracture

Equal layer thickness Al–Cu multilayered films displayed significantly enhanced tensile fracture 
strength compared to the fracture strength of the constituent layer materials [112]. The tensile fracture 
stress increased as the individual layer thickness was reduced from 1000 to 70 nm, and then stayed 
approximately constant as the layer thickness was reduced from 70 to 20 nm. Qualitatively similar 
behavior was also observed for the yield stress dependence on layer thickness, suggesting that related 
mechanisms were responsible for both the enhanced plastic and fracture behavior of these materials. 
Theoretical models of fracture in multilayered films are currently being developed [130].

Coextruded polymer multilayered thin films composed of a high-modulus brittle layer and a low-
modulus ductile layer have been prepared that have displayed synergistic improvements in the 
mechanical properties [38]. These brittle–ductile multilayers have a greater fracture toughness than the 
brittle material because crazes formed in a brittle layer will be blunted by the adjacent ductile layers. 
Such behavior has been observed in films composed of the brittle copolymer styrene–acrylonitrile (25% 
acrylonitrile by weight) and the ductile polymer polycarbonate [40]. In addition to displaying a greater 
fracture toughness than the brittle polymer, the multilayer will be stiffer than the lower-modulus ductile 
polymer. The net result is a film with a greater work-to-failure than either of the individual layer 
materials [38]. The improved mechanical behavior of brittle–ductile polymer multilayered films makes 
them attractive for use as heavy-duty wrapping and packaging materials.
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PART 4— 
PROCESSING OF NANOMATERIALS

Página 1 de 1Document

09/04/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_145.html



   

Page 147

Chapter 7— 
Processing of Nanostructured Sol–gel Materials

L C Klein

7.1— 
Introduction.

The sol–gel process is a chameleon technology. Fifteen years ago, when the process enjoyed a 
resurgence in interest, the emphasis was on the duplication of ceramics and glasses which could be 
prepared by conventional means [1–3]. Scientific curiosity about the sol–gel process was based on the 
purity of the starting materials [4] and the generally lower temperatures for processing [5]. Along with 
other chemical methods for processing oxides, a large increase of conferences and reports occurred on 
this subject. The titles of these conferences tell the story of what was expected of sol–gel processing. 
On the one hand, sol–gel processing was a major part of the Materials Research Society Symposium 
series 'Better Ceramics through Chemistry', indicating no doubt that sol–gel processing leads to better 
ceramics [6–10]. On the other hand, sol–gel processing contributed to 'ultrastructure processing' which 
had the implication that sol–gel processing could be seen in the larger scheme of things where 
processing, properties, and performance are all linked [11–15]. There is mounting evidence that sol–gel 
processing makes better materials and that it will have a lasting role in advanced materials.

As a chameleon technology, sol–gel processing has taken on some other identities. In some respects, 
sol–gel processing can be viewed as a 'rapid solidification' because the resulting oxide is in a higher-
energy, metastable state [16]. By other accounts, sol–gel processing is a 'near-net shape process' where 
replicating and miniaturizing of molds is possible [17]. One way to view sol–gel processing, which 
makes the distinction between precipitated powders and direct formation of porous preforms, is that it is 
a 'powder-free' process [18]. 'Powder-free' processing, which includes polymer pyrolysis and direct 
metal oxidation (DIMOX), is one of the more descriptive ways of classifying sol–gel
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processing, because it really highlights its possibilities.

Another rage of the last decade was fractals and fractal analysis, to which sol–gel processing 
conveniently lends itself. The scale of the sol–gel process and its amorphous nature require probing by 
scattering techniques. Neutron and x-ray studies reveal the fractal nature of sols, gels, and sol–gel 
transitions [19–22]. Interpretations of scattering data lead to surface area and density relationships 
which allow classification of gels and, at the same time, lead to predictions about porosity. Porosity in 
gels is the feature of interest both scientifically and technologically.

Finally, sol–gel processing is a form of nanostructure processing. Not only does the sol–gel process 
begin with a nanosized unit, it undergoes reactions on the nanometer scale resulting in a material with 
nanometer features [23]. When choosing a classification for processes according to scale, there is none 
more appropriate for sol–gel processing than the nanometer scale.

Now it should be clear why sol–gel processing is a chameleon technology. It has fitted in with each of 
the exciting new technologies which has surged in the last decade, and it is likely to adapt to new 
technologies ahead. Since the focus of this volume is nanostructured materials, those aspects of sol–gel 
processing having to do with synthesis, shaping, consolidating, and its use in composite fabrication will 
be described.

Figure 7.1 
Schematic diagram of the oxide skeleton of a dried gel following 

the alkoxide solution route.

In particular, the sol–gel process is an appealing technology with respect to ceramic matrix composite 
fabrication where access to the nanostructure is the
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key. The concept is that the sol–gel process by a combination of chemical reactions turns a 
homogeneous solution of precursors and reactants into an infinite-molecular-weight oxide polymer. 
This polymer is a three-dimensional skeleton surrounding interconnected pores. A schematic of this 
skeleton is shown in figure 7.1 with the feature dimensions indicated. Ideally it is isotropic, 
homogeneous, uniform in microstructure, and it replicates its mold exactly and miniaturizes all features 
without distortion. Among the many names which have been associated with sol–gel processing, 
nanostructure processing is one which is likely to stick because of its precision in defining the scale of 
sol–gel processing.

7.2— 
Synthesis of Oxides by the Sol–gel Process

The sol–gel process can be carried out either to form a powder or not to form a powder. The parallel 
powder and powder-free routes are shown in figure 7.2. The powder route follows the basic concepts 
which have been used for years in conventional ceramic processing. In conventional ceramics, powders 
are broken down in size and classified before combining in compacts. The alternative to breaking down 
the powders is building them from molecules. The innovation of the sol–gel process in forming 
powders is that the powder size, morphology, and surface chemistry are controlled simultaneously [24]. 
The sol–gel process is used to prepare monodisperse powders which are submicron in size. These 
monodisperse powders are said to avoid some of the flaws which occur in conventional powders. 
Nevertheless, they are still subject to ripening and coarsening, often placing them outside the realm of 
nanostructure processing.

The powder-free route in figure 7.2 is the heart of the concept of sol–gel processing as a nanostructure 
process. In the powder-free route, the nanometer-sized units which are the precursors link together in a 
continuous fashion, building ever larger structures without necessarily passing through a powder stage. 
The nanometer units generate the oxide skeleton. Because there are no discrete powder particles that 
link together to form necks, the problems of ripening and coarsening are avoided. In principle, the oxide 
skeleton is an infinite molecule taking on the dimensions of the mold in which it is reacting. The 
success of this continuous linking is then due in large part to the careful selection of precursors and 
synthetic methods. The precursors are alkoxides, soluble salts, and colloidal sols.

7.2.1— 
Alkoxide Solution Routes

The sol–gel process involves initially a homogeneous solution of one or more selected alkoxides [25]. 
In this case, the sol in the sol–gel process is shorthand for solution. Alkoxides are the organometallic 
precursors for silica, alumina, titania, zirconia, among others [26]. A catalyst is used to start reactions 
and control pH. The reactions are, first, hydrolysis to make the solution active (reaction I), followed by 
condensation polymerization (reaction II) along with
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Figure 7.2 
Flow chart of the sol–gel process following a powder route or a powder-free route.

further hydrolysis. These reactions increase the molecular weight of the oxide polymer (reactions III 
and IV). The pH of the water–alcohol mixture has an influence over the polymerization scheme such 
that acid catalyzed solutions typically remain transparent and base catalyzed solutions become opaque. 
Eventually, the solution reacts to a point where the molecular structure is no longer reversible. This 
point is known as the sol–gel transition. The gel is an elastic solid filling the same volume as the 
solution.

Over the years, the sol–gel process has been investigated widely for the synthesis of a variety of glasses 
and crystalline materials [27]. By far the most common system is one composed of tetraethyl 
orthosilicate (TEOS, Si(OC2H5)4)–water–alcohol [28]. Various studies have elucidated the influence of 
the ratios of the starting species, the catalyst and other additives on the structure of the final gel or 
ceramic. Fortunately, all of these factors have been dealt with in a comprehensive volume [29].
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7.2.2— 
Colloidal Sols and Suspensions

Colloidal sols are also referred to as precursors for sol–gel processing. In this case, the sol in sol–gel 
processing is not shorthand for solution, but, in fact, a colloidal solution. As long as the sol contains 
nanometer-sized particles, it is appropriate to include such precursors, recognizing that the mechanism 
for accomplishing the sol–gel transition is quite different. In sols such as Ludox™, the aggregation of 
sol particles is caused by changing the pH or changing the concentration [30]. When carried out in such 
a way that precipitates are generated, the product is no longer following a powder free route. 
Alternatively, the sols can be gelled in such a way that the process is powder free in the sense that the 
oxide skeleton is a continuous linking of sol particles, as shown schematically in figure 7.3. In 
comparison to figure 7.1, there are discrete features which make up the skeleton corresponding to the 
dimensions of the sol. The other features, pores within secondary particles and pores between secondary 
particles, are marked. The fundamental difference between alkoxide precursors and sol precursors is 
illustrated when comparing figures 7.1 and 7.3. The consequences of these differences may or may not 
be evidenced at later stages of the sol–gel process.

Figure 7.3 
Schematic diagram of the linked particles of a dried gel following the colloidal route.
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7.2.3— 
Single-component Oxides

Most studies of the sol–gel process deal with a single alkoxide or sol. For anyone who has tried to study 
the reactions in a quantitative way, the reasons are obvious. Each precursor has its own reaction rates 
and complicated interdependences of pH, concentration, solvents, etc. Even in the relatively 
straightforward case of alumina, using aluminum-sec-butoxide (ASB), the expected reactions (I–IV) are

Either the monohydroxide AlOOH (boehmite) or the trihydroxide Al(OH)3 (bayerite) can be 
transformed to gamma alumina [31]. In the production of transparent, activated alumina gels from ASB, 
one well studied composition for achieving these properties involves an excess of water in the initial 
solutions (100 moles water/ASB). Hydrolysis temperatures used were greater than 80°C. This promoted 
formation of boehmite as opposed to bayerite.

The transition metal oxides have been formed using powder routes and powder-free routes. In systems 
with multiple valence, the intermediate species are oligomers which fall in the nanometer scale [32,33].

7.2.4— 
Multi-component Oxides.

Despite the complexity of working with several alkoxides at once, each having its own reaction rates 
and complexing tendencies, there are many technologically important multi-component ceramics. The 
approaches to synthesizing these systems are largely empirical. While there is rarely a unique 
formulation for any given system, there is often a workable formulation which gives good results time 
after time. A recent example is yttrium aluminum garnet which was synthesized in garnet and 
monoclinic forms, and as the diphasic garnet with transition alumina [34].

The entire family of zeolites consists essentially of multi-component oxides from a sol–gel process. 
Although rarely grouped with sol–gel processing because of their single-crystal nature, zeolites and sol–
gel processing share common precursors. Zeolites are certainly nanostructured materials. It is their 
nanoscaled microstructure that leads to their utility as catalysts. Their synthesis and characterization 
have been reported in detail [35].

7.3— 
Powder-free Processing of Gel Shapes

Figure 7.4 shows the options available for powder-free processing using the sol–gel process [27,36,37]. 
All of the options are more or less porous materials.
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In all cases, it is important that the porosity remains interconnected, whether the form of the materials is 
essentially one dimensional such as a fiber, two dimensional such as a film, or three dimensional such 
as bulk monoliths. These applications can be divided into those which show isotropic shrinkage from 
the preform to the final form and those which show anisotropic shrinkage. Monoliths fall into the 
isotropic category. Monoliths formed from an alkoxide solution are achieved most often in dilute 
solutions. Thin films on substrates fall into the anisotropic category. Fibers also show anisotropic 
shrinkage, though it depends on whether or not the fiber is drawn from a preform many times its 
diameter or from a preform which is closer to its diameter. While monolithic pieces need a high water 
content, fibers and thin films can be drawn out of low-water-content solutions.

Figure 7.4 
The options for gel geometry related to the concentration of the alkoxide 

solution: monoliths, fibers, thin films.

7.3.1— 
Thin Films

Like sol–gel fibers, sol–gel thin films are prepared from low-water-content solutions. The technology of 
sol–gel thin films has been around for over 30 years [38]. The process is exceedingly simple. A solution 
containing the desired oxide precursors is applied to a substrate by spinning, dipping, or draining. The 
process is able to apply a coating to the inside and outside of complex shapes
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simultaneously. The equipment is inexpensive, especially in comparison to any deposition techniques 
that involve a vacuum. Typically, the coatings are applied at room temperature, though most need to be 
calcined and densified with heating. The basic steps for sol–gel thin-film depositions have been 
described elsewhere [39].

The physical properties of the coating solutions that are monitored are viscosity, surface tension, and 
time-to-gel. The time-to-gel is especially important when it comes to coatings because film formation, 
drying, and creation of pores must be rapid. Optimum film formulations correspond to those solutions 
that lose tackiness quickly. At present, the majority of sol–gel coatings are applied by dipping. This is a 
simple approach that allows the properties of the solution to control the deposition. A substrate is 
lowered into a vessel containing the solution. A meniscus develops at the contact of the liquid and the 
substrate. As the substrate is withdrawn, a continuous film is generated on the substrate [40]. Using 
appropriate assumptions, expressions relating film thickness to withdrawal rate and film thickness to 
oxide content can be derived. Two simple relationships are that the film thickness increases with 
increasing withdrawal rate and, for a given withdrawal speed, the film thickness increases with an 
increase in oxide content. When it comes to dip coatings, 50–500 nm coatings are easy to make but 
thicker coatings are more difficult. Repeated dipping builds up a thicker film, but drying the multiple 
coatings without peeling and cracking becomes a problem. Spin coating is a technique often used for 
planarizing films before photolithographic processing. In this case, the substrate, usually a silicon 
wafer, is placed on a spinner and rotated at perhaps 1000 RPM while the solution is dripped on the 
center of the substrate. As with dip coatings, a film between 50 and 500 nm results [41].

7.3.2— 
Fibers, Sheets, and Thick Layers

As mentioned above, fibers can be drawn out of low-water-content solutions. The sol–gel process 
allows one to bait and draw a string of gel about the same diameter as the desired fiber directly from the 
solution [37]. The time and manner in which the system loses fluidity depend on composition and 
catalyst. Low-water solutions show a gradual increase in viscosity before losing fluidity, while high-
water solutions lose fluidity more abruptly from a lower viscosity. This is visualized to mean that low-
water solutions produce linear polymers and higher-water solutions produce crosslinked polymers or 
branched clusters. A small volume fraction of branched clusters will restrict flow when the same 
volume fraction of linear polymers will not. At a higher volume fraction the linear polymers will tangle 
and the low-water solution will gel. A problem with this method is that the shape of the fiber tends not 
to be cylindrical.

Another approach to making near-net-shaped fibers from a sol–gel process involves coating a shell or 
concentric shells of sol–gel glass on a filament of plastic [42]. This approach is referred to as the 
volatile host method,
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where a plastic filament, such as porous polypropylene, is used as a template. Due to the hydrophobic 
nature of the filament, it first has to be soaked in anhydrous alkoxides before subsequent coatings can 
be applied with partially hydrolyzed alkoxides. Different thicknesses can be obtained by multiple 
dipping or adjustment of the viscosity of the sol. Upon exposure to atmospheric moisture, the films gel. 
After gelling, a rigid, continuous shell runs the length of the filament. Once the shell has hardened, 
solvent and water can escape through interconnected pores. During heat treatment the interconnected 
pore structure remains open until the volatile host is eliminated and undesirable gases are removed.

The same concept of the volatile host can be used to make sheets of gel by coating gel onto sheets of 
plastic which can then be contoured. Other methods which have been tried include extruding gel 
through a slit [43] and floating gel on dense nonpolar organic liquids [44].

7.3.3— 
Microporous Monoliths

Unlike the concentrated solutions used for fibers and thin films, dilute solutions are necessary for bulk 
objects based on casting and molding. The sol–gel process can be used to make a microporous preform 
that is nearly net shaped. This preform is called a monolith to refer to its continuity. Here monolith does 
not have the same sense as it does in monolithic ceramics where it is a term used to distinguish single-
phase ceramics from composites. Monolithic gels can be formed from a colloidal sol or from an 
alkoxide solution. The main difference between colloidal gels and alkoxide gels is their pore structures. 
Alkoxide gels have small pores (<10 nm), while colloidal gels have bigger pores or voids between 
particles.

By either route, an almost necessary condition for sol–gel processing is the presence of water. With 
water come residual OH ions that have a deleterious effect primarily on optical properties and certainly 
on mechanical properties. That is why nonaqueous solvents, as well as fluorination or chlorination 
treatments, have been investigated to reduce the OH content [45]. Monolith fabrication is the most 
challenging demonstration of the sol–gel process yet. Despite obstacles, efforts persist in preparing 
larger and more complex sol–gel monoliths.

7.4— 
Unconsolidated Gels:
Aging and Syneresis.

Having selected a geometry and designed the formulations accordingly, there are several further steps 
common to monoliths, films, and fibers. First of all, the gels must be dried. Drying of gels has been the 
subject of many studies [46–48], largely because it is viewed as a problem, even a barrier to the 
successful use of the sol–gel process. To illustrate why so much time and effort has been devoted to 
drying, consider the alkoxide route to silica. Starting with alkoxides, TEOS is
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less than 30% by weight silica and the hydrolyzed solution is even less, around 5 to 10%. From the time 
the solution is prepared to the time it gels, there is about 50% weight loss. Then, as the gel dries there is 
another reduction in weight by one half. To go along with the weight loss there is about a 70% volume 
reduction, most of which occurs by syneresis before any evaporation occurs. The weight loss and 
volume reduction are even more astounding in titania and alumina.

On the one hand, colloidal gels are said to be easily dried and less likely to crack, but their porosity may 
not be appropriate for nanocomposites. On the other hand, alkoxide gels are more difficult to dry than 
colloidal gels, largely because of the very same small pores that are ideal for nanocomposites. The goal 
is to have nanostructured materials and crack-free gels at the same time. Several drying treatments have 
been developed. One possibility is aerogels that are dried in an autoclave by hypercritical techniques 
[46]. That is the solvent is removed above its critical point. The resulting gel is about 10% dense and 
shows no shrinkage. The simpler case is xerogels that are dried by natural evaporation. Xerogels are 
60% dense and have reductions 40 to 70% in volume [47]. Xerogels can be prepared with the addition 
of a drying control chemical additive (DCCA) to the solution (such as formamide or oxalic acid) [48]. 
In fact, drying crack-free monoliths is not an insurmountable problem. The efforts made to dry 
monoliths are rewarded when it comes to rigid hosts for nanocomposites (see section 7.5).

Unlike monoliths, films can be dried quickly in air because of the one thin dimension. It has been 
shown repeatedly that all shrinkage is taken up in the thin dimension and not in the plane of the 
substrate as long as the thickness is below 1 micron. Yet, the films remain adherent and continuous and 
maintain complete surface coverage.

Following drying and shrinkage comes the heat treatment. It would be inaccurate to say that ceramics 
have been formed at room temperature by merely reacting, gelling, and drying the solutions. In this 
state, the materials have many of the characteristics of the corresponding ceramic oxide, but they are 
more or less porous. Water and solvent escape through interconnected pores which remain open at the 
surface until the gels are fired to temperatures well above 600°C. When needed to fulfill the 
requirements of a specific application, the hard gel is heated to various degrees of collapse. The 
microporosity in silica xerogels is not removed entirely until 1000°C.

7.5— 
Consolidated Gels:
Sintering

When the goal is a pore-free dense oxide, the final stage of processing is sintering. Many studies of 
sintering and densification of dried gels have been carried out [28,29]. Physical properties of gel 
derived ceramics have been compared to the properties of conventional polycrystalline ceramics. The 
properties in most cases are equivalent. In some rare cases where the properties
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are highly dependent on crystal size, such as the case for ferroelectricity, some reports are now probing 
the consequences of using nanostructured ceramics [49]. In cases where grain boundaries control the 
properties, there are important findings which are reported elsewhere in this book.

In the more general case, the high surface area of gels is looked at as a high driving force for sintering, 
so sintering is likely to occur at lower temperatures than in conventional powder compacts. Consider 
the two processing routes illustrated in figure 7.5 where the conventional powder is compacted and 
densified (left) and the powder-free preform is made pore-free (right). The question is whether or not 
the benefit of the powder-free route is evident in the end? In fact, the argument, at least for ceramics, 
for building from the molecule up as opposed to starting with comminuted powders is valid only when 
the molecule is so well designed that the product of building up the molecule cannot be achieved by 
conventional means. This argument takes on other components with many organic polymers being used 
for subsequent pyrolysis to ceramics [50].

Recapping the processing steps that are common to all geometries, they are: (I) dissolving and reacting 
the precursors; (II) forming and gelling the shapes; (III) drying; and (IV) firing to partial or full density. 
The dense gels should display all properties of the dense oxides—silica, titania alumina, or others—
similar to conventional melted or sintered ceramics. The universal advantages of the sol–gel approach, 
according to this fundamental way of looking at the process, are simplicity and purity.

Considering that sintering is generally the last step in ceramic processing (excluding machining), it 
means that most gels are densified by sintering as well. This is the last step whether the compact was 
prepared from sol–gel powders or the compact was instead a continuous oxide skeleton resulting from a 
powder-free sol–gel process. This drive to remove porosity in the end from the dried gel preform 
produces a material similar to conventionally processed materials. The goals of high purity and uniform 
microstructure may be achieved in the sol–gel route, but the method with its many steps may seem 
somewhat indirect compared to well established conventional methods. The real challenge of the sol–
gel process is to exploit the nanostructure aspects of the process to derive real benefits. For monolithic 
ceramics, the benefits may not be overwhelmingly evident at this time. For composites, there is a 
different story.

7.6— 
Matrices for Access to the Nanostructure

In light of recent attention paid to nanostructure processing and nanostructured materials, a real 
opportunity exists for sol–gel processing in composite design and fabrication. The sol–gel process 
produces porous materials, with interconnected porosity, on a nanometer scale. The opportunity 
provided by sol–gel processing is that composites can be produced by filling the porosity using liquid 
infiltration, physical or chemical depositions, and chemical reactions
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Figure 7.5 
Comparison of steps in conventional processing of ceramics with those 

in sol–gel processing of ceramics.
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such as pyrolysis or oxidation/reduction. Three possible approaches are shown schematically in figure 
7.6 and described below.

7.6.1— 
In Situ Composites

The sol–gel process has been applied to in situ composites involving structural materials. In one case, 
short and long ceramic fibers were embedded in an alumina gel [51,52]. In another case, a carbon 
containing composite was prepared in situ by pyrolyzing an organometallic gel precursor [53]. More 
recently, a class of materials called diphasic gels has been developed [54,55]. These materials are a gel 
host for the precipitation of a second phase on an extremely fine scale.

The in situ composite may be formed in four steps. The first step of course is forming a homogeneous 
solution of the appropriate alkoxide precursors. The alkoxide solution is poured over the fibers and a 
thin film of liquid adheres to each fiber. Upon exposure to atmospheric moisture, the film gels. The 
solution is added repeatedly to build up a series of films. At this point, the gel is largely converted to 
oxide, and a rigid, continuous shell runs the length of the fiber. Enough solution then is added to fill in 
between the fibers.

The second step is drying of the matrix. Once the matrix has hardened, solvent and water must escape 
through interconnected pores. At the same time as the matrix is shrinking in all three dimensions, it 
must remain intact along the axis of the fiber. A third step is shrinkage of the matrix in the presence of 
reinforcements. Since densification by viscous sintering is only effective at the higher temperatures, it is 
conceivable that a stabilizing heat treatment can be designed which permits volume relaxation. After 
complete desiccation, little if any densification should occur at temperatures well below the glass 
transition and the interconnected pore structure remains open for toughness or thermal shock resistance.

The fourth step is complete densification. It is possible to densify by controlled heating, if necessary in 
vacuum. If the ultimate temperature is below the softening temperature for the matrix glass, the 
sintering can occur in essentially containerless conditions. That is the fiber composite does not need 
support during firing because of the high-viscosity matrix. This eliminates sources of contamination or 
surface abrasion. Hot pressing has also been used with remarkable success [56].

7.6.2— 
Volatile Host Method

Another approach for near-net-shaped processing requires an organic polymer as well as the inorganic 
polymer. The volatile host method mentioned previously for fibers involves a plastic filament dipped 
into an alkoxide solution such that a thin film of liquid adheres to the filament [42]. Upon exposure to 
atmospheric moisture, the film gels. The filament may be dipped repeatedly to build up a
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Figure 7.6 
Schematic diagrams of nanocomposite fabrication 

schemes described in section 7.6.
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series of films. Similar to the in situ composite fabrication, the second step is drying of the silica shell. 
The interconnected pore structure remains open until the volatile host is eliminated and the undesirable 
gases are removed. In the meantime, the open porosity can be used to facilitate exchange or infiltration 
treatments. The final step is the complete collapse of the shell at a temperature which is high enough to 
permit viscous sintering to full density. In addition, the volatile host, being flexible, can be used to 
facilitate conformal coatings on complex shapes.

In some cases, the organic polymer is left in the ceramic matrix when the composite is intended for use 
at low temperatures. Several name have been coined for such materials, including 'ceramers' [57] and 
'ormosils' [58].

7.6.3— 
Infiltrated Composites.

The third approach shown in figure 7.6 involves infiltration [58]. In this case the objective is to use sol–
gel processing to create a nanoporous matrix which can be infiltrated by a second phase. Building on 
the concept of the sol–gel process, the product of the sol–gel process is by its very nature two phase. At 
the time the oxide polymer condenses, the second phase is the rejected solvent. When the solvent is 
removed during drying, the second phase is the interconnected porosity. The channels where gas 
replaces liquid are typically 2 to 20 nm, uniform in cross section and narrowly distributed in size. In 
many dried sol–gel oxides, their porosity does not interfere with transmission of visible light despite 
measured surface areas in the range 200–500 m2 g–1. The porosity is on a scale which does not scatter 
visible light, allowing most of the light to be transmitted. This presents a new way of looking at sol–gel 
materials as a rigid transparent host [59]. The gel host may be a thin film or fiber, as well as a bulk 
shape. The appeal of the bulk shape is that it can be infiltrated with second phases, even metals [60,61], 
molded to near-net shape, and can be cut and polished.

Another infiltration approach has been taken to prepare so-called hybrid gels incorporating organic and 
inorganic components. These methods which mix the components on the nanometer scale include the 
infiltration of previously formed oxide gels with monomers [62], reacting of alkoxide and organic 
monomers [63], or organic polymers in mutual solvents [64]. The products of these processes are truly 
nanocomposites, also referred to as interpenetrating networks (IPNs) [65]. Once again, sol–gel 
processing proves that it is a chameleon technology, able to play a role in the expanding field of IPNs, 
as well as in nanostructured materials.

7.7— 
Prospects for the Sol–gel Processing of Nanostructured Materials

Among the various guises of sol–gel processing, the one that should stand out at this point is its use in 
nanocomposites. In the long run, the projected advantages
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of the sol–gel approach in nanocomposite fabrication are the simple processing steps, the flexibility of 
solution chemistry, the low-temperature treatments, and small investment in equipment. There is a need 
for innovative thinking to adapt sol–gel processing to composite fabrication. A few methods have been 
described here that may contribute to their eventual success.
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Chapter 8— 
Consolidation of Nanocrystalline Materials by Compaction and Sintering

M J Mayo, D-J Chen and D C Hague

8.1— 
Introduction

For many years nanocrystalline materials have been produced as curious by-products of certain 
manufacturing procedures. The fabrication of thin films by electron beam evaporation and other forms 
of physical vapor deposition [1–3], the melt spinning of ribbons [4], the electrodeposition of zinc 
coatings [5], the dehydration and firing of sols (liquid mixtures) to make ceramic fibers and bubbles [6], 
and the cold drawing and heat treatment of superconductor wires [7] have all yielded solids with sub- 
100 nm grain sizes. However, not until the recent surge of interest in the properties of such ultrafine-
grained materials has a concerted effort been made to design manufacturing procedures specifically 
with the goal of producing nanocrystalline solids reliably in a variety of bulk sizes and geometries.

Several methods have emerged as promising candidates for the production of bulk, ultrafine-grained 
solids. One, which is applicable to metals and some intermetallics, is severe mechanical working. 
Numerous experiments which force metals to undergo equal channel angular pressing [8], high-energy 
ball milling [9,10], or excessive friction and wear [11,12] have been shown to yield nanocrystalline 
grain sizes in the heavily deformed workpiece. For a single phase material, the refinement of the grain 
size during severe working apparently occurs gradually, by the ordering and condensation of dislocation 
networks into ever smaller and tighter bands, or subgrain boundaries, that eventually become grain 
boundaries [9]. The use of mechanical working to produce nano-grained microstructures is described 
more fully in chapter 5.

Another commonly used technique for the production of ceramic as well as metallic solids is sintering. 
In this technique, a powder composed of individual metal or ceramic particles, each less than 50 nm in 
diameter, is first compacted

Página 1 de 1Document

09/04/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_165.html



   

Page 166

into a raw shape (often called a green body, especially in ceramics terminology). This powder compact, 
or green body, is then exposed to elevated temperature in order for densification to occur by the 
diffusion of vacancies out of pores. As vacancies leave the pores and the pores shrink, the sample 
densifies. In concept, the pressureless sintering of fine particles is an easy method of preparing 
nanocrystalline metals and ceramics: one simply packs together an ultrafine powder and heats it. In 
practice, however, it is often very difficult to control grain growth at the same time as one is attempting 
to stimulate densification. Thus, the early attempts at producing nanocrystalline solids by the sintering 
of particles often resulted in materials that were fully dense, but with micronsized grains, or, 
conversely, nano-grained but only partially dense [13]. This chapter attempts to identify some of the 
issues involved in the production of nanocrystalline solids by sintering, particularly with respect to the 
(sometimes incompatible) goals of minimizing grain growth while maximizing densification. As shall 
be seen, nanocrystalline ceramics are much more difficult to prepare by sintering than are 
nanocrystalline metals; thus, many of the intricacies of sintering protocol and theory are more relevant 
to the production of the former than the latter.

8.2— 
Dry Compaction of Nanocrystalline Particles.

The first step in the sintering of nanocrystalline solids is the production of a suitable powder compact. 
For metals, which are capable of deforming plastically, the application of pressure during the powder 
compaction step will force metal particles to extrude into nearby pores and fill most of the available 
empty space [14]. Consequently, with high enough compaction pressures, it has been shown that one 
can produce 96–98% dense specimens directly from compacted nanocrystalline metal particles—that is, 
without subsequent high-temperature exposure [15–18]. Nevertheless, the mechanical strength of a 
three-dimensional structure of interlocking particles is inferior to the mechanical properties of a 
homogeneous solid with true grain boundaries, as several researchers have pointed out [15]. Thus, even 
though the density–grain size combination after compaction may appear ideal, some sintering is still 
necessary to achieve maximum mechanical strength.

Ceramic powder particles are not capable of plastically deforming during cold compaction. As a result, 
the compact densities that are observed in ceramics are far lower than in metals, and sintering is both 
required and well studied. An interesting observation is that the ultrafine size of nanocrystalline ceramic 
particles does not always reduce their ability to be compacted (see figure 8.1). It is generally accepted 
that as particles become progressively finer (and the total number of interparticle contacts inside the die 
becomes progressively larger), there arises a tremendous frictional resistance to the applied compaction 
force, generated by the need for many particles in the die to simultaneously slide past each other [19]. 
For some reason, this appears not always to be the case, and
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Figure 8.1 
Post-compaction (green) densities of 

nanocrystalline (13 nm) and commercial 
submicron (Tosoh TZ-3Y brand, 0.17 µm) 
ZrO2–3 mol% Y2O3 powders. Compaction 

pressures are indicated.

certain nanocrystalline ceramic powders appear to compact as easily as their submicron counterparts 
(figure 8.1).

It is interesting to note that an early concern of nanocrystalline researchers—surface contamination by 
atmospheric adsorbates—also appears not to hinder the compaction of the nanocrystalline powder. 
From geometry, a monolayer of 2 Å diameter surface adsorbates might be expected to contribute as 
much as an extra 24% to the effective volume of a 5 nm particle; this surface layer would then cause the 
total packing density to decrease noticeably (on the order of 20%) when comparing nanocrystalline 
(<100 nm) to submicron and micron-sized powders. As shown earlier (figure 8.1), this decrease is not 
observed. It is possible that adsorbates are locally displaced when adjoining particles make point-to-
point contact, or even that adsorbates are not as ubiquitous as often assumed.

One parameter which dramatically affects packing density, and which cannot be overlooked in working 
with undeformable (e.g. ceramic) powders, is the arrangement of the particles within the starting 
powder. There is an enormous difference in the compaction (and sintering) behavior of powders in 
which each individual powder particle is free and independent of its neighbors, and those in which the 
primary particles, or crystallites, are chemically or physically bonded together to form larger units, 
termed agglomerates or aggregates. An example of an agglomerated powder is shown schematically in 
figure 8.2. Note that an agglomerated powder may not pack especially well, particularly if it contains 
loose arrangements of primary particles within the agglomerates as well as large interagglomerate 
pores. On the other hand, a powder that contains large, but quite dense agglomerates (such as those 
produced by the melting, welding, or coalescence of particles synthesized at high temperatures) can 
actually be
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Figure 8.2 
Schematic diagram of an agglomerated powder.

compacted to densities greater than one would predict based on the theoretical densest close packing of 
spheres (e.g. 74% for close packing [20] versus the observed value of 75% for strongly aggregated 
nanocrystalline TiO2 [13]). Thus, the compaction behavior of a ceramic powder (for which the starting 
powder structure cannot be plastically deformed or easily rearranged) is heavily dictated by the degree 
and nature of agglomeration originally present in the powder. For the powders in figure 8.1, special 
effort was made to compare powders with morphologically similar particles. Future studies of the 
differences in compaction behavior between nanocrystalline and conventional powders will likewise 
require sets of powders which are morphologically similar and differ only in size.

A common method for detecting agglomeration is to measure the pore size distribution of the powder or 
its compact [21–24]. A non-agglomerated powder usually contains a single population of pores, all a 
certain fraction (typically 1/2 to 1/5) of the primary particle size. An agglomerated powder, on the other 
hand, typically displays a bimodal distribution of pores, since there are both small intraagglomerate 
pores and large interagglomerate pores contained within the powder [21–24]. By extension, a powder 
containing a wide range of agglomerate sizes, and thus a corresponding wide range of interagglomerate 
pore sizes, would exhibit a broad pore size distribution. A schematic diagram showing the pore size 
distributions of an agglomerated versus non-agglomerated powder is given in figure 8.3. 
Experimentally, pore size distributions can be obtained by either mercury intrusion or gas adsorption; 
the methodology and theory for each of these techniques is described in [25].

Página 1 de 1Document

09/04/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_168.html



   

Page 169

Figure 8.3 
Schematic diagram of the pore size distribution for 

agglomerated (narrow line) versus non-agglomerated (thick 
line) powders. The agglomerated powder contains small 
intercrystallite pores as well as large interagglomerate 

pores and therefore has a bimodal pore size distribution. 
The non-agglomerated powder has a single population 
of pores, located at small pore radii, corresponding to 

the intercrystallite pores only. The ordinate axis, labelled as 
Dv(r), represents the negative derivative of pore volume 

with respect to pore radius, calculated for a unit weight of 
powder. Thus, the area under the distribution represents 

the total volume of open pores measured in a sample of unit 
weight. Note that Dv(r) scales with, but is not equal to, 

the number of pores present.

8.3— 
Wet Compaction of Nanocrystalline Particles

Because particles (even non-agglomerated ones) can slide and rearrange much more easily in a liquid 
medium, it is often advantageous to fabricate powder compacts, particularly ceramic powder compacts 
(also known as green bodies) by wet-processing techniques. Extremely fine-structured, homogeneous 
green-body microstructures have been shown to result from pressure filtration, centrifugation, tape 
casting, and slip casting of submicron ceramic particles [26–29]. These procedures are beginning to be 
employed in the processing of nanocrystalline ceramics as well. (Note: metal particles are typically not 
wet processed due to their relatively good behavior in dry pressing and their tendency to form oxide 
layers during exposure to aqueous media.) As a dramatic illustration of the advantages offered by wet 
processing, a nanocrystalline zirconia powder suspended in a water–nitric acid solution of pH 2 and 
then centrifuged can achieve 100% density with an 80 nm grain diameter after sintering at 1100°C [30]. 
Such a density–grain size combination can be achieved for equivalent dry-pressed zirconia samples 
only when they are compacted at 1.2 GPa prior to sintering [31–34].
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Considering the magnitude of forces that would be required to achieve 1.2 GPa of pressure in any 
conventionally sized sample or component, one quickly sees the advantages of wet processing. 
Nevertheless, because dry pressing of nanocrystalline powders is the easier of the two procedures, it is 
the one for which we have the most information to date.

8.4— 
Ideal Densification during Pressureless Sintering

After compaction, a nanocrystalline powder can be densified at elevated temperatures without the 
application of an external pressure. This technique, known as pressureless sintering, has as its driving 
force the reduction of surface energy associated with the surfaces of the many internal pores. Thus 
densification can be thought of as the reduction of pore surface area (and, consequently, pore volume) 
in a powder compact. For metal powder compacts, which can be directly compacted to densities greater 
than 90% [15–18] (due to the ability of the metal particles to deform during compaction), the amount of 
porosity which has to be eliminated is very small. One simply has to sinter at the lowest possible 
temperature for a time sufficient to remove the residual porosity and establish coherent grain 
boundaries. The completion of the sintering process can be detected by monitoring the sample hardness. 
For metals with grain sizes ≥ 10 nm, the hardness should initially increase with sintering, as the 
microstructural characteristics of a true solid are established. If hardness begins to decrease with 
increased sintering, then only grain growth is occurring, and increased sintering will prove 
unproductive [15]. Unfortunately, more exact details of the sintering process have not yet been well 
studied for the case of nanocrystalline metals.

Because nanocrystalline ceramics compact to much lower densities than do nanocrystalline metals, 
substantial sintering is required to achieve reasonable densities in these materials. Consequently, the 
sintering process has been studied in more depth. To date, all evidence suggests that the densification of 
nanocrystalline ceramics during sintering follows rules previously established for the sintering of 
conventional ceramics. There are, for instance, three stages of densification [35, 36]: in the first stage, 
neck growth occurs at the contact points between adjacent particles. In the second stage, the ceramic 
has a sponge-like structure consisting of an extensive network of tubular pores open to the outside 
surface of the ceramic sample. Most of the actual densification takes place during this second stage, as 
the tubular pores shrink to smaller and smaller diameters. Once these pores are very narrow relative to 
their length, they become unstable and pinch off to form isolated, closed, spherical pores. The 
elimination of these closed pores then comprises the final stage of sintering. The three stages of 
sintering are shown schematically in figure 8.4.

Since most (70–80%) of the densification takes place during second stage sintering, by the shrinkage of 
open pores, it is instructive to examine this process in more detail. Coble [37] analyzed densification 
during second-stage sintering
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Figure 8.4 
The three stages of sintering (I–III), starting from a powder compact (0).

in the 1960s based on the vacancy flux between a cylindrical pore (vacancy source) and the surrounding 
grain boundaries (vacancy sinks). As vacancies move from the pores to the grain boundaries (where 
they are either annihilated or transported to the specimen surface), the pores shrink in diameter and the 
sample densifies. For nanocrystalline ceramics, a modified version of Coble's original equation appears 
to hold [38]; it can be written as follows

where ρ is the instantaneous (current) sample density, relative to the theoretical density (ρ is on a scale 
of 0 to 1), (∂ρ/∂t)T is the sample densification rate (slope of a density–time curve at constant 
temperature), A is a material constant, G is the instantaneous grain diameter, r is the instantaneous pore 
radius (it is assumed that all pores are of the same size in this simplified derivation), and, finally, D0 exp
(–Q/RT) is the diffusivity, where Q is the activation energy for diffusion, R is the gas constant, and T is 
the absolute temperature.

As compared to Coble's expression for densification as it is usually written, equation (8.1) differs by the 
factor 1/ρ(1 – ρ), which is introduced in order to convert the left-hand side from 'densification rate' to 
the somewhat more mathematically satisfying 'rate of elimination of pore volume per unit pore volume', 
since densification is, after all, the process of eliminating pores. (In other works, one often sees (∂ρ/∂t)T 
normalized by 1/ρ, but this expression
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translates to 'rate of elimination of pore volume per unit volume of sample'.) Also, the 1/r term is also 
stated explicitly. Although the 1/r term does exist in Coble's original derivation [37], it is sometimes 
ignored and subsumed into the 1/G3 term when analyzing the densification of conventional ceramics. 
The rationale for incorporating 1/r into 1/G3 (and then compensating by raising the power of the latter 
term to 1/G4) has been that samples with smaller grains tend to have smaller pores anyway, so the two 
entities scale with each other and can be merged into a single term. This simplification may be true 
when comparing samples made of morphologically similar powders of dissimilar sizes. In that specific 
case, the packing arrangement of the two powders is identical, and the spaces between powder particles 
(which eventually become the pores) scale with the size of the particles themselves (which eventually 
become the grains). However, the assumption that r scales with G is not true, for instance, during the 
course of sintering a single powder. During sintering, the grains generally grow while the pores actually 
shrink. An inverse relationship between pore size and grain size therefore results in this case. The 
merging of the r and G terms also does a disservice to the densification analysis of a single powder 
consolidated by different methods (e.g. by dry pressing versus centrifugation) or even by the same 
method under somewhat different conditions (e.g. by dry pressing at two different pressures). In these 
cases, compacts containing particles or grains of the same size may well have pores of very different 
sizes; thus at the beginning of sintering, G may be the same in both cases, but r can be quite different. 
For all the above reasons, the modeling of densification in nanocrystalline ceramics appears to be more 
accurate when the 1/r term is explicitly included in equation (8.1).

Experimental evidence shows that equation (8.1) successfully describes the densification behavior of 
certain nanocrystalline ceramics during pressureless sintering. In particular, an analysis of a very 
weakly agglomerated ZrO2–3 mol% Y2O3 powder with a starting particle size of ≈ 15 nm shows a 
densification rate that changes throughout sintering at 1050°C in a manner consistent with the 
predictions of equation (8.1). For instance, figure 8.5 shows a reasonable correlation between [1/ρ(1 – 
ρ)](∂ρ/∂t)T and 1/G3; however, only data from samples with similar pore sizes fall on the same line. A 
much stronger correlation can be obtained by considering the effect of pore size in addition to grain size 
and plotting [1/ρ(1 – ρ)](∂ρ/∂t)T versus (1/G3)(1/r) (see figure 8.6). The latter relationship explains the 
differences in densification rates between submicron (commercial) and nanocrystalline ZrO2–3 mol% 
Y2O3, as well as between nanocrystalline ZrO2–3 mol% Y2O3 compacted to different green densities 
prior to sintering. For the commercial powder, its slow densification rate can be understood on the basis 
of its much larger grain and pore sizes. For the nanocrystalline powder, compaction to greater green 
densities causes no change in initial grain size but does reduce the starting pore radius. The smaller 
pores (e.g. 2.6 nm for a 58% dense green body versus 4 nm for a 50% dense green body) could be 
expected to accelerate the initial densification rates by about
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Figure 8.5 
Normalized densification rate plotted against 1/G3 for nanocrystalline 

(white squares) and submicron (commercial Tosoh TZ-3Y brand, black 
diamonds) ZrO2–3 mol% Y2O3 sintered to various densities at 1050°C. 
Indicated are ρ, the density at which the data were taken, ρ0, the initial 

(green) density of the sample, and r, the median pore radius of the sample 
when the data were taken. Here, G is the true grain diameter.

50% during initial sintering. However, the effect quickly becomes cumulative, as the faster 
densification rates allow one to achieve a given density at smaller grain sizes, and these smaller grain 
sizes in turn spur faster densification (at a given density). At later stages in the sintering process 
(compare the two data points for 87% dense samples in figure 8.6), it is primarily this difference in 
grain size (at a given density) that accounts for the difference in densification rates between samples 
which started at different green densities.

The impact of green density on densification rate can be seen more clearly in figure 8.7. Unfortunately, 
it is not yet possible to use equation (8.1) to predict densification curves like those in figure 8.7. Such 
an effort would require an integration of equation (8.1), which in turn would require knowing G(t) and r
(t). The latter term is particularly difficult to assess, since the pore size (r) can coarsen, then shrink, 
during a typical sintering treatment. Given that pore size evolution is not yet well quantified, a thorough 
prediction of densification during sintering awaits further work.

Figure 8.7 exhibits another relevant feature of pressureless sintering, namely, that the densification rate 
decreases over time. This effect is largely
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Figure 8.6 
Normalized densification rate plotted against (1/G3)(1/r) for nanocrystalline 
and submicron (white squares) and submicron (commercial Tosoh TZ-3Y 

brand, black diamonds) ZrO2–3 mol% Y2O3 sintered to various densities (ρ) 

at 1050°C. Indicated are ρ, the density at which the data were taken, ρ0, 
the initial (green) density of the sample, and r, the mean pore radius of 

the sample when the data were taken. Here, G is the true grain diameter.

due to grain growth: as the grains grow, the distance between vacancy sources (pores) and sinks (grain 
boundaries) increases, and it takes longer to move vacancies to their sinks and to achieve a given 
increment of densification. From equation (8.1) one also sees this fact mathematically: during sintering, 
the grains grow, and the (1/G3) term decreases quite rapidly. Even though the pores may shrink at the 
same time, leading to an increase in the (1/r) term, this increase is never enough to offset the decrease in 
densification rate brought about by grain growth.

It should be noted that the densification rate can further decrease during sintering if there is a broad 
pore size distribution. While small pores are eliminated quickly (leading to an apparently fast 
densification rate), larger pores are eliminated more slowly (much slower densification rate), so the 
progressive elimination of smaller to larger pores will also manifest itself as a slowly decreasing 
densification rate.

From the above discussion and equation (8.1), it is clear that a small grain size, combined with a small 
pore size, is ideal for densifying at the fastest possible rates at a given temperature. As a result, 
nanocrystalline powders, with
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Figure 8.7 
Density versus time for nanocrystalline ZrO2–3 mol% Y2O3 during 
sintering at 1050°C. A comparison between samples with differing 

green densities is shown (47% dense = compacted at 250 MPa; 
50% dense = compacted at 300 MPa; 58% dense = compacted 

at 1.2 GPa). The slope of the above curves gives the densification 
rate at any point in time or density. Starting pore radii for the 50% 

dense and 58% dense samples are 4.0 and 2.8 nm, respectively. 
The reduction in initial pore size gives rise to an increase 

in the initial densification rate.

Figure 8.8 
Comparison of the densification behavior of 
nanocrystalline (13 nm) ZrO2–3 mol% Y2O3

 

and commercial (0.17 µm, Tosoh TZ-3Y 
brand) ZrO2–3 mol% Y2O3 upon sintering at 

1050°C. Green densities of the powder compacts 
used for this comparison were 47% 

(nanocrystalline) and 50% (commercial) respectively.
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their smaller grain and pore sizes, will sinter to much greater densities than coarser powders of the same 
composition, when subjected to the same sintering temperature (see figure 8.8). Conversely, the same 
density will generally be achieved by a nanocrystalline powder at much lower temperatures than its 
micron or submicron-sized cousins (see figures 8.9 and 8.10).

Figure 8.9 
Comparison of the densification behavior of 
nanocrystalline (16 nm crystallites, 80 nm 

agglomerates) and commercial (Fisher Brand) 
TiO2 as a function of temperature. Time 

spent at each temperature is 30 min.

It is obvious that the temperature has an enormous influence on densification rate, due to the 
exponential (Arrhenius) relationship between densification rate and temperature. The increase of 
density with temperature is often quite steep (see figures 8.9 and 8.10), so that a few degrees' 
miscalibration between furnace temperatures can yield quite different results from one study to the next. 
The activation energy for densification, obtained by plotting In(∂ρ/∂t)T versus 1/T, yields some rather 
interesting results for the case of nanocrystalline TiO2 [39]. In particular, there appear to be two stages 
of densification. At long times or low temperatures, the measured activation energy for densification 
(628 kJ mol–1) is close to the known activation energy for grain boundary diffusion [39]. This result is 
expected, since the small grain size and many grain boundaries would tend to favor grain boundary 
diffusion over, say, lattice diffusion, as a way of moving vacancies from pores (or, equivalently, 
moving atoms to pores). However, in the initial stages of sintering—at low temperatures or short 
times—there appears to be another mechanism of densification, indicated by a different activation 
energy, Q = 96 kJ mol–1 [38]. Similarly low activation energies appear to control the initial stage 
densification of nanocrystalline ZrO2–3 mol% Y2O3 [39]. To date, however, it is not clear what these 
activation energies represent, since the most likely explanation, surface diffusion, has not been reliably 
quantified for either the TiO2 or ZrO2–3 mol% Y2O3 system.
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Figure 8.10 
Comparison of the densification behavior of nanocrystalline 
(15 nm) commercial and (0.17 µm) ZrO2–3 mol% Y2O3 as a 

function of temperature. Time spent at each temperature is 2 h.

8.5— 
Non-ideal Densification during Pressureless Sintering

8.5.1— 
Agglomeration Effects

In a non-agglomerated nanocrystalline powder, the pore sizes are quite small (typically 1/2 to 1/5 the 
crystallite size), so that densification proceeds quickly and at low temperatures. Sintering behavior can 
suffer dramatically if the nanocrystalline powder is agglomerated. Figure 8.11 shows the sintering 
behavior of three nanocrystalline TiO2 powders, all of the anatase crystal structure, but with differing 
agglomerate (bold typeface) and crystallite (plain typeface) sizes. From figure 8.11 it is obvious that the 
agglomerate size, and not the crystallite size, has the dominant role in determining densification 
behavior. Recalling the earlier discussion of compaction behavior, this result is easily explained: the 
powders with larger mean agglomerate sizes contain larger interagglomerate pores at the beginning of 
sintering. These large pores have a small driving force for shrinkage (the large r yields a small 1/r term 
in equation (8.1). To compensate for the small driving force and to observe any reasonable rate of 
densification, the sintering temperature must be increased. The larger the agglomerates, the larger the 
interagglomerate pores, and the higher
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the sintering temperature required to reach a given density. The lowest sintering temperatures, as one 
would expect, are for powders which are nonagglomerated (NA in figure 8.11).

Figure 8.11 
Densification behavior of nanocrystalline TiO2 (anatase 
crystal structure) with three different agglomerate sizes. 

Note the larger the agglomerate size, the greater the 
sintering temperature. For the NA powder, the sintering 

time is 120 min (data from [66]); for the 80 nm agglomerate 
and 340 nm agglomerate powders, the sintering time is 30 min 
(data from [67] and [68] respectively). It should be noted that 

sintering time does not have a strong effect on the 
location of these curves [67].

Since grain growth is profoundly sensitive to temperature, the production of solids with <100 nm grains 
by pressureless sintering virtually requires NA starting powders and the low sintering temperatures they 
provide. This point cannot be overemphasized. For ceramic systems in which porosity controls grain 
growth, there is an additional reason why agglomerated powders undergo excessive grain growth during 
sintering. The small intercrystallite pores which pin the grain boundaries will disappear quickly, 
partway through the sintering process. When the constraint on grain growth has been relieved, the 
grains are free to grow until they encounter the remaining, more widely spaced large interagglomerate 
pores. In this manner, before sintering is completed, a grain size is achieved on the order of the starting 
agglomerate size. Ultimately, for reasons of both high sintering temperature and diminishment of pore 
number density during sintering, it is entirely possible for an agglomerated powder consisting of 10–20 
nm crystallites to yield micron-sized grains [31, 40–42]. In previous sintering, experience has shown 
that it is extremely difficult to obtain a grain size at full density which is less than the starting 
agglomerate size.

It should be noted that one of the reasons why many ultrafine commercial
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ceramic powders (some of which have been available for many years) have not been successfully 
fabricated into solids with sub- 100 nm grain sizes is this very problem of agglomeration. 
Agglomeration is not, however, as severe a problem for metal powders, since the large interagglomerate 
pores can be closed by plastic flow of the surrounding metal particles during compaction (i.e. prior to 
sintering). As shall be seen later, the use of plastic deformation during sintering can achieve the same 
result for nanocrystalline ceramic powders, and the temperature necessary to achieve complete 
densification can be dramatically reduced as a result.

8.5.2— 
Inhomogeneous Sintering/Differential Densification.

As has been shown earlier, the small grain sizes and pore sizes of nanocrystalline ceramics lead to fast 
densification rates, and these, in turn, lead to desirable, low sintering temperatures. However, the fast 
densification rates can themselves be a problem. Specifically, when a nanocrystalline ceramic sample is 
sintered in a furnace, it usually experiences a thermal gradient during furnace heat-up. If the outside of 
the sample is hotter than the inside (which is usually the case), it will densify at a faster rate and quickly 
turn into a hard, impervious shell. The hard shell constrains the inside of the sample from shrinking as it 
normally would, and large cracks or pores are formed as a result of the strain incompatibility. Figure 
8.12 is a micrograph of such a sample. The thermal gradient/differential sintering phenomenon is not 
observed with ceramics of the same composition which have larger grain and pore sizes [43]. 
(Additionally, it should be mentioned that this problem of inhomogeneous sintering cannot be attributed 
to vapor transport or evolution of gases in the nanocrystalline materials, as explained in [43].) It is 
therefore the unfortunate characteristic of some nanocrystalline ceramics that their densification rates 
can be sufficiently fast, and their thermal conductivity sufficiently low, that the complete densification 
of the outside shell occurs much faster than the transport of heat to the inside of the ceramic body. (See 
[38] for an exact calculation of the magnitude of this effect for ZrO2–3 mol% Y2O3 under different 
heating conditions.)

The problem of inhomogeneous densification intensifies as heating rates increase and sample 
dimensions become larger. Figure 8.13 shows the impact of increased heating rates on sintered density 
quite clearly; figure 8.14 shows that very small samples are not as prone to this problem as larger ones. 
The relatively minor impact of fast heating rates on small samples suggests one might be able to use 
fast heating rates for the densification of nanocrystalline thin films.

For moderate-to-large-sized samples, the problem of inhomogeneous densification can be dealt with in 
a number of ways. One can employ slow heating rates during sintering (2°C min–1 for ZrO2–3 mol% 
Y2O3, see figure 8.13) to prevent unequal heating of the sample. One can also reduce the sample's 
intrinsic densification rate by changing its starting microstructure. A 'precoarsening' treatment, in which 
the sample is heated at a low temperature
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Figure 8.12 
Scanning electron micrographs of a nanocrystalline ZrO2–3 mol% Y2O3

 

sample which has experienced differential densification in response to 
thermal gradients. The sample was heated at 20°C min–1 to 1300°C 

and held for 2 h.

long enough for pores and grains to grow somewhat, should reduce the densification rate, according to 
equation (8.1). The slower densification rate would then reduce the amount of shrinkage taking place in 
the outer shell while heat is being transported to the inner regions of the sample. Smaller 
incompatibility strains would result. A precoarsening treatment should also lend greater mechanical 
strength to the compact, by allowing some densification and interparticle neck growth to take place 
before the sample experiences thermally induced stresses. As experimental verification of the 
precoarsening strategy,
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Figure 8.13 
Effect of heating rate on the densification of nanocrystalline ZrO2–3 mol% 

Y2O3. Fast heating rates lead to inhomogeneous densification, 
crack formation, and, ultimately, low sintered densities.

Figure 8.14 
Influence of fast heating rates on the 

densification of various-sized samples. 
Very small samples are not as 

adversely affected as larger samples.
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figure 8.15 shows that an improvement in sintered density does occur when a precoarsening treatment is 
used prior to rapid sintering of nanocrystalline ZrO2–3 mol% Y2O3 at 1300°C. Note that a precoarsening 
treatment which does not actually involve coarsening (e.g. presintering the same sample at 1000°C, 
where little microstructural change occurs), has no beneficial effect upon subsequent sintering [39].

Figure 8.15 
Densities of nanocrystalline ZrO2–3 mol% Y2O3 samples 

showing the effect of precoarsening on the ultimate 
sintered density at fast heating rates.

Finally, it should be mentioned that the goal of decreasing the densification rate to avoid 
inhomogeneous sintering can also be met by choosing a sintering protocol of low temperatures in 
conjunction with long times. Thus, prolonged sintering of nanocrystalline ZrO2–3 mol% Y2O3 at 1050°
C also results in crackfree, dense specimens [43].

8.6— 
Grain Growth during Pressureless Sintering

As was the case for densification, grain growth in nanocrystalline materials appears to follow the 
traditional phenomenological laws. A number of investigators have confirmed that the general 
relationship
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holds for both nanocrystalline metals [16] and ceramics (see [38] and [44] and figure 8.16). In equation 
(8.2), G is the instantaneous grain size, G0 is the initial grain size, N is the grain size exponent (ranging 
from two to four), k is a rate constant, and t is time. The rate constant, k, is generally proportional to the 
diffusivity, D0 exp(–Q/RT), and this gives the temperature dependence of grain growth. The exact value 
of k, however, is sensitive to the drag effects of solutes, pores, or second phases localized at the grain 
boundaries; k can therefore be substantially less than one would predict simply based on the diffusivity 
of the dominant chemical species. An interesting observation is that two different temperature regimes 
of grain growth have been observed for ZrO2–3 mol% Y2O3, similar to the two densification regimes 
alluded to earlier. At intermediate and higher temperatures, the activation energy for grain growth is in 
the 300–400 kJ mol–1 range [38, 44], consistent with grain boundary diffusion [45], while at lower 
temperatures the activation energy is on the order of 100 kJ mol–1 [38,44]. The different regimes of 
grain growth can be observed in figure 8.17.

Figure 8.16 
Grain growth kinetics for nanocrystalline ZrO2–3 mol% 

Y2O3. The data appear to obey the law , 

where N is between 3 (for 1100°C) and 4.2 (for 1050°C). 
Note that the use of log–log plots to determine N is 

limited to cases where G0 is small compared to G. Here, 
the values used for G are true grain diameters.

Equation (8.2) shows that, in the ideal case, grain growth depends on temperature and time, but, more 
importantly, it reveals what grain growth does not depend on (at least, not directly): microstructural 
parameters such
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Figure 8.17 
The temperature dependence of grain growth for 

nanocrystalline ZrO2–3 mol% Y2O3.

as pore size, green density, or agglomerate size. The latter parameters can affect grain growth by 
altering the value of N in equation (8.2) [38], but the effect is a weak one. Figure 8.18 shows the effect 
of green density on grain growth in nanocrystalline ZrO2–3 mol% Y2O3 at 1050°C; note there is very 
little correlation between green density and grain growth. A more extensive survey of grain growth over 
a large range of temperatures [38] shows that higher green densities can occasionally lead to small 
increases in grain size after sintering at a given temperature, but again, the effect is very small.

Because the major impact of higher green density is to reduce the pore size, one can extrapolate that 
pore size also has little bearing on grain growth. The most striking example of how little grain growth 
depends on microstructural features can be taken from wet-processing experiments, in which the same 
ZrO2–3 mol% Y2O3 powder is consolidated from aqueous suspensions formulated at pH values between 
2 and 9 [30]. The effect of the pH is to change the structure of the consolidated green body from a well 
packed, ordered configuration of particles separated by small pores (pH 2; see figure 8.19(a)) to a loose 
structure of disorderly packed particles separated by larger pores (pH 9; see figure 8.19(b)). Despite 
these very different microstructures, the grain growth of these two samples is nearly identical: after 1 h 
at 1100°C, both have a grain size between 70 and 80 nm, as do all the samples prepared from 
suspensions of intermediate pH values and morphologies [30]. Densities, on the other hand, differ 
tremendously after sintering at 1100°C for 1 h: from 100% dense for the
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Figure 8.18 
Effect of green density (or lack thereof) on grain growth at 

1050°C in ZrO2–3 mol% Y2O3.

Figure 8.19 
Particle packing and green body morphology in nanocrystalline ZrO2–3 mol% 

Y2O3 centrifugally consolidated from aqueous suspensions adjusted to 
(a) pH 2, pore radius = 4.8 nm and (b) pH 9, pore radius = 9.0 nm.

well ordered pH 2 sample (initial pore size = 4.8 nm) to 67% dense for the loosely packed pH 9 sample 
(pore size = 9.0 nm) [29].

It might also be mentioned that other factors which can adversely affect densification, such as heating 
rate (which leads to differential sintering and hence incomplete densification) also have virtually no 
effect on grain growth;
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Figure 8.20 
Effect of heating rate on grain growth in 

nanocrystalline ZrO2–3 mol% Y2O3.

see figure 8.20. Thus grain size, in the ideal case, is dictated almost exclusively by time and 
temperature. Of these two parameters, time and temperature, temperature has by far the greater 
influence, since grain growth proceeds pseudo-exponentially in temperature and less than linearly in 
time.

8.7— 
Grain Boundary Pinning by Pores during Pressureless Sintering

In the ideal case, one would expect grain growth to go hand-in-hand with densification, since both are 
governed primarily by diffusion. Surprisingly, there are several examples of nanocrystalline ceramics 
where grain growth kinetics and densification kinetics do not appear to correlate. One example, shown 
in figure 8.21, is TiO2, for which densification begins to accelerate long before grain growth. How the 
ceramic can be diffusionally active (as is necessary for densification) and yet avoid grain growth 
appears to be something of a mystery.

One hypothesis which may explain the observed lag between densification and grain growth is the 
influence of porosity on grain-boundary mobility. Closed pores can serve to pin the grain boundaries if 
they reside on the grain boundaries and their mobility (usually governed by surface diffusion) is slow 
relative to the mobility of the grain boundary (usually governed by grain-boundary diffusion) [46–48]. 
Work with submicron and larger-grained ceramics has previously
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Figure 8.21 
Comparison of the temperature dependence of 

grain growth and the temperature dependence of 
densification for nanocrystalline TiO2. The 
shaded region indicates a regime in which 
significant densification occurs but grain 

growth is sluggish.

shown, both experimentally [49] and theoretically [50] that open pores are even more effective at 
pinning grain boundaries, primarily for geometrical reasons. The strong pinning ability of open pores 
then appears to explain the lack of grain growth during intermediate-stage sintering of many 
nanocrystalline ceramics, even though densification is active. As evidence, the point at which grain 
growth eventually accelerates in nanocrystalline TiO2 corresponds almost exactly to the point at which 
the open porosity becomes closed (see figure 8.22). Furthermore, the grain size during intermediate-
stage sintering appears to approximately equal the spacing between open pores, as shown in figure 8.23. 
Pore size may not have a strong influence on grain growth, but in select systems pore spacing can.

8.8— 
Minimizing Grain Growth and Maximizing Densification during Pressureless Sintering

With an appreciation of the kinetics of both grain growth and densification, it becomes possible to 
postulate some simple principles for the production of fully dense materials with sub-100 nm grain size 
from ultrafine starting powders. The considerations for metals and ceramics are somewhat different and 
are enumerated separately below.

Metals

(i) Compact to the highest possible density prior to sintering.

(ii) Sinter at a low temperature (to avoid grain growth) for as long as necessary to remove residual 
porosity and establish equilibrium grain boundaries between neighboring particles. As porosity is 
removed and grain boundaries are established, hardness should increase. If hardness begins to decrease 
with
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Figure 8.22 
Correlation between the onset of accelerated grain growth 
and the closure of open pores, for nanocrystalline TiO2.

increased sintering, then only grain growth is occurring, and increased sintering will prove 
unproductive. (An exception to this rule may occur at grain sizes <10 nm where the conventional 
relationship between hardness and grain size has not yet been proven.)

Ceramics

(i) Choose a non-agglomerated starting powder. For pressureless sintering, this is perhaps the most 
important step in synthesizing a sub-100 nm ceramic from ultrafine powders.

(ii) Maximize densification rates by minimizing the pore size within the starting compact. For small 
samples, narrow pores can be achieved by compacting at large pressures; for larger samples, fabricating 
the powder compact by wet-processing techniques is an option.

(iii) Minimize grain growth kinetics by choosing a low-sintering-temperature/long-sintering-time 
combination. Generally speaking, grain growth increases much more rapidly with temperature than with 
time, so a long time at a low sintering temperature will prevent 'overshooting'.

(iv) Avoid fast heating rates, especially in ceramics which are not thermally conductive. Rapid heating 
may be useful for small samples, such as thin films, but rapid heating can pose problems for larger 
samples, due to differential densification.

(v) For select ceramics in which grain growth is limited by the presence of pores, grain growth will be 
severely curtailed up to ≈90% density (the point at

Página 1 de 1Document

09/04/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_188.html



   

Page 189

Figure 8.23 
Correspondence between the mean spacing between 
open pores in a nanocrystalline titania (obtained by 
deconvoluting the ceramic's pore size distribution) 

and the grain size (measured by x-ray line broadening 
and cross-calibrated by transmission electron 

microscopy). The factor of 1.56 is necessary to 
convert a 2D mean linear intercept dimension to a 

3D spatial dimension. Densities for each TiO2 sample 
are shown in parentheses. Data represent sinter-forging 

times of 30 min, 60 min, and 6 h (for 12 MPa and 
60 MPa) and pressureless sintering for a time of 6 h.

which open porosity usually becomes closed), even without special precautions. However, limiting 
grain growth beyond this point will require adherence to the above suggestions.

Using the above principles, it has been shown by several authors [21, 43, 44] that ZrO2–3 mol% Y2O3 
can be successfully sintered to densities between 97 and 100% with a grain size (true grain diameter) 
between 58 and 87 nm. In these cases, the powder was dry pressed to a high starting density, then 
sintered at 1050°C, in air, for 5–6 h. A micrograph of such a sample is shown in figure 8.24.

8.9— 
Pressure Assisted Sintering and Sinter-forging

Because of the difficulty in finding non-agglomerated starting powders and, furthermore, the extensive 
experimentation involved in optimizing densification and grain growth kinetics, many experimentalists 
have turned to pressure assisted sintering, or sinter-forging, as an easy method of producing 
nanocrystalline ceramics. Pressure assisted sintering refers to any sintering operation in
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Figure 8.24 
Field emission scanning electron micrograph 

of a ZrO2–3 mol% Y2O3 with a 85 nm 
diameter grain size, fabricated by compacting 

13 nm diameter particles to 58% green 
density and pressureless sintering in air for 
5 h at 1050°C. The grains are not actually 
rounded, as indicated by the micrograph; 
rather, the rounded nature of the grains is 
due in part to their being blanketed by a 
deposited gold coating and in part to the 

resolution limitations of the machine used. 
(Micrograph courtesy of A H Carim, 
the Pennsylvania State University.)

which a pressure beyond atmospheric is externally applied to the specimen during sintering. Pressure 
assisted sintering thus includes such operations as hot pressing, hot isostatic pressing, hot extrusion, and 
sinter-forging. Sinter-forging itself is a more precise term and indicates an operation in which a uniaxial 
compressive stress is applied to the sample during sintering. The sample is therefore allowed to deform 
and densify simultaneously. Usually sinter-forging is performed without a die (in contrast to hot 
pressing). A number of experiments have shown that ultrafine-grained ceramics which are incapable of 
retaining a nanocrystalline grain size during pressureless sintering are successfully produced in 
nanocrystalline or near-nanocrystalline form during a pressure assisted sintering operation [51–54]. The 
reasons why pressure assisted sintering works for nanocrystalline ceramics are rather interesting.

Generally speaking, the application of pressure to accelerate densification is a well known tactic in the 
field of sintering. The applied pressure lowers the vacancy concentration at the grain boundaries 
(vacancy sinks) relative to the pores (vacancy sources) and, by thus increasing the concentration 
gradient of vacancies, serves to increase the vacancy flux. With a greater number of vacancies moving 
out of the pores per unit time, the pore shrinkage rate, and hence the densification rate, increases. This 
rationale works quite well for ceramics with conventional pore and grain sizes, but it does not explain 
the success of pressure assisted sintering for the case of nanocrystalline ceramics.
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For nanocrystalline ceramics, there is already a tremendous driving force for densification by vacancy 
motion due to the pore curvature. When this driving force is expressed in terms of an effective stress 
(the so-called sintering stress), one sees that it is on the order of GPa

Here, σ is the sintering stress, γ is the surface tension of the pore, and r is the pore radius. Assuming a 5 
nm pore and a surface tension of 1 J m–2, σ is 400 MPa. In contrast, a micron-grained ceramic with a 
pore size of 1 µm has a sintering stress of only 2 MPa. Thus, for a micron-grained ceramic, an 
externally applied pressure of even 10 MPa might be able to significantly assist the intrinsic sintering 
stress in driving diffusion; however, for a nanocrystalline ceramic, the applied stress would have to be 
greater than 0.5 GPa to have a noticeable effect. Interestingly, the applied stresses typically used for 
sinter-forging nanocrystalline ceramics are small by comparison—in the 50–100 MPa range [53–55]. 
The argument that these stresses accelerate densification rates by helping to drive diffusion therefore 
cannot hold. The diffusion rates for small pores are already rapid. Indeed, the experiments on 
nanocrystalline titania in [55] showed that all the small intercrystallite pores actually disappeared during 
furnace heat-up, well before the application of an applied stress. Clearly, another explanation for the 
impact of pressure on densification rates is required.

One explanation is that all the pores in nanocrystalline ceramics are not necessarily nanometer sized. 
This fact is certainly true of agglomerated powders, which may have submicron or micron-sized 
interagglomerate pores in addition to the nanometer-sized intercrystallite pores. With a lower intrinsic 
sintering stress, only a moderate applied stress would be necessary to achieve a visible increase in the 
shrinkage rates of these pores. It is worth noting that agglomerated powders were used in the sinter-
forging studies of [53–55]. Furthermore, in [55], it was found that the disappearance rate of moderate-
sized interagglomerate pores was indeed consistent with the kinetics of stress assisted diffusion.

There is evidence, however, that the primary advantage of sinter-forging lies largely in a unique pore 
shrinkage mechanism which is nondiffusional in nature and which is specific to fine-grained ceramics. 
While micron-grained ceramics are typically brittle, fine-grained ceramics have a singular ability to 
deform plastically at moderate temperatures (i.e. at temperatures around half the ceramic's melting 
point). This phenomenon has been observed in both nanocrystalline [56–58] and sub-micron-grained 
ceramics [59–62]. The mechanism by which plastic flow occurs in these fine-grained ceramics is 
thought to be superplastic deformation; the process of superplastic deformation, in turn, is envisaged as 
grains or groups of grains sliding past each other to take up new positions in the deforming solid. 
Although the shape of individual grains may not change, their relative positions do, in order to 
accommodate the imposed strains. An ability to deform plastically would allow pores to be squeezed 
shut
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Figure 8.25 
Schematic diagram of pore elimination by plastic flow/grain boundary sliding.

directly by plastic flow of the surrounding matrix (see figure 8.25), rather than isotropically shrinking 
by diffusion. Plastic strain induced pore closure is well documented and modeled in metals [63–65] but 
is not usually considered in the case of ceramics. By virtue of their excellent ability to deform, however, 
nanocrystalline ceramics can undergo this process [55]. A major consequence is that very large pores, 
which cannot possibly be closed by diffusion in any reasonable length of time, are able to be quickly 
eliminated. An example is shown in figure 8.26(a), in which a titania sample sinter-forged to a true 
strain of 0.22 shows no large pores upon examination by scanning electron microscopy. However, a 
similar sample sinter-forged to a much smaller true strain of 0.08 is riddled with such pores (figure 8.26
(b)) and, in fact, looks very similar to a sample which has undergone only pressureless sintering (figure 
8.26(c)). Note that small (sub- 100 nm) pores are not visible at the magnifications of these micrographs.

The ability to close large pores with ease is a distinct advantage. With the elimination of the deleterious 
large interagglomerate pores, the processing of agglomerated powders into components with sub- 100 
nm grain sizes suddenly becomes possible. For the agglomerated TiO2 powder used in figures 8.26(a)–
(c), sinter-forging for 6 h at 60 MPa and 610°C achieves a true strain of 0.27 and yields a 91% dense 
ceramic with an 87 nm grain diameter. By contrast, pressureless sintering requires temperatures of 800°
C to achieve the same density—resulting in a grain size of about 380 nm. Other researchers who have 
studied the sinter-forging of nanocrystalline TiO2 (using a different starting powder) have been able to 
achieve 97% dense ceramics with a 60 nm grain size [53].

Despite such successes, it is worth noting that superplastic deformation, which provides the mechanism 
for strain induced pore closure, occurs in only a limited range of temperatures and stresses. Therefore 
one must be careful to select a stress and temperature combination for sinter-forging (or pressure 
assisted sintering) which is within the superplastic regime. If the stresses are too
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Figure 8.26 
(a) Nanocrystalline TiO2 sample sinter-forged at 610°C to high strains (plastic 
strain = 0.22, initial stress = 60 MPa, and time under stress = 45 min). Total 
time at temperature is 1 h and 15 min. The polished surface of the sample is 

featureless under a scanning electron microscope, indicating a lack of large pores 
visible at this magnification. (b) Nanocrystalline TiO2 sample sinter-forged at 610°C 

to low strains (plastic strain = 0.08, initial stress = 12 MPa, and time under 
stress = 1 h). Total time at temperature is 1 h and 30 min. On the polished 

surface, large pores are seen as white areas; the white color actually outlines each 
pore surface and is due to electron charging of the pore surfaces while under 

observation in a scanning electron microscope. The large, dark featureless regions 
are densely sintered areas which arose from prior weak agglomerates (granules) in 
the starting powder. (c) Nanocrystalline TiO2 sample pressureless sintered at 610°C 
(plastic strain = 0, stress = 0 MPa, and time at temperature = 6.5 h). Microstructure 

is similar to (b) above, with many large pores (white areas) visible 
between the densely sintered agglomerates.
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low, or the temperatures too high, one is likely to encounter a deformation regime in which diffusion—
not grain boundary sliding—is the primary mechanism for the transport of matter. Examples of such 
regimes would include Coble creep or Nabarro–Herring creep. Theoretically, the strain required to close 
pores solely by plastic flow is large—about 0.62 [65]—and such large plastic strains are not easily 
achieved in diffusional creep, or elsewhere outside of the superplastic regime.

As the sinter-forging technique is expanded to different tool geometries and forming methods, it is 
worthwhile remembering that plastic deformation, which is the key to the success of this technique, 
occurs in response to shear stresses but not hydrostatic stresses. Thus, it is likely that the densification 
rates observed in different sinter-forging operations will correlate with the relative proportion of shear 
to hydrostatic stresses in the forming operation used. For example, one might expect (though it is not 
yet proven) that unconstrained, dieless sinter-forging will prove to be a superior densification method to 
hot pressing (in which shear deformation is constrained by the die), which in turn will be superior to hot 
isostatic pressing (in which no shear stresses exist, except in the immediate vicinity of the pores). 
Further work is required in this area.

8.10— 
Summary.

The production of nanocrystalline metals and ceramics by the compaction and sintering of ultrafine 
powders has been successfully achieved by several investigators. One of the greatest challenges, 
particularly for ceramics, is to simultaneously densify a nanocrystalline powder compact while 
preventing grain growth. For pressureless sintering, the fact that densification is highly sensitive to 
microstructural features (such as pore size and particle packing arrangements), while grain growth is 
much less so, allows one to choose microstructural configurations which favor densification while 
employing sintering conditions which discourage grain growth. For some powders, particularly 
agglomerated powders, pressureless sintering is completely unsuccessful in producing solids with sub- 
100 nm grain sizes. In these cases, pressure assisted sintering—and especially sinter-forging—have 
proven quite effective in eliminating large, interagglomerate pores and accelerating densification 
relative to grain growth.

References

[1] Ortiz C, Rubin K A and Ajuria S 1988 J. Mater. Res. 3 1196

[2] Sethurman A R, DeAngelis R J and Reucraft P J 1991 J. Mater. Res. 6 749

[3] Lappalainen R and Raj R 1991 Acta Metall. Mater. 39 3125

[4] Zaluska A, Xu Yan, Altounian Z, Ström-Olsen J O, Allem R and L'Espérance G 1991 J. Mater. Res. 
6 724

[5] Hansen P L and Jessen C Q 1989 Scr. Metall. 23 1387

Página 1 de 1Document

09/04/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_194.html



Page 195

[6] Lange R W and Sowman H G 1979 Shaped and fired articles of TiO2 US Patent 4 166 147

[7] De Moranville K, Yin D and Wong J 1993 IEEE Trans. Appl. Supercond. AS-3 pt 3 982

[8] Valiev R Z, Krasilnikov N A and Tsenev N K 1991 Mater. Sci. Eng. A 137 35

[9] Froes F H, Suryanarayana C, Chen Guo-Hao, Frefer A and Hyde G R 1992 JOM 44 26

[10] Morris D G and Morris M A 1991 Acta Metall. Mater. 39 1763

[11] Ganapathi S K and Rigney D A 1990 Scr. Metall. Mater. 24 1675

[12] Ganapathi S K, Aindow M, Fraser H L and Rigney D A 1991 Clusters and Cluster-Assembled 
Materials (Mater. Res. Soc. Symp. Proc. 206) ed R S Averback, J Bernholc and D L Nelson (Pittsburgh, 
PA: Materials Research Society) p 593

[13] Hahn H, Logas J and Averback R S 1990 J. Mater. Res. 5 609

[14] Hirschorn S 1969 Introduction to Powder Metallurgy (New York: American Powder Metallurgy 
Institute) p 121

[15] Fougere G E, Weertman J R, Siegel R W and Kim S 1992 Scr. Metall. Mater. 26 1879

[16] Ganapathi S K, Owen D M and Chokshi A H 1991 Scr. Metall. Mater. 25 2699

[17] Nieman G W, Weertman J R and Siegel R W 1991 J. Mater. Res. 6 1012

[18] Nieman G W, Weertman J R and Siegel R W 1989 Scr. Metall. Mater. 23 2013

[19] Boschi A O and Gilbart E 1990 Advanced Ceramic Processing and Technology vol 1, ed J G P 
Binner (Park Ridge, NJ: Noyes) p 73

[20] Evans J W and DeJonghe L C 1991 The Production of Inorganic Materials (New York: 
Macmillan) p 391

[21] Winnubst A J A, Thennissen G S A M and Burggraaf A J 1989 Euro Ceramics (Proc. 1st Eur. 
Ceram. Soc. Conf.) vol 1, ed G de With, R A Terpstra and R Metselaar (Amsterdam: Elsevier) p 1.391

[22] Whittemore O J 1981 Powder Technol. 29 167

[23] Roosen A and Hausner H 1985 Science and Technology of Zirconia (Advances in Ceramics 12) 
vol 2, ed A H Heuer (Columbus, OH: American Ceramic Society) p 714

[24] Pampuch R and Haberko K 1983 Ceramic Powders ed P Vincenzini (Amsterdam: Elsevier) p 623

[25] Lowell S and Shields Joan E 1979 Powder Surface Area and Porosity (New York: Chapman and 
Hall) pp 55, 87, 139

[26] Hurst J B and Cutta S 1987 J. Am. Ceram. Soc. 70 C-303

[27] Evans J W and DeJonghe L C 1991 The Production of Inorganic Materials (New York: 
Macmillan) pp 135, 402

Página 1 de 2Document

09/04/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_195.html



   

[28] Aksay I A and Schilling C H 1984 Forming of Ceramics (Advances in Ceramics 9) ed J A 
Mangels and G L Messing (Columbus, OH: American Ceramic Society) p 85

[29] Cowan R E 1976 Ceramic Fabrication Processes (Treatise on Materials Science and Technology 
9) ed F F Y Wang (New York: Academic) p 153

[30] Mayo M J, Chen D-J, Cottom B A and Sharma M 1995 J. Am. Ceram. Soc. submitted

[31] Andrievski R A 1994 J. Mater. Sci. 29 614

[32] Theunissen G S A M, Winnubst A J A and Burggraaf A J 1993 J. Eur. Ceram. Soc. 11 315

Página 2 de 2Document

09/04/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_195.html



Page 196

[33] Winnubst A J A, Theunissen C S A M, Boutz M M R and Burggraaf A J 1990 Structural 
Ceramics: Processing, Microstructure and Properties ed J J Bentzen et al (Roskilde: Risø National 
Laboratory) p 523

[34] Mayo M J 1993 Mater. Design 14 323

[35] Beere W 1975 Acta. Metall. 23 139

[36] Kuhn W E 1963 Ultrafine Particles ed W E Kuhn (New York: Wiley) p 41

[37] Coble R L 1961 J. Appl. Phys. 32 787

[38] Vergnon P, Astier M and Teichner S J 1974 Fine Particles (Proc. Second Int. Conf. Fine 
Particles) ed W E Kuhn (Princeton, NJ: Electrochemical Society)

[39] Chen D-J 1994 MS Thesis Pennsylvania State University

[40] Höfler H J and Averback R S 1990 Scr. Metall. Mater. 24 2401

[41] Hahn H, Logas J and Averback R S 1990 J. Mater. Res. 5 609

[42] Siegel R W, Ramasamy S, Hahn H, Zonghuan Z and Ting L 1988 J. Mater. Res. 3 1367

[43] Chen D-J and Mayo M J 1993 J. Nanostruct. Mater. 2 469

[44] Boutz M R, Theunissen G S A M, Winnubst A J A and Burgraaf A J 1990 Superplasticity of 
Metals, Ceramics and Intermetallics (Mater. Res. Soc. Symp. Proc. 196) ed M J Mayo, M Kobayashi 
and J Wadsworth (Pittsburgh, PA: Materials Research Society) p 87

[45] Helle A S 1986 Lincentiate Thesis Luleå, Sweden. As referenced in Bourell D L, Parimal and 
Kaysser W 1993 J. Am. Ceram. Soc. 76 705

[46] Liu Y and Patterson B R 1993 Acta Metall. Mater. 41 2651

[47] Nichols F A 1968 J. Am. Ceram. Soc. 51 468

[48] Brook R J 1969 J. Am. Ceram. Soc. 52 56

[49] Cameron C P and Raj R 1988 J. Am. Ceram. Soc. 71 103

[50] Svoboda J and Riedel H 1992 Acta Metall. Mater. 40 2829

[51] Owen D M and Chokshi A H 1993 Nanostruct. Mater. 2 181

[52] Panda P C, Wang J and Raj R 1988 J. Am. Ceram. Soc. 71 C507

[53] Uchic M, Höfler H J, Flick W J, Tao R, Kurath P and Averback R S 1992 Scr. Metall. Mater. 26 
791

[54] Hague D C and Mayo M J 1993 Mechanical Properties and Deformation Behavior of Materials 
Having Ultrafine Microstructures ed M Nastasi, D Parkin and H Gleiter (Dordrecht: Kluwer) p 539

Página 1 de 2Document

09/04/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_196.html



   

[55] Hague D C and Mayo M J J. Mater. Res. submitted

[56] Hahn H and Averback R S 1991 J. Am. Ceram. Soc. 74 2918

[57] Mayo M J 1991 Superplasticity in Advanced Materials ed S Hori, M Tokizane and N Furoshiro 
(Osaka: Japan Society for Research on Superplasticity) p 541

[58] Mayo M J 1993 Mechanical Properties and Deformation Behavior of Materials Having Ultrafine 
Microstructures ed M Nastasi, D Parkin and H Gleiter (Dordrecht: Kluwer) p 361

[59] Wakai F, Sakaguchi S and Matsuno Y 1986 Adv. Ceram. Mater. 1 259

[60] Chen I-Wei and Xue L A 1990 J. Am. Ceram. Soc. 73 2585

[61] Maehara Y and Langdon T G 1990 J. Mater. Sci. 25 2275

[62] Nieh T G, Wadsworth J and Wakai F 1991 Int. Mater. Rev. 36 146

[63] Lionel F V and Ansell G S 1967 Sintering and Related Phenomena ed G C Kuczynski, N A 
Horton and C F Gibbon (New York: Gordon and Breach) p 351

[64] Duva J M and Crow P D 1992 Acta Metall. Mater. 40 31

Página 2 de 2Document

09/04/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_196.html



   

Page 197

[65] Budiansky B, Hutchinson J W and Slutsky S 1982 Mechanics of Solids, The Rodney Hill 60th 
Anniversary Volume ed H G Hopkins and M J Sewell (Oxford: Pergamon) p 13

[66] Yan M F and Rhodes W W 1983 Mater. Sci. Eng. 61 59

[67] Hague D C 1992 MS Thesis Pennsylvania State University

[68] Barringer E A, Brook R and Bowen H K 1984 Sintering and Heterogeneous Catalysis ed G C 
Kuczynski, A E Miller and G A Sargent (New York: Plenum) p 1

Página 1 de 1Document

09/04/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_197.html



   

Page 199

PART 5— 
CHARACTERIZATION OF NANOSTRUCTURED MATERIALS
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Chapter 9— 
Nanostructures of Metals and Ceramics**

Richard W Siegel

9.1— 
Introduction

The ability to create nanophase materials, as discussed in earlier chapters, has developed rapidly over 
the past decade. This development has resulted in a new class of materials that, in contrast to 
conventional solids, have an appreciable fraction of their atoms residing in defect environments. For 
example, a nanophase material with a readily achievable average grain size of 5 nm has about 50% of 
its atoms within the first two nearest-neighbor planes of a grain boundary, in which significant atomic 
displacements from their normal lattice positions are exhibited. Since the properties of nanophase 
materials are so strongly related to their unique structures, this chapter will attempt to review what we 
know about the atomic scale structures of nanophase materials after almost a decade of research.

The structures of nanophase materials on a variety of length scales have an important bearing on their 
special chemical and physical properties [1–4]. They are dominated by their ultrafine grain sizes and by 
the large number of interfaces associated with their small grains, as indicated in figure 9.1. However, 
other structural features such as pores (and larger flaws), grain boundary junctions, and other crystal 
lattice defects that can depend upon the manner in which these materials are synthesized and processed 
also play a significant role. It has become increasingly clear during the past several years that all of 
these structural aspects must be carefully considered in trying to fully understand the properties of 
nanophase materials.

The atom clusters that make up the grains of cluster consolidated nanophase materials typically have 
rather narrow size distributions, whether they are created by the gas condensation method or by a 
variety of other physical or chemical methods discussed earlier. Most frequently, the clusters are found 
to

** Authored by a contractor of the US Government under contract number W-31-109-ENG-38.
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Figure 9.1 
Percentage of atoms in grain boundaries (including 

grain boundary junctions) of a nanophase material as a 
function of grain diameter [5], assuming that the 

average grain boundary thickness ranges from 0.5 to 
1.0 nm (about two to four atomic planes wide).

be aggregated. The degree and nature of aggregation can vary from essentially none in the case of 
chemically capped clusters in solution to rather open fractal arrays in the gas condensation method to a 
large amount of hard agglomeration in chemical solution routes when insufficient special additives 
(surfactants) have been used. The difficulties encountered in consolidating the hard equiaxed 
agglomerates of fine powders with surface contamination that can result from conventional wet 
chemistry synthesis routes are mostly avoided in the gas condensation method for synthesizing 
nanophase materials from clusters. In the case of wet chemical routes, hard agglomerates with strongly 
bonded arch-like structures are often formed in the drying process driven by the surface tension of the 
suspending medium. In contrast, however, the weak fractal agglomerates formed in the gas 
condensation process are easily broken down in either subsequent dispersion or consolidation 
processing. Further description of these effects can be found in chapter 8. The sample densities resulting 
from gas condensed cluster consolidation at room temperature have ranged up to about 97% of 
theoretical for nanophase metals and up to about 75–85% of theoretical for nanophase oxide ceramics. 
However, even the remaining porosity appears to be capable of being removed, when desired, by means 
of cluster consolidation at elevated temperatures and pressures without the occurrence of significant 
attendant grain growth.
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9.2— 
Structures of Nanophase Materials.

9.2.1— 
Grains

Our present knowledge of the grain structures of nanophase materials, whether formed by cluster 
consolidation, intense mechanical deformation, or crystallization from amorphous precursors, has 
resulted primarily from direct observations using transmission electron microscopy (TEM) [6–10]. A 
typical high-resolution image of a nanophase palladium sample formed by the consolidation of gas 
condensed clusters is shown in figure 9.2. TEM has shown that the grains in cluster consolidated 
nanophase compacts are essentially equiaxed, similar to the atom clusters from which they were 
formed, although departures from spherical structures are expected simply from the efficient packing of 
the clusters during consolidation. The grains also appear to retain the narrow (approximately ±25% 
FWHM) log-normal size distributions typical of the clusters formed in the gas-condensation method, 
since measurements of these distributions before or after cluster consolidation by dark-field electron 
microscopy yield similar results. Such a typical size distribution is shown in figure 9.3. The grain size 
distributions in deformation or crystallization produced nanostructures tend to be somewhat broader 
than these, but similarly equiaxed.

The observations that the densities of nanophase materials consolidated from equiaxed clusters extend 
well beyond the theoretical limit (74%) for close packing of identical spheres indicate that an extrusion-
like deformation of the clusters must occur during the consolidation process, filling (at least partially) 
the pores among the grains. A number of these observations indicate that cluster extrusion in forming 
nanophase grains may result from a combination of deformation and diffusion processes. Such 
processes are also evident from recent scanning tunneling microscopy (STM) and atomic force 
microscopy (AFM) observations [11] on nanophase palladium and silver. These investigations have 
clearly shown that the cluster morphologies accommodate to one another to help fill the volume. 
Further evidence that local extrusion is important in the cluster-consolidation process has recently been 
obtained in molecular dynamics simulations [12]. Palladium clusters before and after consolidation at 
10 kbar for 4 ps are shown in figure 9.4, again indicating that inter-cluster voids are at least partially 
filled via extrusion processes.

Observations by electron and x-ray scattering indicate, however, that no apparent preferred orientation 
or 'texture' of the grains results from their uniaxial consolidation and that the grains in nanophase 
compacts are essentially randomly oriented with respect to one another. This is interesting with respect 
to the fact that deformation textures (such as those that result from uniaxial compression) in 
conventional grain size materials are the result of dislocation motion, which seems to be suppressed in 
nanophase materials. Indeed, only very few dislocations are observed within the grains in these 
ultrafine-grained
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Figure 9.2 
High-resolution transmission electron micrograph of a typical area in 

cluster consolidated nanophase palladium [8].

materials, and these are normally in locked (i.e. sessile) configurations. The cluster-consolidation 
process thus appears to resemble an Ashby–Verrall creep process [13] in which grains slide over one 
another accommodated by diffusional processes in the interfaces, but grain shape and orientation are 
retained while overall dimensional changes take place.

9.2.2— 
Atomic Defects and Dislocations

When an elemental precursor is evaporated in an inert gas atmosphere, as in the gas condensation 
method, the atom clusters formed and collected are the same material, only in a reconstituted form. In 
this case, the clusters and the subsequently consolidated nanophase material are expected to have only 
equilibrium concentrations of intrinsic atomic defects (e.g. vacancies or interstitials) present. This 
expectation is based on the fact that the mobility of these defects [14, 15] and the respective efficiencies 
of the surfaces and grain boundaries as sinks for them [16] are sufficiently high to maintain atomic 
defect equilibrium during synthesis and processing. No experimental evidence to the contrary exists at 
present.
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Figure 9.3 
Grain size distribution for a nanophase TiO2

 

sample determined by dark-field TEM [5].

However, if clusters of a metal oxide compound are to be made in order to synthesize a nanophase 
ceramic, the process is somewhat more complex and constitutional atomic defects can be present in 
significant concentrations. For example, to produce nanophase TiO2 with a rutile structure, titanium 
metal clusters condensed in He are first collected and subsequently oxidized by the introduction of 
oxygen into the synthesis chamber [6]. A similar method has been used to produce α-Al2O3 [17] and 
Cr2O3 [18]. If the vapor pressure of a compound is sufficiently large, as in the cases of MgO and ZnO, it 
is possible to sublime the material directly from the oxide precursor in a He atmosphere containing a 
partial pressure of O2 to attempt to maintain oxygen stoichiometry during cluster synthesis. Such a 
method has been used [17] to produce such nanophase oxides with average grain sizes down to about 5 
nm. Frequently, however, oxygen stoichiometry is not maintained.

In the case of nanophase TiO2 cited above, the oxygen deficiency is rather small and easily remedied as 
a result of the small grain sizes and short diffusion distances involved. Raman spectroscopy has been a 
useful tool in studying the oxidation state of nanophase titanium dioxide owing to the intense and well 
studied Raman bands in both the anatase and rutile forms of this oxide and the observation that these 
bands were broadened and shifted in nanophase samples [19]. The band broadening and shifting in both 
the anatase and rutile phases were confirmed [20] to be the result of an oxygen deficiency which

Página 1 de 1Document

09/04/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_205.html



   

Page 206

Figure 9.4 
Sections 0.4 nm thick through palladium clusters before (a) and 

after (b) consolidation for 4 ps under a uniaxial pressure of 10 kbar 
in the X direction. The consolidation simulation was carried out 

using molecular dynamics and an embedded atom 
potential for Pd [12].

Página 1 de 1Document

09/04/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_206.html



   

Page 207

could be subsequently removed by annealing these samples in air. A subsequent calibration of this 
deviation from stoichiometry [21] indicated that TiO1.89 was the actual material produced by the gas 
condensation method used, as shown in figure 9.5, but that it could be readily oxidized to fully 
stoichiometric TiO2 without sacrificing its small grain size (12 nm). Also, if intermediate deviations 
from stoichiometry were sought, in order to select particular material properties sensitive to the 
presence of oxygen vacancy defects, they could be readily achieved as well.

The currently available experimental evidence suggests that dislocations are seldom present in 
nanophase materials [8, 22, 23]. When dislocations are observed, it is primarily in either materials at the 
upper end of the grain size range [24] or in immobile or locked configurations [8, 9]. The reason for this 
substantial lack of dislocations is that image forces exist in finite atomic ensembles that tend to pull 
mobile dislocations out of the grains, especially when they are small, in analogy with the forces on a 
point electrical charge near a free surface of a conducting body. This paucity of mobile dislocations can 
have a significant effect upon the mechanical behavior of nanophase materials [25, 26]; see also chapter 
13. Since mobile dislocations are not initially available in sufficient numbers to effect plasticity in 
ultrafine-grained nanophase materials, new mobile dislocations must be created or other deformation 
mechanisms, such as grain boundary sliding, must come into play.

Dislocations can be created or can multiply from a variety of sources. A simple but representative 
example is the Frank–Read dislocation source in which a dislocation line, pinned between two pinning 
points that prevent its forward motion on a slip plane, can bow out between these pinning points to form 
a new dislocation, if the stress acting on the pinned dislocation is sufficient. The critical stress to 
operate such a Frank–Read source is inversely proportional to the distance between the pinning points 
and hence will also be limited by the grain size, which limits the maximum distance between such 
pinning points. This suggests that dislocation multiplication in nanophase metals will become 
increasingly difficult as the grain size decreases. The critical stress will eventually, at sufficiently small 
grain sizes, become larger than the yield stress in the conventional material and could even approach the 
theoretical yield strength of a perfect, dislocation-free single crystal.

9.2.3— 
Pores

Nanophase materials consolidated to date from clusters at room temperature have invariably possessed 
significant porosity ranging from about 25% to less than 5%, as measured by Archimedes densitometry, 
with a tendency for the larger values in ceramics and the smaller ones in metals. Porosity can also result 
from the deformation or crystallization synthesis of nanophase materials. Evidence for this porosity has 
been obtained by positron annihilation spectroscopy (PAS) [6, 27, 28] (discussed in detail in chapter 11 
of this book), precise densitometry
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Figure 9.5 
Variation with O/Ti ratio of the peak position of 

(a) the rutile '447 cm–1, vibrational mode and 
(b) the anatase '143 cm–1, vibrational mode, as 

well as (c) this anatase mode's FWHM [21].
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[29] and porosimetry [30, 31] measurements, and small-angle neutron scattering (SANS) [31, 32].

PAS is primarily sensitive to small pores, ranging from single vacant lattice sites to larger voids, but 
can probe these structures enclosed in the bulk of the material. Porosimetry measurements using the 
BET (Brunauer–Emmett–Teller) N2 adsorption method, on the other hand, probe only pore structures 
open to the free surface of the sample, but can yield pore size distributions (although with some 
questions regarding their validity at nanometer pore sizes), which are unavailable from PAS. 
Densitometry using an Archimedes method integrates over all densities in the sample, including grains, 
pores (open or closed), and density decrements at defect sites as well. SANS is quite sensitive to pores 
in the 1–100 nm size range, but deconvolution of the scattering data can be difficult when a broad 
spectrum of scattering centers is present, as is often the case in nanophase materials. However, even in 
such a case, it was possible [32] to analyze SANS data from cluster consolidated Pd in terms of a 
population of small (about 1 nm diameter) voids at grain boundary intersections and grain-sized voids.

A variety of such measurements have shown that the porosity in nanophase metals and ceramics is 
primarily smaller than or equal to the grain size of the material (although some larger porous flaws have 
been observed by scanning electron microscopy). The porosity is frequently associated with the grain 
boundary junctions (triple junctions) and, especially but not only in ceramics, it is interconnected and 
intersects with the specimen surfaces. Fortunately, consolidation at elevated temperatures should be 
able to uniformly remove this porosity without sacrificing the ultrafine grain sizes in these materials. 
Some evidence for this has already been obtained by means of sinter forging nanophase ceramics [33] 
and uniaxial pressing of nanophase metals at elevated temperatures [32, 34]. (Also see chapter 8.)

It should be noted that atomic diffusion in nanophase materials, which can have a significant bearing on 
their mechanical properties, such as creep and superplasticity, and other properties as well, has been 
found to be very rapid compared with conventional materials. Measurements of self- and solute 
diffusion [35–39] in as-consolidated nanophase metals (Cu, Pd) and ceramics (TiO2) indicate that 
atomic transport can be orders of magnitude faster in these materials than in coarser-grained 
polycrystalline samples. However, this very rapid diffusion appears to be intrinsically coupled with the 
porous nature of the interfaces in these materials, since the diffusion can be suppressed back to 
conventional values by sintering samples to full density, as shown by measurements of Hf diffusion in 
TiO2 before and after densification by sintering [35]. Thus, in fully densified nanophase materials it is 
most likely that normal grain boundary diffusion, enhanced by the large number of grain boundaries, 
will play a significant role in their mechanical behavior and in the ability to impurity dope these 
materials for a variety of applications.

Página 1 de 1Document

10/04/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_209.html



   

Page 210

9.2.4— 
Grain Boundaries

Owing to their ultrafine grain sizes, nanophase materials have a significant fraction of their atoms in 
grain boundary environments, where they occupy positions relaxed from their normal lattice sites. For 
conventional high-angle grain boundaries, these relaxations generally extend over about two atom 
planes on either side of the boundary, with the greatest relaxation existing in the first plane [40]. For an 
average grain diameter range between 5 and 10 nm, where much of the research on nanophase materials 
has focused, grain boundary atom percentages range between about 15% and 50% (figure 9.1). Since 
such a large fraction of their atoms reside in grain boundaries, these interface structures may play a 
significant role in affecting the properties of nanophase materials.

A number of early investigations on nanocrystalline metals, including x-ray diffraction [41], Mössbauer 
spectroscopy [42], positron lifetime studies [27, 28], and extended x-ray absorption fine structure 
(EXAFS) measurements [43, 44], were interpreted in terms of grain boundary atomic structures that 
may be random, rather than possessing either the short-range or long-range order normally found in the 
grain boundaries of conventional coarser-grained polycrystalline materials. This randomness was 
variously associated [45] with either the local structure of individual boundaries (as seen by a local 
probe such as EXAFS or Mössbauer spectroscopy) or the structural coordination among boundaries (as 
might be seen by x-ray diffraction). However, direct observations by high-resolution electron 
microscopy (HREM) [7, 8] have indicated that their structures are rather similar to those of 
conventional high-angle grain boundaries, as has a very recent EXAFS study of nanophase Cu [46]. An 
earlier extensive review of many of these results has appeared elsewhere [47]. Very recent molecular 
dynamics modeling studies indicate that the constrained nature of nanophase grain boundaries may lead 
to significant detailed structural differences between them and corresponding bicrystalline grain 
boundaries, but that these differences lead to rather normal properties nonetheless [48].

The direct imaging of grain boundaries with HREM, supplemented by image simulations [49], can 
avoid the complications that may arise from porosity and other defects in the interpretation of data from 
less direct methods, such as x-ray scattering and Mössbauer spectroscopy. The only HREM study [7, 8] 
to date on a nanophase material that has included both experimental observations and complementary 
image simulations indicated no manifestations of grain boundary structures with random displacements 
of the type or extent suggested by earlier x-ray studies on nanophase Fe, Pd, and Cu [41, 43, 44]. As 
shown in figure 9.6, contrast features at the observed grain boundaries that might be associated with 
disorder did not appear wider than 0.4 nm, indicating that any significant structural disorder which may 
be present essentially extends no further than the planes immediately adjacent to the boundary plane. 
Such localized lattice relaxation features are typical of the conventional high-angle grain boundary 
structures found in coarse-grained metals. Indeed, the experimentally observed
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Figure 9.6 
High-resolution transmission electron micrograph of a grain boundary in 

nanophase palladium from an area as shown in figure 9.2. The magnification 
is indicated by the lattice fringe spacings of 0.225 nm for (111) planes [7, 8].

grain boundary images for nanophase Pd were far more similar to those simulated for a 'perfect' 
boundary (figure 9.7) than to those for model boundaries possessing the degree of disorder suggested by 
the early interpretations [45] of less direct methods. Additional HREM observations of grain boundaries 
in nanophase Cu [10] and Fe alloys [50] produced by surface wear and high-energy ball milling, 
respectively, appear to support this view. However, there are indications [51, 52] that metastable grain 
boundary configurations do exist in some cases that can be transformed by low-temperature annealing 
to more stable states. Whether such behavior is associated with the intrinsic grain boundary structure 
itself or with extrinsic grain boundary dislocation configurations and/or strains remaining from 
synthesis or processing remains to be clarified.

Recent nuclear magnetic resonance (NMR) studies of cluster consolidated nanophase silver [53] have 
indicated that the grain boundaries in this material have an electronic structure that appears to be 
consistent with that expected for conventional high-angle boundaries. As shown in figure 9.8, it has 
been possible to approximately model the measured NMR spectrum from nanophase silver using a spin 
density decrement at the grain boundary of about 1% and an electronic width about twice that of the 
observed structural width. Since electronic healing distances for metals are about an interatomic 
spacing, such a picture seems quite natural.

The nanophase grain boundaries typically observed by HREM of cluster assembled nanophase 
materials appear to take up rather low-energy configurations exhibiting flat facets interspersed with 
steps, such as that seen in figure 9.6. Weak grain boundary grooving seen within islands of grains by 
STM and AFM [11] appears to support such a view. Such low-energy structures
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Figure 9.7 
Image simulation for a 'perfect' Σ5 symmetric <001> tilt boundary with no 

atomic displacements in 7.6 nm thick palladium using microscope 
parameters and imaging conditions consistent with those used during 

HREM experimental observations [7, 8], as shown in figure 9.6.

could only arise if sufficient local atomic motion occurred during the cluster-consolidation process to 
allow the system to reach a local energy minimum. These observations suggest at least two conclusions 
[54]: first, that the atoms that constitute the grain boundary volume in nanophase materials have 
sufficient mobility during cluster consolidation to accommodate themselves into relatively low-energy 
grain boundary configurations; and second, that the local driving forces for grain growth are relatively 
small, despite the large amount of energy stored in the many grain boundaries in these materials.

9.2.5— 
Stability.

The narrow grain size distributions, essentially equiaxed grain morphologies, and low-energy grain 
boundary structures in nanophase materials suggest that the inherent resistance to grain growth 
observed for cluster assembled nanophase materials results primarily from a sort of frustration [55]. It 
appears that the narrow grain size distributions normally observed in these cluster assembled materials 
coupled with their relatively flat and faceted grain boundary configurations place these nanophase 
structures in a local minimum in energy from which they are not easily extricated. Such frustration 
would also likely be increased by the multiplicity of grain boundary junctions in these materials. There 
are normally no really large grains to grow at the expense of small ones through an Ostwald ripening 
process, and the grain boundaries, being essentially flat, have no local curvature to tell them in which 
direction to migrate. Their
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Figure 9.8 
NMR spectra from nanophase silver and a coarse- 

grained silver wire (a), relative variations in the spin 
density in the vicinity of a model grain boundary 
(b), and the NMR spectrum (c) simulated using 

the simple model of (b) [53].
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stability thus appears to be analogous to that of a variety of closed-cell foam structures with narrow cell 
size distributions, which are deeply metastable despite their large stored surface energy. Such a picture 
appears to have some theoretical support [56].

Exceptions to this frustrated grain growth behavior would be expected if considerably broader grain 
size distributions were accidentally present in a sample, which would allow a few larger grains to grow 
at the expense of smaller ones, or if significant grain boundary contamination were present, allowing 
enhanced stabilization of the small grain sizes to further elevated temperatures. Occasional observations 
of each of these types of behavior have been made. One could, of course, intentionally stabilize against 
grain growth by appropriate doping by insoluble elements or composite formation in the grain 
boundaries. For these cluster assembled materials, such stabilization should be especially easy, since the 
grain boundaries are available as readily accessible cluster surfaces prior to consolidation. The ability to 
retain the ultrafine grain sizes of nanophase materials is important when one considers the fact that it is 
their small grain size and large number of grain boundaries that determine to a large extent their special 
properties.

9.2.6— 
Strains

Strains are a natural component of nanophase materials. Simply owing to the large number of grain 
boundaries, and the concomitant short distances between them, the intrinsic strains associated with such 
interfaces [40, 57] are always present in these nanostructured materials. Beyond these intrinsic strains, 
however, there may also be present extrinsic strains associated with the particular synthesis method. For 
example, intense plastic deformation synthesis of nanophase materials may lead to additional residual 
strains [58] that can be subsequently relieved via low-temperature annealing, leaving only those 
intrinsic strains due to the presence of the high-angle grain boundaries. Evidence for the strains in 
nanophase materials is now becoming available. X-ray line broadening investigations of both cluster 
consolidated [29] and ball mill deformed metallic nanophase samples [59] have indicated residual 
strains of about 0.5–1%, which are consistent in magnitude with the strains expected from conventional 
high-angle grain boundaries [40] in the grain size ranges investigated. Recently, NMR measurements 
[60] on cluster consolidated nanophase copper have also yielded estimated strain values (about 0.7%) in 
this range. A very recent study [61] of the strains in nanophase Cu and Pd using x-ray line broadening 
has been able to separate the effects from strains and faults in these materials and to elucidate the grain-
size dependence of the strains. Clearly, further careful work remains to elucidate the nature and 
magnitudes of the strains in nanophase materials and their contributions to the properties of these new 
materials.
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9.3— 
Conclusions

After almost a decade of research, we are only really just beginning to understand the essential features 
of the structures of nanophase materials assembled from cluster building blocks created by a variety of 
methods or synthesized by other techniques. Much of the currently available information results from 
studies on nanophase materials made by the gas condensation method. These results have shown that 
clusters and resulting grains contain few if any mobile dislocations owing to image stresses acting on 
these finite atomic ensembles. However, sessile dislocations are observed along with frequent twin 
boundaries, presumably formed during the cluster synthesis. The mobile atomic defects in elemental 
nanophase solids are probably at equilibrium, but clusters of vacancies or voids may be present and 
deviations from stoichiometry in compounds are certainly rather common but easily controlled.

The grains formed by the consolidation of clusters are also essentially equiaxed and possess random 
crystallographic orientations, presumably a result of the grain boundary sliding mechanisms that are 
operative during consolidation. Yet the grains appear to be locally extruded, probably by diffusional 
mechanisms, in order to help fill in the open intergrain regions during consolidation. The interfaces 
formed during consolidation are similar in structure to those observed in coarse-grained polycrystals, 
but their detailed atomic structure needs to be further elucidated to see whether this similarity is exact or 
not. Owing to the high number density of grain boundaries, intrinsic strains are present in nanophase 
materials. The magnitude of these strains is consistent with the expectations from theoretical modeling 
studies, but better measurements are needed as are more realistic models. The nature and source of 
extrinsic strains from the various synthesis and processing routes for creating nanophase materials need 
to be more fully investigated.

Porosity exists on a variety of length scales from small vacancy clusters at the grain boundary junctions 
formed by consolidation to missing grains and larger porous flaws. However, by careful control of the 
synthesis and processing steps and consolidation under appropriate conditions, it appears that this 
porosity can be contolled to retain a desired degree of high surface area or removed without affecting 
the grain size of the nanophase material. Much work remains in all of these areas, however, if we are to 
fully understand the structures of nanophase materials and how their structures relate to their properties.

Finally, nanophase materials, in addition to having a variety of unique grain-size dependent properties, 
should also be valuable for studying the average properties of grain boundaries and interfaces in 
general. The high number density of these defects in nanophase materials enhances their influence on 
macroscopic properties, allowing their effects to be studied by a variety of experimental techniques. In 
order that the grain boundary properties can be accurately measured, however, specimen porosity will 
need to be removed via consolidation at elevated temperature and/or pressure so that its property

Página 1 de 1Document

10/04/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_215.html



Page 216

contributions can be eliminated. Fortunately, this appears to be possible in cluster consolidated 
nanophase materials without sacrificing their ultrafine grain sizes. By varying the grain size in a set of 
experiments, the contributions from interfaces and their junctions in nanophase materials could be 
effectively separated. Our understanding of the atomic-scale nanostructures of nanophase materials and 
the properties of grain boundaries should thereby be permanently enriched.
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Chapter 10— 
Characterization by Scattering Techniques and EXAFS

Jörg Weissmüller

10.1— 
Introduction.

When new types of material are investigated, one of the major aims is the elucidation of the atomic 
structure, a knowledge of which is of central importance for the understanding of the properties of the 
material. Among the experimental techniques applied in structural investigations, scattering methods 
and extended x-ray absorption fine-structure spectroscopy (EXAFS) have often played key roles, 
largely because they can provide detailed information on the structure in real space. These techniques 
complement microscopic imaging methods, such as transmission electron microscopy (TEM). While 
microscopic techniques have the advantage of providing the most direct information on the real space 
structure, scattering techniques and EXAFS examine larger and sometimes more representative sample 
volumes. In addition, they can often be applied to the sample as it is, avoiding potential artifacts caused 
by the specimen preparation.

When the size of the crystallites in a polycrystalline material is progressively reduced from macroscopic 
dimensions down to the scale of a few nanometers, the consequences for the atomic structure are the 
following. First, interfaces are created, in which the local atomic arrangements (short-range order) are 
different from those of the crystal lattice. As the grain size is reduced, the number of interfaces 
increases, and the fraction of atoms on interface sites becomes comparable to the number of crystal 
lattice atoms. Hence, the overall properties of the solid will no longer be determined by the atomic 
interactions in the crystal lattice alone. Instead, the material can have novel properties reflecting the 
contribution from the interfaces. Second, the atomic structure in the interior of crystallites is modified 
through the introduction of defects, strain fields, or short-range correlated static or dynamic 
displacements of atoms from their ideal crystal lattice positions. In addition, nanometer-sized isolated 
crystallites and
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bulk nanocrystalline solids can differ from macroscopic crystals with respect to their crystallographic 
phase and their lattice constant. Many properties will reflect the combined effect of these structural 
changes, that is of the reduction of the length scale on which there is coherency in the atomic 
arrangement (long-range order), of the modified crystallographic structure, and of the introduction of 
interfaces with an atomic short-range order (SRO) different from the one in the crystal lattice. 
Understanding nanocrystalline solids requires a detailed characterization of all of these aspects of their 
atomic structure.

A number of early scattering and EXAFS studies of nanocrystalline materials, aimed at obtaining the 
sort of information addressed above, had led to contradictory results on some important issues, in 
particular on the question of the atomic SRO in the grain boundaries of pure nanocrystalline metals. 
Early experiments indicated a grain boundary phase with a 'gas like' atomic SRO, considerably less 
ordered and less dense than any other solid state of matter (figure 10.1(a)). Although the notion of a gas 
like grain boundary phase greatly stimulated the interest in nanocrystalline solids, it was not completely 
accepted, and evidence was brought forward which implied ordered, as opposed to disordered grain, 
boundaries (figure 10.1(b)). More recently, studies on samples of considerably improved quality have 
led to more convergent conclusions. Compared to earlier results these experiments reveal that reducing 
the scale of the microstructure of a material to the nanometer range induces more subtle, but still 
fascinating, changes in the atomic structure and in the physical properties. It is the purpose of this 
chapter to discuss the extent to which our present understanding and the available experimental data 
allow the characterization of the atomic-scale structure of these materials. The scope will be limited to 
materials where the nanometer-scale structure is the dominant structural property. We shall be 
concerned with those solids in which nanometer-scale particles are bounded by surfaces, high-angle 
grain boundaries, or incoherent interfaces, and for which the experimental or technological interest is 
focused on the modification of the material properties induced by the small particle size and by the 
presence of the interfaces. We shall distinguish isolated particles, that is particles bounded by free 
surfaces or imbedded in a medium which interacts only weakly with the matter in the particles (figure 
10.1(c)), from nanocrystalline solids, that is polycrystals with a very fine grain size, in which the 
particles are bounded by high-angle grain boundaries or by solid–solid interfaces (figures 10.1(a),(b)).

Scattering studies are used routinely to characterize the crystallographic structure and microstructure of 
nanocrystalline solids, and there is consequently a large amount of experimental scattering data on a 
wide variety of systems in the literature. Work has been selected that is either exemplary for the way in 
which the experimental techniques can be used or else which supplies key evidence on those properties 
of nanostructured solids which are the most direct consequences of scaling and of the presence of grain 
boundaries or interfaces. Results from experimental methods other than scattering are reviewed 
elsewhere in this
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Figure 10.1 
Schematic representation of nanocrystalline solids (a,b) and isolated nanometer 
particles (c). Circles symbolize the atoms in the interior of the crystallites (dark 

shaded) and at the interfaces (light shaded). Dashed lines denote the grain 
boundaries. (a) Nanocrystalline solid with a disordered grain boundary component 

(grain boundary atoms not on lattice sites); (b) nanocrystalline solid where all 
atoms, including those in the grain boundaries, are located on crystal lattice sites 

(compare the 'nonreconstructed nanocrystal' model in section 10.2.2).
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book and in recent overview papers [1–6]. The most relevant consequences of the finite grain size and 
the modified atomic SRO in the interfaces of nanocrystalline solids for scattering and EXAFS studies 
are summarized in section 10.2 as a theoretical background for the discussion of experimental results in 
sections 10.3–10.8.

10.2— 
Real-space Information from Experimental Reciprocal-space Data:
Atomic Distribution Function

10.2.1— 
Real-space–reciprocal-space Relations

The common feature of both scattering experiments and EXAFS is the interference between photon, 
electron, or neutron waves originating at scatterers centered at the atomic positions. For single-
component systems, the most important difference between scattering experiments and EXAFS is that 
with the former, incoming and scattered waves are coherent on a length scale of the order of a micron, 
whereas in the latter the finite lifetime of the photoelectron limits the coherence to distances of the order 
of a few Å. Therefore, scattering data contain information on real-space structures extending from 
atomic dimensions over the dimension of the crystallites (lattice symmetry, extended defects such as 
strain fields, grain size) up to still larger dimensions characteristic of the microstructure (spatial 
arrangement of different phases, porosity), while EXAFS probes exclusively the atomic short-range 
order. For multi-component systems, the scattering intensity involves contributions from all 
components, whereas EXAFS probes only the atomic short-range order around the excited component.

Both scattering and EXAFS data allow the calculation of a function which is directly related to the real-
space structure, the atomic distribution function ρ(r). By definition, ρ(r) is the spherical average of the 
density of atoms surrounding an average central atom at a distance r [7]. The effects of nanometer-scale 
structuring on the scattering intensity and EXAFS can be discussed in terms of this function. The 
atomic distribution function is generally determined in EXAFS studies, and to provide a background for 
the discussion of EXAFS results on nanostructures it is therefore sufficient to derive the atomic 
distribution function. Scattering data are, however, more frequently discussed in terms of scattering 
intensity or interference function. Hence, the effect of nanometer-scale structuring on these reciprocal-
space functions will also be addressed in the following sections.

For isotropic materials, the kinematical scattering theory relates the interference function P(k) to ρ(r) by
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and its back-transform

Here k is the wavevector, which is related to the scattering angle, 2θ, and to the wavelength λ, by k = 4π
sin(θ)/λ, and (ρ) is the macroscopic atomic density of the sample. For the example of x-ray scattering, 
the coherently scattered intensity is

V is the sample volume; f and f* denote the atomic form factor and its complex conjugate. Except for 
the thermal diffuse background (which is small at low k), P(k) = –1 and I(k) = 0 in coarse-grained 
polycrystalline, defect-free matter in the k-region between the Bragg reflections.

Experimental techniques and quantitative analysis of scattering data are described in [8]. Besides a 
finite angular resolution (instrumental line broadening), the most important experimental limitation is 
the accessible range in reciprocal space, the maximum experimental wavenumber being kmax = 4π/λ. 
From equation (10.2) and the convolution theorem of Fourier transforms, this is seen to imply a 
broadening of sharp peaks in the atomic distribution function to a width of the order of ∆r ≈ π/kmax. With 
laboratory x-ray sources, which are employed in most experimental studies, ∆r ≈ 0.2 Å for Mo Kα or 
Ag Kα radiation. Hence, part of the information on the detailed distribution of interatomic spacings, 
with a natural width of the order of 3% of the nearest-neighbor spacing for metals at room temperature 
(compare section 10.3.6), is missing from the experimental data. A better resolution can be achieved 
with smaller-wavelength radiation from synchrotron sources [9] and, with potentially less experimental 
effort, with energy filtered electron diffraction data [10]. These approaches have apparently not yet 
been employed in systematic structural studies of nanocrystalline solids.

10.2.2— 
Atomic Distribution and Interference Functions for Arrays of Nanometer Particles

The effect of a finite grain size on the atomic distribution and interference functions is reviewed in 
detail in a number of textbooks [7, 11–13]. Some of the particularly simple relations for ρ(r) and P(k) in 
isotropic matter are summarized below.

In an array of small particles or in a nanocrystalline solid, the atomic distribution function can be 
expressed as the sum of an 'intragrain' [14] part, consisting of contributions from pairs of atoms located 
in the same particle, and of an 'intergrain' part, accounting for the remaining interatomic spacings. 
These two parts can be discussed in a relatively concise form if the arrangement of particles meets two 
conditions: first, the particles must be homogeneous, with
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all atoms on crystal lattice positions. This implies that the intragrain part of the atomic distribution 
function in the particulate system contains only those interatomic spacings which occur also in the 
extended lattice; it is only the number of the neighboring atoms which is reduced due to the finite size 
of the crystal lattice. The reduction is described by the intragrain correlation function H(r), which is the 
probability that a vector of length r originating at a randomly chosen central atom terminates inside the 
particle containing the central atom (figure 10.2(a–c)) [7, 12]. The second condition requires the 
orientations of the crystal lattices in the particles to be random. This randomness implies that, for any 
given central atom, the a priori probability of finding an atomic neighbor in a small volume dV at a 
distance r in a neighboring particle has the same value, <ρ>V dV, everywhere in that particle. The 
intergrain correlation function, H'(r), is the probability that a vector of length r originating at a 
randomly chosen central atom terminates inside one of the other particles. For this simple 'non-
reconstructed' nanocrystal model [15, 16], illustrated in figures 10.1(b) and 10.1(c), the atoms in the 
outer layers of each crystallite occupy lattice positions, in other words the grain boundary region is not 
reconstructed. The total atomic distribution function of the arrangement of particles, that is the sum of 
intragrain and intergrain parts, is therefore

where ρV(r) and <ρ>V are the atomic distribution function and average atomic density, respectively, of 
an extended crystal lattice with the same structure as the interior of the particles (compare figure 10.2
(d)).

With respect to nanocrystalline solids prepared by the inert gas condensation technique [17, 18], the 
two assumptions provide a not too unrealistic first approximation: with the possible exception of the 
grain boundary region, the materials are known to be essentially crystalline, and the specific preparation 
process, consolidation of randomly oriented nanometer-sized crystallites, is expected to result in a 
random distribution of crystal orientations and a random crystallographic orientation of the grain 
boundary planes.

From equation (10.1) and the convolution theorem of Fourier transforms, the interference function Pnn

(k) for the model nanocrystal is obtained as (convolution denoted by ⊗)
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The wide-angle scattering intensity is represented by the first term on the right-hand side of (10.5), 
which is the interference function of the extended lattice, PV (k), convoluted with the cosine transform 
of the intragrain correlation function, W (k). Therefore, W (k) is the broadening of the Bragg reflections 
due to the finite size of the particles. The second term is the sine transform of functions without atomic-
scale structure, and does not contribute intensity in the wide-angle scattering region. Instead, this term 
represents the small-angle scattering of the nanocrystalline solid [12, 13].

An important property of the intragrain correlation function is the following: independent of the shape 
of the particles, H decreases from the value unity at r = 0 with an initial slope which is proportional to 
the surface area of the particle [11, 19]. In terms of the specific surface area, αS = A/VP, with VP the total 
volume occupied by all the particles in a sample and A the total free surface area of a system of isolated 
particles with the same size and shape, H at small r is given by [13, 16]

In a dense nanocrystal, since two surfaces combine to form a grain boundary, the specific grain 
boundary area αGB (total grain boundary area over sample volume) is half the specific surface area.

10.2.3— 
Comparison of a Non-reconstructed Nanocrystalline Solid to Isolated Particles

Equation (10.5) has the important consequence that wide-angle scattering contains information on the 
intragrain part of the atomic distribution function only (it does not depend on the intergrain correlation 
function). Note that the total atomic distribution function of a nanocrystalline solid contains a 
distribution (the intergrain contribution <ρ>V H'(r)) of non-lattice interatomic spacings which, similar to 
that of a gas, has no atomic-scale structure. In contrast to what intuition might suggest, this broad 
distribution does not give rise to a diffuse background in the interference function. Instead, the 
considerations above demonstrate that the interference function of a non-reconstructed nanocrystal 
differs from that of a coarse-grained polycrystal only by the size induced peak broadening. 
Furthermore, the interference function in the wide-angle region of the scattering pattern is identical for 
the dense nanocrystal on the one hand and for isolated particles on the other (for a previous derivation 
of this result see [20]). Hence, the atomic short-range order in the plane of the grain boundary, 
involving interatomic distances between atoms located in different crystallites, cannot be determined in 
detail by wide-angle scattering studies. On the other hand, small-angle scattering does depend on the 
intergrain correlation function, and can in principle provide information on the geometry of the grain 
boundaries, e.g. the thickness or excess volume, in a bulk nanocrystalline solid. In the limiting
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case of a very dilute array of particles (isolated particle case), the intergrain correlation function 
vanishes, and equations (10.5) and (10.7) combine to the familiar equation for small-angle scattering of 
an array of isolated particles [13].

10.2.4— 
Nanocrystalline Solid with a Disordered Grain Boundary Component.

In a real poly- or nanocrystalline solid, the atomic structure in the grain boundary region may be 
reconstructed, that is, atoms are likely to be displaced from their lattice positions to new, non-lattice 
equilibrium positions. The distribution of the interatomic spacings involving these positions may 
display preferred distances, that is there may be SRO. On the other hand, it is conceivable that there are 
a large number of different local atomic structures, corresponding to different orientations of the 
neighboring crystal lattices relative to the grain boundary plane, and that on average over all those 
configurations there is little atomic SRO [17]. A somewhat simplistic description of this structure 
considers a grain boundary layer of finite thickness, in which the atomic positions are completely 
random, with an atomic density <ρ>GB in the grain boundary (figure 10.1(a)). As a result of the 
randomness, the atoms in the layer do not interfere, in the wide-angle region of the scattering pattern, 
with each other or with the matter in the crystallites. Therefore, the wide-angle interference function of 
this 'disordered nanocrystal' model, Pdn(k), can be computed from a two-phase expression for the atomic 
distribution function [15, 16]

with xL the fraction of atoms on crystal lattice sites. With equation (10.5), Pdn(k) is

Due to the complete randomness of the atomic position in the grain boundary layer, the 'disordered 
nanocrystal model' involves interatomic distances which are considerably smaller than the atomic 
radius. Due to the strong repulsive forces between atoms at small interatomic distance, such 
configurations cannot occur in a real solid. The incorporation of these configurations in the model is 
justified a priori solely by the ease of the analysis of the scattering problem for the simple model. The 
good agreement of equation (10.9) with experimental results (see section 10.4.2) indicates that no 
serious error occurs because of the simplification.

These results suggest two alternative ways to obtain quantitative information on the atomic SRO in the 
grain boundaries. First, as the interference function of an extended ideal crystal lattice, PV(k) has the 
negative value –1 between the Bragg reflections, where the scattered intensity vanishes (compare 
equation (10.3)), equation (10.10) predicts a diffuse background of magnitude V <ρ> ff*(1 – xL) in the 
scattering pattern. In principle, xL can therefore be determined from the scattering intensity. It is noted 
that the diffuse background
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may be hard to measure in experimental diffraction data; only when the crystals are very fine grained 
will there be a significant fraction of interface atoms (their number scales with the total grain boundary 
area). However, since the profile of the Bragg reflections widens when the grain size is reduced, there 
will also be appreciable overlap of the tails of the reflections in the fine-grained case. As the functional 
form of the reflection tails depends upon a priori unknown details of the distribution of the crystal size 
and shape, and of the lattice strain, it will be difficult to distinguish the reflection tail contribution from 
the diffuse background indicative of non-lattice atoms at the grain boundaries. The second alternative 
relies on an evaluation of the atomic distribution function. In contrast to the interference function, the 
atomic distribution function depends in a simple way on the average grain size, and it is little affected 
by lattice strain. Combining equations (10.4), (10.8), and (10.9), that part of the atomic distribution 
function which displays SRO is seen to be xLH(r)ρV(r). As ρV(r) is known, the coefficient xL can be 
determined from experimental atomic distribution functions. To do so, the relative reduction in 
coordination number, that is the ratio of the experimental number of atoms in the respective 
coordination shell in the nanocrystalline material, Z, over the coordination number of the ideal crystal 
lattice, Zideal, is plotted versus the interatomic distance, and the function xLH(r) is determined as the 
straight line of best fit to these data. As H(0) = 1 (compare (10.8)), the value of that function at r = 0 
corresponds to the fraction of atoms on crystal lattice sites, xL.

10.2.5— 
Particles with a Distribution of Sizes

In the context of scattering studies, a useful definition of the particle size D is the equivalent sphere 
diameter, that is the diameter of a sphere with the same volume V as the particle [21]: D = (6V/π)1/3. Let 
the total volume occupied by all the particles in a sample be VP. The size distribution n(D) can be 
defined in such a way that in the sample there are n(D)VP dD particles with sizes between D and D + 
dD. The size distribution defined in this way has the units (length)–4; it is normalized so that 

Two important measures for the particle size can be expressed in terms of weighted averages of the 

distribution. The volume weighted average, determines the 
integral breadth of the Bragg reflections. The area weighted average 

, is related to the specific surface area αS by <D>area = 6cA/αS. 
The constant cA depends on the shape of the particles. For spherical particles cA = 1.

The intragrain correlation function has been evaluated for a number of particle shapes [13, 22]; for the 
example of spherical particles of size D, it
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is [13]

The size broadening of a Bragg reflection for a spherical particle is obtained from equations (10.6) and 
(10.11) as

Figure 10.2 
Schematic illustration of the atomic distribution function in small particles. 

(a) The atomic distribution function of the extended lattice, ρV(r). 
(b) The intragrain correlation function, H(r), for the example of spherical 

particles with diameter 20 Å. (c) The atomic distribution function of the isolated 
particles consists of the intragrain part alone ρintragrain(r) = ρV(r)H(r). 

(d) The atomic distribution function of the nonreconstructed nanocrystal, 
ρnn(r), is the sum of ρintragrain(r) and of the intergrain part (dashed line) of 

the atomic distribution function, <ρ>V(1 – H(r)).
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(see figure 10.3). In a similar way, equation (10.7) yields the small-angle scattering interference 
function for the isolated spherical particle

From the added-up scattering intensities of all the particles in the distribution (compare equations (10.5) 
and (10.3)), equation (10.3) yields the interference function [23]

The wide-angle part of this expression applies both to isolated particles and polycrystals, whereas the 
small-angle part applies only to the case of isolated particles (the intergrain correlation function is 
neglected—compare section 10.2.3). In other words, the profile of a Bragg reflection and small-angle 
scattering intensity in the isolated particle case are simply the sums of intensity contributions from 
individual particles. For equiaxed particles these contributions can be approximated by the expressions 
in equations (10.12) and

Figure 10.3 
Bragg reflection profile w(kD) for an arrangement 

of randomly oriented spherical (solid line, 
equation (10.12)) and cubic (dotted line) 

crystallites. From [23].
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(10.13). Therefore, the size distribution n(D) can be obtained from experimental wide-angle or small-
angle scattering data by solving a linear set of equations (see sections 10.3.2 and 10.5).

On the basis of equation (10.14), it is readily shown that, if size is the only cause of reflection 
broadening, then the integral breadth of a Bragg reflection (the ratio of integrated intensity over 
intensity at the peak center) is proportional to the volume weighted average over the size distribution, 
<D>volume. In other words, the grain size determined from the integral breadth of the Bragg reflections is 
a volume weighted average grain size [12].

One of the consequences of equation (10.14) is instructive for the discussion of small-angle scattering 
by dense nanocrystalline solids. If n(D) has the form of a power law, n(D) = aD–b (3 < b < 7), then the 
small-angle part of the interference function, PSAS (k), can be determined analytically. Substituting y = 
kD in the combined equations (10.14) and (10.13), one obtains

where the integral is independent of k. Thus, one of the possible origins of the power-law intensity 
variation, I ~ k–n (n < 4) observed in experimental small-angle scattering data from dense 
nanocrystalline solids (compare section 10.5) is a power-law size distribution of scattering objects with 
the exponent b = 7 – n.

10.3— 
Characterizing the Crystal Lattice

10.3.1— 
Crystallographic Phase and Lattice Constant

Nanometer-sized isolated particles prepared by burning reactive metals or by condensation of elemental 
metal vapor in an inert gas atmosphere (see e.g. [24]) have been studied for several decades. A recent 
review [25] discusses crystallography and crystal habit. Well defined habits are generally found in 
nanometer-sized isolated metals [25] and ceramics [26]; however, transmission electron microscopy 
(TEM) studies of the nanocrystalline material consolidated from nanometer particles [27,28] show 
irregularly shaped grains, indicating that the grain boundaries have essentially random crystallographic 
orientation, and that substantial atomic rearrangement takes place upon consolidation.

One of the most striking effects of the reduced crystal size is that in a number of materials the crystal 
lattice structure of fine-grained particles is found to differ from the thermodynamic equilibrium 
structure in the coarse-grained polycrystalline or single-crystal state. The crystallographic structure of 
as-prepared nanocrystalline Y2O3 (n-Y2O3) with an average grain size of 4 nm is that of the monoclinic 
high-pressure phase [29]. When the (consolidated) nanocrystalline material is annealed, it converts to 
the cubic ambient pressure equilibrium phase at the onset of grain growth. Isolated particles of n-ZrO2 
with average sizes of 6–12 nm are partly in the monoclinic equilibrium phase and
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partly in a tetragonal high-pressure phase [30]. The tetragonal phase transforms into the equilibrium 
phase upon consolidation. Fine particles of the bcc metals Cr [31, 32], Mo [33, 34] and W [33, 35] can 
crystallize alternatively in the equilibrium bcc structure or in the A15 structure, which is not an 
equilibrium phase for the coarse-grained elements. In the case of Cr, the A15 phase forms under high-
purity conditions, whereas oxygen impurities seem to favor the formation of the bcc phase [36]. Bulk 
nanocrystalline W can be prepared as pure A15 W or alternatively as pure bcc W, depending on the 
geometric details of the inert gas condensation setup [35]. In the case of Mo, self-arrangement of the 
individual particles into larger cubes made out of 3 by 3 by 3 smaller cubic particles has been reported 
[34].

The reason for the change in the crystallographic structure as a function of the particle size has 
apparently not been established conclusively. As the number of atoms in an isolated particle is reduced, 
the excess free energy associated with the surface constitutes an increasingly important fraction of the 
particle's total free energy. A small particle can reduce this excess free energy when changing its lattice 
structure to one that has a smaller surface free energy. This gain in excess free energy associated with 
the surface is achieved at the expense of excess free energy associated with the conversion of the lattice 
to an energetically less favorable crystallographic structure. The smaller the particle, the more important 
the surface term will be relative to the volume term. Hence, for a sufficiently small particle, it may be 
energetically favorable to form that crystal structure which has the lowest surface free energy. A 
different explanation has been proposed in the literature: for a spherical solid particle of radius R, the 
surface stress f (as opposed to the surface free energy) results in a hydrostatic pressure ∆P given, for 
isotropic f, by [37, 38]

It has been proposed that the pressure acting on the particle results in the transition of the crystal lattice 
structure towards that of a high-pressure phase [29, 30]. A similar effect may arise from the stress 
associated with the grain boundaries in a nanocrystalline solid. The magnitude and the sign of the 
surface stress are known only for a small number of materials [39]. However, as the internal pressure 
induces a change in the particles' lattice constant, the surface stress can be determined from the 
experimental lattice constant and the relation [37, 40]

where K is the bulk modulus, and ∆a/a is the relative change in the lattice constant. Apparently, the 
lattice contraction has not been determined for a system which undergoes a phase transition as a 
function of the particle size.

A number of investigations, by electron diffraction, of isolated particles supported on carbon foil have 
aimed at determining the interfacial stress in
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small noble metal particles. For Au and Ag, lattice contractions (relative to the lattice of the coarse-
grained polycrystal) of the order of ∆a/a = –2 × 10–3 and –4 × 10–3, respectively, are found at a particle 
size of 5 nm [40–42]. In agreement with theoretical predictions, the surface stress is found to be positive 
and of a magnitude comparable to the surface free energy [39]. The small lattice contraction observed in 
6 nm Au particles by x-ray diffraction [43] also agrees, within large error bars, with this observation. 
Considerably larger lattice contractions are obtained in room-temperature EXAFS studies on supported 
isolated metal particles in the size range from 10 nm down to clusters of a few atoms [44, 45]; however 
the potential influence of interactions between the particles and the supporting film (carbon or polymer) 
on the structure of the particles has been pointed out [45]. In fact, low-temperature EXAFS 
investigations on metal particles isolated in a solid argon matrix [46, 47] find no evidence for the larger 
contractions; instead, the observed lattice contraction is in at least qualitative agreement with electron 
diffraction data and with theory. The solid inert gas is expected to have a weaker interaction with the 
metal particles than carbon or polymer supports. The larger contractions observed in room-temperature 
EXAFS have also been attributed [48] to a problem with the standard EXAFS data analysis: at ambient 
temperature, anharmonic atomic displacements at the particle surface significantly affect the EXAFS 
spectrum. The simplifying assumption of symmetric distributions of interatomic spacings in the 
individual coordination shells, underlying standard EXAFS data analysis, will then result in 
considerable error in the experimental interatomic spacings and coordination numbers [49]. The 
accuracy of lattice constant analysis from Bragg reflection positions in diffraction data from very small 
particles has also been questioned [50]: the overlap between broad Bragg reflections induces error in the 
experimental peak positions. Interatomic spacings derived from diffraction based atomic distribution 
functions should be free of the limitations of both EXAFS and Bragg-reflection analysis and might 
therefore yield more accurate information.

In contrast to the case of isolated particles, where changes in the lattice constant as a function of particle 
size are well documented, similar experiments on nanocrystalline solids yield effects which are within 
or barely outside the error bars of the experiments. The interatomic spacings determined by EXAFS for 
n-Cu and n-Pd [51] and bcc n-W [52] agree, within large experimental errors, with those of the coarse-
grained polycrystalline elements. In Pd with an average crystallite size of 8.3 nm, x-ray diffraction 
indicates a relative contraction of the lattice constant of less than 5 × 10–4 [53]. For the purpose of 
comparison with the lattice contraction observed in isolated particles with a size of 5 nm, the result for 
Pd can be extrapolated to this grain size: assuming a 1/D dependence of ∆a/a, the extrapolated upper 
bound of 8 × 10–4 is obtained for the relative lattice contraction in n-Pd with D = 5 nm. This 
corresponds to a considerably smaller change in lattice constant than that observed in isolated Au or Ag 
particles [40, 42]. Comparative studies of isolated particles and nanocrystalline
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solids of the same material may yield information on the relative magnitude of surface and grain 
boundary stress. Apparently, such studies have not been reported. In addition, the experimental 
accuracy of presently available data appears inadequate for a quantitative characterization of the grain 
boundary stress and of the very small variation in the lattice parameter associated with it.

The thermal expansion of the crystal lattice in n-Pd in the temperature interval 16–300 K, as determined 
by x-ray diffraction, is identical to that in the coarse-grained material [53]. According to section 10.2.2, 
this result provides no information on the thermal expansion in the grain boundary layer. Indeed, 
dilatometric measurements, which probe a weighted average of boundary and lattice expansion, indicate 
an increased overall thermal expansion in n-Pd [3].

10.3.2— 
Grain Size Distribution

The interest in nanocrystalline materials arises from the fact that for very fine grain sizes a number of 
physical properties become grain-size dependent. Obviously, it is therefore essential to be able to 
accurately characterize the grain size or, in many cases, the distribution of sizes of the material under 
investigation.

As discussed in section 10.2.5, the refinement of the grain size has two basic consequences for the 
scattering pattern: first it results in a broadening of the Bragg reflections, and second it gives rise to 
small-angle scattering. This seems to suggest that the grain size or the size distribution can be analyzed 
from any of the two respective regions (wide- and small-angle) of the scattering pattern. In practice, a 
number of requirements have to be fulfilled for the analysis to be feasible. In the wide-angle scattering 
region, the Bragg reflection profile is the convolution of the profile of the reflections of the extended 
lattice, which is in general broadened by lattice defects (to be discussed below), with the size 
broadening function. Characterizing the grain size presupposes a separation of size and defect related 
broadening. Since only very simple assumptions can be made concerning the effects of defects on the 
broadening, an accurate separation requires that the defect induced broadening is small compared to the 
size induced broadening. Furthermore, neighboring Bragg reflections must be well separated in order to 
minimize overlap between the reflection tails. This requirement is generally satisfied in single-phase 
materials with a cubic lattice symmetry. The accuracy of the analysis may be limited in crystals with a 
lower symmetry or when reflections from more than one phase are present.

In contrast to wide-angle scattering, small-angle scattering depends only on the correlation functions, 
that is on the external shape and on the relative position of the crystallites, as opposed to their internal 
structure. Therefore, particle size distributions can be determined from small-angle scattering data even 
when the crystal lattice has a high defect density or when the particles are amorphous. However, the 
analysis requires that the experimental scattering data can be modeled as the sum of the intensities of 
the individual particles. This
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implies that the intergrain correlation function must be negligible compared to the intragrain correlation 
function, so that intergrain interference is small (compare equations (10.7) and (10.14)). This 
requirement is only satisfied in a dilute arrangement of isolated particles. This suggests that small-angle 
scattering is an adequate method for characterizing the size distribution of isolated particles, but that the 
grain size of bulk nanocrystalline solids cannot be characterized by this technique. The present section 
addresses Bragg reflection based techniques; small-angle scattering is discussed in section 10.5.

A crude estimate of the crystallite size can be obtained from the Scherrer equation [54], typically 
evaluated for the strongest reflection in the experimental diffraction pattern

where δ(2θ) and δk are the reflections' breadth in units of the scattering angle 2θ and of the 
wavenumber k, respectively, and λ denotes the wavelength. The value of the constant c is close to unity. 
This method of determining the grain size

Figure 10.4 
The square of the integral breadth of the first six 
Bragg reflections, (δk2), versus the square of the 

reflection wavevector k2 for n-Pd prepared by inert 
gas condensation. The reflection indices are indicated 

in the figure. The right vertical axis shows the apparent 
grain size obtained from the Scherrer equation (10.18) 
for the respective peak breadth δk. The dashed lines are 

fits by equation (10.19) for the [111] 
and [100] lattice directions.
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has the shortcoming of neglecting contributions other than size broadening to the breadth of the 
reflection. The importance of the issue is illustrated in figure 10.4, which shows the square of the 
integral peak breadth, (δk2), as a function of the square of the wavenumber of the reflection, k2, for a 
nanocrystalline Pd sample produced by inert gas condensation. The reason for choosing this particular 
representation will be apparent below. The apparent grain size obtained by applying the Scherrer 
equation (10.18) to each reflection is indicated on the right vertical axis. It is seen that the grain size 
determined from the strongest reflection (111), 12 nm, is considerably larger than the one determined 
from the next strongest reflection (200), 9 nm, and that even smaller grain sizes would be obtained from 
reflections at higher wavenumbers. None of those values corresponds to the 'real' grain size. The 
problem arises from the neglect of the contribution to the reflection broadening from lattice strain. The 
respective effects can be separated, since the size broadening is independent of the order of a reflection, 
whereas the strain broadening is increased for the higher-order reflections. Under the assumption that 
both strain and size cause a Gaussian line-shape, the integral breadth due to the combined effects of 
strain and size is given by [55]

where <ε2> denotes the mean square lattice strain (see also section 10.3.4). L is an average linear 
dimension of the crystals, which is related to the volume weighted average grain crystal size (section 
10.2.5) by <D>volume = 4L/3 [12, 56,57]. A fit to the experimental data in figure 10.4 by equation (10.19) 
is a straight line through the data points corresponding to the reflections of one particular set of planes. 
The grain size is determined from the intercept of the fit with the vertical axis at k2 = 0, and the strain is 
obtained from the slope. In the example in figure 10.4, nearly identical grain sizes of 14 nm and 13 nm 
are obtained for the [111] and [100] directions. However, the values for <ε2>1/2, 0.36% for [111] and 
0.64% for [100], differ significantly. The difference in the strain values reflects the anisotropy of the 
elastic constants of Pd. A similar effect is observed in other metals (see e.g. [58]). In some studies, an 
average strain is determined by simultaneously fitting the breadths of all reflections, irrespective of the 
lattice direction, with a single pair of size/strain values (e.g. [59]).

For the example in figure 10.4, the grain size determined from equation (10.19) is only slightly larger 
than the one obtained by applying the Scherrer equation to the 111 reflection. However, considerably 
larger discrepancies between the two values can arise in pure metals with somewhat larger grain sizes 
and in alloys [58,60,61]. Correction for strain broadening is therefore indispensable for a reliable 
characterization of the grain size. Rather than assuming Gaussian broadening effects from both strain 
and size, the more realistic equivalent of equation (10.19) for Cauchy-type size broadening and 
Gaussian-type strain broadening should be employed [55]. That relation has
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a less illustrative form, but does also allow a separation of size and strain broadening by graphical 
means or, alternatively, by linear regression. This latter method has the advantage of providing an 
estimate for the uncertainty in the parameters from the errors in the fit [59]. It is seen that methods 
based on the evaluation of integral breadth data rely on more or less realistic assumptions on the 
character of the peak broadening. If scattering data of sufficient quality are available, then more reliable 
results are obtained by a method which does not require such assumptions. This method, the Warren–
Averbach analysis [54, 62], is based on the Fourier analysis of the reflection profiles. Detailed 
descriptions of the individual techniques for analyzing grain size from diffraction data and comparative 
discussions of their relative merits can be found in textbooks [54, 55]; a few more recent aspects are 
discussed in [63–66].

While all the techniques used routinely for the characterization of the grain size supply a single value 
for an average crystallite size, it is known that in general there is actually a distribution of sizes. For as-
prepared inert gas condensed metals [53, 67, 68] and ceramics [29, 30] TEM size histograms are well 
approximated by log-normal distributions—see figure 10.5 [68]. Contrary to this, anomalous grain 
growth at room temperature in metals has been reported to result in a bimodal size distribution [69]. It 
has been demonstrated repeatedly [3, 70] that the value of an average grain size depends strongly on 
which weight function is used when averaging over the size distribution. For the example of 
nanocrystalline Pd prepared by inert gas condensation, the value of the area weighted average grain size 
differs from that of the volume weighted average grain size by typically a factor of 2 [16]. The 
numerical value of the size depends also on which definition of size is adopted [21]. When relating 
physical properties to average grain sizes, it is therefore imperative to specify which definition of size is 
used, to identify the weight function relevant for the problem in question and to measure that particular 
weighted average. In this respect the volume weighted average size determined by integral breadth 
based methods is complemented by the area weighted average over the column length distribution 
determined by the Warren–Averbach analysis, which is readily converted to an area weighted average 
grain size [71].

Information on the distribution of the lateral dimensions of the coherently scattering units can be 
obtained by a number of more sophisticated scattering data evaluation techniques described in the 
literature. These are based on a relation originally deduced by Bertaut [19] and by Warren and 
Averbach [72], which expresses the intensity of the reflection of a given set of lattice planes as the sum 
of the intensities from all columns of lattice cells perpendicular to the set of planes. In other words, the 
line profile is expressed as a linear combination of intensity functions, each corresponding to a 
particular column length (see [73] for details). The column length distribution can be obtained from a 
double differentiation of the Fourier transform of the line profile [19, 74]. Alternative methods 
approximate the column-length distribution by a set of analytical functions [75] or solve the linear set of 
equations by an iterative
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Gauss–Seidel least-square algorithm [76], yielding realistically smooth column-length distributions if 
combined with a stabilization procedure [77].

It has been pointed out that in the case which is generally encountered in practice, namely when there is 
a set of particles with a distribution of sizes, the column-length distribution does not provide an easy to 
interpret picture of the form of the crystal size distribution [78]. A method which does achieve a 
characteristic of the size distribution is described in [23]. The algorithm is based on the relation between 
the Bragg reflection line profile and the size distribution, equation (10.14). This relation implies that the 
experimental line profile can be expressed as a linear combination of the simulated experimental line 
profiles of particles with different sizes. These profiles are readily obtained by convoluting the 
experimental line profile of a suitable coarse-grained reference sample with the size broadening 
function W(k) (equation (10.6)) for the respective size, and with a Gaussian accounting for the mean 
square lattice strain. The size distribution of the nanocrystalline sample is determined by a stabilized 
linear least-square fit to the data of the nanocrystalline sample, with lattice strain refined iteratively so 
as to obtain a simultaneous fit to two or more orders of the same reflection. Figure 10.6 is a schematic 
illustration of the deconvolution of the line profile. The number of size classes has been limited to five 
for the sake of readability of the figure. The distributions obtained by the indirect deconvolution 
technique are found in good agreement with TEM size histograms, and in particular the values for 
<D>area and <D>volume computed from weighted integrals of the distributions appear reliable [23].

Figure 10.5 
(a) TEM size histogram of inert gas condensed Pd particles. 

(b) Fit (solid line) to the same data (+) by a log-normal distribution 
of particle size. Reproduced by permission of Haas [68].
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Figure 10.6 
(a) Schematic illustration of the deconvolution of the experimental line profile of 

a 111 reflection in the interference function P (k) of n-Pd into contributions 
by different particle size classes. k is the wavevector and k0 the reflection 

center. Crosses: experimental data; dashed lines: contribution of the individual 
particle size classes as indicated in the figure. The line shape for each size 

class is obtained by convoluting the theoretical peak shape (equation (10.6)) 
with the instrumental and strain broadening functions. Solid line: sum of the 

individual contributions. (b) Particle size histogram deduced from 
the deconvolution. From [23, 79].

10.3.3— 
Grain Growth and Control of Grain Size.

Bulk nanocrystalline metals prepared by inert gas condensation have been reported to exhibit grain 
growth at room temperature [15, 69, 79]. This observation indicates a high atomic mobility in the 
interfaces at room temperature. For n-Pd the grain size is seen, in figure 10.7, to increase from initially 
about 12 nm to up to 80 nm in a period of several months [15, 79]. Fits by a growth law D(t) ~ (t – t0)n 
yield exponents in the range n = 0.25–0.46, which is inside the range of exponents observed in coarse-
grained polycrystalline solids [80]. Hence, the growth mechanism in n-Pd appears to be similar to the 
one in coarse-grained polycrystals, where the growth rate is limited by the grain boundary mobility. 
This finding disagrees with recent results in vapor quenched thin-film Ag, where a linear growth law (n 
= 1) is argued to imply triple-line mobility limited kinetics [81]. Additional studies on grain growth in 
nanostructured materials are reviewed in [4, 6, 82].
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Figure 10.7 
Variation of grain size <D> with sample age at room 

temperature for several Pd samples. The different 
symbols represent the individual samples. Dashed lines: 

fit for each sample as discussed in the text. From [15, 79].

Grain growth at room temperature has been observed only recently. It may be speculated that this is a 
result of the higher purity achieved with recent, improved preparation techniques. Impurities are known 
to slow grain growth by two mechanisms: first, segregated impurities induce a 'solute drag' on the 
movement of the grain boundaries [83–85]. Second, grain boundary segregation reduces the specific 
grain boundary energy, and thereby the driving force for grain growth [86]. Alternatively, the higher 
density of recent inert gas condensed samples may result in less efficient pinning of the grain 
boundaries by interaction with pores. These considerations imply that the 'stable' grain size (the size 
where grain growth at room temperature becomes imperceptibly slow) of an ideally pure and dense 
nanocrystalline pure metal may be comparatively large (of the order of 100 nm for Pd) and intrinsic to a 
given material, and therefore independent of the initial size achieved upon preparation. It is therefore 
important to evaluate concepts for controlling the grain size, or more generally the microstructure.

It has been predicted that grain-size refinement and possibly a thermodynamically metastable 
nanocrystalline state can be achieved in nanocrystalline solid solutions with a large enthalpy of grain 
boundary segregation [87, 96]. Several experimental results support this concept. Figure 10.8 shows the 
variation of the grain size with the alloy composition in nanocrystalline Y–Fe alloys prepared by inert 
gas condensation [88]. In the
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Figure 10.8 
Variation of grain size with Fe molar fraction xFe and 
nanocrystal–amorphous metal transition for n-Y–Fe 
prepared by inert gas condensation. The dashed lines 
are theoretical predictions for different concentrations 
(in atomic monolayers) of Fe segregated to the grain 

boundaries, as indicated in the figure. From [88].

nanocrystalline alloy, the majority of Fe is segregated to the grain boundaries between hcp Y 
crystallites. Increasing the molar fraction of Fe, xFe, is seen to induce a progressive decrease in grain size 
until the nanocrystal–amorphous metal transition intervenes at a grain size of about 2 nm. At this very 
small grain size, it is difficult to distinguish between the nanocrystalline and the amorphous state on the 
basis of diffraction data alone. This is evident in figure 10.9, where the broad Bragg peaks of Y70Fe30 
seem to indicate that the alloy is amorphous. However, EXAFS at the Y K-edge (figure 10.10) shows 
the SRO around Y for that alloy to be the one of the crystal lattice, thereby evidencing a nanocrystalline 
state of the alloy. It is only at the higher Fe content Y65Fe45 that a distinctive change in atomic SRO 
around Y is observed in the EXAFS spectra. This is indicative of the loss of long-range order of the Y 
crystal lattice at the nanocrystal–amorphous metal transition [88]. The combination of several 
experimental techniques may generally be required if detailed structural information on extremely fine-
grained nanostructures is to be obtained. In the present case, the results agree qualitatively with the 
theoretical predictions. In alloys with a large heat of segregation, the preferred grain size is predicted to 
be the one where the total grain boundary area is just sufficient to accommodate all solute in the grain 
boundaries. Therefore, the grain size decreases with increasing solute concentration.

In an experimental study by diffraction and calorimetric methods, the grain
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Figure 10.9 
X-ray scattering intensity (Cr Kα radiation) of Y–Fe alloys 

with various compositions prepared by inert gas 
condensation. The different molar fractions of Fe, xFe, 

are indicated in the figure. From [88].

size of Pd–Zr solid solutions prepared by high-energy ball milling (HEBM) has also been found to 
decrease with increasing solute concentration, and the heat release upon annealing indicates that solute 
(Zr) segregates to the grain boundaries, thereby reducing the specific grain boundary energy and 
impeding grain growth [89]. The inhibition of grain growth by segregated solute has also been used to 
retain small grain sizes at the elevated sintering temperatures which are required in order to obtain 
dense ceramic bodies in coarse-grained polycrystalline [90] and in nanocrystalline [91] ceramics. 
Additional strategies for inhibiting grain growth are discussed in [6,82,92].

10.3.4— 
Lattice Strain

In general, there is considerable lattice strain in nanocrystalline solids. Strain involves local deviations 
of the lattice constant from its mean value, which in itself may also be size dependent (see section 
10.3.1). Diffraction data detect strain broadening in the Bragg reflections for atomic displacement fields 
which decay more slowly than r–3/2, where r is the distance from the center [93]. Displacement fields 
with a faster decay give rise to an attenuation of the integrated intensity of the reflections, characterized 
by the Debye–Waller parameter (see section 10.3.6). Strain fields from dislocations and thermal atomic 
vibrations, respectively, are examples of the first and second type of defect [93].
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Figure 10.10 
Y K-edge EXAFS Fourier transforms for coarse-grained polycrystalline Y 

(a) and for two bulk nanostructured alloys prepared by inert gas 
condensation, Y60Fe30 (b) and Y55Fe45 (c). From [88].

Strain data are reported in the literature for a number of nanocrystalline metals and alloys prepared by 
inert gas condensation and by HEBM. For pure fcc metals prepared by HEBM, the strain is found to 
increase with increasing melting temperature Tm and with decreasing grain size [59]. Figure 10.11 
displays the variation, with grain size, of the root mean square (RMS) strain, as determined from the 
angular variation of the breadths of the Bragg reflection (assuming Cauchy size and Gaussian strain 
broadening [55]), of n-Pd prepared by inert gas condensation [15, 79]. A least-square fit by a power law 
<ε2>1/2 = 0.01(D/D1)–n (D1 is the grain size for which the RMS strain is 1%) yields D1 = 5.4 ± 0.4 nm 
and n = 1.23 ± 0.06 for samples consolidated at room temperature. In this experiment, the grain size 
was varied by changing the preparation conditions and by inducing grain growth through aging and 
annealing. For a given grain size, the strain was found to be independent of
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Figure 10.11 
RMS strain <ε2>1/2 versus grain size <D>volume

 

for n-Pd. •: consolidated at room temperature 
and 1 GPa for 300 s; ×: consolidated at 100°C 

and 3.2 GPa for 48 h. Dashed line: fit as 
described in the text. From [15].

whether the sample was as prepared or had undergone significant annealing or aging induced grain 
growth. This indicates that the observed strain may be an intrinsic property of the nanocrystalline state. 
In agreement with that idea, the amount of strain as a function of grain size appears also to be 
independent of the material and of the method of preparation. This is seen in figure 10.12, where the 
strain data from [59] for fcc metals prepared by HEBM are displayed together with the extrapolated fit 
to the inert gas condensed Pd from figure 10.11. With one exception (Rh), the data for samples prepared 
by HEBM follow the same strain–grain size relationship as those for inert gas condensed Pd. It is noted 
that a decrease of the mean square strain upon annealing and prior to the onset of grain growth has been 
reported for n-Ni [94]. In that study, Rietveld analysis was used to characterize size and strain, whereas 
the remaining data referred to above were obtained by the integral breadth method (see section 10.3.2).

The possible universal relation between strain and grain size may suggest that lattice strain is an 
intrinsic property of nanocrystalline solids. On the other hand, additional strain can be incorporated in 
the materials. This is evidenced by the data in figure 10.11 for inert gas condensed n-Pd which was 
subject to an additional, 48 h consolidation step at 3.2 GPa and 100°C, subsequent to the conventional 
consolidation at 1 GPa and room temperature. This seems to indicate that the presumed intrinsic strain 
represents a lower limit for the strain level, and that additional, extrinsic strain may be induced in 
nanocrystalline solids. In other words, at given values for the thermodynamic parameters pressure, 
temperature, and amount of matter, the grain size (or the
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Figure 10.12 
RMS lattice strain versus grain size for 

various fcc metals prepared by HEBM as 
indicated in the figure. The dashed line is the 
fit to the data for n-Pd prepared by inert gas 

condensation (see figure 10.11). 
HEBM data from [59].

total grain boundary area) is not the only additional thermodynamic variable required to describe the 
state of a nanocrystalline pure metal. This conclusion agrees with a recent experimental characterization 
of the energetics of the grain boundaries in n-Pt [95], and with results from a theoretical analysis of the 
alloy thermodynamics of nanocrystalline solid solutions [96]. It is also in agreement with studies of the 
grain boundary atomic SRO in nanocrystalline Pd (see section 10.4.2).

The total strain energy WS stored in heavily deformed metals amounts to only a small fraction of the 
melting enthalpy [97]. A number of different relations between WS and the x-ray mean square strain 
<ε2> have been proposed, which all apparently underestimate the real value for WS [97]. The closest 
agreement to calorimetric data for cold-worked metals is obtained from the relation [98]

where E is Young's modulus and v is Poisson's ratio. The values for WS obtained from this relation and 
the n-Pd data in figure 10.11 are considerably smaller than the total energy stored in the grain 
boundaries. However, equation (10.20) and the experimental data predict the strain energy stored in the 
lattice increases with diminishing particle size faster than D–2. Since the total grain boundary area A 
varies as D–1. the conventional ansatz for the excess Gibbs free energy of a polycrystal, ∆G = σA (see 
e.g. [87,96]), with the conjugate variables σ, the specific grain boundary energy, and A, the total
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grain boundary area, implies the slower increase ∆G ~ D–1. The different exponents in the size 
dependence have two implications: firstly, as the grain size is reduced, the strain energy stored in the 
lattice constitutes an increasing fraction of the total excess energy. Secondly, since the D–2 term is not 
accounted for by the ansatz ∆G = σA, it follows that if lattice strain is indeed intrinsic to the 
nanocrystalline state, an additional set of conjugate variables has to be considered in the thermodynamic 
functions of a nanocrystalline solid. Together with the additional degree of freedom arising from the 
apparent existence of non-equilibrium states for a nanocrystalline solid with a given grain size or size 
distribution, this suggests that the description of the thermodynamic state of a simple elemental 
nanocrystalline solid may turn out to be a complex undertaking.

The lattice strain in nanocrystalline solids prepared by HEBM has been proposed to originate from 
lattice dislocations [59,99]. However, it has been questioned whether the lattice dislocation density is 
sufficient to account for the observed strain levels, and an alternative model, based on extrinsic grain 
boundary dislocations, has been suggested [100]. Quantitative studies of lattice and grain boundary 
dislocation density, which might distinguish between the two models, are needed. Yet another potential 
source of lattice strain is of a purely elastic origin. Part of the strong Hertzian contact stress, which is 
observed in loosely agglomerated nanometer particles [101], may persist in the bulk nanocrystalline 
material. Finally, anisotropic grain boundary stress and grain boundary torque, due to the dependence of 
grain boundary energy on crystallographic orientation [127], may also contribute to the observed lattice 
strain. It is seen that, in addition to the question of the microscopic nature of the lattice strain, there is a 
more fundamental question. Large RMS strains have not been reported for isolated particles. Hence, if 
strain is intrinsic to the dense nanocrystalline solids, then it must in some way be related to the presence 
of constraints from packing of the crystallites. In addition to the question of how the strain is 
accommodated (grain boundary or lattice dislocations, purely elastic distortion), there is the important 
question regarding the physical origin of the constraints themselves, and the factors which govern their 
magnitude. This issue deserves investigation in future studies (compare also [6]).

10.3.5— 
Stacking Faults and Twin Boundaries

Defects in the stacking sequence of atomic planes, such as twin boundaries and stacking faults, are 
frequently observed by TEM in isolated small metal particles (e.g. [101–103]). The density of these 
defects in bulk nanocrystalline solids has attracted less attention. As described in [54,58], their number 
is readily characterized using wide-angle scattering data. The detailed effects on the scattering pattern 
depend on the crystallographic structure; for the example of faulting on (111) planes in fcc, the effect is 
a change in the relative positions of the 111–200, 220–200, and 220–311 pairs of reflections. Since 
systematic experimental errors in the peak position, due, for example, to
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sample misalignment, cancel upon determination of the relative peak position, this quantity can be 
determined with considerable accuracy. In this way, nanocrystalline Cu–Co alloys prepared by HEBM 
have been shown to contain an appreciable density of stacking faults [104]. Figure 10.13 depicts the 
variation, with alloy concentration, of the stacking fault probability α in Cu–Co alloys. The average 
number of (111) planes between faults is α–1. The stacking fault probability is seen to be highest for the 
material with the lowest stacking fault energy.

Figure 10.13 
Inverse stacking fault probability, α–1, versus alloy 

concentration for nanocrystalline Cu–Co prepared by 
HEBM. Reproduced by permission of Gayle [104].

In addition to the angular displacement of the Bragg reflections, faults and twin boundaries also 
contribute to the broadening of the reflections [54]. For the example of Cu10Co90, the apparent grain size 
determined when neglecting fault contributions is 12 nm. However, when stacking faults are taken into 
account, an average spacing between faults of 13 nm and a 'true' crystallite size of 129 nm, one order of 
magnitude larger than the apparent size, are found [104]. This illustrates that it is essential to 
characterize the fault probability when accurate values for the crystallite size are to be derived from 
diffraction data.

10.3.6— 
Short- and Medium-range Correlated Displacements (Dynamic/Static)

As mentioned above, those atomic displacements from the ideal lattice sites for which the magnitude of 
the displacement diminishes faster than r–3/2 result in a decrease in the integrated intensity in the Bragg 
reflections. Thermal vibrations of the atoms constitute examples for such displacement fields. Similar to 
the Bragg reflections in scattering data, the EXAFS oscillations are also attenuated when dynamic or 
static deviations from the ideal crystal lattice structure are present. Finally, the peaks in experimental 
atomic distribution
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functions are broadened due to the atomic displacements [16]. Experimental techniques based on the 
different effects yield different measures for the magnitude of the displacements. In contrast to the case 
of neutron scattering (compare section 10.8), x-ray and electron scattering and EXAFS data contain no 
information on the momentum of the atoms. Therefore, these methods supply no direct evidence on 
whether observed displacements are of a static (lattice defects) or dynamic (thermal vibrations) origin. 
However, by performing a series of experiments as a function of temperature one can separate 
temperature-dependent (presumably dynamic) from temperature-independent (presumably static) 
displacements.

Let the atoms be displaced at random from their crystalline lattice sites, with the probability c(x, y, z) of 
finding an atom displaced by the vector (x, y, z) given by the normalized, three-dimensional Gaussian of 
variance σdisp

Then the integrated intensity for a Bragg reflection centered at wavenumber k is reduced, relative to the 
one of the ideal crystal lattice, by the Debye–Waller factor exp(–2M), where . The 
mean square of the projection of the atomic displacements on the x axis, , is the square of the 
variance of the Gaussian probability distribution: . Similar to the probability distribution, the 
distribution of interatomic spacings in the coordination shells of the atomic distribution function is also 
a Gaussian. Since it involves the relative displacements of the central atom to its neighbors, the 
variance of the distribution of spacings in the atomic distribution function, σADD, is larger than that 

relating to the displacement of the individual atoms:  provided that the individual 
displacements are independent [106]. The EXAFS oscillations are attenuated by the EXAFS Debye–

Waller factor exp(–2k2 ) [107]. Hence, the measure for the displacement obtained from EXAFS and 

from analysis of the atomic distribution function, , refers to a different physical property than the 
one obtained from the scattering Debye–Waller factor, . An additional difference between the 
EXAFS and scattering Debye–Waller factors is due to the fact that the EXAFS Debye–Waller factor for 
the jth coordination shell is a function of the mean square relative displacement of the central atom to 
its neighbors in that particular shell, and that this quantity depends on the nature of the correlations 
between the displacements. If the displacements are correlated so that neighboring atoms move in the 
same direction (figure 10.14), then the mean square relative displacement is reduced as compared to the 
case of random displacements [108, 109]. Long-wavelength phonons are an example of this situation.

The mean square atomic displacements in isolated Au particles and clusters in the size range 1.5–20 nm 
have been studied by x-ray [43] and electron diffraction [110] and by EXAFS [109]. In all studies, 
displacements are found
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Figure 10.14 
Schematic representation of atomic displacements from the ideal lattice sites 
(crosses). In (a), the displacements between neighboring atoms (circles) are 

uncorrelated; in (b) neighboring atoms are displaced preferentially 
in the same direction.

to increase with decreasing grain size. The small static contribution to the mean square displacement 
implies that enhanced thermal vibrations are the origin of the displacements [43]. All of the studies 
suggest a strong contribution by surface excitations to the vibrational spectra. This finding is in 
qualitative agreement with low-energy electron diffraction (LEED) data obtained on single-crystal 
surfaces [111].

The situation appears to be different for bulk nanocrystalline solids. Figure 10.15 displays the variation 
of the mean square displacements of atoms from their crystal lattice sites, as probed by the x-ray 
Debye–Waller parameter for n-Pd and for a coarse-grained reference sample [53]. Data for both 
samples show the same variation with temperature, indicating that the phonon spectrum in n-Pd is not 
significantly modified. Also in contrast to the findings on isolated particles, a significant temperature-
independent additive contribution to the Debye–Waller parameter is found in n-Pd. This suggests that 
static displacements contribute to the mean square displacements in this material. At room temperature, 
the values for 1/2 are 0.084 Å and 0.063 Å, respectively, in n-Pd and coarse-grained polycrystalline 
Pd [53].

Atomic distribution functions from a set of several coarse-grained reference and nanocrystalline Pd 
samples yield variances of the nearest-neighbor distance distribution of σADD = 0.074 ± 0.005 Å and 
0.074 ± 0.01 Å for the reference and nanocrystalline samples, respectively [15,16]. Assuming 
uncorrelated displacements, this implies mean square displacements from the lattice sites of  = 
0.052 ± 0.004 Å and 0.052 ± 0.007 Å. These values are significantly smaller than those obtained, for 
the same materials, from the x-ray Debye–Waller parameter, indicating that the assumption of 
uncorrelated displacements is incorrect. The data suggest that the atomic SRO in the crystal lattice is
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Figure 10.15 

Mean square atomic displacement from the ideal lattice site, , as determined 
from thex-ray Debye–Waller parameter, versus temperature for n-Pd (open and 

solid circles) and for coarse-grained polycrystalline Pd (triangles and cross). 
Reproduced by permission of Eastman [53].

not measurably affected by the reduction of the grain size to the nanometer scale. EXAFS mean square 
relative displacements also differ very little between coarse-grained Pd and n-Pd [112, 113]. Combining 
the information from the different techniques, it is concluded that the additional atomic displacements 
in the crystal lattice of n-Pd are static and involve correlated atomic displacements (figure 10.14(b)) 
with a range of several interatomic distances [15, 112, 113].

In a study of the x-ray Debye–Waller parameter in bulk nanocrystalline Cr, the static part of the mean 
square displacement is found to increase, with decreasing grain size, as . This is argued 
to suggest that the displacements occur in a layer of constant thickness at the grain boundaries. The 
volume of such a layer is approximately proportional to D–1. It is interesting to note that the grain-size 
dependence of  differs from that of the mean square lattice strain, which increases with diminishing 
grain size as <ε2>~ D–2.4, that is considerably faster than the mean square displacement (compare 
section 10.3.4). The difference in grain-size dependence indicates that  on the one hand and <ε2> on 
the other originate from different types of defect in the crystal lattice of the nanocrystalline solid.
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10.4— 
Characterizing the Grain Boundaries

10.4.1— 
Relation between the Grain Boundary Short-range Order and the Grain Size.

The atomic SRO in the grain boundaries is one of the central characteristics of nanocrystalline solids, 
and the one that has generated a great deal of controversy. There is conflicting evidence on the 
conclusion, reached in a number of experimental investigations (see references below), that the atomic 
SRO in the grain boundaries is modified dramatically as the grain size decreases. In these studies, the 
grain boundaries in nanocrystalline metals are argued to be considerably less ordered and of lower 
atomic density than in any other solid state of matter. There are a number of simple (but speculative) 
arguments which support the concept of a grain-size dependent grain boundary structure.

First, for any given crystallite the neighboring grains impose constraints on the rigid body relaxations 
both in the grain boundary plane and perpendicular to it. It is unknown to what extent these constraints 
can be accommodated through elastic or plastic deformation of the crystal lattice. Rigid body 
relaxations are of central importance for minimizing the energy of a grain boundary. If they are 
hindered, then a significant increase in the grain boundary free energy results.

A second, similar effect is that a given crystallite need not necessarily fit into the hole made up by the 
surrounding crystallites. Again, the misfit may be accommodated through deformation of the crystallite, 
or else it may induce a change in the local free volume, that is in the atomic density of the grain 
boundaries.

Thirdly, for very small grain sizes, the length of each boundary becomes comparable to the periodicity 
of the atomic arrangements in the grain boundary plane. It is unknown how this loss of long-range 
periodicity affects the atomic structure of the boundary. In agreement with these considerations, 
computer simulations of nanocrystalline materials indicate a widened grain boundary core at small grain 
sizes and an isotropic state of the grain boundaries (diminished variation of the energetics with the 
crystallographic parameters of the boundary) [115]. It has been pointed out [115] that in zeroth order 
these findings suggest a cement-like grain boundary phase reminiscent of early grain boundary models.

Finally, grain boundaries in nanocrystalline solids are generally created at considerably lower 
temperatures than their counterparts in coarse-grained polycrystals. The reduced atomic mobility at the 
low temperatures may prevent the boundaries from reaching the equilibrium structure during the finite 
time between preparation and experiment. Indeed, changes in the grain boundary structure at constant 
grain size have been inferred from calorimetric data. In n-Pt, grain growth is preceded by an exothermic 
process which is identified as a relaxation of the grain boundaries [116]. From the amount of heat 
released the grain boundary free energy of n-Pt in the as-prepared state is computed to be twice that of 
the relaxed state.
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Because the grain boundary structure has a strong effect on many physical properties of nanocrystalline 
materials, the investigation of the dependence of their atomic structure on the grain size and on the 
preparation and annealing conditions is imperative for understanding their properties.

10.4.2— 
Grain Boundary Short-range Order in Nanocrystalline Solids from Scattering Studies

Modeling the important diffuse background intensity found in an early x-ray diffraction study of n-Fe 
[117] requires that each atom in the three outer atomic layers of each crystallite be displaced randomly 
from its crystal lattice site, the maximum displacement being 50% of the nearest-neighbor distance in 
the outermost layer. This has been argued to indicate a 'gas like' state of the grain boundary component 
in nanocrystalline solids [117]. On the other hand, a more recent study of n-Pd [118] shows that in this 
material the diffuse intensity between the Bragg reflections can be explained by overlap of the 
reflection tails, if suitable assumptions on the functional form of the reflections are made. This finding 
has been discussed in terms of an ordered state of the grain boundaries in n-Pd [118].

The interpretation of the n-Pd x-ray data in terms of ordered grain boundaries is supported by high-
resolution transmission electron microscopy (HRTEM) data [28] displaying narrow and facetted grain 
boundaries in n-Pd and n-Cu. However, such studies have remained inconclusive because of the 
difficulties in estimating the influence of the sample preparation on the grain boundary structure. Rigid 
body relaxations of the crystallites in and perpendicular to the grain boundary plane are essential for 
minimizing the grain boundary energy [127]. In nanocrystalline solids, these relaxations are subject to 
constraints imposed by the surrounding crystals, as discussed in section 10.4.1. For observation by 
HRTEM, the sample is thinned to a thickness of the order of one grain diameter. This process 
eliminates the constraints, and may thereby induce a relaxation towards a more ordered grain boundary 
structure with lower energy.

The analysis of the scattering problem (see section 10.2.4) indicates that the grain boundary SRO can be 
characterized most accurately on the basis of experimental atomic distribution functions, as opposed to 
interference functions discussed in earlier investigations by scattering methods. Two recent experiments 
apply this approach to the systems studied in the earlier work. In the first, the x-ray investigation of 
nanocrystalline Fe has been repeated on samples maintained under high-vacuum conditions [119]. The 
diffuse background in the interference function is found to be smaller than in the earlier investigation, 
which was carried out under atmospheric conditions. An evaluation on the basis of equation (10.9) (see 
figures 10.16 and 10.17) indicates that 95 ± 6% of the atoms are on crystal lattice sites, suggesting a 
considerably more ordered state of the grain boundaries in n-Fe than had been reported before.
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Figure 10.16 
Atomic distribution function of nanocrystalline Fe. 

From [119].

Figure 10.17 
Relative coordination number Z/Zideal versus 
interatomic distance r for n-Fe. The dashed 
line is a fit by equation (10.9). From [119].

The second investigation re-examines n-Pd [16, 120]. A comparison of x-ray atomic distribution 
functions computed for coarse-grained polycrystalline Pd and for n-Pd produced by inert gas 
condensation is shown in figure 10.18. The coordination numbers in n-Pd are seen to be reduced as 
compared to those of the coarse-grained sample. The atomic distribution functions of a number of 
samples with different consolidation and annealing treatments are all in excellent agreement with 
equations (10.8) and (10.9). This is concluded from the fact that the experimental relative coordination 
numbers (compared to the ideal lattice) decrease linearly with the interatomic distance (figure 10.19). 
The fraction of atoms on crystal lattice sites, xL, is determined from the intersect of the straight
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Figure 10.18 
Atomic density distribution functions for 

nanocrystalline (solid line) and coarse-grained 
polycrystalline (dashed line) Pd. From [16].

line of best fit to the relative coordination numbers (compare section 10.2.4). Within error bars, xL is 
unity for samples which are aged at room temperature for several months or annealed. For this group of 
samples, the data indicate an upper limit of 0.26 atomic monolayers of atoms on nonlattice sites in the 
grain boundary region. On the other hand, in samples investigated within less than ten days of 
preparation ('as-prepared' samples), about 10% of atoms are located on nonlattice sites (figure 10.19(c)) 
with no detectable atomic SRO. At the grain size of those samples, 12 nm, this corresponds to 1.8 
atomic monolayers of nonlattice atoms in the disordered grain boundary layer. While as-prepared 
samples also tend to have the smallest grain size, the data (figure 10.20) indicate that the difference in 
grain boundary SRO is correlated to the sample age, rather than to the grain size. The results suggest 
that the grain boundaries in as-prepared n-Pd are in a nonequilibrium state with lower atomic SRO than 
conventional grain boundaries in polycrystalline metals.

The disordered state of the grain boundaries in as-prepared n-Pd is unstable at room temperature; it 
evolves, on a time-scale of several weeks, towards a more ordered state. This state is more ordered in 
the sense that a higher number of atoms occupy crystal lattice sites. However, as the experimental data 
supply no direct information on the SRO in the grain boundary plane (compare section 10.2.4), the 
distribution of interatomic spacings across the grain boundary may be random (disordered). The highly 
ordered state of the crystal lattice and the very small number of nonlattice atoms in the aged and 
annealed nanocrystalline solids imply that the topological defect associated with the grain boundary is 
localized in an essentially two-dimensional manner in the grain boundary plane (compare figure 10.1
(b)). The available evidence
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Figure 10.19 
Relative coordination number Z/Zideal of Pd as a function of interatomic spacing r. 

(a) Coarse-grained reference obtained by annealing a n-Pd sample for 24 h at 700°C. 
(b) Nanocrystalline Pd aged for several months at room temperature. (c) As- 

prepared nanocrystalline Pd. The dashed lines are fits to the experimental data 
(weighted according to the error bars) by equations (10.9) and (10.8). 

From [16, 120].

allows no conclusion on whether the grain boundary structure in this relaxed nanocrystalline state is 
identical to that in conventional polycrystals.

10.4.3— 
Grain Boundary Short-range Order from EXAFS Studies

EXAFS probes the atomic SRO around the atoms of the excited species. If the grain boundaries in an 
nanocrystalline metal are doped with an element which is not soluble in the crystal lattice, then the 
EXAFS signal at the absorption edge of that element arises exclusively from the grain boundary 
regions. In this way, a strongly enhanced signal characteristic of the grain boundary SRO is obtained.
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Figure 10.20 
Fraction of atoms on lattice sites, xL, versus 

specific grain boundary area αGB, for inert 

gas condensed n-Pd. The grain size <D>area is 
indicated on the upper horizontal axis. Solid 

squares: aged at room temperature for at least 
three months or annealed. Crosses: aged for 

less than ten days. The solid line is the average 
value for the aged and annealed data. 

From [16, 120].

The effect has been used in the study of n-Cu(Co) [121] and n-Cu(Bi) [122]. The results of those 
studies agree in indicating a strongly reduced coordination number for the grain boundary atoms. This 
indicates that the probe atoms in those studies, Co and Bi, may be located on those sites which are 
identified as 'nonlattice sites' in x-ray atomic distribution studies (compare section 10.4.2). The strongly 
reduced coordination number in EXAFS seems to suggest that there is, on average, very little atomic 
SRO around the probe atoms in the grain boundaries.

Most EXAFS investigations on pure elemental bulk nanocrystalline fcc metals Cu [51] and Pd [51, 123] 
and on bcc W [52] prepared by the inert gas condensation technique also report a large reduction in 
nearest-neighbor coordination number. This is interpreted in terms of a two-phase structure, comprising 
a crystalline component and a grain boundary component with random atomic arrangement [51]. A 
similar large reduction in the coordination number is reported for n-Fe prepared by HEBM [124]. The 
result is argued to suggest a large number of defects in the crystal lattice, as opposed to a disordered 
grain boundary component. Figure 10.21 shows experimental EXAFS k- and r-space data for n-Pd from 
[51].

For the purpose of comparison to the results from x-ray scattering,

Página 1 de 1Document

10/04/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_255.html



   

Page 256

Figure 10.21 
The weighted EXAFS χk2 (a) and the Fourier transform FT(χk2) 

(b) for n-Pd (crystallite diameter 16 nm; solid line) and for 
polycrystalline Pd (crossed line). Reproduced by permission 

of Haubold [51].

figure 10.22 displays the relative coordination numbers of n-Pd determined from EXAFS data in [51]. 
The results agree qualitatively with the recent x-ray data for aged and annealed n-Pd in that the fraction 
of atoms located on crystal lattice sites, as determined from the value of the straight line of best fit at 
zero interatomic distance, is close to unity. In other words, the data indicate that all atoms are located on 
crystal lattice sites, in contrast to the conclusion of a disordered grain boundary layer in the original 
study [51]. On the other hand, the EXAFS results in figure 10.22 disagree with the x-ray results in that 
the
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Figure 10.22 
Relative coordination number Z/Zideal versus 

interatomic distance for n-Pd, determined 
from EXAFS data in [51]. Dashed line: self- 
correlation function determined from fit to 

the data. Shaded region: range of x-ray 
results for n-Pd at the same grain size.

grain size determined from the slope of the fit in the figure (assuming spherical particles with αS = 6/D; 
compare section 10.2.2), 2.6 nm, is considerably smaller than that obtained from x-ray line broadening 
analysis for the same sample, 16 nm [51]. The shaded region in figure 10.22 indicates the relative 
coordination numbers as obtained from x-ray atomic distribution functions at the grain size of the order 
of 16 nm. The coordination numbers determined from x-ray data are seen to be considerably larger than 
those obtained from EXAFS. Because of the good agreement of the x-ray data with theoretical 
predictions, the difference suggests that the apparent coordination numbers obtained by EXAFS can 
strongly underestimate the true coordination numbers.

A recent EXAFS investigation on inert gas condensed n-Pd [113] points out that a potential cause for 
erroneously low EXAFS coordination numbers resides in the nonuniform thickness of granular samples 
(see also [125, 126]). Compared to earlier results, the study finds a much smaller reduction in the 
coordination number. In agreement with the recent x-ray scattering results on aged samples the EXAFS 
data suggest non-reconstructed, incoherent grain boundaries.

10.5— 
Distribution of Free Volume from Small-angle Scattering

It has been shown above that wide-angle scattering experiments and EXAFS supply limited information 
on the atomic SRO in the grain boundary plane, that is on interatomic spacings between atoms located 
in different crystallites.
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It is, however, precisely this intergrain part of the atomic distribution function that contains the 
information on the excess free volume of the grain boundary, {V} [87]. This quantity determines 
important properties such as the grain boundary free energy [127]. In contrast to wide-angle scattering, 
small-angle scattering (SAS) does contain information on the intergrain part of the atomic distribution 
function (compare equation (10.7)) Therefore, SAS has the potential for determining {V}. Positron 
lifetime spectroscopy indicates that the distribution of free volume in the grain boundaries of 
nanocrystalline solids is indeed different from that in coarse-grained polycrystals (see chapter 11).

A complication in SAS data evaluation arises from the fact that the relation between the scattering 
pattern and real-space structure is generally not unique. More or less stringent assumptions on the 
nature and the arrangement of the scattering objects are required in order to extract real-space 
information from the data. If the arrangement of the scattering objects is dilute (e.g. in an array of well 
separated pores or particles), and if the shape of the objects is known, then their size distribution can be 
determined from the scattering data. Algorithms for the determination of the distribution are reviewed 
in [128]; they rely on the fact that in a dilute system interparticle interference is negligible. In other 
words, the total SAS intensity is the sum of the intensities of the individual scattering objects. 
Consequently the SAS intensity can be expressed as a linear combination of the known scattering 
intensities of individual objects belonging to different size classes (compare section 10.2.5). The 
requirement of negligible intergrain interference implies that this type of analysis yields exact results 
only for arrangements of well separated particles and well separated pores in nearly fully dense 
consolidated nanocrystalline matter.

When applied to SAS data from 60–70% dense n-Pd, the above analysis indicates scattering objects 
with a broad size distribution, with an average size of 2–3 nm [135]. For n-TiO2 of similar relative 
density (by relative density we mean the ratio of the actual density over the value for a single crystal), 
the pore-size distribution determined in this way is found to be similar to that determined by BET 
nitrogen adsorption [129]. The SAS data indicate a considerable number of small pores, presumed 
closed and therefore not accessible to BET analysis. SAS pore-size analysis is argued to be able to 
monitor the evolution of the pore-size distribution on sintering of nanocrystalline ceramics [129]. The 
absence of intergrain interference in the far from dilute systems is conjectured to result from the wide 
distribution of shape and size of the pores.

More recent studies show significant increases in the uniformness of the particle size of ceramic 
nanocrystalline solids and in the green-body density achievable for nanocrystalline metals. For these 
more uniform systems, intergrain (or, more to the point, interpore) interference may be important even 
at high relative density, as the example of n-ZrO2 [131] shows. The maximum in the SAS intensity 
observed in the material is argued to originate from interference between pores decorating the 
crystalline particles, that is separated by about one particle diameter. Therefore, the position of the 
maximum yields information
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on the size of the crystallites [130, 131]. This has allowed the simultaneous characterization of the 
evolution of the pore and of the crystallite structures in n-ZrO2, suggesting that full density can be 
achieved at a crystallite size of 60 nm. In contrast to the case of ceramics, no maximum is observed in 
the interference function of nanocrystalline metals at high density. However, the increase in density 
coincides with a qualitative change in the scattering pattern as is discussed below. Interference peaks in 
the small-angle part of the scattering pattern are also observed in dilute arrangements of self-
assembling, nanometer scale Mo particles [132]. SAS by the highly ordered cubic arrays of 2 × 2 × 2, 3 
× 3 × 3, . . . particles (compare chapter 2) is described by a formalism inspired by scattering theory of 
crystalline structures, rather than the disordered structure approach adequate for the more commonly 
encountered nanocrystalline systems.

Figure 10.23 
Schematic representation of an ideally dense nanocrystalline solid (a), where 

SAS arises exclusively from the grain boundaries with reduced density 
(white lines), and of a real nanocrystalline solid (b) where pores (white 

circles and polyhedra) dominate the scattering.

While the pore structure in highly dense nanocrystalline solids can be analyzed from SAS studies, no 
rigorous theoretical treatment of the scattering problem appears available for an ideally dense (pore-
free) poly- or nanocrystalline solid, where intergrain interference is strong and where scattering contrast 
arises from the grain boundary free volume alone (see figure 10.23). However, the important effect of 
dense packing can be illustrated by considering a dense-packed structure for which the scattering 
problem can be solved analytically, the Poisson plate mosaic. The Poisson plate mosaic is a random 
arrangement of infinite plates with the average separation and the plate thickness as model parameters 
(see figure 10.24(a)); it resembles a nanocrystalline solid in that the scattering contrast arises from 
planar regions, similar to grain boundaries,
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separating the particles. An analytical solution for both the intragrain and the intergrain correlation 
functions is given in [133]. From this information, the SAS intensity can be computed both for the 
dense-packed arrangement in the mosaic and for a set of isolated particles with the same size and shape 
as those in the mosaic (compare section 10.2.3) [134]. The effect of dense packing of particles on the 
SAS intensity is illustrated in figure 10.24(b), for the example of a 300 nm sized spherical finite 
Poisson plate mosaic with the following parameters: average separation between planes (this is a 
measure for the 'grain size') 10 nm, and plane thickness of 0.1 nm. The intensity of the mosaic (dense-
packed arrangement of particles) is seen to be considerably lower than the intensity of the isolated 
particles. The intensity at high wavenumbers follows a power law with an exponent –2 (characteristic of 
plates [13]) for the mosaic, as opposed to the exponent of –4 (characteristic of free surfaces [13]) for the 
isolated particles. While its similarity to a nanocrystalline solid makes the Poisson plate mosaic suitable 
for this qualitative illustration of the effect of dense packing on the SAS signal, the model's topology, 
featuring infinite planes as opposed to finite-size grain boundaries and four-grain junction lines as 
opposed to triple lines in a polycrystal, is not compatible with that of a poly- or nanocrystalline solid. 
The Poisson plate mosaic is therefore not suitable for a quantitative comparison to a real nanocrystal. At 
present, there appears to be no theoretical basis for the determination of particle size distributions from 
SAS data of nanocrystalline solids. In other words, the nature of an SAS pattern dominated by grain 
boundaries, as opposed to isolated pores or particles, is unknown.

Nevertheless, instructive results are obtained if scattering is assumed to arise from a two-phase 
structure, with constant scattering-length density in both phases. In a nanocrystalline single-component 
material, the first phase may be identified with the crystallites and the second phase may be a grain 
boundary layer of reduced density, or alternatively triple-line cores or porosity due to incomplete 
consolidation. For a single-component material, let vP be the volume fraction occupied by the 
crystallites of atomic density <ρ>V and scattering-length density s<ρ>V, and let the differences in 
atomic and scattering-length densities between the two phases be ∆ρ and s∆ρ, respectively. The 
macroscopic density of the sample, as determined e.g. by the Archimedes technique, depends in a linear 
way on vP and ∆ρ:

In contrast, the invariant of the SAS intensity, Q, depends on the squares of vc and ∆ρ [13]

Therefore, the volume fraction and density of the second phase can be determined from a combination 
of the two independent measurements. In this way, the first
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Figure 10.24 
(a) Cross-section of a 3D Poisson plate mosaic. The black regions symbolize 

the particles, separated by randomly arranged, infinitely extended grain boundary 
planes of a constant thickness. (b) Dashed line: SAS intensity for the 3D Poisson 
plate mosaic; the asymptotic power law at high k is I (k) ~ k–2. Solid line: SAS 

intensity for isolated, i.e. noninterfering particles with the same size and shape as 
those in the mosaic; the asymptotic power law at high k is I (k) ~ k–4.

experimental study of n-Pd by small-angle neutron scattering (SANS) [135], neglecting porosity, 
derives volume fractions for crystallites and grain boundary components of 0.3 and 0.7, respectively, 
with a 50% reduction in atomic density for the grain boundary component. This result suggests that the 
state of the matter in the grain boundary component differs fundamentally from that in metallic glasses, 
where the atomic density is reduced by much less, of the order of 5%, in comparison to the crystalline 
state. On the other hand, more recent investigations [136] of n-Pd consolidated to higher macroscopic 
density find a 100% reduction in the scattering length density of the second phase. In other words, the 
scattering objects are identified as voids, as opposed to the grain boundary component as reported in 
[135]. While additional data point out that the high-k part of the SANS scattering pattern reported in 
[136], discussed in terms of triple-junction voids, is dominated by hydrogen incoherent scattering, the 
above conclusion on the density reduction is not affected [137].

Additional information on the nature of the scattering objects in n-Pd has been obtained by small-angle 
x-ray scattering (SAXS) [15]. In figure 10.25, the experimental values for the invariant Q are seen to 
agree, within error bars, with the value of the invariant determined from the relative density assuming 
zero atomic density in the scattering objects (equation (10.23)). This confirms the
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Figure 10.25 
Invariant Q of the scattering intensity of inert gas 

condensed n-Pd versus sample density relative to the 
literature value for coarse-grained Pd. •: experimental 

data; dashed line: theory for a two-phase 
microstructure ∆ρ/<ρ>V = 1. From [15].

conclusions in [136]. Figure 10.26 displays SAXS intensity data representative for n-Pd in different 
stages of consolidation. As <ρ> increases, the overall scattering intensity is seen to decrease, and the 
slope of the high-k part of the scattering curves is seen to decrease. The scattering intensity can be 
approximated by a power law I (k) ~ k–n at high k. Figure 10.27 displays the variation of power-law 
exponent, n, with macroscopic density <ρ>. As <ρ> is increased, n is seen to decrease to values as 
small as 3.2. The deviation of n from four characteristic of free surfaces (Porod law of small-angle 
scattering [13]) indicates a fundamental change in the character of the objects dominating the scattering 
intensity. The nature of this change is understood qualitatively from equation (10.15), which relates the 
intensity power-law exponent to the size distribution of the scattering objects. For exponents less than 
four, the size distribution is also a power law, n(D) ~ D–b, with b > 3. Consequently, the volume 
weighted distribution diverges for very small sizes.

The divergence of the volume weighted size distribution implies that the free volume and the SAS in 
the high-density nanocrystalline samples are dominated by very small objects with sizes down to below 
1 nm. The nature of these objects is unknown. It may, however, be speculated that grain boundaries will 
give rise to a similar scattering pattern, since their thickness is of the order of 1 nm or below. The 
observed evolution of the power-law exponent to lower values as the density of the nanocrystalline 
system is increased is in qualitative
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Figure 10.26 
Experimental SAXS intensity versus wavevector 

for inert gas condensed n-Pd with 32% (solid 
line), 87% (dotted line), and 97% (dashed line) 

relative density. From [15].

agreement with the results obtained for the Poisson plate model. Hence, the change in power-law 
exponent may reflect a transition from pore dominated to grain boundary dominated scattering. This 
transition will necessarily occur if the porosity is progressively reduced until the grain boundaries are 
the only remaining scattering objects (compare figure 10.23). It is readily estimated that, if the grain 
boundaries in nanocrystalline metals had the same excess volume as conventional grain boundaries in 
metals, typically {V}/a ≤ 0.05 [127] (a is the lattice constant), then the pore-free, 10 nm grain size 
nanocrystal would have a relative density ≥ 99.6%. In order for the scattering signal of those 
conventional grain boundaries to be observable, the nanometer-scale pore volume may have to be 
reduced to a value comparable with the total free volume of all the grain boundaries, that is a fractional 
porosity ≤ 0.4%. Experiments on nanocrystalline solids with this high density have not been reported. 
Future SAS studies may answer the question as to the existence of grain boundaries with highly 
increased free volume in nanocrystalline solids, or of other structures which may be intrinsic to the very 
fine-grained state of matter, such as dilute regions or voids at triple-junction lines or at higher-order 
grain junctions.
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Figure 10.27 
High-wavevector power-law exponent n versus 
relative density for n-Pd SAXS data. From [15].

10.6— 
Nanostructured Amorphous Solids

Inert gas condensed nanometer particles of certain glass forming alloys are amorphous. These materials 
can be consolidated by the same process as used to prepare nanocrystalline metals to form bulk 
amorphous alloys. On the basis of early Mössbauer spectroscopy results [138] it has been proposed that 
these 'nanostructured amorphous solids' have a modified atomic SRO. The atomic SRO in a bulk 
amorphous metal (e.g. in a meltspun ribbon or in vapor quenched films with a thickness exceeding 
considerably the range of the coherent structural ordering) is generally very similar to that of the 
metallic glass [139]. Therefore, the atomic SRO of a bulk amorphous metal is determined by the 
thermodynamic equilibrium structure of the undercooled melt at the glass transition temperature. In 
contrast, the atomic SRO in the interfaces in nanostructured amorphous solids is proposed to be 
determined by the local atomic configurations which are generated when two originally free 
noncrystalline surfaces are contacted in random relative orientation. Hence, one expects an overall 
reduction in the atomic SRO.

Indeed, an x-ray diffraction study finds that the range of structural correlations, typically several 
interatomic distances in bulk amorphous metals and semiconductors, is reduced to one atomic nearest-
neighbor distance in nanostructured amorphous Si–Au (figure 10.28) [140, 141]. The unusual reduced 
atomic SRO in the material was, however, found to be at least partially intrinsic
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Figure 10.28 
Comparative representation of the atomic 

distribution functions of a dense random packing 
of hard-sphere type metallic glass 

(Fe78B13Si9,top), a continuous random network 
structure type amorphous semiconductor (Si–H, 
center), and nanostructured amorphous Si–Au 
(bottom). Note the reduced range of structural 

correlation in nanostructured Si–Au. From [141].

to the particular alloy system, with a pronounced effect of the large bond-length variations resulting 
from the mixed covalent and metallic character of the Si–Si bond on the atomic SRO. On the other 
hand, the strong SAS observed in the system evidences significant modulations of the structure on a 
nanometer scale, indicating that the particular mode of preparation will indeed result in a microstructure 
unlike that of a conventional metallic glass [142–144]. The non-Porod power laws observed in SAS 
from amorphous nanostructured Si–Au have been attributed to arrangements of amorphous particles 
with a fractal character [143, 144]. Contrary to this interpretation, gradients of the atomic density and/or
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composition in the interface regions have been argued to be responsible for the observed non-Porod 
SAS signal in nanostructured amorphous Ti–Pd [142]. At present, no independent experimental 
evidence in favor of one of the alternative interpretations appears to be available. For highly dense 
nanocrystalline Pd, which also displays a non-Porod power law, the notion of an atomic-scale fractal 
structure appears incompatible with the experimental finding that practically all atoms are located in a 
highly perfect crystal lattice (compare sections 10.3.6 and 10.4).

10.7— 
Magnetic Structure.

Magnetic properties are among those which are most strongly affected by nanometer scaling. For 
ferromagnetic particles isolated by a nonmagnetic matrix, the coercive force increases as the particle 
size is reduced from micrometers to the nanometer scale. The coercive force is a maximum at the size 
where the particles become single-domain particles, typically 10–100 nm [145]. Nanocomposite 
materials with this particle size have largescale commercial applications as hard magnets. Similar to 
conventional polycrystalline ferromagnets, the magnetization direction in the absence of an external 
magnetic field is aligned with the easy directions determined by the crystal lattice and shape anisotropy 
in each particle. If the particle size is reduced further, then the energy needed to rotate the 
magnetization vector out of the easy direction diminishes: at sufficiently small size, the thermal energy 
is sufficient to do this. The array of isolated particles as a whole will then lose its ferromagnetic 
properties and become superparamagnetic (see e.g. [146]). If small single-domain particles approach 
one another until their surfaces are within the magnetic exchange length, or if they are embedded in a 
ferromagnetic matrix, then the exchange interaction tends to align the magnetization vectors in 
neighboring particles. As a result, the magnetization vector is expected to be aligned on a scale 
considerably larger than the particle size. As the particle size can be comparable to or even smaller than 
the width of a domain wall in a coarse-grained polycrystal (typically several tens of nanometers in 
elemental ferromagnets), the character of the domain walls is expected to undergo a fundamental 
change as the particle size is reduced, to the extent that the concept of a domain wall may cease to 
apply.

In addition to these microstructure related issues, there may also be an effect from the variation of 
atomic SRO in the interfaces on the magnetic properties. In transition metals, the magnetic moment per 
atom depends on the interatomic spacing (Bethe–Slater curve [146]) and on the 3d and 4s electron 
densities (Slater–Pauling curve [146]). Due to the loss of atomic SRO and to the reduced atomic density 
in the grain boundary region, the values of both parameters differ from those of the crystal lattice. 
Therefore the magnetic moments of the grain boundary atoms may also be different from those in the 
crystal lattice. Similar effects are well known for free surfaces and isolated small particles
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(see reviews in [147, 148]). In certain magnetically ordered solids, the spin structure is modulated on a 
length scale which is much larger than the scale of the periodicity in the nonmagnetic state (see the case 
of Cr mentioned below [149]), that is much larger than the unit cell of the nuclear lattice. In this case, 
the size of the crystallites can become comparable to the characteristic length scale of the spin structure, 
and a pronounced effect of the fine particle size on the long-range magnetic ordering may be expected.

Because of the interaction of the neutron spin with the magnetic moment of the nucleus, the neutron 
scattering intensity is the sum of two contributions: the first, nuclear interference due to the atomic 
structure, has been discussed earlier in this work. In addition, magnetic scattering of a comparable 
magnitude arises from the magnetic structure, that is from the spatial distribution of magnitude and 
direction of the nuclear magnetic moments. In the wide-angle scattering region, this changes the relative 
intensities of the Bragg reflections, and may result in the appearance of reflections which are forbidden 
by the extinction rules of the nuclear lattice [150]. With respect to the magnetic microstructure, probed 
by SAS, the following argument can be made: conceptually, if all the local magnetization directions are 
aligned by a strong external magnetic field, then no nanometer-scale magnetic structure remains, and 
therefore the remaining scattering is exclusively due to the atomic structure. Hence, magnetic and 
atomic contributions can be separated when data are recorded both in the absence of an external field 
and in a field of sufficient strength to saturate the sample. In detail, there is still a magnetic contribution 
in the saturated sample, since the density of the magnetic moments is always proportional to the atomic 
density. For example, due to the change in magnetic scattering length at an internal surface, pores 
contribute strongly to the magnetic SAS signal. This contribution can be corrected for.

The last-mentioned type of characterization of the magnetic microstructure has been applied to n-Fe and 
n-Ni [151, 152]. The SAS intensity changes significantly when an external magnetic field is applied 
(figure 10.29). From the intensity difference, a distribution of magnetic domain sizes is determined. In 
the absence of a magnetic field, the magnetic correlations are found to extend across the interfaces and 
to result in the alignment of the magnetization on a scale of about 200 nm. The results further suggest a 
microstructural model involving ferromagnetic grains and nonmagnetic interfaces. This notion of 
nonmagnetic interfaces apparently contradicts measurements of the saturation magnetization for n-Ni, 
which indicate that the magnetic moment of the grain boundary atoms of this material is identical to that 
of the crystal lattice atoms [153, 154]. As for the case of SAS studies related to atomic microstructure, 
the relative magnitude of contributions from grain boundaries and from internal surfaces, due to 
porosity, appears to require further studies.

The high saturation magnetization of nanocrystalline elemental ferromagnets indicates that the 
reduction of the crystal size and the presence of the grain boundaries have little effect on the magnetic 
ordering in ferromagnets.
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Figure 10.29 
Experimental SANS differential cross-section dσ/dΩ as a 
function of wavevector Q for inert gas condensed n-Fe in 

zero magnetic field (circles), and in a magnetic field 
H = 20 kOe (triangles). The solid lines represent fits to 

the experimental data. Reproduced by permission of 
Wagner [151].

In contrast to this, a strong effect of the crystallite size on the antiferromagnetic ordering is observed in 
nanocrystalline Cr with crystal sizes of 16 nm and below [149]. From the absence of the (100) magnetic 
superstructure peak in neutron wide-angle scattering data, it is concluded that antiferromagnetic 
ordering in n-Cr is suppressed for temperatures below 20 K. In coarse-grained Cr, the superstructure 
peak is present below the Néel temperature of 311 K. In single-crystalline and coarse-grained 
polycrystalline Cr, the antiferromagnetic order of the spin system is modulated by a spin density wave 
with a wavelength of 6.6 nm, which is comparable to the particle size in n-Cr. It is pointed out in [149] 
that the suppression of antiferromagnetic ordering in n-Cr may be related to the confinement of the spin 
density wave in the small grains, possibly in combination with lattice strain.
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10.8— 
Dynamics from Inelastic Neutron Scattering

Diffraction studies require that the wavelength of the diffracted particles be comparable to the 
characteristic length scale in real space of the structure under investigation, that is of the order of 1 Å. 
As a result of its larger mass, the energy of a neutron with the required wavelength is small (1 eV) as 
compared to the energies of photons (104 eV) and electrons (105 eV) used in diffraction studies. 
Consequently, the energy transferred in inelastic interactions with thermally excited states of the crystal 
lattice (typically < 0.1 eV) is a very small fraction of the energy of the radiation used in the experiment 
for x-ray and electron diffraction studies, but constitutes a measurable fraction of the neutron's total 
energy. This enables studies of the dynamics of a solid by inelastic neutron diffraction. Various 
experimental techniques determine the scattering cross-section as a function of the two variables 
momentum and energy transfer (see eg. [155, 156]).

The modified lattice dynamics of small particles and their characteristic surface excitations are 
evidenced, in a more indirect way, by the studies of the Debye–Waller factor for elastic scattering 
described in section 10.3.6. The author is not aware of comparable studies of the dynamics of isolated 
small particles by inelastic scattering. However, the high specific surface area and the well defined habit 
planes of fine graphite and MgO particles have enabled studies of the dynamics and of phase transitions 
of thin layers of methane adsorbed on the particle surface [157, 158].

Two inelastic neutron scattering studies on bulk nanocrystalline samples have been reported. The 
vibrational excitations and the position of hydrogen in n-Pd were investigated in a combined inelastic 
neutron scattering and hydrogen solubility study [159, 160]. The study focussed on the hydrogen 
concentration regime where, at room temperature, no precipitation of H in the β-hydride phase is 
observed. In this concentration regime, solubility measurements show an enhanced overall solubility in 
n-Pd relative to coarse-grained Pd. The neutron scattering data indicate two distinctive vibrational 
modes for the dissolved hydrogen. The first can be attributed to hydrogen on interstitial sites in the 
crystal lattice. The second vibrational mode is similar to that found for H at free surfaces in coarse-
grained polycrystalline and single-crystalline Pd; this mode is attributed to hydrogen at grain 
boundaries and free surfaces in n-Pd. This supports the conclusion, deduced from earlier measurements 
of the solubility as a function of the chemical potential [161, 162] that the additional hydrogen is 
incorporated at the internal interfaces in n-Pd. Results of an x-ray diffraction study of the phase 
transition between the Pd–H solid solution and the β-hydride phase in the nanocrystalline material have 
also been argued to agree with this conclusion [163]. However, contradictory explanations have been 
brought forward for the reduction of the amount of H which can be dissolved in the β-hydride phase 
[162, 163].

The second experiment on bulk nanocrystalline metal explores the
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excitations in pure n-Ni [164] by means of inelastic neutron scattering. As compared with coarse-
grained polycrystalline Ni, nanocrystalline Ni has a higher phonon density of states (DOS) at energies 
below 15 meV. The additional component in the DOS is a linear function of the energy, which is argued 
to imply a two-dimensional nature of the excitations. Noncompacted nanocrystalline powder, 
investigated for comparison in the same experiment, shows less enhancement in the low-energy DOS. 
This supports the interpretation that the enhanced DOS is due to vibrational modes at grain boundaries, 
as opposed to free surfaces. The existence of vibrational modes specific to grain boundaries indicates 
that elastic moduli of grain boundaries may differ from those of the crystal lattice.

10.9— 
Summary

In summary, scattering techniques and EXAFS provide insight into a number of aspects related to the 
structure of nanocrystalline solids. The characteristics of bulk nanocrystalline solids are found to differ 
in several respects from those of isolated or supported particles.

A contraction of the crystal lattice with decreasing particle size is well documented for isolated or 
supported metal particles. For bulk nanocrystalline solids, the little evidence that is available seems 
indicative of a considerably smaller change in lattice parameter. Increased short- and medium-range 
correlated displacements of the atoms from their ideal lattice sites are observed both in fine-grained 
isolated particles and in nanocrystalline solids. The displacements are of a dynamic origin in isolated 
particles, but of static character in nanocrystalline solids. As the grain size of nanocrystalline solids is 
decreased, long-range correlated displacements of the atoms from the ideal lattice sites (lattice strain) 
increase strongly. A similar effect has apparently not been reported for isolated particles. The presence 
of the static displacements suggests that the constraints imposed on each crystallite by the neighboring 
grains have an important effect on the atomic structure in nanocrystalline solids. However, the 
amplitudes of the displacements due to this effect are considerably smaller than the amplitudes of the 
thermally activated displacements (at room temperature) in single crystals. The atomic short- and long-
range order in the crystal lattice in nanocrystalline solids are therefore remarkably perfect.

The effect of nanometer-scale structuring on the real-space information obtained from scattering data 
and from EXAFS, the atomic distribution function, and on the wide angle and small angle scattering 
interference functions can be formulated concisely. The results are well supported by experiment. 
Theory indicates how a quantitative measure for the atomic SRO in the grain boundaries, the fraction of 
atoms on crystal lattice sites, can be obtained from experimental data. The emerging picture is that the 
SRO in the grain boundaries in nanocrystalline solids is not unique, but depends on parameters such as 
the age or the thermal history of the sample. In nanocrystalline Pd a comparatively
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wide disordered grain boundary structure relaxes, upon aging for several weeks at room temperature, 
towards a structure where the topological defect is essentially localized in the two-dimensional grain 
boundary plane. The high atomic mobility required for the relaxations is also evidenced by the 
important grain growth at room temperature observed recently in nanocrystalline metals. This 
phenomenon, presumably connected with the higher purity achieved in recent samples, highlights the 
need for developing methods for stabilizing the grain size.

The free volume of the grain boundaries in nanocrystalline solids has been speculated to deviate 
significantly from that of grain boundaries in conventional coarse-grained polycrystals. These 
speculations have not been conclusively confirmed or disproved. The grain boundary excess free 
volume can in principle be determined by SAS. However, improved samples with significantly lower 
porosity and theoretical studies of the scattering problem are required to achieve this. On the other 
hand, SAS studies of the pore-size distribution have provided valuable insight into the microstructure 
and its evolution during sintering.

Small angle scattering studies conducted to characterize metals have been concerned with issues 
somewhat different from those involved in scattering studies of ceramics. Studies of metals have 
emphasized fundamental issues, whereas studies of ceramics have been motivated by the application 
oriented goal of achieving a dense microstructure. With refined experimental techniques and data 
analysis, diffraction experiments and EXAFS on improved samples will contribute further to promoting 
our understanding of nanostructured materials.
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Chapter 11— 
Interfacial Free Volumes and Atomic Diffusion in Nanostructured Solids

Roland Würschum and Hans-Eckhardt Schaefer

11.1— 
Introduction.

Interest is increasing in the physical properties of nanophase materials because of their potential 
applications [1–5]. The novel properties of nanophase materials are due to the small length scale of the 
modulation of the crystallite orientation or the chemical composition and due to the high number of 
atoms in interfaces associated with these modulations. In the case of nanocrystalline materials with a 
crystallite size in the range of 3 nm to 20 nm the crystallite interfaces comprise an atomic fraction of 
10–50 at.% assuming an interface width of 1 nm.

Various modified properties like enhanced reactivities and solid solubilities or reduced elastic moduli of 
nanocrystalline metals (see references in [2]) as well as improved sintering characteristics [6, 7] and an 
enhanced plastic deformability [8] of nanocrystalline ceramics in comparison with the respective bulk 
crystalline materials are presumably a direct consequence of the low-density structure of the interfaces 
of nanophase materials. An understanding of these properties requires a detailed study of the atomic 
structure of the interfaces, particularly of their structural free volumes, and of the atomic transport 
behavior of the interfaces. After some introductory remarks on the preparation and characterization of 
nanocrystalline materials (section 11.2) a summary will be presented on the positron annihilation 
studies of the structural free volumes of nanophase materials (section 11.3) as well as on the diffusion 
data available at present for nanocrystalline materials (section 11.4). The results of a recent desorption 
study of He after implantation into nanocrystalline metals will be described in section 11.5 as another 
example of atomic transport phenomena in nanocrystalline metals.
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11.2— 
Preparation and Characterization of Nanocrystalline Materials

A variety of physical, chemical, and mechanical techniques are now available for the synthesis of 
nanophase materials, e.g. crystallization of amorphous alloys [9–11], severe torsional deformation [12], 
mechanical attrition [13, 14], or sol–gel processes [15–17]. The most detailed studies so far have been 
performed on nanophase materials synthesized by crystallite condensation and compaction [3, 8]. In this 
technique, coarse-grained ingots are evaporated from resistance heated boats, e.g. tungsten or boron 
nitride crucibles, into an He atmosphere (typically p = 500 Pa), where condensation and growth of 
nanometer-sized crystallites occurs. Assisted by a convective flow of the inert gas, the crystallites are 
collected at a cold finger from which they are finally stripped off under vacuum and compacted in situ 
under high pressure into disk-shaped specimens (p > 1 GPa). For the preparation of nanocrystalline 
metals of high-melting ingots or of nanophase alloys, ultrafine crystallites are prepared by direct current 
(dc) sputtering of targets in an Ar atmosphere (p = 20–200 Pa) [19,20]. A controlled oxidation of the 
crystallites (e.g. Zr) prior to crystallite compaction enables, furthermore, the synthesis of 
nanocrystalline oxides by means of this technique [7,21].

The as-prepared powder compacted materials have densities of 0.7–0.8 of the bulk density ρ0 or lower 
values in the case of oxides as determined by pycnometric density measurements [20,21]. Higher 
densifications [5] without substantial crystallite growth can be achieved by post-annealing (see section 
11.3.2) or in situ compaction for hours at moderate temperatures.

Conventional transmission electron microscopy and x-ray diffraction are primarily used for 
microstructural characterization and phase identification of nanophase materials. A detailed profile 
analysis of the Bragg reflections observed by x-ray diffraction may provide information on internal 
stresses in addition to the determination of the crystallite size [22,23]. In the case of compaction 
prepared nanocrystalline pure metals, the highest values of crystallite sizes occur for low-melting 
metals (e.g. Al, Cu, see section 11.3.2).

In addition to standard methods for the chemical analysis of nanophase materials such as an electron 
micro-beam in combination with an energy dispersive analysis of x-rays (EDX) for the detection of 
elements with atomic numbers Z ≥ 11, highly sensitive and specific ion beam techniques are also 
available [24,25]. By means of particle-induced emission of x-rays (PIXE) using 3.0 MeV 4He+ ions as 
projectiles, total contents below 0.5 at.% of impurities with Z ≥ 11, mainly tungsten and iron, were 
detected in the surface region of compaction prepared nanocrystalline Pd [26]. A quantitative analysis 
of light impurities appears to be needed to assess the physical properties of nanophase materials. The 
technique of nuclear reaction analysis (NRA) [24] enables the study of oxygen contamination by means 
of energy dispersive detection of protons (p) from the 16O(d,p)17O reaction initiated by a 0.9 MeV
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deuteron (d) beam [25]. In this way an oxygen content of 0.3 at.% distributed homogeneously within 
the measuring depth of 1 µm could be detected in the surface region of nanocrystalline Pd [26] or 0.5 
at.% of oxygen in nanocrystalline Ni (n-Ni) that had been exclusively handled under vacuum conditions 
[27]. This impurity content, which is presumably caused by gas or moisture uptake after the preparation 
during the transfer of the specimens in ambient atmosphere, might be significantly lowered in future 
experiments by a more efficient in situ densification of the specimens and/or by in situ sealing of the 
specimens for subsequent studies of their physical properties.

11.3— 
Structural Free Volumes in Nanophase Materials as Probed by Positrons

11.3.1— 
The Technique of Positron Lifetime Spectroscopy

The positron lifetime technique is a sensitive tool for the specific detection of free volumes on an 
atomic scale which can be used for the study of the interfacial structure of nanocrystalline solids. 
Positrons from a radioactive source are rapidly slowed down to thermal energies after implantation into 
solids [28]. The lifetime

of positrons in solids is determined by the overlap of the positron wavefunction Ψ+(r) with the local 
electron density Γ(n–(r)), taking into account the effect of the enhancement of the electron density due 
to electron–positron Coulomb correlation (see, e.g. [29–31]). In crystals without defects, positrons 
attain a 'free' extended Bloch state. This state is characterized by a high positron diffusivity which is 
mainly limited by scattering with acoustic phonons [32, 33]. On its diffusion path the positron may be 
trapped into a localized state at open volumes, for example, lattice vacancies or their agglomerates, 
which gives rise to a characteristic increase of the positron lifetime due to the reduced local electron 
density [29]. This provides a unique measure of the size of submicroscopic free volumes ranging from 
about one missing atom (vacancy) to vacancy agglomerates of about 0.9 nm in diameter applicable both 
to crystalline solids and to disordered condensed matter, such as amorphous alloys [34] or melts [35]. 
The characteristic positron lifetimes in single lattice vacancies are derived from detailed experimental 
studies in metals [36], intermetallic alloys [37], semiconductors [38], and metal oxides [39]. Likewise 
positron lifetimes are available for small vacancy agglomerates from theoretical [31, 40] and 
experimental studies [41]. In the field of ultrafine particles [42–46] positron annihilation has been used 
for the study of surface states, gas adsorption, and segregation phenomena.

A summary on the structural studies of nanocrystalline metals (section 11.3.2), of nanophase alloys 
(section 11.3.3) and of nanocrystalline Si
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(section 11.3.4) and ceramics (section 11.3.5) by means of positron lifetime spectroscopy will be given. 
For these studies the technique of γγ coincidence is used for measuring the positron lifetime [29]. Here, 
the time measurement is triggered by a prompt γ-signal provided by a suitable β+-source such as 22Na 
and stopped by one of the positron–electron annihilation γ-quanta. The coincidence spectrometer with a 
time resolution FWHM (full width at the half maximum) of 200 to 260 ps is equipped with either 
plastic or BaF2 [47] scintillators. For the measurements on nanocrystalline materials at room 
temperature the positron source (typically 8 × 105 Bq of 22NaCl) is carried by a thin Al foil (0.8 µm) and 
sandwiched between disk-shaped measuring specimens [48]. The positron lifetime spectra with a 
statistical accuracy of at least 2×106 coincidence counts are analyzed with standard numerical 
techniques (for details see [48]).

11.3.2— 
Nanocrystalline Metals

11.3.2.1— 
Size of Structural Free Volumes.

According to the data compiled in table 11.1 [49] two dominant positron lifetime components τ1, τ2 as 
well as a weak third long-lived component τ3 > 500 ps can be resolved in nanocrystalline metals 
prepared by crystallite condensation and compaction. The positron lifetimes τ1 are very similar to the 
lifetimes τ1V in lattice vacancies in the corresponding coarse-grained metals (figure 11.1(a), table 11.1). 
The positron lifetimes τ2 scale with calculated positron lifetimes in small agglomerates of about ten 
vacancies in crystals [31] (figure 11.1(b), table 11.1). Within the numerical uncertainties the same time 
constants τi are observed in specimens prepared either by evaporation or by sputtering of the crystallites 
(table 11.1). All positron lifetime components are higher than the free positron lifetime τf in crystals 
without defects, demonstrating that positrons are quantitatively trapped and annihilated at free volumes. 
The intensity ratio I1/I2 of the components τ1 and τ2, which in the case of saturation trapping is 
proportional to the ratio Σ1/Σ2 of the positron trapping rates of free volumes of two different sizes (see 
below, [48]), decreases with decreasing crystallite size (figure 11.2 , table 11.1). Similar positron 
lifetimes τ1 and τ2 to those in the compaction solidified nanocrystalline metals are observed in 
submicron-grained Cu and Ni (see table 11.1) [51] prepared by severe plastic deformation [12].

The components τ1 and τ2 are attributed to structural free volumes of the size of one to two vacancies 
and of the size of about ten missing atoms ('nanovoids'), respectively, in the interfaces between the 
crystallites. The latter open free volumes, the size of which corresponds to a diameter of 0.6 to 0.7 nm, 
are expected to be available in the intersections of interfaces, e.g. triple lines. Free volumes of this size 
cannot easily be detected by other techniques. The long-lived component (τ3) which occurs with minor 
intensity is due to orthopositronium formation presumably in larger voids of the size of, for example, a 
missing crystallite. The experimental evidence for this conclusion is as follows.
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Table 11.1. Positron lifetimes τ1, τ2, τ3 and relative intensities I1, I2 in nanocrystalline solids after compaction of crystallites prepared by evaporation (E) or sputtering (S) 
in nanostructured Cu and Ni prepared by severe plastic deformation (SPD) and moderate annealing and in plasma deposited nanocrystalline Si layers (chemical vapor 
deposition (CVD)) [50] as well as the mean positron lifetimes  in nanostructured Co33Zr67, Fe90Zr10, Fe73.5Cu1Nb3Si13.5B9 after crystallization of the amorphous alloys [5
For n-Pd the decrease ∆τi of τi (i = 1, 2) between the initial (or final) unloaded state and the state under the quasi-hydrostatic pressure pm = 4 GPa is quoted. In addition, th
'free' lifetimes τf in undefected crystals [35], as well as positron lifetimes in monovacancies (τ1V; see [36]), in agglomerates of i vacancies (τiV), and at dislocations (τd) are 
given; d: crystallite size.

Material  d (nm) τ1 (ps) τ2 (ps) τ3 (ns) I1 I2 τf (ps) τ1v (ps) τiv (ps) τd (ps)

Al E 40 253 ± 4 412 ± 7 1.97 ± 0.16 0.58 0.41 163 251 422 (i = 13)a 228b

Fe E 10 161 ± 8 337 ± 6 0.9 ± 0.04 0.20 0.75 106 175 334 (i = 10)a 167

Ni E, S 12 174 ± 1 363 ± 2 0.53 ± 0.07 0.28 0.72 94 180c 376 (i = 13)a 230b

Cu E 20 175 ± 10 299 ± 40 0.47 ± 0.05 0.43 0.44 112 179  164d

Cu S 14 182 ± 8 311 ± 13 0.6 ± 0.2 0.40 0.59     
Pd E 12 182 ± 5 347 ± 5 1.08 ± 0.17 0.33 0.66 108e Pt:168   

   ∆τ1 = 20(11) ∆τ2 = 31(23)        
Mo S 10 204 ± 9 345 ± 2  0.16 0.84 103 180 321 (i = 9)a  
Cu SPD 100 to 171 ± 2 297 ± 9  0.83 0.17     
Ni SPD 200 161 ± 1 330 ± 9  0.88 0.12     
Si E 10 314 ± 35 422 ± 11 3.3 ± 0.3 0.2 0.79 219f 272f 399 (i = 8)g,h  
Si CVD 10  400–450 6.8–12.5       

Pd3Fe S 9 170 ± 8 351 ± 3  0.16 0.84 Pd:108e    

ZrO2
S 10 199 ± 2 378 ± 1 14.5 ± 0.6 0.31  175i    

    
(ps)

 
(ps)

  
(ps)

  

    nanocrystalline  amorphous   coarse-grained crystalline

Co33Zr67    191 ± 1  187 ± 1   148 ± 1   
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Fe90Zr10    158 ± 1  158 ± 1   145 ± 1   

Fe73.5Cu1Nb3Si13.5B9  145 ± 1  151 ± 1   Fe3Si:114  
a [31] c [53] e [55] g [40] i [56]
b [52] d [54] f [38] h [41]
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Figure 11.1 
(a) Positron lifetime τ1 in cluster 

synthesized nanocrystalline metals 
versus the lifetime τ1V in lattice 

vacancies and (b) positron lifetime τ2
 

in nanocrystalline solids versus the 
lifetime τ10V in agglomerates of 
ten vacancies in crystals [20] 

(see table 11.1).

First of all, the quantitative trapping of positrons at structural free volumes in interfaces of 
nanocrystalline materials is a consequence of a crystallite size smaller than the positron diffusion length 
Le+ ≈ 100 nm in an undisturbed metal crystal. In diffusion-reaction theory for positron trapping at 
interfaces with a single type of vacancy sized positron traps (annihilation time constant τ1), the mean 
positron lifetime [57]

sigmoidally approaches τ1 with decreasing crystallite diameter d. This yields , i.e. saturation 
trapping of positrons at the interfaces, for nanocrystalline materials with a specific positron trapping 
rate αIF = 2 × 103 m s–1 of the interfaces (assumed to be similar to that of free surfaces [25, 58] or 
bubbles
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Figure 11.2 
Intensity ratio I1/I2 of the positron 

lifetime components τ1 and τ2 in 
nanocrystalline metals and Si 

prepared by cluster-synthesis (♦) or 
plastic deformation   (see 

table 11.1). d denotes the crystallite 
diameter and the solid line depicts 
the ratio of the positron trapping 
rates Σ1 = 6αIFd–1 (αIF = 2 × 103 

m s–1) of the interfaces and Σ2 = 

σNVCNV (σNV = 2 × 1015 s–1) of the 
nanovoids at the triple junctions of 

interfaces with a volume fraction VTJ
 

= 3d–2δ2  0.01 of triple junctions 

according to the polyhedron model 
of nanocrystalline materials [65] 

(see text). CNV = 0.1 VTJ: concentration 
of nanovoids with the size of about 

ten missing atoms; δ = 1 nm: 
thickness of crystallite interface.

[59]), with a positron diffusion coefficient D = 10–4 m2 s–1 [33], and with a crystallite diameter d  20 
nm.

It appears unlikely that positrons are trapped in vacancy-like defects within the crystallites because the 
short lifetime τ1 can be observed even after annealing of nanocrystalline (n-) Pd [60], n-Cu [50], or n-Fe 
[48] up to 600 K where lattice vacancies are annealed out in the coarse-grained solids [61]. 
Furthermore, the variation of τ1 with pressure [20] (see below) clearly shows a compressibility of the 
positron trapping sites much higher than expected for lattice vacancies. Likewise, positron trapping and 
annihilation at dislocations in the crystallites with a characteristic lifetime of τd < τ1 [62, 63] scarcely 
contribute to the intensity of the short-lived component τ1 because, according to high-resolution 
transmission electron microscopy studies [64], on average only one crystallite (size e.g. 10 nm) out of 
ten contains a dislocation. It is unlikely as well that the component τ2 is due to internal surfaces 
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because, for example, τ2 in n-Fe is significantly smaller than the positron lifetime of 440 ps 
characteristic for surface annihilation in nanocrystalline Fe powder [48]. However, the roles of 
dislocations and surfaces deserve additional studies.

Due to the positron diffusion length  nm being much larger than the crystallite 
diameter of nanocrystalline materials, the trapping
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process of positrons at the interfaces is entirely controlled by the specific trapping rate α (see equation 
(11.2): 0.1dαIF << D for d = 10 nm). In this case the intensity ratio I1/I2 is given by the ratio of the 
trapping rates Σ1 = 6αIFd–1 of the interfaces with the characteristic positron time constant τ1 and Σ2 = 
σNVCNV of the nanovoids at the intersections of interfaces (time constant τ2) which yields an atomic 

concentration CNV  10–3 of nanovoids with about ten missing atoms for I1/I2 = 0.5 (d = 10 nm, table 
11.1, figure 11.2), assuming a specific trapping rate σNV = 2 × 1015 s–1 such as for larger vacancy 
agglomerates [66]. This concentration of nanovoids is in reasonable agreement with a volume fraction 

VTJ = 3d–2δ2  0.01 (d = 10 nm, interface width δ = 1 nm) of triple junctions between the crystallites 
according to the polyhedron model of nanocrystalline materials suggested by Palumbo et al [65]. 
Within the framework of this model the increase of I1/I2 with the crystallite size (table 11.1, figure 11.2) 
can be well understood by the increase of the volume ratio of crystallite boundaries (trap τ1) and triple 
junctions (trap τ2). Likewise, the reduced intensity I2 in fine-grained Cu and Ni prepared by severe 
plastic deformation (table 11.1) is attributable to the reduced trapping fraction of positrons at nanovoids 
at the crystallite intersections due to the larger grain size, 100–200 nm (figure 11.2) [51].

The interpretation of the present lifetime data by positron trapping in interfacial free volumes is further 
supported by studies during crystallite growth. Here the positron lifetime is observed to decrease with 
the value of the 'free' lifetime in crystals without defects when the trapping of positrons at the interfaces 
becomes less important due to an increase of crystallite size beyond the free positron diffusion length 

Le+  100 nm and the onset of partial annihilation of positrons within the crystallites.

The long-lived positron lifetime τ3 (see table 11.1), which mostly exceeds the low electron-density limit 
of positron lifetimes in solids (~500 ps), has to be attributed to ortho-positronium (o-Ps) formation and 
annihilation in larger free volumes, presumably associated with the residual porosity in compaction 
prepared nanocrystalline metals. Although the reduction of the mass density in the as-compacted state 
of nanocrystalline materials is considered to be mainly due to porosity, the trapping rate of positrons in 
pores, i.e. the intensity I3 = 1 – I1 – I2, is small compared to the total positron trapping rate of the 
structural free volumes in the interfaces (components τ1 and τ2). This is due to the high total area of 
interfaces compared to the area of internal surfaces associated with larger voids or pores. Evidence for 
voids was also derived from studies of small-angle neutron scattering (SANS) [67, 68]. Ps formation at 
these larger voids may be favored when the internal surfaces are contaminated by gaseous impurities 
[69]. The effect of impurities on the interfacial free volumes of the size of vacancies (τ1) or triple 
junctions (τ2) is considered to be negligible because the total atomic impurity concentrations of about 1 
at.%, e.g. in n-Pd ([26], see section 11.2), are much lower than the fraction of interfacial atoms. 
However, detailed studies of impurity effects should be conducted more thoroughly in the future.
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Figure 11.3 
Size distribution of structural free volumes in 
nanocrystalline Mo as determined by Laplace 

transformation of a positron lifetime spectrum [71] 
making use of the relationship between the positron 

lifetime and the number i of vacancies per 
agglomerate [31]. The bars denote the free 

volume sizes with the intensities of the time 
constants according to the multicomponent 

analysis of the positron lifetime spectra.

At this point we should emphasize that the positron lifetimes τ1, τ2, and τ3 discussed above were 
determined by standard numerical techniques for the decomposition of the positron lifetime spectra into 
discrete components (see [48]). However, these components and therefore the sizes of free volumes in 
nanocrystalline materials should be considered as the centers of mass of a size distribution. In addition, 
the size distribution is expected to extend to interfacial free volumes smaller than 'vacancies' which are, 
however, not detected due to insufficient positron trapping. Moreover, the positron lifetimes, and 
therefore the sizes of the interfacial free volumes, may depend slightly on the details of the interfacial 
structure and therefore of the specimen preparation as indicated by the slight variations of the results of 
various measurements (see [20, 48, 50, 60]). Information on the size distribution of the free volumes 
can be obtained from positron lifetime spectra with high statistical accuracy by means of numerical 
analysis of these spectra via Laplace transformation [70]. This is demonstrated for nanocrystalline Mo 
in figure 11.3 where relatively narrow distributions of free volume sizes around two maxima can be 
discerned. The positions of these maxima are in good agreement with those of the discrete time 
constants derived from a multicomponent analysis [71]. Recently it was shown that the interfacial 
structure of n-Pd can be modified by changing the preparation route as demonstrated by the changes in 
the size distribution of the submicroscopic free volumes [27].

The interfacial free volumes in cluster synthesized nanocrystalline metals with a mean size of one to 
two lattice vacancies (component τ1) corresponds to the reduced atomic density in the interfaces [5]. At 
the interfaces there are a
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wide range of interatomic distances as deduced, for example, from studies of x-ray diffraction [72] and 
EXAFS (extended x-ray absorption fine structure) [73]. An enhanced specific free volume was also 
found for crystallite interfaces of deformation prepared nanocrystalline materials by means of 
dilatometric analysis [74].

The free volumes with a mean size of one to two vacancies are considered to represent structural 
elements of the metastable and highly disordered interfaces of nanocrystalline metals, which are 
unlikely to exist, for example, in symmetric tilt or twist boundaries of conventional bi- or 
polycrystalline metals. One may assume that the size of localized free volumes in these special 
equilibrium grain boundaries does not exceed the core volume of a grain boundary dislocation [75] or 
the total excess volume of a grain boundary per unit cell [76] which are both smaller than a lattice 
vacancy. One could hardly expect that structural free volumes in more general high-angle boundaries 
with shorter periodicity lengths of their structural units will exceed the size of a lattice monovacancy. 
Simulation studies have shown that, due to a strong atomic relaxation, a missing atom (i.e. a 'point 
defect') in a grain boundary gives rise to a local open volume which is smaller than that of a vacancy in 
a crystal lattice [77, 78].

11.3.2.2— 
Compressibility of Interfacial Free Volumes

Since the positron lifetime is sensitive to the size of free volumes, this technique is useful for studying 
the compressibility of structural free volumes in nanocrystalline materials. In the interfacial structure 
with a wide interatomic distance distribution [72] and reduced elastic properties [79], a compressibility 
of free volumes higher than that of, for example, lattice vacancies is to be expected. Positron lifetime 
measurements performed on as-prepared n-Pd specimens under quasi-hydrostatic pressure in a piston-
anvil device [80] show a change  ps between 0 and 4 GPa (see figure 11.4). This effect is 
reduced to half this value after annealing at 463 K (see figure 11.4) indicating a stiffening of the 
interfacial free volumes with annealing concomitant with an elastic stiffening of the interfaces [79].

From comparative measurements on plastically deformed polycrystalline Pd with lattice dislocations as 
dominant positron traps, a single positron lifetime of 177 ps under a load of 4 GPa and a value of 183 ps 
after load release could be derived. This small pressure variation compared to n-Pd can be considered as 
further evidence that the component τ1 in nanocrystalline metals is not to be attributed to lattice 
dislocations but to interfacial free volumes.

For an assessment of the pressure variation of the interfacial free volumes in n-Pd one may compare the 
decrease of the positron lifetime component τ1 between pm = 0 and 4 GPa (table 11.1) with the change 
expected for the positron lifetime in lattice vacancies. Assuming as an upper limit [81] that the lifetime 
of the vacancy trapped positron changes like the crystal volume (∆V/V = –0.02 for pm = 4 GPa), one 
may estimate a much smaller change ∆τ1V = 4 ps for
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Figure 11.4 
Pressure variation of the mean positron 

lifetime  measured on n-Pd before 
(♦) and after annealing ( ; Ta = 
190°C for 0.5 h) [20]. The lower 

values for Pm = 0 refer to the state 
after unloading. The positron lifetimes 

are measured with an uncertainty 
of ∆ = ±2 ps.

a lattice vacancy in crystalline Pd. From the pressure variation of the vacancy formation volume an 
even smaller size change is expected for vacancies (see discussion in [49, 82]). The free volumes in 
nanocrystalline metals therefore appear to be more compressible than lattice vacancies and indicate a 
rather soft interfacial structure, giving rise to a softening of the elastic moduli [79], an increased 
specific grain boundary energy [83], and a strong pressure induced (1 GPa) isomer shift of the 
interfacial Mössbauer component in n-Fe [5] which greatly exceeds that in α-Fe crystals or in short-
range ordered amorphous Fe alloys. The reduction of the pressure variation of the positron lifetime after 
annealing at 463 K (see figure 11.4) coincides with the structural relaxation of the interfaces as 
discussed below. A minor irreversible fraction of the pressure induced variation of  (see figure 11.4) is 
ascribed to a structural relaxation due to the applied pressure during the positron lifetime measurements 
(~ 10 h).

11.3.2.3— 
Structural Relaxation of the Interfaces

The small crystallite size of nanocrystalline materials together with the athermal process of crystallite 
compaction during preparation raises the question of thermal stability and structural relaxation of these 
materials. By means of positron lifetime spectroscopy on nanocrystalline Pd the structural relaxation of 
the disordered interfaces below the onset of substantial crystallite growth [84] could be observed (figure 
11.5). The decrease of the intensity ratio I1/I2 at 150°C of the positron lifetime components τ1 and τ2 and 
the increases of τ1 and τ2 above 180°C (figure 11.5) are attributed to an atomic reordering and a 
subsequent agglomeration of interfacial free volumes, respectively [60]. This is accompanied by an 
increase in mass density (figure 11.6(a))) and a
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decrease in electrical resistivity (see figure 11.6(b)) [26]. Annealing of n-Pd at moderate temperatures 
(390 K) induces irreversible reordering in the interfaces as evidenced by an increase of the shear 
modulus [79] and a reduction of the specific grain boundary energy [83]. These annealing phenomena 
prior to grain growth show that the interfacial structure of compaction prepared nanocrystalline metals 
exhibits states far from equilibrium. States of lower energy are attained by atomic reordering as well as 
by growth and reduction of the number density of free volumes. This is consistent with theoretical 
considerations [85] of the energy of large-angle grain boundaries.

Figure 11.5 
Positron lifetime components τ1 and τ2 with 

the corresponding relative intensities I1 ( ) 

and I2 ( ) after isochronal annealing 

at Ta (ta = 30 min) of n-Pd in high 
vacuum [60].

At higher annealing temperatures substantial crystallite growth occurs giving rise to a partial 
annihilation of positrons within the crystallites as detected by a decrease of the positron lifetime 
towards the 'free' lifetime in a crystal without defects [60] when the crystallite size exceeds the positron 
diffusion length. Crystallite growth mechanisms are not well understood as in the case of the formation 
of large crystallites of n-Cu even at ambient temperature [86–88].

11.3.3— 
Nanocrystalline Alloys

In nanocrystalline Pd3Fe prepared by compaction of Pd3Fe crystallites [51], positron lifetimes τ1 and τ2 
similar to those in nanocrystalline pure metals occur (table 11.1) with an intensity ratio I1/I2 which fits to 
the variation with
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Figure 11.6 
(a) Increase of the mass density and (b) decrease of the electrical 

resistance R at 5 K (  ) and at 293 K (• ) upon isochronal 
annealing (Ta = 60 min) of nanocrystalline Pd [26]. The bulk density 

ρ0 (– – –) (a) and the resistance variation (×) (b) of coarse-grained Pd 

are depicted. R0 denotes the resistance prior to annealing.
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crystallite size according to the polyhedron model of nanocrystalline materials (see figure 11.2). This 
indicates a pattern of interfacial free volumes in Pd3Fe similar to that in nanocrystalline pure metals.

Synthesis of nanophase alloys can be achieved by crystallization of melt spun amorphous alloys [9–11]. 
In the nanocrystalline alloys Co33Zr67, Fe90Zr10, Fe73.5Cu1Nb3Si13.5B9 [51], or Ni80P20 [89] prepared by this 
technique, a single [51] or a predominant (I = 0.95) [89] component τ1 with a lifetime similar to that in 
the amorphous state occurs characterizing free volumes slightly smaller than lattice vacancies [34]. In 
particular, lifetimes longer than τ2 = 350 ps signifying the presence of nanovoids could not be detected 
after crystallization of these alloys. The reduced size of interfacial free volumes and the absence of 
nanovoids reflect the high mass density of the materials close to the value of bulk crystals and 
demonstrate that the small crystallites are embedded in a dense multicomponent phase of amorphous 
material (see [90]) without the free volumes of nanovoids or triple lines detected in nanocrystalline pure 
metals after compaction.

11.3.4— 
Nanocrystalline Silicon

Ultrafine-grained polycrystalline Si has attracted rising interest particularly due to the modified 
electrical, optical, and physicochemical properties associated with the high number of crystallite 
interfaces [90–93].

In nanocrystalline Si layers deposited by chemical transport in a hydrogen plasma [50] and in cluster 
synthesized nanocrystalline Si [49], a dominant positron lifetime τ2 = 400–450 ps and a weak long-lived 
component indicating ortho-positronium formation in pores are observed (table 11.1). The component 
τ2 characterizes (in, for example, hydrogenated amorphous Si [94]) free volumes of the size of 8–15 
vacancies [40, 41]. As in nanocrystalline metals these free volumes are considered as structural 
elements of the interfaces and are thought to be located at the intersections of interfaces. As 
demonstrated for plasma deposited n-Si, these free volumes still exist after annealing treatments above 
the recovery temperatures of vacancy agglomerates in crystalline Si [38, 50].

In nanocrystalline Si prepared by compaction of crystallites, an additional positron lifetime component 
τ1 = 325 ps with low intensity occurs (table 11.1 [49]). This component, although determined with 
considerable uncertainty, is typical for triple or tetravacancies [41] and may signify interfacial free 
volumes larger than one missing atom in the covalently bonded semiconductor. That these small free 
volumes with positron lifetime τ1 are not found in plasma deposited nanocrystalline Si layers [50] may 
be due to the elevated preparation temperatures and a high degree of orientational correlation between 
the crystallites. As in the cases of nanocrystalline metals (section 11.3.2) and alloys (section 11.3.3), 
this demonstrates that the microstructure of nanocrystalline materials depends strongly on the 
preparation technique.

These measurements on nanocrystalline Si illustrate the utility of the
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positron annihilation technique for the study of the interaction of gaseous impurities with voids or 
bubbles [69, 95]. For example, long-term exposure to air or thermally induced evolution of hydrogen 
gives rise to a significant decrease or increase of the positron lifetime component τ2 in plasma deposited 
Si [41]. There is a reduction of the positron lifetime in gas decorated voids. In addition, the 
characteristics of ortho-positronium formation and annihilation (component τ3) change after hydrogen 
evolution, as in hydrogenated amorphous Si, which is ascribed to hydrogen dissociation from dangling 
bonds at void surfaces (see [50] for references).

11.3.5— 
Nanocrystalline Ceramics.

The recent evidence for low-temperature ductility [8] and improved sintering characteristics [6, 7] of 
cluster synthesized nanocrystalline ceramics initiated a number of studies in this field. Positron lifetime 
spectroscopy is well suited for the investigation of the structure and particularly of the sintering 
properties of nanocrystalline ceramics enabling the detection of ultrafine pores (nanovoids) and hence 
supplements other techniques commonly utilized for the study of porosity.

In the following a summary will be given on a recent positron lifetime and x-ray diffraction study [21] 
of nanocrystalline ZrO2. This material is of considerable technological interest considering the 
importance of zirconia based solids as sensor materials or ion conductors [96] as well as for 
transformation toughening [97].

The cluster-synthesis of nanocrystalline ZrO2 was performed by dc sputtering [19] of metallic Zr 
followed by slow oxidation at ambient temperature, and in situ compaction (p = 1 GPa) of the ZrO2 
crystallites [21]. In the n-ZrO2 specimens prepared in this way a tetragonal crystallite structure instead 
of the monoclinic ambient-temperature structure of coarse-grained ZrO2 is observed. This is in 
agreement with earlier observations on ultrafine ZrO2 powders [98, 99] (figure 11.7(a)). Different 
specific interface and surface energies of tetragonal and monoclinic ZrO2 were considered to give rise to 
this stabilization [99] which depends on the crystallite diameter (critical diameter dC = 10 nm), on lattice 
distortions, and on the nucleation conditions at the interfaces for the initiation of the phase 
transformation. An additional contribution of cubic phase material due to an oxygen deficiency may be 
present initially.

The tetragonal-to-monoclinic transformation occurs in two stages: stage I (at 150°C) and stage II (at 
750°C) upon isochronal annealing [21]. The partial transformation in stage I below dC is accompanied 
by an increase of the positron lifetimes τ1 and τ2 and their intensity ratio I1/I2 (see table 11.2). In analogy 
to nanocrystalline metals (see section 11.3.2) the lifetimes τ1 and τ2 can be attributed to vacancy-sized 
free volumes in the crystallite interfaces and to nanovoids located in the triple lines between the 
crystallites, respectively. This model is supported by the increase of I1/I2 upon crystallite growth when 
the
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Figure 11.7 
Annealing behavior (ta = 60 min) of n-ZrO2 [21]: 

(a) fraction of monoclinic phase and crystallite diameter d 
from x-ray diffraction; (b) mass density ρm (···: density of 

monoclinic ZrO2) and Vickers hardness HV; (c) mean positron 

lifetime  for gas phase prepared n-ZrO2 and 

commercial ZrO2 (♦, 7 nm) specimens.

relative contribution of triple lines decreases [65]. From a comparison with detailed positron lifetime 
studies in vacancy clusters in electron irradiated Al2O3 crystals [39], the τ2-values in n-ZrO2 (see table 
11.2) can be attributed to nanovoids of the size of about 10 to 15 missing atoms. Partial annihilation of 
positrons at defects originating from the martensitic tetragonal-to-monoclinic (t–m) phase 
transformation with lifetimes near τ1 may occur. A weak long-lived
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positron annihilation component (see table 11.2) indicates o-Ps formation in a few larger voids.

Table 11.2. Positron lifetimes τi and relative intensities Ii measured on nanocrystalline ZrO2 after isochronal 
annealing at temperature Ta for ta = 60 min [21].

Ta (°C) τ1 (ps) τ2 (ps) I1/I2 τ3 (ns) I3

50 199 ± 3 379 ± 2 0.44 14.5 ± 0.6 0.02

300 239 ± 7 404 ± 7 0.73 7.8 ± 0.4 0.022

600 242 ± 2 420 ± 4 1.36 5.2 ± 0.2 0.01

900 200 ± 1 460 ± 7 9.3   
1200 188 ± 1 763 ± 45 (I1 = 0.997)   

The transformation in stage I may be attributed to a structural relaxation of the interfaces which is 
evidenced by the agglomeration of interfacial free volumes (see τ1, τ2 increase, table 11.2), initial grain 
growth (figure 11.7(a)), and a release of strains within the crystallites. The incorporation of oxygen may 
contribute to this transformation. In stage II the tetragonal-to-monoclinic phase transformation is finally 
completed as the crystallite diameter exceeds the critical size of about 10 nm for stabilizing the 
tetragonal phase (figure 11.7(a)). Simultaneously with the crystallite growth, nanovoids and pores 
disappear in stage II as deduced from the increase of the positron lifetime component τ2 (table 11.2), 
from the decrease of the mean positron lifetime  (figure 11.7(c)) and of the intensities I2 and I3 (table 
11.2), as well as from the increase of the Vickers hardness and the mass density (figure 11.7(b)).

Above 1100°C the mean positron lifetime  approaches the free bulk lifetime τf = 175 ps [21, 39] 
although the crystallite diameter is determined to be similar to the conventional diffusion length of 
positrons in crystals. This might be due to a strong relaxation or a positive charge state of interfacial 
free volumes hampering the trapping of positrons or due to competitive positron trapping in the 
crystallites, for example, at negatively charged substitutional impurities like in GaAs [100] with 
positron lifetimes similar to τf.

The present results of positron lifetime, mass density, and Vickers hardness measurements indicate that 
in n-ZrO2 (as well as in condensation prepared TiO2 [6, 7]) the sintering and densification temperatures 
are lowered compared to ultrafine ZrO2 prepared by common techniques. Comparative positron lifetime 
measurements on a compacted conventional ZrO2 powder (crystallite size < 7 nm, Johnson Matthey 
Company), where the dissolution of pores is observed at higher temperatures (figure 11.7(c)), give 
further evidence of the advantageous sintering behavior of cluster synthesized ceramics.
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11.4— 
Diffusion

The atomistic structure of interfaces, their structural relaxation, and, in particular, the role of free 
volumes may be further investigated by employing diffusion studies. These studies are of technological 
interest because of the initially observed strongly enhanced diffusivities in nanophase materials (see 
[101]). This enhanced diffusion can result in enhanced plastic deformability of ceramics and 
intermetallics, and may also have technological implications for sensors and solid state batteries.

Table 11.3. Apparent diffusion activation enthalpies (eV) for nanocrystalline solids and for volume diffusion (see [101–
103]). The values for nanocrystalline solids were determined neglecting interfacial relaxation and crystallite growth 
during diffusion heating.

Diffusor Cu Ag Ag Be F Hf O

Matrix Cu Cu Pd Fe CaF2 TiO2 TiO2

Nanocrystalline 0.64a 0.39–0.63b 0.44c 0.54c 0.33–1.0d 1.24c 1.29c

Volume 2.0e  2.67f 0.82g 1.59d 2.45h 2.6i

   (Pd in Pd)   (Ti in TiO2)  
a [101]        
b [105]        
c [103]        
d [108]        
e [104]        
f [106]        
g [107]        
h [109]        
i [110]        

A concise compilation of recent diffusion data in nanostructured solids is given in table 11.3. The 
apparent activation energies Q for self-diffusion (e.g. Cu in Cu or F in CaF2) or for substitutionally 
dissolved foreign atoms (e.g. Ag in Cu or Pd) are drastically reduced to one quarter or one third of that 
of the volume diffusion activation energies. This reduction enhances the low-temperature diffusivities 
by many orders of magnitude [101].

Some information on the diffusion mechanism may be derived from the pressure variation of the 
diffusivity [103] yielding an apparent activation volume ∆V = 0.6 Ω for the Cu diffusivity in n-Pd, 
where Ω denotes the Pd atomic volume. Similar values of ∆V were observed for substitutional diffusion 
in the

Página 1 de 1Document

10/04/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_294.html



   

Page 295

lattice or in a grain boundary [111]. The value of 0.6 Ω is therefore considered as evidence for 
substitutional Cu diffusion in n-Pd, for example via the vacancy-sized free volumes detected by 
positron lifetime studies (see section 11.3). In addition, the pressure sensitivity of the diffusivity makes 
an interpretation of the low activation enthalpies by diffusion processes along free internal surfaces 
unlikely.

It should be pointed out that the activation enthalpies listed in table 11.1 have to be considered as 
apparent or effective values in the sense that interfacial structural relaxation or crystallite growth during 
the diffusion heating treatment were not considered. Changes and densification of the interfacial 
structure with increasing temperature are demonstrated by the increase of the apparent Q-values and 
therefore a decrease of the diffusivities of Ag in n-Cu [105] or of F in n-CaF2 [108] (see span of the Q-
values in table 11.3). This is presumably due to a change in size and a reduction in number of interfacial 
free volumes as detected by positron lifetime studies.

The diffusion behavior of light interstitial atoms in nanocrystalline solids appears to differ from that of 
substitutional atoms. The diffusivities of boron in n-Fe [103] or of hydrogen in n-Pd at low H 
concentrations [112] are lower than the corresponding lattice diffusivities. This may originate from 
trapping of the light diffusors at interfacial free volumes. At higher H concentrations the hydrogen 
diffusivity is observed to increase [112] due to a successive filling of the traps.

Diffusion studies in nanocrystalline metal oxides are of particular interest because the low-temperature 
ductility [113] and an increased strain-rate sensitivity [114] observed in these otherwise brittle ceramics 
may be a result of enhanced atomic transport in the interfaces. In n-TiO2 densified at 570°C under 
pressure (1.5 GPa) to 95% of the bulk density, oxygen diffusivities about five orders of magnitude 
higher than in crystalline TiO2 (rutile) are observed [103]. In contrast, Hf diffusion in n-TiO2 is found to 
be relatively slow, presumably due to an interstitialcy process (involving interstitial sites) for cation 
self-diffusion evoked in bulk rutile (see [103]).

For a better understanding of the diffusion mechanisms in nanocrystalline solids and their interrelation 
with the atomistic interfacial structure, diffusion experiments on high-purity dense materials of small 
grain size without changing the interfacial structure or the crystallite size during the diffusion heating 
are needed. This means that the temperature variation of the diffusivity should be measured below the 
temperature of a preceding annealing treatment. Then the atomic diffusivities may be specifically used 
for studying the changes of the interfacial structure due to annealing treatments.

11.5— 
Helium Desorption after Implantation

The effect of the interfacial structure of nanocrystalline metals on atomic transport phenomena may 
additionally be demonstrated by desorption studies
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of He after implantation with MeV energies [82, 115]. Helium with its closed electron shell of noble 
gases and its short-range repulsive potential in solids exhibits a low solubility, a high diffusivity, and a 
high binding energy ≥ 2.0 eV to vacancies so that it tends to form agglomerates and bubbles in 
crystalline solids (for a review see [116]) and cannot be removed even at high temperatures.

Figure 11.8 
Temperature variation of the He desorption rates  

(heating rate 100 K h–1) from nanocrystalline Pd (n-Pd6) 
and coarse-grained Pd (c-Pd6) after low-dose 3 MeV 

implantation of He+ ions (mean implantation depth 4.5 µm) 
at 100 K [82, 115].

In nanocrystalline metals the He desorption after implantation is facilitated as indicated by the 
following results:

(i) The He desorption from n-Pd after 3 MeV implantation of He ions (see figure 11.8) starts to occur at 
ambient temperature whereas the implanted He atoms are retained in the coarse-grained specimen (c-
Pd) up to 900 K. At higher He implantation doses the He desorption was found to occur in n-Pd, at 
lower temperatures than in c-Pd [82, 115], and a desorption maximum in n-Pd at 650 K can be 
quantitatively described by a dissociation reaction with an activation energy of 2 eV and a pre-
exponential factor of 8 × 1013 s–1 [82, 115].

(ii) After structural relaxation of the interfaces of n-Pd due to annealing at 495 K prior to He 
implantation, the He desorption is impeded and shifted to higher temperatures (see figure 11.9).
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Figure 11.9 
Comparison of the He desorption rates after 3 MeV 
implantation into as-prepared n-Pd and into an n-Pd 
specimen annealed at 495 K for 30 min [82, 115]. 

Note the shifted scales of the desorption rates.

(iii) The discontinuous He desorption observed for coarse-grained Pd due to He bubble desorption 
processes is strongly suppressed in n-Pd [82, 115].

From these experimental results it may be concluded that the initial He desorption from nanocrystalline 
Pd at relatively low temperatures is due to He dissociation from bubbles during bubble Ostwald 
ripening with subsequent fast diffusion of He via interfaces. This facilitates He diffusion in contrast to 
what happens in coarse-grained metals where the discontinuous desorption originates from He transport 
by bubble diffusion.

The shift of the He desorption process in n-Pd to higher temperatures after a pre-implantation annealing 
at TA = 495 K, where no significant grain growth but densification (see figure 11.6(a)) and elastic 
stiffening [79] occur, may be ascribed to atomic relaxation in the interfaces with loss and agglomeration 
of free volumes (see section 11.3.2). This gives rise to a slowing down of the He transport in the 
interfaces. This transport may be directly affected by the jumping of metal atoms during structural 
relaxation of the interfaces. From the impeding of the He desorption by structural relaxation prior to 
substantial grain growth we may conclude that open porosity is unlikely to be involved in this process.
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Chapter 12— 
Chemical Properties.

Debra R Rolison

12.1— 
Introduction

Chemistry plays an important role in creating nanoscale structures, where the modern usage of the term 
nanostructure implies that control, and often explicit design, of the chemistry (or physics) is required to 
generate the as-created nanostructure. Two recent review articles summarize the uses of chemistry in 
this small-scale (and sometimes Herculean) creative effort [1, 2] and use the term 'nanochemistry' to 
describe synthetic means to nanoscale ends.

Perspectives on nanostructures and nanoscale phenomena need to span the insights and limits of 
multiple scientific disciplines. The following paraphrases an exchange between a chemist and a 
physicist who mutually agreed with a 1991 editorial in Science accompanying the special section on 
nanoscale science [3] which stated 'This is an area currently getting a lot of hype' [4]. The physicist, 
who studies nanoscale materials, commented that the greater benefit of nanostructures would surely be 
their application in chemistry—particularly in catalysis—only to be countered by the chemist, who also 
studies nanoscale materials and felt certain that the quantum confinement effects exhibited by 
nanometer-sized materials would be best expressed in optical or electronic technology where the 
nanostructure could be isolated from encountering molecules and thereby avoid any risk of chemistry.

This exchange highlights another interpretation of the term 'nanochemistry' —an interpretation where 
the questions become: can chemistry be done with (or at) nanostructures; what remains of a 
nanostructure when it is exposed to molecules with which chemical reactions can occur; can the 
integrity of a nanostructure—its controlled composition and placement, often laboriously achieved—be 
assured when it acts as a catalyst to enhance the rate of a chemical reaction—or worse yet, when it acts 
as a (potentially unplanned) reactant in a chemical reaction; what are the issues when chemical 
reactions occur at nanostructures or within a nanostructured environment? It is the conceit of this
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author (a chemist) that these questions need to be acknowledged and thought about in greater detail than 
has been given to them to date; this discussion is an initial and undoubtedly biased and incomplete 
attempt to do so.

12.2— 
Examples of Nanostructures in Chemistry

One place to seek some of the answers to these questions is in the old chemical literature because the 
chemical preparation of a nanostructure, although bigger than the customary chemical yardstick (a 
molecule), is nonetheless nothing particularly new. A chart compiled by Whitesides et al [1] 
summarizes the different concepts of 'customary size' as defined by the practitioners of biology, 
chemistry, or physics, and highlights the relativity of size (what is large/what is small) within and 
between the three disciplines.

The research in such established small domains as colloids, micelles, nucleation phenomena, and 
supported metal or metal oxide catalysts developed much of the arsenal now being used to design 
nanochemistry (i.e. to synthesize nanomaterials by chemistry [1,2]) and is a store of both useful 
information and lessons already learned about nanochemistry (i.e. chemical reactions at nanoscale 
structures). These general concepts include self-organization (e.g. self-assembly) and site specificity 
(e.g. templating). What has changed is primarily our current expectations of nanostructures and their 
properties. A brief summary of several of these long-established small domains provides a starting point 
for the interested.

12.2.1— 
Colloids

Just as preparations of nanomaterials via chemical processes are not new, neither are the use and 
characterization of nanomaterials in chemistry. Colloids exemplify both categories. Colloids are 
particles (of a vast range of chemical composition) formed in a condensed phase (solution or solid state) 
whose sizes range from 1–1000 nm. Colloids have either been considered as small pieces of material 
where the continuum properties of matter are exhibited [5] (i.e. nanoscale in size but not in effect) or as 
small pieces of material, particularly at the low end of the size range, that define the transition between 
molecular and materials properties [6] (i.e. nanoscale in size and effect). Colloids are age old and 
colloidal science dates from the turn of the century; Henglein [6] and Thomas [7], in their respective 
reviews of colloidal semiconductors and metals, take delight in pointing out that the title of the first 
major text on colloid science (by Ostwald in 1920) translates as The World of Neglected Dimensions 
[8].

Transitions in the physical and chemical properties of colloids as the size was diminished were 
observed (and then eventually expected) to show effects attributed to quantization. Indeed, as Henglein 
details in his review [6], the wavelength shift in the absorption of light by nanoscale semiconductors 
was first observed in the late 1960s for colloidal AgI [9] and AgBr [9, 10].

Página 1 de 1Document

10/04/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_306.html



   

Page 307

The practical demonstration of the effects of quantum confinement evolved from such observations, 
because the use of colloids readily permitted optical characterization of the effect of size on the position 
of the absorption maximum. Varying the known average sizes of polydisperse colloids (as established 
by various physical and reactive methods) [11–13] showed that the absorption maximum blue-shifted as 
the size of the colloid decreased. The optical properties of colloids as a function of size have been 
especially well studied for the cadmium chalcogenides (i.e. CdS and CdSe) when formed as free-
standing colloids [13–15], surface-supported colloids [11, 16, 17], or as three-dimensionally encaged 
colloids within zeolites [18, 19], metal phosphonate lattices [20], or micelles [21, 22]. The optical 
characteristics of nanostructures are discussed more fully in chapters 4 and 16.

Another optical phenomenon to which colloids (and variations in their size and shape) have contributed 
is the study of the surface enhanced Raman effect. Ever since Fleischmann et al reported a millionfold 
increase in the Raman signal from pyridine adsorbed on an electrochemically roughened silver 
electrode [23], the relative contributions to the signal enhancement from electromagnetic factors or 
from chemical effects have been theoretically debated and experimentally probed. The ability to vary 
the particle size and morphology of a Raman-active surface by the deposition of silver and other 
metallic colloids, or by the study of the dispersed colloids [24], has provided an experimental approach 
to explore the influence of size and shape on the Raman intensity, without the randomness of size and 
shape characteristic of a metal surface after electrochemical roughening. These advantages can be 
lessened, however, once a neutral Raman probe has adsorbed to the surface of a colloid [24] and 
disrupted the electrostatic forces or steric interactions otherwise preventing aggregation: aggregation 
can lead to irreproducible spectroscopy [25]. Enhanced Raman intensity has been found for colloids 
sized at tens of nanometers and shaped as prolate spheroids, rather than for smaller particles shaped as 
perfect spheres, where the larger sizes and nonspherical shape can be correlated with the resonance 
wavelength of surface plasmon excitations in the metal [24].

12.2.2— 
Supported Nanoscale Catalysts

The use of sub-micrometer particles of metals or metal oxides on nonmetallic supports to perform 
heterogeneous catalytic reactions is much examined and the literature on this topic is vast—a minor 
subset of this literature will be discussed in this section. Had the workers in this area not entitled the 1–
10 nm supported particles microcrystallites or microstructures, but christened them instead the 
nanocrystallites or nanostructures they actually are, nanoscale nomenclature might have been inspired 
decades earlier.

An important goal in a practical supported catalyst is to achieve a high degree of dispersion [26] since a 
high degree of dispersion maximizes the contact area of catalyst with reactant and support and 
minimizes the fraction of
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catalyst buried within large particles unable to participate directly in the catalyzed reaction. A 
sufficiently large catalyst particle does, however, buttress continuum electronic effects—which may be 
the desired effect in the catalytic reaction. But, just as for the size quantization effects observed in the 
optical properties of colloids, the possibility of quantum effects influencing catalytic/chemical reactions 
has long been postulated as the size of the catalyst particle is brought into the nanoscale regime [27].

Agglomeration of a supported catalyst into larger particles is one of the dreaded outcomes of long-
duration reactions at supported catalysts [26, 28] (i.e. nanocrystallites). Minimization, although not 
outright prevention, of catalyst particle agglomeration has been one of the valid reasons to use 
microporous supports, especially the aluminosilicate zeolites where the nanometer scale of the 
pore/channel/cage architecture of zeolite crystals offers a means to template the formation of the 
catalyst particle and then corral it once formed [29]. The pore/channel/cage architecture that defines the 
structure of microporous zeolites can be used to further restrict the particle size and to limit the size of 
molecular sorbates with which the nanocrystallites can interact.

With the importance of zeolites for strong-acid catalyzed chemistry [30], the literature on forming 
metal, metal oxide, or semiconductor compounds supported on zeolites is also vast with entire books 
devoted to the preparation, characterization, and properties of such systems [31]. The zeolite 
community refers to such systems as microstructured materials because their emphasis is primarily on 
the zeolite host and secondarily on the nanometer-sized guest. The decades of work on this approach 
have provided to the nanoscale community both a very promising templating host and the synthetic 
schemes necessary to create the nanostructures more in vogue today, including synthesizing—as an 
encapsulated guest—nanoscale materials desirable for uses other than catalysis [2]. The principles 
leading to the design of such nanostructured composites are, however, the same as those pioneered in 
the study of zeolite supported catalysts.

12.2.3— 
Nucleation Phenomena.

The heart of either homogeneous or heterogeneous nucleation phenomena—whether on a surface, as in 
electrocrystallization [32], or from a solution or in the gas phase—lies in the production of a material 
arising from the level of single atom or molecule through nanoscale to microscale and possibly on to 
macroscopic scale. The growth of crystals has much about it that strikes one as a controlled assembly of 
structures, although the process is rarely quenched at the nanometer scale. The language currently being 
used to describe the growth of zeolite crystals [33], for instance, sounds reminiscent of the thinking 
behind self-assembly where entropic factors play guiding roles in the formation of the nanostructured 
material [1].

Electrochemically induced nucleation has long been favored in the study of nucleation as it allows 
experimental control of the rates of nucleation
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and growth by judicious control of the potential applied to the electrode. The recent use of 
ultramicroelectrodes [34, 35], which are electrodes with at least one dimension on the order of 0.1–10 
µm, has permitted the creation, isolation, and characterization of a single electrocrystallization center; if 
excessive growth is not permitted, this nucleus can be quenched as a nanostructure isolated on the 
surface of the ultrasmall electrode [36]. Studies of single electrocrystallization centers of α-PbO2 and β-
PbO2 (materials of technological importance whose electrocrystallization, growth, and morphology are 
of fundamental importance in the behavior of lead–acid batteries) on carbon or platinum disk 
ultramicroelectrodes have greatly simplified the ability to determine the kinetics of growth of the lead 
dioxide nucleus [37]. Limiting nucleation to the single center permits the use of Poisson statistics to 
describe explicitly the birth and death processes of the nucleus [38].

12.3— 
The Effect of Nanoscale Materials on Chemical Reactivity

Just as changes in the optical and electronic [39] properties of nanoscale materials are anticipated based 
on quantum confinement effects, as previously discussed, changes in the chemical reactivity of 
nanoscale materials have also been anticipated [6, 7, 27]. Although gas phase bare metal clusters are an 
ephemeral example of a nanostructured material, the research in this area offers another source of 
insight into size-dependent variations in chemical reactivity [40, 41]. As chemical reactions are 
governed by electrons, relative electron affinities (or ionization potentials), and electron orbital 
densities, a natural coupling exists between chemical reactivity and the electronic character of the 
reactants and any reaction catalysts. In his review of transition metal atom clusters, Morse [40] tabulates 
ionization thresholds as a function of the number of atoms and these data show that the ionization 
potential increases as the cluster size drops below the bulk limit. The increase in ionization potential 
does not, however, always vary monotonically with cluster size. A demarcation in the chemical 
reactivity of gas phase metal clusters, using the language developed to describe heterogeneous catalysis 
at supported catalysts, has been made between 'facile' reactions of high rate with minimal size 
dependence and 'demanding' reactions where the rate is dependent on cluster size and also exhibits 
crystal plane dependencies for the same reaction with the bulk metal [40, 41]. This latter reactivity path 
has been restated as one involving a correlation between ionization potential of the metal cluster for 
reactions involving electron transfer to the metal—particularly those involving reaction with hydrogen 
[42].

12.3.1— 
Chemical Reactivity: 
Metal Nanocrystallites Supported on Oxides

Size quantization in the electronic properties of a catalyst, though much anticipated, may remain 
elusive, or, at the least, support or host dependent and
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possibly even reaction dependent. A recent summary by Sinfelt and Meitzner [43] of the 
characterization of oxide supported metal catalysts by studies of the x-ray absorption edge of the metal 
(which probes its electronic structure) led them to conclude that clusters of platinum, iridium, or 
osmium sized down to 1 nm and supported on alumina or silica exhibited electronic properties similar 
to those found for large crystallites of the metal (which show bulk electronic properties).

Recent results by Koningsberger and colleagues with platinum clusters (containing five to six atoms) 
fabricated within the channels of synthetic KL zeolite [44] are consistent with the above conclusions 
that the electronic structure of metal nanocrystallites supported on nonconducting oxides reflect bulk 
electronic characteristics. This study also offers significant insight into the importance of physical 
structure and chemical environment on the catalytic activity of supported nanocrystallites.

The Pt/KL catalyst has been used to produce benzene from n-hexane, but it is readily poisoned by sulfur 
[45] (creating the need for feedstocks with minimal sulfur content). Extended x-ray absorption fine 
structure (EXAFS) spectroscopy was used to show that Pt/KL exposed to H2S (to a level that lowered 
the catalytic activity for benzene production by 70%) yielded larger platinum clusters (growing to 13 
atoms of platinum), which, nonetheless still were metallic (i.e. exposure to sulfur had not formed a 
platinum sulfide). Hydrogen chemisorption measurements showed that not every surface platinum atom 
was associated with a sulfur atom as the available platinum surface had only diminished by 25%. The 
70% decrease in chemical reactivity at the larger, still relatively sulfur-free platinum clusters was 
attributed to the loss of active metal surface as more platinum atoms became incorporated within the 
interior of the nanocrystallites and as growth of the larger particles apparently blocked the zeolite 
channels and restricted access of the n-hexane reactant to the Pt nanocrystallite catalyst [44].

12.3.2— 
Electrochemical Reactivity

12.3.2.1— 
Metal Nanocrystallites Supported on Conductors

A catalytic arena in which nanostructure size effects have been observed has been in electrochemical 
reactivity. The importance of the character of the support (or host) for the nanocrystallites can also be 
seen in such studies.

Platinum or palladium supported on conducting surfaces (chosen to be catalytically inert for the 
reaction of study) were studied by Bagotsky and Skundin to correlate electronic properties (as 
determined from electron photoemission) [46] with electrocatalytic activity [47]. They found that the 
photoemission current increased (relative to that for the bulk metal) for nanocrystallites of platinum 
supported on titanium or glassy carbon while the photoemission current for palladium nanocrystallites 
supported on glassy carbon decreased relative to that of bulk palladium (there was negligible difference
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between bulk palladium and palladium nanocrystallites supported on titanium); the photoemission 
currents also varied as a function of the crystallite size [46]. The trends in the photoemission current 
tracked the trends in the electrocatalytic activity of the nanoscale Pt or Pd for hydrogen evolution

and other reactions [46]. That is, as compared to the bulk metal, increased reactivity (or electrochemical 
current) for supported platinum nanocrystallites and decreased reactivity for glassy carbon supported 
palladium nanocrystallites [46, 47] was observed.

Figure 12.1 
The surface atom arrangement for a face-centered cubic (fcc) crystallite 

in a cubo-octahedral configuration with the (100) and (111) faces outlined 
with a thick black line and specifying the number of nearest neighbors for 

edge (e), corner (c), and facial (f) atoms (after [73]).

Catalyst nanostructures supported on a conducting support have a long history of use under very 
practical technological conditions, e.g. in fuel cells where platinum or platinum group alloys (usually 
with Sn or Ru) supported on carbon blocks electrocatalyze both hydrogen oxidation at a Pt/C anode (the 
reverse of equation (12.1)) and oxygen reduction at a Pt/C cathode. Electrocatalytic efficacy correlates 
with particle size for these systems. Kinoshita has recently discussed the importance of the physical 
structure and size of carbon supported platinum nanocrystallites for oxygen reduction in acid electrolyte 
[48] (a common fuel-cell configuration). Kinoshita correlates his and other literature data with the 
relative fraction of platinum surface atoms on the faces of the
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particle (either a (100) or (111) face, as seen in figure 12.1 for fcc Pt in a surface-energy minimized 
cubo-octahedral configuration), and finds that the specific activity of the oxygen electroreduction 
reaction (defined as current per unit surface area of Pt) increases with increasing particle size and 
stabilizes above 10 nm [48]. There seems to be good agreement that if the efficacy of oxygen 
electrocatalysis at carbon supported Pt nanocrystallites is measured instead as a function of mass 
activity (defined as current per unit mass of Pt), the activity maximizes at Pt particle sizes of ~3 nm [48, 
49].

12.3.2.2— 
Metal Nanocrystallites Supported on Nonconductors.

In work performed at the Naval Research Laboratory, Pt nanocrystallites supported on synthetic 
faujasite zeolite have been studied as ensembles of dispersed ultramicroelectrodes [50, 51]. In this 
approach, each zeolite supports Pt nanocrystallites on the external surface of the zeolite particle 
(extracrystalline Pt) and within the supercages of the faujasite structure (intracrystalline Pt); a direct 
electrically wired contact to each of these potential ultramicroelectrodes is not made. The ability to 
lower the ionic strength of the electrolyte is one of the advantages gained by the use of 
ultramicroelectrodes [34], which allowed these zeolite supported ultramicroelectrodes to be studied in 
salt-free liquids (pure water or acetonitrile or a benzene–water mixture) and electrified by applying 
large d.c. voltages (> 10 V). A schematic representation of the electrified dispersed zeolite supported Pt 
ultramicroelectrodes is seen in figure 12.2, which also shows the cage and pore structure of the 
synthetic faujasite zeolite type Y used for our studies with the siting of intracrystalline and 
extracrystalline Pt.

Using redox probes small enough to enter the pores and supercages of the zeolite, it was demonstrated 
that the intracrystalline Pt nanocrystallites were not contributing to the observed electrochemical 
reactions [51]. This was further verified by preparing two zeolite samples with the same weight loading 
of Pt but where the calcination temperature was varied during the preparation so that the intracrystalline 
Pt particles formed after calcination at 600°C would be approximately twice as large as those formed 
after calcination at 300°C [52]. Both preparations, however, had similarly sized extracrystalline Pt 
particles (as confirmed by x-ray photoelectron spectroscopy, XPS) [51]. As seen by the current–voltage 
(i–V) curves of figure 12.2, both materials behaved similarly, again indicating that the electrochemistry 
was not sustained at intracrystalline Pt, but rather occurred at extracrystalline Pt. The extracrystalline Pt 
nanocrystallites, whose size could be varied by changing the weight loading of Pt supported on the 
zeolite, were then shown to be more effective for the electrolysis of water (i.e. production of H2 and O2) 
when the extracrystalline Pt nanocrystallites were sized ≤2.5 nm relative to either a comparable surface 
area of bulk Pt or extracrystalline Pt particles sized at 5 nm or greater [51, 53].
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Figure 12.2 
The current–applied voltage curves obtained at Pt feeder 

electrodes for the electrolysis of 18 MΩ cm water at 1 wt% 
Pt supported on synthetic faujasite zeolite Y (Pt–Y) where 

the preparation included calcination at:  600°C; or • 
300°C; suspension density = 0.1 g of Pt–Y in 20 ml water; 

— . —: the ionic background at the same Pt feeder electrodes 
for the filtrate from 20 mL of 18 MΩ cm H2O exposed to 

0.1 g of Pt–Y; the low linear current indicates minimal 
Faradaic reaction due to the electrolysis of water in the 

absence of Pt–Y. Inset: a schematic representation of the 
electrifed dispersed zeolite supported ultramicroelectrodes 

between two feeder electrodes; also shown is the siting 
of intracrystalline Pt within the faujasite supercage and 

extracrystalline Pt supported on the exterior 
of the faujasite unit cell.
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12.3.3— 
Effect of Nanostructures on Mass Transport

Another possible size related effect on chemical reactivity at nanostructures arises from the influence a 
nanometer-sized catalyst has on the mass transport of reactant from a homogeneous phase to it and of 
product away from it. The mass flux to nanometer-sized spheres (as for colloids) and planes or 
cylinders or hemispheres (as for ultramicroelectrodes [34, 35] or supported crystallites) rapidly converts 
from planar diffusion to nonplanar (i.e. hemispherical or radial) diffusion. This conversion produces 
enhanced, seemingly stirred or convective-like transport relative to that typical of a conventional 
surface in quiescent (unstirred) solution where diffusion remains planar. These differences in mass 
transport are illustrated schematically in figure 12.3, which also shows the characteristic current–
potential (i–E) curves observed under these mass-transport conditions.

Figure 12.3 
The effect of electrode size on mass transport as monitored by the voltammetric 

response of a reversible oxidation reaction. (a) The general half-cell reaction 
of a reversible oxidation and the variation of potential as a function of time 
for a cyclic voltammetric experiment; Esw represents the switching potential 

where the linear potential ramp is reversed. (b) The voltammetric curve 
observed under conditions of planar diffusion at a macroelectrode; ia and ic

 

represent anodic and cathodic current, respectively. (c) The voltammetric 
curve observed under conditions of radial diffusion at a microelectrode; the 

mass flux profile at short time (t1) can be seen to approximate planar diffusion, 

but at t2 > t1 the conversion to hemispherical (radial) diffusion can be seen.
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As discussed by Heinze [54, 55] unusually large current densities can be supported (up to 70 A cm–2) at 
electrodes with dimensions below 20 µm because of the increase in the mass transport which arises 
from the transformation to nonplanar diffusion of a reactant undergoing electron transfer at an 
ultramicroelectrode. Of importance for chemical or electrochemical reactions at nanostructures is the 
rate of increase in the mass transport increases as the particle size decreases [55]. This allows reactions 
whose rates outrun diffusion, and are thereby limited, to be studied under conditions where the kinetics 
of the reaction may [56] control the rate. The increased mass transport also 'sweeps' product away from 
the reactive/catalytic surface; this feature diminishes the likelihood of unproductive (back or side) 
reactions at the catalyst surface.

Spiro and Freund [57] have studied the impact of mass transport on catalytic reactions at colloids in 
order to distinguish between cases of surface control (i.e. where the reaction at the surface of the colloid 
limits the rate), transport control, or mixed control using literature results obtained for the catalyzed 
photodecomposition of water at platinum [58] and gold [59] colloids in the presence of methylviologen 
(MV)

Plots relating the observed catalytic rates for this reaction to colloid size showed a linear increase in rate 
as the radius of the Pt colloid increased, indicating (according to the equations derived by Spiro and 
Freund) mixed control of the reaction rate, while the reaction rate at Au was essentially invariant with 
colloid size indicating that the rate was controlled by the kinetics of the reaction at the surface of the 
colloid [57].

To minimize the influence on mass transport that might result from evolution of a gaseous product at 
the colloid surface (the molecular hydrogen of equation (12.2)), Freund and Spiro chose a noble metal 
catalyzed reaction that did not lead to gaseous products

and studied the rate of reaction as a function of the size of Au colloids (~8–30 nm) [60]. This reaction 
was shown to remain surface controlled over the entire range of colloids sizes, i.e. the process was not 
mass-transport limited.

The interplay between the enhancement in mass transport at such small structures and the ability for 
rapid reaction kinetics to control rates can be seen by the degree to which a linear voltage scan can be 
increased at ultramicroelectrodes to obtain voltammetric features characteristic of a planar diffusion 
controlled reversible (or quasi-reversible) reaction. At standard voltammetric electrodes (with a radius 
on the order of millimeters) a voltage scan of the order of 10–1 V s–1 yields the peaked i–E curve seen in 
figure 12.3, but by shrinking the characteristic dimension of the electrode to sub-micrometer, voltage 
scan rates up to 106 V s–1 may be required to attain a similar i–E shape [54,55,61].
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The long-postulated influence of the physical structure of the catalytic site and the morphology of small 
catalyst particles [27, 28, 62] on reactivity may, in light of the above information, be of greater 
relevance in the endeavor to correlate size effects on catalytic reactivity. As the examples above 
demonstrate, size effects on the electronic structure of supported metallic nanocrystallites remain 
controversial and predictively complicated.

12.4— 
The Effect of Chemistry on Nanostructures

Consider now the question of whether elegant ensembles of nanocrystallites can sustain their 
manufactured physical structure, physical location, and chemical composition under serious chemical 
reaction conditions. The previous discussion on the effect of nanostructures on chemical reactivity 
would indicate that retention of a nanostructure's size, siting, or chemical composition in the face of 
reactive chemicals should not be assumed.

Nanoscale particles exhibit unusual behavior relative to bulk: their equilibrium vapor pressures, 
chemical potentials, and solubilities are greater than that for the same material expressed as large 
particles [63]. To minimize the high surface energy of such small particles, Ostwald ripening occurs 
[63], where larger particles grow at the expense of smaller particles. Anything that enhances the 
prospect of atomic/molecular motion also enhances particle growth and aggregation. Exposure to 
increased temperatures (sintering) or certain chemicals can increase the size of a nanostructure.

The deliberate design of mild chemical and/or physical interactions between the surface 
atoms/molecules of a nanocrystallite and its support has been the guiding rationale behind the use of 
high-surface-area supports in heterogeneous catalysis [26–29]. A recent high-resolution microscopy 
study [64] has visibly confirmed this rationale by following the rapid (on the order of milliseconds) 
coalescence in real time of nanoscale Au particles supported on silica, a support with which Au has 
minimal interaction. The rate of coalescence could be slowed a hundredfold for larger Au particles 
supported on silica and by many orders of magnitude for nanoscale Au supported on MgO, a support 
with which Au has stronger interactions [64]. Alternatively, designing a mild chemical interaction 
between the surface atoms/molecules of a nanostructure and an ion or molecule has led to the use of 
molecular caps to terminate and stabilize nanostructures (e.g. Nosaka and co-workers' use of thiols to 
terminate CdS nanocrystallites in solution [65]) and has long been recognized in colloidal science as a 
means to create electrostatic repulsion between colloids and thereby minimize agglomeration [63, 66].

An overly strong chemical interaction, however, between the surface atoms of a nanostructure and a 
molecule or ion is known as poisoning and is another longstanding and serious concern in 
heterogeneous catalysis with nanocrystallites. Design of an interaction to decrease particulate or atomic 
mobility is a successful strategy in many respects, but will begin to fail
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under rigorous chemical reaction conditions. Because of the importance of carbon supported noble 
metal catalysts to electrocatalytic reactions in fuel cells, the agglomeration of the catalyst 
nanocrystallites with use has been much studied [67], as has the sintering process in heterogeneous 
catalysis for the oxide supported catalysts [28]. Regeneration at high temperatures of supported 
heterogeneous catalysts can burn off poisons and help revive catalyst dispersion, but a procedure this 
drastic may have one effect for zeolite supported nanostructured catalysts and quite another if applied to 
nanostructures created in the absence of a templating microenvironment, such as those formed by x-ray 
lithography or deposited with the tip of a scanning tunneling microscope (STM).

Further evidence that it is hard to outrun thermodynamics can be seen by two recent electrochemically 
designed nanostructured surfaces. In one, Penner and co-workers [68] created a nanoscale battery when 
they used an STM tip to deposit silver and copper nanoscale pillars next to each other (separated by ~40 
nm) on highly oriented pyrolytic graphite. Immediately upon formation of the copper metal pillars next 
to the preformed silver structures, the STM monitored the partial destruction of the copper pillars and 
an increase in the size of the structures sited where the silver pillars were formed. Galvanic coupling 
between the nanostructured metals through the conductive graphite support created potential differences 
between the copper and the silver such that anodic dissolution of the copper occurred to form copper 
ions which then electroplated as copper metal onto the silver nanostructures [68]. After several 
monolayers of copper coated the silver structures, dissolution of the copper pillars ceased.

In the second example, Stuve and co-workers [69] documented the creation of a two-dimensional 
battery as they studied (by ex situ XPS) the surface state of electrodeposited adlayers of lead on Pt(111) 
after emersion (removal of the electrode from the plating electrolyte at a controlled and known 
potential) followed by re-immersion into pure water or lead- (or lead-ion-) free electrolyte. Although 
not the intent of their study, this experimental protocol mimics the natural sequence that would be 
followed after electrochemical fabrication of a nanostructure and its subsequent use in another liquid 
medium.

The electroformed surfaces emersed under potentials where lead should be oxidized were found upon 
re-immersion to contain Pb(0) as well as Pb(II), while those surfaces emersed under potentials where 
lead should be metallic were found to contain, after re-immersion, some degree of oxidized lead; the 
relevant reaction is:

The fractional amounts of adsorbed Pb(0) and Pb(II), as determined by XPS, were found to match the 
amounts defined by the Nernst equation (as given in equation (12.5) below) for the specific emersion 
potential. As written for the surface confined electrochemical reaction, this equation relates the 
emersion potential, E, to the ratio of the number density of adsorbed Pb0, n0, and adsorbed
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where E0 represents the standard equilibrium potential, R the gas constant, n the number of electrons 
transferred, and F the Faraday constant. In keeping with this interpretation and knowing that the 
standard equilibrium potential for the reduction of Pb2+ to Pb0 occurs at 0.65 ± 0.05 V, re-immersion of 
an electrodeposited adlayer of Pb emersed at 0.68 V produced no current transient upon re-immersion 
and had, by XPS, equal amounts of oxidized and reduced lead [69].

Finally, a recent effort has been made to counter the mobility of supported nanoscale Pt particles by 
creating a conducting support which controls the size and dispersion of Pt particles. By coordinating a 
Pt(0) based organometallic molecule to diacetylene linkages (–C≡C–C≡C–) in poly
(phenylenediacetylene), Callstrom and colleagues have been able to create atomically dispersed Pt 
centers along the carbon polymer backbone [70, 71]. Thermalizing this modified polymer at 600°C 
produces a conducting glassy carbon incorporating nanoscale clusters of Pt, where now the Pt is 
contained within a carbon matrix rather than supported on the surface of graphite powder, as is usual in 
the preparation of carbon supported fuel-cell catalysts.

Micrometer-thick films of the catalyst can be prepared by casting the modified polymer as a thin film 
on a substrate and then thermalizing; the thermalized glassy carbon films exhibit electrochemistry 
indicative of metallic Pt [71]. These films also exhibit catalytic activity for both of the half-cell 
reactions characteristic of a fuel cell (i.e. hydrogen oxidation and oxygen reduction) [72]. It is 
anticipated that dispersing the Pt clusters through the rigid carbon matrix may offer the means to 
minimize particle coalescence during use at the demanding rates of electrochemical reaction required of 
fuel-cell catalysts [70–72].

12.5— 
Conclusions

Have some of the questions raised in the introduction been, at least partially, answered?

(i) Can chemistry be 'done' at nanostructures?

Absolutely. Not only can chemistry be done at nanostructures, it is hard to avoid it. Given the 
preponderance of oxygen and water on the planet and the high surface-to-volume ratio of nanoscale 
particles, exposure of a formed nanostructure to even ambient air offers an opportunity for chemical 
reaction. Ample research described in the chemical, chemical engineering, and materials science 
literatures contains decades' worth of information on chemical and catalytic reactions studied at 
nanoscale structures. One hopes these are lessons that can be built upon rather than repeated.
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(ii) What remains of a nanostructure when exposed to molecules with which chemical reactions can 
occur?

The fate of the nanostructure depends on its nature (chemical identity, size, and morphology) and the 
character of the chemical reaction. Inertness should never be assumed.

(iii) Can the integrity of a nanostructure—its controlled composition and placement—be assured when 
it acts as a catalyst for chemical reactions or as a reactant in a chemical reaction?

No.

(iv) What are the issues when chemical reactions occur at nanostructures or within a nanostructured 
environment?

It again depends on the nanostructure and the character of the chemical reaction. Strategies to bolster 
the stability of nanostructured metals and semiconductors exist, as discussed above, and may be the first 
steps in the right direction to create designs of ever greater complexity of the physical and chemical 
environment surrounding the nanostructure. Just as biological systems have complex nanostructured 
and microstructured environments for specific chemical reactions or classes of reactions, so, too, may 
environmental complexity be necessary for durable chemical catalysis at nanostructures.
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Chapter 13— 
Mechanical Properties.

J R Weertman and R S Averback

13.1— 
Low-temperature Properties: Yield Strength

13.1.1— 
Nanocrystalline Metals and Alloys

Metallurgists have known for many years that grain refinement often leads to an improvement in the 
properties of metals and alloys. For example, reducing grain size lowers the ductile-to-brittle transition 
temperature in steel. Of interest in this chapter is the influence of grain size reduction on the mechanical 
behavior of materials. The well known empirical Hall–Petch equation [1,2] relates yield stress σy to 
average grain size d

where σ0 is a friction stress and k is a constant. A similar relationship exists between hardness and grain 
size. Nanocrystalline metals represent the ultimate in grain refinement. If equation (13.1) were valid 
down to grain sizes in the nanometer range with the same value of k found at conventional grain sizes, 
remarkable increases in strength would be realized. Reducing d from 10 µm to 10 nm would increase 
the strength by a factor of about 30. Although very significant improvement is seen, for all 
nanocrystalline metals measured to date, the amount has fallen short of this rosy prediction. Reasons for 
failure to live up to the promise of equation (13.1) will be discussed later. In the part of this chapter that 
treats nanocrystalline metals, we first examine the deformation mechanisms that are expected to be 
important in the nanometer grain size range, then survey the experimental data available on mechanical 
properties, and evaluate the results. Discussion of the outstanding questions and challenges will appear 
at the end of the chapter.
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13.1.1.1— 
Expected Deformation Mechanisms for Nanocrystalline Metals

Derivations of the Hall–Petch equation are based on the interactions of dislocations with grain 
boundaries. In the well known model of Cottrell [3], yielding occurs when the concentrated stress ahead 
of a pile-up of dislocations stopped by a grain boundary is sufficient to activate a Frank–Read source in 
the neighboring grain. The length of the pile-up is identified with the grain size. A simple calculation 
shows that it is meaningless to speak of a pile-up if the grain size is in the 5–10 nm range. Thus 
Cottrell's theory cannot be extrapolated to predict the dependence of σy on d in nanostructured 
materials. A model developed by Meyers and Ashworth [4], based on initial localized yielding and 
hardening in the grain boundary region before general yielding takes place, predicts a decrease in the 
constant k in equation (13.1) as d decreases to submicrometer values. Such a lowering of the Hall–Petch 
slope at grain sizes below about 1 µm was observed in the experiments of Thompson [5,6]. In other 
investigations the turnover, if seen at all, is found at much lower grain sizes (e.g. [7,8]). Like the 
Cottrell model, the Meyers–Ashworth theory cannot be extrapolated to nanocrystalline grain sizes. 
Nonetheless it is reasonable to expect that the additional hindering of dislocation multiplication and 
movement with continued decrease in grain size eventually will lead to less and less improvement in 
strength since the dislocations already are largely immobilized. The yield strength will fall below the 
value predicted by an extrapolation of equation (13.1) with constants determined from data taken on 
large-grain-size material.

While the suppression of dislocation motion with grain refinement is expected to cause nanocrystalline 
metals to be very strong, at the finest grain sizes a softening mechanism may take over as deformation 
by diffusional accommodation becomes significant. Coble [9] has shown that under conditions in which 
grain boundary diffusion predominates over bulk diffusion, the diffusion creep rate  is given by

where B is a constant, σ the applied stress, Ω the atomic volume, δ is the effective grain boundary 
thickness, Db is the grain boundary diffusion coefficient, and k and T have their usual meaning. A 
calculation of the magnitude of  predicted by equation (13.2) for nanocrystalline metals crept at room 
temperature shows that, despite the large contribution of the d–3 factor, diffusional creep will be 
significant only if Db is enhanced over the value measured for materials with conventional grain size. 
Such an enhancement has been reported [10]. Superplastic behavior [11] also might be expected, 
especially at elevated temperatures if grain sizes can be kept stable, as discussed in section 13.2.
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13.1.1.2— 
Survey of Experimental Results

Because the amount of material available often is limited in size, most of the studies of the strength of 
nanocrystalline metals have been limited to microhardness measurements. Less information is obtained 
with this technique than is furnished by stress–strain tests, and the light loads typically used in 
microhardness measurements can lead to erroneous results [12]. Nonetheless, hardness determination is 
a simple and fast method to survey strength that can be performed on very small pieces of material or 
even on unconsolidated powders from ball-milling experiments. More extensive information can be 
obtained with the use of nanoindentation techniques [13].

Figure 13.1 
Hall–Petch plot of Vickers microhardness Hv for 

nanocrystalline Cu. (From [14].)

Hardness measurements of nanocrystalline metals typically are carried out as a function of grain size 
and, following tradition, the results are presented in the form of Hall–Petch plots. The scatter in the data 
usually is too great to allow the actual form of the dependence of the hardness Hv on grain size to be 
determined, i.e. whether Hv is proportional to d–1/2 or d–1, etc. A number of investigations have shown 
increased hardening with continuing grain refinement down to the finest grain sizes measured 
[7,8,14,15]. In most cases the rate of hardening with increasing values of 1/√d is considerably less in the 
nanometer range than occurs at conventional grain sizes, and may be approaching zero [8,14]. Figures 
13.1–13.4 show examples of continual hardening with decreasing grain size. Figure 13.3 indicates a 
sharp drop in slope whereas figure 13.2 does not. Both curves refer to electroplated Ni and the results 
actually are quite similar except for the points corresponding to the finest grain sizes in each plot. Many
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Figure 13.2 
Hall–Petch plot for electrodeposited Ni. Rectangles define 95% 

confidence limits. (From [7].)

Figure 13.3 
Hardness as a function of (grain size)–1/2 for as- 

prepared nanocrystalline Ni electrodeposits. (From [8].)
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Figure 13.4 
Hall–Petch plot of hardness for nanocrystalline Fe. 

(From [15].)

of the samples used in the Hughes et al [7] study were the same as those used by Thompson in his 
earlier study [5]. The latter investigation extended down in grain size only to 0.12 µm and indicated a 
slope approaching zero in the Hall–Petch plot. The continuation of the measurements by Hughes et al to 
the nanometer-sized range appears to show that the 0.12 µm sample is not consistent with the general 
trend in strength versus grain size of the other samples. These examples point out the difficulty in 
ascertaining mechanical behavior when the grain size range and number of samples is seriously limited.

In contrast to the results of hardness measurements described in the preceding paragraph, a number of 
studies (e.g. [16–21]) have found a drop in strength with increasing grain refinement at the finest grain 
sizes, i.e. a negative Hall-Petch slope. Figure 13.5, from the work of Chokshi et al [16], clearly shows a 
softening in the nanometer-grain-size regime for Cu and Pd material made by inert gas condensation 
and compaction. Similar softening has been seen in intermetallics [19–21] and Ni–P alloys [17,18].

A relatively small number of tensile tests have been carried out on nanocrystalline metals (e.g. [14, 22–
25]). The limited quantities of material available when synthesis is by inert gas condensation and 
compaction require specialized test equipment [14] for the tiny tensile specimens. A Hall–Petch plot of 
the yield stress σy for Cu [22] appears similar to that found for Hv versus 1/√d (figure 13.1). However 
the slope k (equation (13.1)) is only about 1/10 that of figure 13.1, rather than the usual factor of about 1/3 
[26].
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Figure 13.5 
Hall–Petch plots for nanocrystalline Pd and Cu. (From [16].)

In general, although the increase in hardness Hv or yield stress σy upon going from conventional to 
nanometer-grain-size material does not live up to the predictions of the Hall–Petch equation, 
nonetheless a substantial improvement in strength is found. Ratios ranging from about four to six have 
been measured between the values of Hv for nanocrystalline and coarse-grain Cu [14, 16], while the 
ratio is about three for σy values [22]; Hv increases about fourfold in going from coarse-grain to 
nanocrystalline Pd [14]; for Ni, the factor is seven to eight [7,8]. Chang et al [19] note a doubling of the 
strength of nanocrystalline TiAl compared to the cast alloy. Especially promising results were reported 
by Morris and Morris [24] for a Cu–Zr alloy strengthened by about 7% volume fraction of ≈5 nm size 
oxides and carbides of zirconium that form during the ball-milling operation. Yield stresses in excess of 
1300 MPa were measured. The low ductility of 1% can be improved by heat treatment to 3–4%, though 
with some sacrifice of strength. The authors attribute the high strength of the alloy to Orowan bypassing 
[27,28] for grain sizes of the Cu matrix in excess of about 100 nm, with grain boundary strengthening 
becoming dominant below this value.

13.1.1.3— 
Discussion.

It is likely that the flaws and porosity present in many, if not most, samples of nanocrystalline material 
seriously affect the results of mechanical tests. Figure 13.6, taken from [14], shows that the extent of the 
polishing given to tensile test specimens greatly influences their (apparent) tensile strength. Removing 
both the defects and the residual stresses left on the surface by the
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high-stress compaction step in the synthesis process drastically increases the fracture stress. Polishing 
also has been shown to lessen the spatial variability in measurements of microhardness [29]. The 
inherent strength of nanocrystalline metals probably is considerably greater than indicated by most 
measurements.

Figure 13.6 
Effect of polishing on the stress–strain behavior of 

nanocrystalline Pd. (From [14].)

As noted in the previous section, there have been numerous observations of a negative Hall–Petch slope 
at ultrafine grain sizes. The first explanation for this anomalous behavior was given by Chokshi et al 
[16], who invoked the softening effect of Coble creep (equation (13.2)). Using an enhanced value for 
the grain boundary diffusivity measured by Horvath et al [10], the authors calculated a room-
temperature strain rate from equation (13.2) of about 6×10–3 S–1 for 5 nm grain size Cu under a stress of 
100 MPa. It was believed that this creep rate is fast enough to account for the observed softening. 
However, direct measurement by Nieman et al [23] of the room-temperature creep rate of 
nanocrystalline Pd and Cu under stresses greater than 100 MPa showed creep rates of only 10–8–10–9 S–

1.

Nieh and Wadsworth [30] explained the negative Hall–Petch slopes on the breakdown of the Hall–
Petch equation when a grain becomes too small to support a pile-up of even the smallest number of 
dislocations possible, namely, two. The critical grain sizes for Cu and Pd were calculated to be greater 
than the grain sizes of the nanocrystalline samples used in the experiments of Chokshi et al, whereas for 
Ni [7] and Fe [15] the critical grain sizes are much smaller and lie below the values of the grain sizes of 
any of the Ni and Fe samples. Hence softening at the smallest grain sizes would be predicted for the 
first two metals, in accordance with observation [16], whereas Ni and Fe should continue
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to harden with decreasing grain size, again in agreement with experimental results [7,15]. However, the 
concept of a dislocation pile-up consisting of only two dislocations is far removed from the original 
theory of Cottrell, and the Nieh–Wadsworth model does not explain the conflicting results of Nieman et 
al [14,22] in which nanocrystalline Cu and Pd are seen to harden to the smallest grain sizes tested.

Scattergood and Koch [31] have used the decrease in line tension of a dislocation that results from a 
drop in its long-range stress field cut-off distance to explain observations of softening at the finest grain 
sizes. (It is assumed that this cut-off distance scales with grain size.) The authors postulate that the 
process of cutting through dislocation forests is the mechanism that controls yielding at large grain 
sizes. While the cutting stress is relatively insensitive to grain size, the Orowan stress for looping the 
obstacles depends on the long-range stress field cut-off distance (and thus the grain size) through the 
dislocation line tension [28]. Calculations show that unless the material is especially fine grained, the 
stress to loop the dislocation obstacles in the network exceeds the cutting stress. However, below a 
critical grain size the Orowan looping becomes the favored deformation mechanism. The authors, by 
incorporating into their theory the idea of Li [32] that grain boundary ledges provide the source for 
dislocations, show that below the critical grain size the Hall–Petch slope can become negative. They are 
able to fit negative-slope hardness data in the literature with their equations using reasonable values for 
the relevant parameters. The ideas of Scattergood and Koch are especially noteworthy in that they take 
into account changes in dislocation self-energy produced by small grain sizes that even begin to 
approach the extent of dislocation cores. Their model is based on specific dislocation mechanisms. It 
should be noted that few dislocations have been observed to date in nanocrystalline material (e.g. [24]).

Palumbo et al [33] have pointed out the importance of triple junctions to the mechanical behavior of 
nanocrystalline materials. Calculations [34] show that as grain sizes dip below 10 nm the volume 
fraction associated with triple junctions becomes appreciable and eventually overtakes the value of the 
volume fraction occupied by grain boundaries. In a material with random grain orientation a substantial 
fraction of the triple junctions have a disclination character [33]. These triple junctions are expected to 
contribute to the ductility of the nanocrystalline sample, and because the volume fraction of triple 
junctions increases with decreasing grain size a softening is expected at the finest grain sizes.

King and Zhu [35] have advanced another argument for the presence of disclinations at the triple 
junctions of nanocrystalline materials. The misorientation across a very short grain boundary can only 
partially be accomplished by an array of dislocations. The balance of the misorientation must be made 
up by a disclination dipole, the two components situated at the ends of the boundary.

A survey of the literature [36] has shown that, in many cases, observation
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Figure 13.7 
Effect of heat treatment on hardness of nanocrystalline Pd samples. 

Straight lines have been drawn between adjacent points. (From [37].)

of a positive Hall–Petch slope down to the finest grain size tested occurs when all samples in the 
experiment are in the as-prepared state, whereas a negative Hall–Petch slope at the smallest grain sizes 
is obtained if a single sample is repeatedly annealed to change the grain size. It appears that a low-
temperature anneal strengthens nanocrystalline materials. Figure 13.7 shows the influence of 100 
minute anneals on the microhardness of nanocrystalline Pd [37]. In order to ensure uniformity among 
the samples in a given series, a sample disk was cut into several pieces. One was left in the as-
compacted state and the others were subjected to annealing at various temperatures. It can be seen from 
the figure that, despite modest grain growth, annealing in the range 373–573 K produces a substantial 
increase in microhardness. Strengthening with heating also has been observed in alloys with a 
submicrometer grain size produced by intensive straining [38].

Several factors may account for the increase in strength with heating. These include: decrease in free 
volume at the interfaces; drop in internal strains, believed to be high in nanocrystalline metals [14]; 
decrease in porosity; and possible healing of microcracks. Thermal experiments by Tschope and 
Birringer [39] on nanocrystalline Pt have shown a decrease in enthalpy with heating that they associate 
with atomic rearrangements at the grain boundaries. Such rearrangements lower the energy by bringing 
the interfacial structure into a metastable configuration. This view is supported by positron lifetime 
experiments by Schaefer [40] on nanocrystalline Pd. A large population of
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vacancy-size voids was observed which was identified with excess free volume at the grain boundaries.

Small-angle neutron scattering (SANS) experiments [41, 42] were carried out on several series of 
nanocrystalline samples to investigate their internal structure and its dependence on annealing 
temperature. The results were interpreted on the basis of the scattering arising primarily from pores. The 
scatterers in the size range amenable to SANS characterization were found to be about the size of the 
grains and thus are designated 'missing grain' voids [40]. Comparison of the size and density of the 
voids in an as-compacted sample with the corresponding values in annealed samples shows that these 
quantities scale with the grain size as predicted by geometrical considerations. Additional scattering 
came from the presence of hydrogen in those samples for which precautions had not been taken during 
processing to drive off adsorbed gases [42], and from features too large to be quantified by SANS. Even 
after correction for the hydrogen scattering, the total volume fraction of the voids as determined by the 
SANS measurements agrees well with the results of density measurements. This agreement lends 
support to the assumption that the scattering arises primarily from porosity. The observed decrease in 
porosity with annealing may contribute to strengthening.

Figure 13.8 
Hall–Petch plot for nanocrystalline TiO2. (From [40].)
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13.1.2— 
Nanocrystalline Ceramics

Although work reported on the mechanical properties of nanocrystalline ceramics is scarce, it is 
mentioned here for completeness. In figure 13.8, a Hall–Petch plot for nanocrystalline TiO2 is shown 
[43]. The grain size in this study was increased by thermal annealing treatments. An inverse Hall–Petch 
behavior is not observed in this case, although the slope in this plot decreases when the grain sizes fall 
below 200 nm. A clue to this different behavior appears in the work on nanocrystalline TiAl [44]. In 
that study, the peak in the hardness shifted to smaller 'critical' grain sizes as the indentation temperature 
was decreased. This might suggest that the reduction in hardness at small grain sizes is mediated by a 
mechanism involving grain boundary diffusion. Since 300 K is a lower homologous temperature in 
TiO2 than in TiAl, it is possible that diffusion is so limited in TiO2 at room temperature that the critical 
grain size in n-TiO2 would be fractions of a nanometer, and therefore non-existent. Consistent with this 
picture is the result that the hardness of TiO2 begins to decrease at temperatures above about 400°C 
whereas it decreases at much lower temperatures in most metals, including n-TiAl [44, 45]. Karch and 
Birringer reported similar values of hardness in dense TiO2 nanocrystals as those shown in figure 13.8 
[46]. They also reported exceptionally high values of fracture toughness in this material, ≈ 14 MPa m–

1/2, as determined by indentation methods. It is noteworthy that this high value is about the same as that 
in tungsten carbide; a much smaller value, however, was found by Höfler et al [43] using similar 
methods. No models have been proposed to explain the hardness of nanocrystalline ceramics.

13.2— 
High-temperature Properties:
Superplasticity

While the Hall–Petch relation has stimulated research on nanocrystalline materials for strengthening of 
ductile materials, the theory of Coble creep, as expressed in equation (13.2), provides a similarly 
fascinating possibility that traditionally brittle materials can be ductilized by reducing their grain sizes. 
It was noted above that the softening behavior of metals at very small grain sizes may be due to 
diffusional creep, even at room temperature. If this softening can be exploited for processing, 
nanocrystalline materials could gain enormous technological significance. Brittle materials like 
ceramics and intermetallics, which are needed for high-temperature applications, could be 
superplastically deformed at modest temperatures in nanocrystalline form and then heat-treated for 
grain growth to recapture their high-temperature strength. Examination of equation (13.2) illustrates 
that by reducing the grain size from microns, which is typical of rapidly solidified metals, to 
nanometers, creep rates could be enhanced by six to eight orders of magnitude. In the rest of section 
13.2, we first examine why nanocrystalline materials are expected to be superplastic, we then relate 
what experimental evidence there is for superplastic nanocrystalline materials, and finally we discuss 
the obstacles that are presently impeding a more rapid development of their technological potential.
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13.2.1— 
Background of Superplasticity

Superplasticity refers to the capability of some polycrystalline materials to undergo extensive tensile 
deformation without necking or fracture. Although superplastic forming is now an established industrial 
process for many metals [47], it is only recently becoming a possibility for the more brittle classes of 
materials. Many of these brittle materials, however, are important for their excellent high-temperature 
properties: creep and oxidation resistance, and low densities. A few of these materials have been shown 
to be superplastic at high temperatures. Polycrystalline tetragonal zirconia is the most celebrated 
example of a superplastic ceramic [48] and TiAl has been demonstrated to be a superplastic 
intermetallic [49], but these are clearly the exceptions. The attractive feature of nanocrystalline 
materials is that they are all believed to be intrinsically superplastic, i.e. nanocrystalline materials share 
all of the common microstructural features of superplastic materials. Currently, however, no 
nanocrystalline material has been clearly demonstrated to be truly superplastic. The common 
characteristices of superplastic materials are [50] as follows.

(i) Small grain sizes. Typically, grain sizes are less than approximately 5 µm. The small grain size 
reflects the central role of grain boundary diffusion in the deformation process. Although many theories 
of superplasticity have been proposed, they all require grain boundary diffusion.

(ii) Equiaxed grains. Since grain boundary sliding is an important mechanism in superplasticity, it is 
necessary to establish a large shear stress across the grain boundary. For grains shaped as platelets, this 
will not occur.

(iii) High-energy grain boundaries. Grain boundary diffusion and sliding are fastest along high-energy 
boundaries. In nanocrystalline materials, diffusion studies suggest that the grain boundary diffusion is 
faster, and that grain boundary energies are higher, than in more conventional polycrystalline materials 
[51].

(iv) Presence of a second phase. At temperatures where grain boundary diffusion and sliding are 
significant, grain growth is generally rapid. Additions of second-phase particles are necessary to restrict 
grain growth. Grain growth in nanocrystalline materials has been a serious problem. The ability to 
synthesize nanocomposites [52] however should alleviate this problem.

Experimental evidence motivating the development of ultrafine-grain materials for superplastic 
applications is illustrated in figure 13.9 where flow stress and elongation are plotted as a function of 
strain rate for tetragonal zirconia and metal alloys of varying grain size. Again the trend of easier flow 
and ductility with small grain sizes is clear, but as yet no data are available for grains sizes below some 
tenths of microns.

Various models of superplasticity have been proposed over the past 20 years, and several review papers 
are available [50, 53, 54]. For most diffusional creep
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Figure 13.9 
(a) Modulus compensated flow stress as a function of diffusion compensated 

strain rate of several ceramics. (From [65].) (b) Overview of superplastic 
behavior in metal alloys illustrating the effect of grain size. (From [65].)
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mechanisms, it is convenient to generalize equation (13.2) to

where A is a constant, G is the shear modulus, b is the Burgers vector, n is the stress exponent, and p is 
the grain size exponent. Other symbols have the same meaning as in equation (13.2). A condition for 
superplasticity is that the strain rate sensitivity, m (m = ∂ ln σ/∂ ln ε), be greater than ≈ 1/3 [50]. For 
Coble creep, n = 1 (m = 1) and p = 3; however, most data reported on materials with grain sizes 

 show n ≥ 2 (m ≤ 0.5) and p ≈ 2 [50, 53].

Figure 13.10 
Grain switching model of Ashby and Verrall. (From [55].)

Grain boundary sliding is now recognized to be an important mechanism in high-temperature creep of 
fine-grained materials [53]. A fundamental model of high-temperature deformation apropos of 
nanocrystalline materials is the 'grain switching' model of Ashby and Verrall [55]. This model is 
illustrated in figure 13.10. Grains are assumed to slide past one another as deformation proceeds. 
However, to avoid void formation at the triple junctions, the grains must distort while they slide. This is 
achieved by grain boundary diffusion. The distortion, however, increases the grain boundary area and, 
with it, the free energy of the system. Work must be perfomed, therefore, by the applied stress, thereby 
establishing a threshold stress for deformation. This effect requires equation (13.3) to be rewritten as 
[55]

The magnitude of the threshold stress in this model is
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where Γ is the grain boundary energy, ≈ 1 J m–2, and Dv is the lattice diffusion coefficient. For materials 
with grain sizes of ≈ 1 µm, the threshold stress is ≈ 1 MPa and for the most part, negligible. For 
nanocrystals, however, the grain sizes are ≈ 5–10 nm, and the threshold stress increases to 100–200 
MPa. Ashby and Verrall further point out that when the grain size is very small, grain boundary 
diffusion becomes limited by the sources and sinks for point defects, i.e. grain boundary dislocations. 
They assume that the number of grain boundary dislocations is proportional to the applied stress so that 
equation (13.4) takes the form

Although the Ashby–Verrall model has not been useful in predicting diffusional creep behavior in 
larger-grained materials, it may nevertheless be important for nanograined materials. The model shows 
moreover that the dominant mechanisms of creep might be very different than those in larger-grained 
materials.

13.2.2— 
Survey of Experimental Results

As previously noted in this article, a clear demonstration of superplastic behavior in nanocrystalline 
materials is still lacking. Nevertheless, a considerable literature is being established on superplasticity in 
'near'-nanocrystalline materials, on nanocrystalline composites where one phase has nano-dimensions, 
and on encouraging signs of superplasticity in fully nanocrystalline materials. This literature is now 
discussed.

13.2.2.1— 
Ceramics.

Superplasticity in ceramic materials became of technical interest around 1986 when Wakei and co-
workers demonstrated that yttria stabilized tetragonal zirconia polycrystals (Y–TZP) could be elongated 
over 100% in tension [48]. The grain size in these samples and those used later in similar tests by Nieh 
et al [56] were ≈ 300 nm, i.e. nearly nanocrystalline. Composite specimens of Y–TZP containing 20 
wt% Al2O3 were also shown to be superplastic by Wakai and Kato [57] and Nieh et al [58]. The grain 
sizes are stabilized in these materials by the presence of second phases (the Y–TZP is 90% tetragonal 
and 10% cubic). The constitutive behaviors of these materials have been examined. Wakai reported that 
in Y–TZP, the grain size exponent, p = 1.8, and the stress exponent n = 2 (see equation (13.3)); no 
indication of a threshold stress was reported (note that the term 0.72G/d in the Ashby–Verrall model is 
only ≈ 2 MPa for their samples). Nieh et al [58] reported n = 3 for the same material. For the composite 
material, Wakai et al [57] obtained n = 2.1 which is in good agreement with Nieh et al [58] who found 
n = 2, and p = 1.5. These pioneering studies established the capability to synthesize superplastic 
ceramic materials. Note that with a
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grain size exponent, p = 1.7, reducing the grain size from 0.3 µm (a grain size now commercially 
available) to 10 nm results in an enhanced deformation rate of two orders of magnitude, down from the 
six noted above but, nevertheless, impressive.

The first study of creep in nanocrystalline ceramics with d < 20 nm was reported by Karch et al who 
illustrated that CaF2 and TiO2 could be deformed in bending at 80°C and 180°C respectively [59]. For 
TiO2 they further showed an apparent brittle-to-ductile transition at room temperature in a 
microhardness indentation test by varying the rate at which the load was applied. It is quite likely, 
however, that the materials in these studies were not fully dense. Similarly, Mayo et al [60] reported 
values of the strain sensitivity, m, in nanocrystalline ZnO and TiO2 at room temperature. They noted 
that the value decreased from 0.04 to 0.015 during sintering, and suggested the decrease was primarily 
due to grain growth. They noted that the larger value of the strainrate sensitivity in the smaller-grained 
samples might indicate some improvement toward superplasticity in nanograined ceramics, but the 
highest value reported, 0.040, is still far below the value of m = 1/3 needed for superplasticity. Hot 
hardness tests on fully dense nanocrystalline TiO2 showed, in contrast, no evidence of softening until 
400°C [45].

Figure 13.11 
Deformation of nanocrystalline TiO2 at ≈ 800°C. (From [58].)
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Figure 13.12 
Strain rate plotted as a function of time during the 

deformation of nanocrystalline TiO2 at 691°C, which 

is less than half the melting temperature of TiO2. 
(From [58].)

Direct creep measurements on nanocrystalline TiO2 were performed in compression by Hahn and 
Averback [61]. Figure 13.11 shows the deformation of a fully dense cylinder to a strain of 0.6 under a 
load of 38 MPa for 15 h at 800°C. The initial and final grain sizes were 40 nm and 1 µm respectively. 
Figure 13.12 illustrates the strain versus time in such a sample. The rapid reduction in the strain rate is a 
consequence of concomitant grain growth in the sample. Analyses of these data yield n ≈ 3.5 and p = 
1.5. The rather large value of the stress exponent is not consistent with most models of superplasticity, 
but it does seem to fit with the empirical result that the stress exponent increases with decreasing grain 
size [53], moreover n = 3.5 is close to that (n = 3) in Y–TZP reported by Nieh et al [56].

13.2.2.2—
Metals

Even less work for superplasticity in nanocrystalline metals has been performed than in ceramics. The 
slow progress in developing superplastic nanocrystalline metals has been largely due to the difficulty in 
controlling grain growth during both the fabrication of bulk materials and the deformation testing. Ball 
milling has been a principal means of producing nanograined materials. Recently, Ameyama et al [49] 
produced a series of TiAl alloys, TiAl(γ), Ti3Al(α2), and an (α2 + γ) two-phase structure. Although these 
alloys were demonstrated to be superplastic, the heat treatment used for consolidating the powders 
caused the grain size to increase to 0.3–1.5 µm prior to the creep measurements. In related work, 
Higashi [62] prepared a series of nanocrystalline Al alloys by mechanical
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alloying. Of direct interest here are the alloys prepared from amorphous Al–14 wt% NiMm–1 wt% Zr 
powders, where Mm is so-called 'mischmetal'. After hot extrusion, the mean grain size of the matrix 
was 50–80 nm, while Al3Mm and Al3Ni particles of grain sizes 10–50 nm and metastable Al3Zr 
precipitates of grain size ≈ 15 nm were present at a volume fraction of 30%. The fine extruded 
structures, however, were unstable above ≈ 773 K, and after superplastic forming at 873 K, the grain 
sizes had increased to ≈ 1.5 µm. Table 13.1 lists the properties of some of these advanced Al alloys.

Table 13.1. Deformation properties of advanced fine-grained Al alloys [49].

Material
Temperature 
(K)

Strain rate 
(s–1)

Stress 
(MPa) m

Elongation 
(%)

Grain size 
(nm)

IN9052 863 10 15 0.6 330 500

IN905XL 848 20 12 0.6 190 400

IN9021 823 50 18 0.5 1250 500

SiCp/IN9021 823 5 5 0.5 600 500

Al–Ni–Mm 885 1 15 0.5 650 1000

Al–Ni–Mm–Zr 873 1 15 0.5 650 800

Figure 13.13 
Vickers hardness as a function of time and temperature 

in nanocrystalline Fe. (From [60].)

The only reported studies on high-temperature deformation properties of truly nanocrystalline metals 
have employed hot-hardness measurements. An example is illustrated in figure 13.13, where the time-
dependent hardness
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of nanocrystalline Fe, with a grain size of ≈ 10 nm, is plotted for several temperatures [63]. The data 
show that the hardness decreases approximately logarithmically with time and exponentially with 
increasing temperature, These data are consistent with the idea that deformation involves diffusional 
creep. Data for nanocrystalline Cu [63] and TiAl [44] showed similar behavior. Kim et al [63] have 
subsequently interpreted these data according to a modified model of Coble creep in which the grain 
boundary diffusion coefficient is an exponentially decreasing function of strain. The basis for this 
model is that nanocrystalline materials have high grain boundary energies in their 'as-prepared' state. 
However, as grain boundaries slide and migrate during deformation, they continuously lower their 
average energy. This picture is entirely consistent with the ideas of grain boundary relaxation deduced 
from calorimetry [36] and diffusion [51] measurements, which were discussed above.

13.2.3— 
Sinter Forging

Grain growth during consolidation of nanocrystalline materials into fully dense components has been 
one of the primary impediments to their technological development. A full discussion of this problem is 
considered in chapters 5 and 8. One method of consolidation, which has significance for near-net 
shaping, is sinter forging, i.e. sintering under an applied uniaxial stress. Since this is a high-temperature 
creep process, it is briefly discussed here.

Three mechanisms of densification are associated with sinter forging: (i) improved packing; (ii) hot 
isostatic pressing, i.e. 'HIPing'; (iii) shear deformation. The first mechanism concerns initial packing of 
the powder. Usually the green compact contains large flaws or pores due to particle agglomeration, and 
these pores are difficult to sinter. Such flaws are the cause of mechanical weakness if not removed from 
the final product. During sinter forging at low densities, the grains readily slide past one another and fill 
large empty spaces. Even in the absence of sliding, three-dimensional voids will collapse into two-
dimensional platelets by viscous flow of matter under the shear stress of sinter forging [64]. During 
HIPing, in contrast, shear component of stress is absent, and large pores can remain stable. The second 
mechanism derives from the isostatic component of stress that develops on application of a uniaxial 
stress, σa, i.e. P = 1/3 Tr σ = σa/3. Thus the 'sintering pressure' σ is increased to [64]

where σs is the internal sintering pressure in the absence of an applied stress. Since σs ≈ 2γ/r, where γ is 
the surface energy (≈ 1 J m–2) and r is the pore size, it is clear that for nanocrystalline materials applied 
stresses must be greater than ≈ 25 MPa for this mechanism to be of much significance. The third 
mechanism, which has the most significance for the present context, is the shear deformation under 
uniaxial load, since it provides information about creep mechanisms. For an isotropic medium, a 
macroscopic constitutive creep law
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can be expressed in the form [65]

In this model, the ratio of radial to axial strain rates, therefore, is

Here µ is the bulk shear modulus, K is the bulk viscosity, ρ is the density and ρ0 is the density of a 
randomly, close-packed powder (ρ0 = 0.64). The constitutive behavior of the particles is contained in 
the term 0 and the stress exponent, n.

Several experiments have now been performed on sinter forging on nanocrystalline ceramics. Panda et 
al [66] first showed that, unlike sinter forging in larger-grained ceramics, the stress exponent, n, in 
nanograined Y–TZP at 1200°C has a value of three. Note, this is the same value as that found by Nieh 
et al [58] during superplastic deformation of dense Y–TZP (see above). More complete investigations 
were performed on nanocrystalline TiO2 for which a constitutive law of densification was obtained of 
the form

with n = 2.3, q = 1.7, β = 30. The activation enthalpy for creep deformation increased from 1.6 eV at 
densities below ≈80%, to 2.2 eV for densities over 80% [67]. Except for the lower activation enthalpy 
at low densities, the different parameters in the constitutive law are quite similar to those obtained in 
dense nanocrystalline TiO2, again suggesting that similar mechanisms of deformation may be operating 
in porous and dense materials. The increase in activation enthalpy with increasing density, or strain, fits 
well with the idea that grain boundary energies increase as grain boundaries slide and grains grow, as 
suggested by Kim et al [63]. A threshold stress of ≈50 MPa was reported in these experiments at 
densities ; however, its origin has not yet been elucidated. These sinter-forging experiments 
also revealed that the radial strain rate was nearly zero until the relative density exceeded ≈93%; this is 
in agreement with equation (13.10) and an important consideration for near-net shaping of components. 
It is noteworthy that complete densification and shaping of nanocrystalline TiO2 could be achieved at 
700°C, whereas conventional TiO2 powder is typically sintered to full density at ≈ 1200°C.

Página 1 de 1Document

10/04/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_342.html



Page 343

13.3— 
Future Directions

A number of important questions regarding the mechanical behavior of nanocrystalline metals remain 
unanswered; fundamentally the underlying mechanisms of deformation at both low and high 
temperatures are unknown. The major research challenge in this area currently lies in the areas of 
synthesis and processing. Until nanocrystalline materials can be produced which are dense, free of 
flaws, of high purity, and of sufficient quantity to carry out a variety of mechanical tests, measured 
values will be influenced by extrinsic factors rather than intrinsic properties. For high-temperature 
applications, a great amount of work needs to be performed in controlling grain sizes so that the correct 
balance of ductility, formability, and strength are obtained. Despite these challenging problems, 
nanocrystalline materials offer a wide variety of opportunities for fabricating new materials with 
precisely engineered microstructures where strength and ductility can be finely tuned. Moreover, the 
ability to structure materials on the nanoscale level makes it possible to test fundamental ideas about 
grain boundaries, dislocations, and deformation.
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Chapter 14— 
Magnetic and Electron Transport Properties of Granular Films.

K M Unruh and C L Chien

14.1— 
Introduction

Granular metals are phase separated nanostructured composites that consist of a metallic component in 
combination with an immiscible insulator, semiconductor, or metal. Although these unique materials 
have been studied since the early 1960s, it was not until the late 1960s and early 1970s that the first 
systematic studies were carried out [1]. The majority of this work was devoted to the study of structural, 
transport, and magnetic properties. More recently, granular metals have again become the focus of 
considerable experimental and theoretical interest. As a result of these efforts, it is now known that 
granular metals exhibit many interesting, and in some cases unexpected, physical properties. While 
considerable progress has been made in the understanding and application of these properties, many 
opportunities for further study and development remain.

The physical properties of granular metals are determined by the chemical composition and 
microstructure of each constituent phase, and by the consequences of the compositional heterogeneity 
of the microstructure as a whole. The compositional heterogeneity of granular metals often results in 
unusual combinations of properties normally not associated with homogeneous materials. For example, 
granular Ag–Al2O3 and Ni–Al2O3 films exhibit the high optical reflectivity and magnetic properties of 
Ag and Ni respectively, in combination with the mechanical hardness of Al2O3 [2]. In addition, the 
relative concentrations of the constituent materials are not limited by structural or chemical constraints, 
and the properties of these materials can therefore be continuously tuned by simply changing the 
relative concentrations of the constituents. From an alternative standpoint, the nanometer length scale 
which characterizes the microstructure of granular solids itself gives rise to unusual size-dependent 
physical properties which differ from those of the bulk
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components. These properties arise from the large fraction of surface or interface atoms whose atomic 
environments differ from those of the bulk material, and from the fact that the length scales of many 
fundamental physical processes are comparable to that of the microstructure.

The primary purpose of this chapter is to present a brief overview of the salient magnetic and transport 
properties of sputter deposited metal–insulator and metal–metal based granular films. Our discussion 
will begin by describing the microstructure of these materials in terms of the respective volume 
fractions of each phase, and the size of the particles or grains of the metallic phase(s). Several 
characteristic magnetic properties of granular metal–insulator films consisting of isolated single-domain 
ferromagnetic particles will then be introduced. More detailed treatments of the magnetic properties of 
these materials have recently appeared [3]. The next topic of discussion will be the transport behavior of 
metal–insulator granular films. This section will emphasize the evolution in the electrical resistivity as a 
function of composition and temperature. A recent review of this subject has provided an in-depth 
treatment of many theoretical issues related to electronic transport in granular films [4]. Finally, the 
newly discovered 'giant magnetoresistance' behavior observed in a number of granular ferromagnetic 
metal–nonmagnetic metal based films will be discussed. More detailed discussions of this subject have 
also appeared [5]. In each instance, we will first present an overview of the current experimental 
situation, and then discuss the underlying physical mechanisms that give rise to the observed behavior. 
While space restrictions have made it necessary to omit several important topics (granular 
superconductivity, for example), the references provided at the end of this chapter should provide an 
adequate starting point for a detailed study of the existing literature.

14.2— 
Microstructure

The purpose of this section is to introduce two microstructural variables that are very useful in 
parameterizing the magnetic and transport properties of vapor deposited granular metal films. The first 
variable is the volume fraction of each component (in the remainder of this work all compositions will 
be given in terms of volume fractions). The volume fraction is a well defined quantity which only 
depends on the molecular weight, density, and relative composition of each component, and in 
particular is independent of the microstructure. The second microstructural variable is a measure of the 
length scale(s) which characterizes the structure and extent of each phase. Although this length scale is 
less well defined than the volume fraction, it is generally taken to be the mean particle size r of the 
metallic particles or grains in metal–insulator and metal–semiconductor based granular films, and the 
mean particle size of the minority component when both components are metallic. Unlike the volume 
fraction, the mean particle size generally depends on the type of granular system (e.g. metal–insulator, 
metal–semiconductor, or metal–metal) and on the details of the preparation process
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(e.g. the substrate temperature), as well as on the relative concentrations of each component (e.g. metal 
rich or metal poor). Each of these cases will be discussed in the following paragraphs.

Figure 14.1 
Bright-field TEM micrographs of (a) a sputter deposited 
granular Ni0.68(SiO2)0.32 film and (b) a sputter deposited 

granular Co0.22(SiO2)0.78 film. The dark regions correspond 

to Ni or Co, and the light regions are amorphous SiO2.

Two distinct microstructural regimes occur in granular metal–semiconductor and metal–insulator films 
depending on the volume fraction of the metallic
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phase [1]. As shown in the bright-field transmission electron micrograph of figure 14.1(a), metal-rich 
films consist of a connected network of small irregularly shaped particles or grains of the metallic phase 
and isolated inclusions of the semiconductor or insulator phase. The metallic phase is usually crystalline 
and the semiconductor or insulator phase is usually amorphous when the granular films are deposited 
onto cooled or room-temperature substrates. In this regime the complex network of interconnected 
particles cannot be simply characterized in terms of a few structural parameters. Nevertheless, a mean 
particle size or structural coherence length can still be assigned based on the results of x-ray line 
broadening measurements, or by the direct imaging of the microstructure in a transmission electron 
microscope (TEM). As the metal volume fraction is reduced the metallic network becomes less 
connected until, at a critical volume fraction xc, no connected network of metallic particles spans the 
sample. Below xc, the metallic phase consists of isolated, nearly spherical particles embedded in a 
continuous amorphous matrix as shown in figure 14.1(b). In this microstructural regime the isolated 
metal particles can usually be easily distinguished from the amorphous matrix, and the mean particle 
size and particle size distribution provide a relatively complete description of the microstructure.

In comparison with metal–insulator and metal–semiconductor granular films, both phases of metal–
metal based films are generally crystalline. As a result, x-ray and electron diffraction studies are often 
complicated by the presence of broad and poorly resolved diffraction lines as can be seen in figure 14.2
(a) for the case of a granular Co0.20Ag0.80 film. Low-resolution TEM images of the microstructure are 
also more difficult to interpret due to the presence of randomly aligned nanometer-sized crystallites of 
both phases and, in a number of interesting materials such as Co–Cu, a lack of phase contrast between 
metallic components of similar molecular weight. In these cases, high-resolution TEM studies can often 
provide useful information [6]. A high-resolution TEM micrograph of a granular Co0.14Ag0.86 film is 
shown in figure 14.2(b).

When a series of different compositions is prepared under nominally identical deposition conditions, it 
has been found that the mean particle size decreases with decreasing volume fraction as can be seen in 
figure 14.3. When several samples of the same composition are prepared under different deposition 
conditions, the mean particle size can be varied at constant volume fraction. From a practical standpoint 
this is most often accomplished by changing the substrate temperature. Lower substrate temperatures 
result in smaller particles while elevated substrate temperatures result in larger particles. By varying the 
composition and deposition conditions, granular metal films with particle sizes between a few 
nanometers and several tens of nanometers can easily be obtained.
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Figure 14.2 
(a) X-ray diffraction patterns of a sputter deposited granular Co0.20Ag0.80

 

film and (b) high-resolution TEM micrograph of a sputter deposited granular 
Co0.14Ag0.86 film. The lattice fringes in the TEM micrograph 

correspond to the (200) reflection of fcc Co.
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Figure 14.3 
Mean Co particle radius as a function of the 
Co volume fraction x for a series of granular 
Cox(SiO2)1–x films. The mean particle sizes 
were obtained from bright- and dark-field 

transmission electron micrographs 
of each sample.

14.3— 
Magnetic Properties

It is often convenient to classify the properties of bulk matter as either intrinsic or extrinsic. Intrinsic 
properties arise from interactions on an atomic length scale, and are material specific and independent 
of sample size, shape, and microstructure. Extrinsic properties arise from longer-range interactions, and 
even for the same material vary with the size, shape, and microstructure of the sample. In the case of 
bulk ferromagnetic materials, the saturation magnetization per unit volume Ms, the magnetocrystalline 
anisotropy constant per unit volume K, and the Curie temperature TC are intrinsic properties, while the 
coercivity Hc and the remanent magnetization per unit volume Mr are extrinsic.

The magnetic properties of nanometer-sized particles differ in several important respects from the 
properties of their bulk counterparts [7]. The large fraction of atoms located on surfaces or interfaces for 
example, whose local environments differ greatly from those of the interior atoms, leads to a blurring of 
the distinction between intrinsic and extrinsic properties. In small ferromagnetic particles, one might 
then expect Ms, K, and TC, as well as Hc and Mr, to differ from their bulk values in a size-dependent way. 
A second phenomenon unique to nanometer-sized ferromagnetic particles must also be considered. 
Unlike bulk ferromagnetic materials, which usually form multiple magnetic domains, sufficiently small 
ferromagnetic particles consist of only a single magnetic domain. Although the critical particle size for 
single-domain formation depends in general on a number of different factors, critical sizes for the 
ferromagnetic 3d elements Co, Ni, and Fe are typically several tens of nanometers [7]. The realization 
that the effects of large surface-to-volume ratios
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and single-domain behavior could lead to new and unusual magnetic properties has motivated many 
studies of granular ferromagnetic films.

The following three sections will be devoted to a discussion of the magnetic properties of granular 
metal–insulator films consisting exclusively of isolated nanometer-sized ferromagnetic particles 
embedded in an insulating matrix (essentially bulk magnetic properties are observed in metal-rich 
compositions when the metallic particles become connected). In the first section an overview of the 
magnetic properties of these materials will be presented. It will be shown that the observed magnetic 
properties are qualitatively consistent with the behavior expected for an assembly of uniaxial single-
domain particles. This description gives rise to a 'blocking' temperature TB, below which the system 
exhibits ferromagnetic properties and above which paramagnetic properties are observed. The second 
section focuses on the relaxation properties of uniaxial single-domain particles, and will emphasize the 
importance of the relationship between the relaxation time and the characteristic time over which a 
particular magnetic measurement is carried out. Finally, the ferromagnetic properties exhibited by 
systems of single-domain particles at temperatures T < TB will be described with particular emphasis 
placed on a discussion of the greatly enhanced values of the coercivity observed in these materials.

14.3.1— 
Overview

The existence of single magnetic domains in small ferromagnetic particles was first predicted in 1930 
[8], although detailed theoretical studies of these systems did not appear until more than a decade later 
[9]. As a result of this work it was shown that in an assembly of non-interacting ellipsoidal single-
domain particles, each with a magnetocrystalline anisotropy constant K and saturation magnetization 
Ms, the coercivity Hc could be simply expressed as Hc = 2K/Ms if the particle moments rotated 
coherently. Based on these considerations, significantly enhanced coercivities were expected in single-
domain particles (about 600 Oe in single-domain Fe as compared with about 10 Oe in bulk Fe). 
Experimental studies on single-domain particles prepared in the form of precipitates, amalgams, 
supported catalysts, and suspensions soon followed [7], and enhanced values of Hc were indeed 
observed in qualitative agreement with the predicted result. The interpretation of these studies was often 
hampered, however, by problems associated with wide particle size distributions, environmental 
contamination, and small sample masses. Granular ferromagnetic metal–insulator films provide an 
important new class of materials for studies of this kind, and the study of their single-domain magnetic 
properties has been a fruitful field of research for many years.

Well below the Curie temperature TC, all of the ferromagnetically coupled atomic moments in a single-
domain particle are aligned in essentially the same direction, and give rise to a total magnetic moment µ
that can be much larger than that of a single atom (a 10 nm Fe particle, for example, contains about
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5 × 104 atomic moments). The equilibrium magnetic properties of a large assembly of noninteracting 
uniaxial single-domain particles, each of volume Vp, are then largely determined by the relative 
magnitudes of three characteristic energies: the thermal energy ET = kBT where kB is Boltzmann's 
constant, the anisotropy energy EA = CVp where C is the total anisotropy energy per unit particle 
volume, and the magnetostatic energy EM = µ · H where H is the applied magnetic field. At 
temperatures where ET >> EA, and in zero applied magnetic field, the direction of µ rapidly fluctuates in 
time, and the system exhibits no net or global magnetization (as distinguished from the nonzero 
magnetization of each individual particle). In the presence of an applied field, a global magnetization is 
observed whose field dependence exhibits no magnetic hysteresis, and which resembles that of a 
classical paramagnet if the atomic moment is replaced by the particle moment µ. With decreasing 
temperature however, a 'blocking' temperature TB, which depends on the particle size, applied field, and 
measuring instrument, is eventually reached below which ferromagnetic and history-dependent 
magnetic properties first appear. The ferromagnetic properties observed below TB are not the result of a 
ferromagnetic coupling between the moments of the individual particles, but rather arise because the 
relaxation time for the particle moments becomes greater than the instrumental measuring time. Such 
systems are referred to as superparamagnetic.

Figure 14.4 
Zero-field cooled (ZFC) and field cooled (FC) 
susceptibility χ of a sputter deposited granular 

Fe0.21(SiO2)0.79 film as a function of the 
temperature T. Both measurements were carried 

out in an applied field of 50 Oe. The peak in 
χ(T) locates the blocking temperature TB. The 

two curves superimpose at temperatures 
greater than TB.

Several characteristic magnetic properties of granular ferromagnetic metal–insulator films are 
illustrated in figures 14.4 and 14.5. In figure 14.4, for example, the temperature dependence of the low-
field susceptibility χ(T) is shown for a granular Fe0.21(SiO2)0.79 film. The curve displaying a clear peak 
was obtained
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Figure 14.5 
Magnetic hysteresis loop of a sputter deposited 

granular Fe0.42(SiO2)0.58 film at 2 K.

by first cooling an as-prepared sample in zero applied field, and then measuring the sample's 
magnetization on warming in an applied field of 50 Oe. The second curve was obtained by recooling 
the same sample, also in a 50 Oe field. The peak in the zero-field cooled curve marks the blocking 
temperature for this particular sample and measuring instrument (a SQUID magnetometer in this case). 
Above TB, the two magnetization curves superimpose, and measurements of the magnetization as a 
function of the applied magnetic field show no hysteresis. Below TB, these materials exhibit a 
characteristic magnetic hysteresis loop with the associated ferromagnetic properties of nonzero 
coercivity and remanent magnetization. Figure 14.5 shows a typical hysteresis loop for a granular Fe0.42

(SiO2)0.58 film measured at a temperature of T = 2 K (well below TB for this sample).

Enhanced values of the coercivity Hc in comparison to the corresponding bulk material are an additional 
magnetic characteristic of many granular films which contain a ferromagnetic component [10–12] and 
in particular greatly enhanced values of Hc have been observed in ferromagnetic metal–insulating oxide 
films [11, 12]. A typical example of this behavior is shown in figure 14.6 where it can be seen that the 
coercivity of a series of granular Fex(SiO2)1–x films systematically evolves with Fe concentration, and 
near an Fe volume fraction of x ≈ 0.5 reaches a maximum value of Hc ≈ 2500 Oe at 2 K (more than two 
orders of magnitude greater than for bulk Fe). Even at room temperature, coercivities as large as Hc ≈ 
500 Oe were observed. Similar studies carried out on granular Co–SiO2 films have also revealed 
enhanced coercivities, although not of the same magnitude as found in the case of the Fe based films 
[13]. When the temperature dependence of the coercivity is studied at fixed composition, Hc(T) has 
been found to vary approximately as the square root of T [11], a result predicted as early as 1963 [14].
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Figure 14.6 
Evolution in the coercivity Hc as a function 

of the Fe volume fraction x in a series of 
sputter deposited granular Fex(SiO2)1–x films 

at temperatures of T = 2, 77, and 300 K. Note 
that the mean Fe particle size is approximately 

proportional to x (see figure 14.3) and, as a 
result, Hc also depends on the particle size.

14.3.2— 
Superparamagnetic Properties.

At finite temperatures and in zero applied field, the ferromagnetically aligned magnetic moments within 
a uniaxial single-domain particle fluctuate between their two energetically degenerate ground states on 
a time scale, assuming simple Arrhenius behavior, given by

where τ is the relaxation time, τ0 is a constant estimated to be between about 10–13 and 10–9 S, and CVp 
is the total anisotropy energy of the particle [15]. An expression similar to equation (14.1) can also be 
obtained when an applied magnetic field is present, but its exact form depends on the details of the field 
direction in comparison to the direction of the particle's anisotropy axis (in order to avoid this problem 
it is advantageous to carry out magnetization measurements in as small applied fields as possible). The 
strong temperature and particle-size dependence of τ plays an important role in determining the 
characteristic magnetic properties observed in systems of noninteracting single-domain particles.

The results of a magnetic measurement on an assembly of superparamagnetic particles depends not only 
on the relaxation time defined in equation (14.1), but also on the characteristic time of the measuring 
instrument. For a measurement carried out in zero applied field with an instrument whose characteristic 
measuring time is τi, the relaxation time and the instrumental time become equal
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at a temperature TB given by

The temperature TB defined in equation (14.2) is the same blocking temperature as described earlier, and 
defines the temperature below which the particle moments fail to equilibrate during the time scale of the 
measurement. The measuring instrument detects no net magnetization above TB, because the particle 
moments fluctuate many times over the time interval of the measurement. On the other hand, history-
dependent ferromagnetic properties are observed below TB. Similar considerations also apply in the 
presence of a magnetic field.

Because each instrument has its own specific τi, different instruments will determine different values of 
TB for the same sample. Thus, by using two or more instruments of very different measuring times, one 
can separately determine CVp and τ0 from equation (14.2). These measurements have been carried out 
[11], and it has been found that in many different granular ferromagnetic metal–insulator systems τ0 has 
a value of about 10–13 s, and that C is much larger than the corresponding magnetocrystalline anisotropy 
energy of the bulk material. For example, while K1 ≈ 105 erg cm–3 for bulk Fe [16], C ≈ 107 erg cm–3 has 
been observed in granular Fe–SiO2 films. Evidently, the effective anisotropy energy must contain 
contributions from additional mechanisms such as shape, strain, and exchange anisotropies, as well as 
the magnetocrystalline anisotropy.

At temperatures above TB, the temperature and field dependence of the measured global magnetization 
M(T, H) and susceptibilty χ(T, H) are similar to those of a classical paramagnet if the atomic moment is 
replaced by the particle moment µ (unlike the atomic moment, however, µ = µ(T, H) is itself a function 
of the temperature and applied field). The global magnetization can therefore be expressed as

where L is the Langevin function and Mp is the magnetization of each particle per unit particle volume. 
As is the case for ordinary paramagnets, plots of M(T, H) versus H/T for noninteracting assemblies of 
single-domain particles at temperatures above TB must approximately superimpose when kBT >> µH. 
The magnetic susceptibility can be obtained in the usual way by differentiating equation (14.3) with 
respect to the applied field H. Assuming that kBT >> µH, one obtains for the temperature dependence of 
the susceptibility

Equation (14.4) can be extended to the case of interparticle interactions by rewriting the susceptibility 
in the Curie–Weiss form where
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T0 is the analog of the Curie–Weiss temperature, and provides a measure of the correlations among the 
superparamagnetic particle moments [15].

Figure 14.7 
(a) Inverse susceptibility X–1 as a function of 

the temperature T for a granular Fe0.21(SiO2)0.79
 

film and (b) the quantity [X(T – T0)]1/2 as a 

function of T3/2 for the same sample.

Due to the temperature dependence of Mp in equation (14.4), one would not necessarily expect a plot of 
X–1 versus T to be linear in T for a granular sample. Figure 14.7(a) verifies this expectation and, 
furthermore, shows that X–1 = 0 at a finite temperature, indicating the presence of interparticle 
interactions. By explicitly introducing the temperature dependence of Mp in the Bloch form Mp(T) = Ms

(1 – BT3/2) where Ms is the saturation magnetization and B is the spin-wave stiffness constant, and then 
plotting [X(T – T0)]1/2 versus T3/2 as shown in figure 14.7(b), one obtains a relatively straight line for 
temperatures greater than about 150 K. From the measured slope of this line, B has been
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determined and found to have a value approximately an order of magnitude greater than for bulk Fe 
[17]. The enhanced B values may arise because of the larger fluctuations in the surface moments as has 
been previously suggested in the case of magnetic thin films [18], or from a maximum allowed spin-
wave wavelength due to finite particle size.

Equations (14.3) and (14.4) can be modified to incorporate a distribution of particle sizes as found in 
real materials. If P(r) is the probability of finding a particle of size r, equation (14.3) can be rewritten as

The inversion of equation (14.5) could, in principle, directly yield the particle size distribution P(r). The 
inversion of integral equations, however, poses formidable numerical challenges, and a more common 
approach has been to assume a particular distribution function. By varying the parameters of the 
probability distribution to obtain an optimal fit to the measured data, particle size information can be 
obtained. Log-normal distributions (i.e. the logarithm of the particle size is normally distributed) have 
been used in analyses of this kind, and have yielded values for the mean and standard deviation of the 
particle size distribution in relatively good agreement with the results of direct TEM imaging 
experiments [17].

14.3.3— 
Ferromagnetic Properties

At very low temperatures, the total magnetic moment µ of a single-domain particle is essentially the 
sum of the individual atomic moments, and can be written as µ = MsVp where Ms is the saturation 
magnetization per unit particle volume Vp. In the absence of an applied magnetic field, the moment µ of 
a uniaxial particle is aligned either parallel or antiparallel to a single magnetic axis determined by the 
total magnetic anisotropy of the particle (which, as noted earlier, may include contributions from shape, 
strain, and exchange anisotropies, as well as the magnetocrystalline anisotropy). The parallel and 
antiparallel orientations of µ relative to the magnetic axis are energetically equivalent, but separated by 
an anisotropy energy barrier EA = CVp where C is the total magnetic anisotropy energy per unit volume. 
In a large assembly of equivalent particles the magnetic axis of each particle is randomly oriented, and 
the measured global magnetization of the system in the absence of an applied magnetic field is zero. If 
such a system of single-domain particles is placed in an applied magnetic field H, the low-temperature 
magnetization per unit volume becomes M(H, T ≈ 0) = xMs<cos θ> where <cos θ> is the average angle 
between the individual particle moments and the applied field. With increasing applied field M(H, T ≈ 
0) will increase, and eventually approach xMs as all of the magnetic moments become aligned in the 
direction of H. If the applied field is then decreased, the global magnetization will decrease to a 
remanent
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magnetization Mr = xMs/2 because all of the moments are now randomly oriented in only one 
hemisphere due to the anisotropy energy barrier giving <cos θ> = 1/2. Values of Mr = xMs/2 following 
saturation at low temperatures are commonly taken as direct evidence for assemblies of uniaxial single-
domain particles.

Unlike the low-temperature remanent magnetization, the coercivity of granular ferromagnetic metal–
insulator films has been found to vary greatly from system to system, and depends, for example, on the 
particle size and the insulating matrix, as well as on the details of the fabrication process. The largest 
coercivities have been observed in Fe particles embedded in insulating oxide matrices in general, and 
SiO2 matrices in particular. It has been reported that if an Fe–Si alloy forms during the deposition 
process significantly reduced coercivities will result [19]. While several qualitative explanations for the 
enhanced coercivities of these materials will be described in the following paragraph, a detailed 
theoretical understanding of these phenomena remains elusive.

One class of explanations for the enhanced values of the coercivity observed in granular materials has 
been based on the effects of the surface or interface that necessarily separates the ferromagnetic 
particles from the surrounding matrix. The presence of this interface must result in an effective surface 
anisotropy arising from surface magnetocrystalline, magnetoelastic, and dipolar shape anisotropies [20]. 
If the effective surface anisotropy is sufficiently large, it can then pin the magnetic moment of the 
particle in a preferred direction and enhance the coercivity. A second approach focuses on the assumed 
presence of a thin magnetic shell (usually a magnetic oxide if the matrix contains oxygen) surrounding 
a ferromagnetic core of the elemental metal. It can then be shown that if the shell orders 
antiferromagnetically or ferrimagnetically and exchange couples to the core, a significant additional 
energy beyond the magnetocrystalline anisotropy energy may be required to rotate the magnetization 
[21]. Direct experimental evidence for the presence of oxide shells has come from the results of 
Mössbauer effect and x-ray photoelectron spectroscopy measurements [22]. In the case of Fe, Co, and 
Ni particles embedded in an SiO2 matrix, for example, these oxides have been identified as Fe3O4, 
Fe2O3, FeO, CoO, Ni2O3, and NiO respectively. In each case, at least one of these oxides is either 
antiferromagnetic or ferrimagnetic. It should be noted, however, that enhanced coercivities cannot 
exclusively arise from interactions of this kind because enhanced coercivities (although not to the extent 
observed in the case of oxide matrices) have also been observed in several granular systems that do not 
contain oxygen [10, 23].

14.4— 
Electrical Transport Properties

In addition to their unique magnetic properties, granular metal–insulator based films offer many 
opportunities for the study of metallic conduction in the presence of strong disorder, nonmetallic 
conduction due to thermally activated
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tunneling processes, the metal–insulator transition, superconductivity, and dimensionality effects. 
Although none of these phenomena is unique to granular metal films, the ability to continuously vary 
the size and volume fraction of the metallic component in these materials allows an unusually wide 
range of electrical transport properties to be systematically studied.

The discussion of the electrical transport properties of granular metal–insulator films has been divided 
into three sections. The first section presents an overview of the general types of conduction observed in 
granular films, and in particular the evolution in the temperature dependence of the electrical resistivity 
as a function of the metal volume fraction. The next two sections will then focus on the two distinct 
conduction regimes associated with metal-rich and metal-poor films. In the metal-rich or metallic 
regime, the emphasis will be on the logarithmic temperature dependence of the resistivity observed at 
low temperatures and on the film-thickness dependence of the conduction. In the metal-poor or 
insulating (in the sense that the resistivity becomes infinite at T = 0) regime, the low-field conduction 
will be described and discussed in terms of an electron hopping picture.

14.4.1— 
Overview

The temperature dependence of the sheet resistance (T) in a series of sputter deposited Nix(SiO2)1–x 
films about 100 nm in thickness is shown as a function of the Ni volume fraction x in figure 14.8. 
Several features of these data are typical of all granular metal films. Although the resistance increases 
by many orders of magnitude with decreasing values of x, two distinct conduction regimes can be 
identified [1]. The metallic regime is characterized by large values of x, relatively small values of the 
resistivity, and small positive temperature coefficients of the resistivity (TCR) near room temperature. 
In this conduction regime, the film resistivity slowly increases and the room-temperature TCR slowly 
decreases with decreasing x. The insulating regime, on the other hand, is characterized by smaller 
values of x, large values of the resistivity, and negative TCRs. In this regime, the film resistivity rapidly 
increases and the room-temperature TCR becomes increasingly negative with decreasing x. The 
transition from the metallic to the insulating regime occurs at a critical metal volume fraction xc that 
experimentally is found to be between approximately 0.4 and 0.6 in as-prepared samples, and near 0.5 
in well annealed samples [1, 24]. An example of the very sharp transition from metallic to nonmetallic 
transport behavior found in granular systems with particularly narrow particle size distributions is 
shown in figure 14.9.

The evolution in the conduction behavior of granular metal films as a function of the metal volume 
fraction is intimately connected to the corresponding evolution in the film microstructure. The relatively 
small values of the resistivity and positive TCRs that characterize the metallic conduction regime arise 
because the microstructure consists of connected metal particles which form
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Figure 14.8 
The temperature dependence of the sheet 

resistance (T) in a series of sputter deposited 
granular Nix(SiO2)1–x films as a function of 

the temperature T and the Ni volume fraction x.

Figure 14.9 
Evolution of the room-temperature resistivity ρ(x) 

in a series of as-deposited and annealed 
sputter deposited granular Wx(SiO2)1–x films as 

a function of the W volume fraction x. 
(Adapted from [24].)

a percolating network. With decreasing metal volume fraction the film resistivity increases and TCR 
becomes less positive due to the increasing tortuosity of the percolating conduction paths and a 
corresponding increase in the strength of the disorder. As will be discussed in greater detail in the 
following section, resistivity minima have also been observed as a function of the temperature in a 
number of different granular systems, even in relatively thick films [25]. Below the minima the 
resistivity increases in proportion to the logarithm of the temperature. In the insulating regime the film 
microstructure consists
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of isolated metal particles separated by insulating barriers. No percolating conduction paths exist, and 
the primary mechanism of electron transport is by thermally assisted hopping or tunneling between 
isolated metal particles. In this conduction regime the resistivity can be well described by a relation of 
the form ρ(T) ∝ exp[(T0/T)1/2] where T0 = T0(x) is a monotonically increasing function of x over many 
orders of magnitude in the resistivity, and from temperatures as low as several K to well above room 
temperature [1, 26]. In several different granular metal–insulator systems, however, in which the 
resistivity has been studied at temperatures below a few K, it has recently been observed that T0, and 
consequently dρ/dT, becomes essentially independent of x [27].

14.4.2— 
Metallic Regime

It has already been noted that the resistivities and TCRs of granular metal–insulator films are similar to 
those found in other disordered metallic materials. It is therefore interesting to ask whether other 
conduction properties associated with disordered metallic systems might also be found in the metallic 
regime of granular metals. This indeed turns out to be the case, and the purpose of this section is to 
describe several of these phenomena, focusing in particular on the temperature and film-thickness 
dependence of the resistivity.

The transport behavior of two of the metallic Nix(SiO2)1–x films shown in figure 14.8 has been replotted 
in figure 14.10 in the form (see below)  versus ln(T) where  = (T) – (T0) and T0 = 
0.3 K. Two obvious features of these data are worth noting. In the first instance, each sample (and in 
fact all of the metallic films shown in figure 14.8) exhibits a composition-dependent resistivity 
minimum which shifts to higher temperatures with decreasing x. Below the minimum, the resistivity 
increases in proportion to the logarithm of the temperature to the lowest measured temperatures, 
although the rate of increase varies from sample to sample.

Several different mechanisms, including the scattering of conduction electrons from certain isolated 
magnetic moments (Kondo effect) [28], as well as other quantum mechanical effects such as weak 
localization and electron–electron interactions in 2D systems, can give rise to a logarithmic temperature 
dependence of the resistivity at low temperature [29]. As previously noted, however, metal-rich 
granular metal–insulator films are ferromagnetic when the metallic component itself is ferromagnetic, 
so one would not expect a Kondo effect in this class of material. In the following paragraphs we will 
discuss the extent to which the observed low-temperature resistivity is consistent with the general 
predictions of weak localization and electron–electron interaction theory. Numerical studies of the 
localization properties of granular systems have recently addressed these issues in depth [4].

In disordered materials at low temperatures it is possible for an electron to undergo many elastic 
scattering events before an inelastic scattering event takes place. Generally speaking, such a material is 
said to be effectively
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Figure 14.10 

Conductance change  of two 
metallic sputter-deposited granular Nix(SiO2)1–x

 

films with Ni volume fractions of x = 0.36 and 
x = 0.49 as a function of ln(T).

two dimensional if its thickness is less than the diffusion distance or phase breaking length over which 
the phase shift of the inelastically scattered electron approaches 2π (that is the electron loses its phase 
memory). The theory then shows that, in the absence of an applied magnetic field and neglecting the 
effects of spin–orbit and spin–spin scattering, the change in the conductance of the sample can be 
expressed in the form

where e and  have their usual meaning, and T0 is a reference temperature [29, 30]. K is a temperature-
independent factor arising from weak electron localization and/or electron–electron correlation effects. 
In the former case, K = αp where α is a constant of order unity, and the temperature dependence of the 
inelastic scattering time ti is taken to be ti ∝ T–p. If the dominant inelastic scattering mechanism is due to 
electron–phonon scattering, then p is expected to be between two and four for 3D phonons (even in thin 
films the phonons should behave three dimensionally if the film is supported on a thick substrate), 
while electron–electron scattering results in a value of p = 1. In the case of electron–electron correlation 
effects, K = 1 – 0.75F where F is a screening factor which can take on values between 0 and 1. Weak 
localization and electron–electron effects are additive to first order [29], and one would therefore expect 
K to roughly fall between one and five. When the low-temperature data of figures 14.8 and 14.10 are fit 
to equation (14.6), one finds values of K between about two and six.

The apparent agreement between the measured K values described in the
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Figure 14.11 
Conductance change  of 
several metallic sputter deposited granular 

Ni0.59(SiO2)0.41 films as a function of 
the temperature T and film thickness.

preceding paragraph and the prediction of equation (14.6) is somewhat surprising due to the fact that the 
film thickness of about 100 nm is considerably larger than would normally be expected for 2D behavior 
(based on the characteristic scattering lengths for weak localization and/or electron–electron interaction 
effects). In an attempt to clarify this problem, the results of a series of resistivity measurements on films 
of varying thickness and the same nominal composition of x ≈ 0.59 are shown in figure 14.11. Even the 
thickest film studied exhibited a logarithmic increase in the resistance at low temperature, while the rate 
of increase clearly becomes smaller with decreasing film thickness. No evidence for a thickness-
independent slope was found, even in the thinnest samples. Clearly more work in this area is needed 
before a complete understanding of the transport properties of these materials can be obtained.

14.4.3— 
Insulating Regime.

Below the critical metal volume fraction xc, the microstructure of granular metal–insulator films 
consists of isolated metal particles or grains embedded within a continuous insulating matrix. No long-
range connected metallic conduction paths exist, and at finite temperatures electrons are transported by 
thermally assisted hopping or tunneling between isolated metal particles. In this conduction regime 
many different experiments have shown that the temperature dependence of the resistivity ρ(T) can be 
well described by an expression of the form
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Figure 14.12 
Logarithm of the resistance R as a function 

of T–1/2 for a series of sputter deposited 
granular Nix(SiO2)1–x films in the insulating 

conduction regime. (Adapted from [1].)

Figure 14.13 
Logarithm of the reduced resistance as a 
function of T–1/2 for a series of sputter 

deposited Nix(SiO2)1–x films in the 
insulating conduction regime.

where T0 = T0(x) is composition dependent [1]. Figure 14.12 shows an example of the transport behavior 
of a series of granular Nix(SiO2)1–x films in the insulating conduction regime.

While equation (14.7) has been very successful in describing the temperature dependence of the 
resistivity over a wide range of temperatures in many granular metal–insulator films with metal volume 
fractions x < xc [1, 26], deviations from equation (14.7) have been observed in measurements at 
temperatures below several K [27]. This behavior is illustrated in figure 14.13 for three sputter 
deposited Nix(SiO2)1–x granular films with Ni volume fractions
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of x = 0.34, 0.32, and 0.30. The resistivity of each film can be seen to fall into one of two regimes. At 
temperatures greater than several K, the data can be well described by equation (14.7). At lower 
temperatures, however, a weaker temperature dependence is observed, and dρ/dT appears to become 
essentially independent of the film composition.

Two different approaches have generally been used to justify the experimentally observed equation 
(14.7) for the temperature dependence of the resistivity in the insulating conduction regime. The first 
approach focuses on the non-negligible charging energy Ec (proportional to 1/r) associated with the 
transfer of an electron from one metallic particle to a neighboring particle [31] By assuming that the 
charge carriers are thermally activated with a number density proportional to exp(–Ec/2kBT), and that the 
carrier mobility is given by the tunneling probability exp(–2αs) where α is the tunneling exponent and s
is the distance between metallic particles, one then obtains for the conductivity σ ∝ exp(–2αs – 
Ec/2kBT). In the original version of this argument it is further assumed that the particle size r and 
interparticle separation distance are such that their product is a constant, minimizing the argument of 
the exponent in the conductivity to an expression consistent with equation (14.7) [1, 32]. The 
assumption that the product rs is a constant is open to some criticism [33], but in fact is not actually 
needed to obtain the necessary T–1/2 temperature dependence. A second approach is based on including 
the Coulomb interaction between electrons in a variable-range hopping model, which results in a 
parabolic gap in the density of states at the Fermi level [34]. By assuming that all relevant energies are 
greater than kBT, the resistivity can then be obtained in the form of equation (14.7) where the constant T0

can be expressed in terms of the optimal hopping energy and distance.

14.5— 
Giant Magnetoresistance

While granular metal–insulator based films have been studied since the early 1960s, granular metal–
metal films have only been systematically fabricated and studied for the last several years [10]. 
Nevertheless, a host of novel transport properties have already been discovered, beginning with the 
observation of dramatically enhanced values of the magnetoresistance ∆ρ/ρ (conventionally defined as 
∆ρ/ρ = [ρ(H) – ρ(0)]/ρ(0) or ∆ρ/ρ = [ρ(H) – ρ(Hs)]/ρ(Hs)), in the granular Co–Cu system [35]. This 
effect, which is now commonly referred to as 'giant magnetoresistance' or GMR, will be the focus of 
this short section.

Giant magnetoresistance was first discovered in 1988 [36] in Fe/Cr multilayers (see chapter 6), and was 
subsequently observed in many other multilayer systems consisting of alternating layers of 
ferromagnetic and nonmagnetic metals [37]. For an appropriate choice of the nonmagnetic metal layer 
thickness the magnetic layers could be made to antiferromagnetically couple, resulting in a zero net 
magnetization in the absence of an applied magnetic field. In the presence of a sufficiently large applied 
magnetic field,
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the magnetization of each magnetic layer could be aligned. The large difference in resistance in the two 
spin states is then responsible for the observed GMR. Numerous experimental studies, including the 
oscillatory behavior of GMR as a function of the nonmagnetic layer thickness and its dependence on the 
crystalline orientation and multilayer quality, have generally confirmed this basic qualitative 
mechanism for the GMR.

Figure 14.14 
The longitudinal ( || ) and transverse (⊥: H perpendicular to the sample plane, 

T: H in the sample plane) magnetoresistance ρ of a granular 
Co0.20Ag0.80 film annealed at 603 K.

In addition to the GMR originally observed in the granular Co–Cu system, similar behavior has now 
also been observed in a much wider range of granular metal–metal solids, demonstrating that a 
multilayer structure is not required for the GMR phenomena [38]. Very large values of the 
magnetoresistance have been obtained in these materials as shown in figure 14.14 for a granular 
Co0.20Ag0.80 sample after annealing at 500 K.

Although magnetoresistance data have historically been described in terms of a relative shift in the 
resistivity (or resistance), it has recently been shown that the absolute change in the resistivity is of 
greater physical significance [5]. In particular the quantity ρm = [1 – F(M/Ms)], where M is the global 
magnetization and Ms is the saturation magnetization, is the relevant parameter in describing the GMR. 
F(M/Ms) must be an even function of M/Ms with the limiting values of F(M/Ms) → 0 as M → 0 (when H
= 0 or Hc) and F(M/Ms) → 1 as M → Ms (when H ≥ Hs). The field dependence of the

Página 1 de 1Document

10/04/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_368.html



   

Page 369

GMR is contained in F(M/MS) which, in most cases, can be well described by F(M/MS) ≈ (M/MS)2, and 
further improved by retaining a term in (M/MS)4 and writing F(M/MS) = α(M/MS)2 + (1 – α)(M/MS)4 
where α is a parameter with a value less than 1. These expressions account for the experimental fact 
that the global magnetization always saturates faster than that of the GMR.

Figure 14.15 
The magnetic resistivity ρm as a function of the inverse particle 

radius for a series of granular Co0.20Ag0.80 films annealed at 
various temperatures.

The quantity ρm, which depends on the sizes and the density of the magnetic particles, dictates the 
magnitude of GMR. The dependence of ρm on particle size can be revealed in samples with a fixed 
volume fraction of the magnetic species, but with different particle sizes as shown in figure 14.15. In 
this case it has been found that ρm ∝ 1/r. Since the interface area/volume in a granular system is S ≈ 
3x/r, evidently ρm ∝ S. Thus GMR is due to magnetic scattering at the interfaces.

The dependence of ρm on x is shown in figure 14.16, where the values of ρ, ρm, and GMR of Co–Ag 
with 0 ≤ xv ≤ 1 are displayed. The value of ρ initially rises when Co is first introduced, reaching a 
plateau for a broad range of Co contents, and decreases towards the pure Co limit. The value of ρm 
increases from 0, reaching a maximum at about xv ≈ 25%, before decreasing to very small values at xv ≈ 
55%, which is just the percolation threshold, beyond which a connecting network of Co is formed, and 
there is no GMR.
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Figure 14.16 
The concentration dependence of (a) the resistivity ρ, (b) the magnetic 

resistivity ρm, and (c) the magnetoresistance. Solid and open circles 
correspond to temperatures of 5 and 300 K respectively.
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14.6— 
Summary

The purpose of this chapter has been to provide a brief overview of several characteristic magnetic and 
transport properties of sputter deposited granular films consisting of nanometer-sized metallic particles 
embedded in either an insulating or a metallic matrix. In both cases, the properties of these materials 
have been shown to differ significantly from the corresponding properties of their bulk counterparts, 
and in some cases, to exhibit completely unexpected properties. These unusual properties arise from the 
combination of often disparate properties of the individual constituents from which these materials are 
formed, and from the nanometer length scale that characterizes the microstructure of these materials.

References

[1] For the first general reviews describing the fabrication and physical properties of granular metal 
films, as well as an extensive list of references to the pre-1975 literature, see Abeles B, Sheng P, Coutts 
M D and Arie Y 1975 Adv. Phys. 24 407 and Abeles B 1976 Applied Solid State Science ed R Wolfe 
(New York: Academic) pp 1–117

[2] Schlesinger T E, Cammarata R C, Gavin A, Xiao J Q, Chien C L, Ferber M K and Hayzelden C 
1991 J. Appl. Phys. 70 3275

[3] See, for example, Hadjipanayis G C and Prinz G A (ed) 1991 Science and Technology of 
Nanostructured Magnetic Materials (New York: Plenum) 
Hadjipanayis G C and Siegel R W (ed) 1994 Nanophase Materials: Synthesis–Properties–Applications 
(Dordrecht: Kluwer)

[4] Sheng P 1992 Phil. Mag. B 65 357

[5] Chien C L, Xiao J Q and Jiang J S 1993 J. Appl. Phys. 73 5309. For a basic introduction to the 
related problem of multilayer GMR, see, for example, White R L 1992 IEEE Trans. Magn. MAG-28 
2482 and the four subsequent papers in that journal issue.

[6] Tsoukatos A, Wan H, Hadjipanayis G C and Li Z G 1992 Appl. Phys. Lett. 61 3059
Wan H, Tsoukatos A, Hadjipanayis G C, Li Z G and Liu J 1994 Phys. Rev. B 49 1524

[7] See, for example, Jacobs I S and Bean C P 1963 Magnetism III ed G T Rado and H Suhl (New 
York: Academic) pp 271–350

[8] Frenkel J and Dorfman J 1930 Nature 126 274

[9] Kittel C and Galt J K 1946 Phys. Rev. 70 965 
Stoner E C and Wohlfarth E P 1948 Phil. Trans. R. Soc. A 240 599
Kittel C 1949 Rev. Mod. Phys. 21 541 
Kittel C and Galt J K 1959 Solid State Phys. 3 437

[10] Childress J R and Chien C L 1991 Phys. Rev. B 43 8089; 1991 J. Appl. Phys. 70 5885

[11] Xiao G, Liou S H, Levy A, Taylor J N and Chien C L 1986 Phys. Rev. B 34 7573
Chien C L, Xiao G, Liou S H, Taylor J N and Levy A 1987 J. Appl. Phys. 1 3311 
Xiao G and Chien C L 1987 Appl. Phys. Lett. 51 1280

Página 1 de 2Document

10/04/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_371.html



Page 372

Liou S H and Chien C L 1988 Appl. Phys. Lett. 52 512; J. Appl. Phys. 63 4240

[12] Kanai Y and Charap S H 1991 J. Appl. Phys. 69 4478

[13] Tsoukatos A, Wan H and Hadjipanayis G C 1993 J. Appl. Phys. 73 6967
Tsoukatos A 1994 PhD Thesis University of Delaware

[14] Kneller E F and Luborsky F E 1963 J. Appl. Phys. 34 5

[15] For a more sophisticated treatment of the relaxation time see Chantrell R W and Wohlfarth E P 
1983 J. Magn. Magn. Mater. 40 1 and references therein

[16] Morup S, Topsoe H and Clausen B S 1982 Phys. Scr. 25 713

[17] Xiao G and Chien C L 1988 J. Appl. Phys. 61 3308
Chien C L 1991 J. Appl. Phys. 69 5267

[18] Mills D L 1971 Comments Solid State Phys. 4 28; 1972 Comments Solid State Phys. 4 95
Pierce D T, Celotta R J, Unguris J and Siegmann H C 1982 Phys. Rev. B 26 2566

[19] Holtz R L, Edelstein A S, Lubitz P and Gossett C R 1988 J. Appl. Phys. 64 4251

[20] Bruno P and Renard J-P 1989 Appl. Phys. A 49 499

[21] Meiklejohn W H and Bean C P 1956 Phys. Rev. 102 1413; 1957 Phys. Rev. 105 904; 1962 J. Appl. 
Phys. 33 1328 
Malozemoff A P 1987 Phys. Rev. B 35 3679; 1988 J. Appl. Phys. 63 3874

[22] Dormann J-L, Gibart P and Renaudin P 1976 J. Physique Coll. 37 C6 281 
Dormann J-L, Sella C, Renaudin P, Kaba A and Gibart P 1979 Thin Solid Films 58 25 
Papaefthymiou V, Tsoukatos A, Hadjipanayis G C, Simopoulos A and Kostikas A 1995 J. Magn. 
Magn. Mater. 140–144 397 
Paparazzo E, Dormann J L and Fiorani D 1983 Phys. Rev. B 28 1154 
Shah S I and Unruh K M 1991 Appl. Phys. Lett. 59 3485

[23] Edelstein A S, Das B N, Holtz R L, Koon N C, Rubinstein M, Wolf S A and Kihlstrom K E 1987 
J. Appl. Phys. 61 3320

[24] Abeles B, Pinch H L and Gittleman J L 1975 Phys. Rev. Lett. 35 247

[25] Carl A, Dumpich G and Hallfarth D 1987 Phys. Rev. B 39 915; 1989 Phys. Rev. B 39 3015
Lee S J, Ketterson J B and Trivedi N 1992 Phys. Rev. B 46 12 695

[26] Gittleman J I, Goldstein Y and Bozowski S 1972 Phys. Rev. B 5 3609
McAlister S P, Inglis A D and Kayll P M 1985 Phys. Rev. B 31 5113

[27] Gershenfeld N, VanCleve J E, Web W W, Fischer H E, Fortune N A, Brooks J S and Graf M J 
1988 J. Appl. Phys. 64 4760 
Unruh K M, Patterson B M, Beamish J R, Mulders N and Shah S I 1990 J. Appl. Phys. 68 3015 
Chui S-T 1991 Phys. Rev. B 43 14 274

[28] Kondo J 1969 Solid State Physics vol 23, ed F Seitz and D Turnbull (New York: Academic) pp 

Página 1 de 2Document

10/04/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_372.html



   

183–281

[29] See, for example, Bergmann G 1984 Phys. Rep. 107 1 and Lee P A and Ramakrishnan R V 1985 
Rev. Mod. Phys. 57 287 and references therein

[30] Lin J J and Giordano N 1987 Phys. Rev. B 35 545

[31] Gorter C J 1951 Physica 17 777 
Neugebauer C A and Webb M B 1962 J. Appl. Phys. 33 74

[32] Sheng P, Abeles B and Arie Y 1973 Phys. Rev. Lett. 31 44
Sheng P and Klafter J 1983 Phys. Rev. B 27 2583 
Klafter J and Sheng P 1984 J. Phys. C.: Solid State Phys. 17 L93

Página 2 de 2Document

10/04/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_372.html



   

Page 373

[33] Adkins C J 1987 J. Phys. C: Solid State Phys. 20 235

[34] Afros A L and Shlovskii B I 1975 J. Phys. C: Solid State Phys. 8 L49 
Shlovskii B I and Efros A L 1984 Electronic Properties of Doped Semiconductors (Berlin: Springer) pp 
82–9

[35] Berkowitz A, Young A P, Mitchell J R, Zhang S, Carey M J, Spada F E, Parker F T, Hutten A and 
Thomas G 1992 Phys. Rev. Lett. 68 3745 
Xiao J Q, Jiang J S and Chien C L 1992 Phys. Rev. Lett. 68 3749

[36] Baibich M N, Broto J M, Fert A, Nguyen Van Dau F, Petroff F, Etienne P, Creuzet G, Friederich 
A and Chazeles J 1988 Phys. Rev. Lett. 61 2472

[37] Parkin S S P, Bhadra R and Roche K P 1991 Phys. Rev. Lett. 66 2152 
Pratt W P Jr, Lee S F, Slaughter J M, Loloee R, Schroeder P A and Bass J 1991 Phys. Rev. Lett. 60 
3060 
Krebs J J, Lubitz P, Chaiken A and Prinz G A 1989 Phys. Rev. Lett. 63 1645

[38] See, for example, the series of papers in the Proc. 37th Ann. Conf. on Magnetism and Magnetic 
Materials, Part A (published in 1993 J. Appl. Phys. 73)

Página 1 de 1Document

10/04/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_373.html



   

Page 375

Chapter 15— 
Magnetic and Structural Properties of Nanoparticles

G C Hadjipanayis, K J Klabunde, and C M Sorensen

15.1— 
Introduction.

This chapter focuses primarily on the magnetic properties of nanoparticles. As elsewhere in the book, 
the motivations for studying this area are both scientific and technological. Among the many 
applications [1–6] of nanoparticles, such as catalysts, medical diagnostics, color imaging, drug delivery 
systems, and pigments in paints and ceramics are those based primarily on magnetic properties such as 
magnetic tapes, ferrofluids, and magnetic refrigerants. Because the particle size is often less than the 
magnetic domain size, nanoparticles can have the special characteristic of exhibiting single-domain 
magnetism.

The techniques for the preparation of fine particles, discussed in part 2, including chemical reduction 
[7–12], thermal decomposition [13], spark erosion [14, 15], mechanical alloying [16], aerosolization 
[17], vapor deposition [18–24], and sputtering [25–29] can be used to produce magnetic nanoparticles. 
For example, Luborsky [7] prepared elongated Fe and Fe–Co fine particles with coercivity (Hc) about 
1000 Oe by electrodeposition of the metal in mercury. A higher coercivity (2140 Oe) has been obtained 
[30] in elongated but coarser Fe particles produced by reducing geothite (α-FeOOH) particles with 
hydrogen gas. Reduction of transition metal ions by NaBH4 or KBH4 has been used [8–12,30] to 
prepare fine Fe, Fe–Co, Fe–Co–B, and Fe–Ni–B particles with sizes in the range of 100–1000 Å, with 
Hc = 200–1000 Oe, and saturation magnetization σs = 100–140 emu g–1. The technique of Co doping of 
the particles has been widely used [31–34] to obtain much better recording properties. Various kinds of 
metallic and nonmetallic additive have been used [35,36], especially as sintering agents, in order to 
enhance the coercivity. Spark erosion was also used to prepare amorphous Fe(Co)–Si–B particles [14] 
in the range of 5 nm–25 µm, and Ni particles [15] with a wide range of sizes. Recently mechanical 
alloying
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has been employed to prepare large quantities of alloy particles [16]. Aerosol pyrolysis has also been 
used to prepare Fe oxide [17] and barium ferrite particles (see below). The latter particles have also 
been produced in glassy matrices [20]. Co and Ti doping has been used to obtain higher coercivities in 
barium ferrite particles [35]. Gas evaporation is the most widely used technique [18, 19, 21–24] for the 
production of uniform fine particles. This has led to particles with very high magnetization (200 emu g–

1) and coercivity (1580 Oe) [23, 24]. A similar behavior has been observed in granular solids where 
crystalline Fe [25, 28] and amorphous Fe–Si [37] fine particles have been embedded in insulating SiO2 
and BN matrices by sputtering.

Characterization of the surface and microstructure of the particles has included x-ray diffraction [38, 
39], x-ray photoelectron spectroscopy (XPS) [39], conventional transmission electron microscopy 
(TEM) and high-resolution transmission electron microscopy (HRTEM) [40], and Mössbauer 
spectroscopy [24, 41–46]. The surfaces of the metallic particles are normally passivated for their 
environmental stability. HRTEM [40] and Mössbauer spectroscopy [45] have shown beyond doubt that 
the surface coating in such passivated Fe particles is not continuous but consists of microcrystals of Fe 
oxides (γ-Fe2O3 and/or Fe3O4). It has also been reported [38–40] that the 30 Å thick surface coating is 
actually a double layer, consisting of a 20 Å thick layer of Fe3O4 which is further covered with 10 Å of 
γ-Fe2O3. In acicular Co doped γ-Fe2O3 particles, the surface shell of CoFe2O4 shows an epitaxial growth 
[40]. For the spherical passivated metallic particles, the crystal orientation of the surface shell 
microcrystals is still not known.

The magnetic properties of fine particles have been found to be very different from the bulk. The 
reports are still controversial on the size dependence of magnetization. Luborsky [47] claimed that the 
σs of ultrafine Fe particles prepared by electrodeposition was invariant with size even for particles 15 Å 
in size, indicating a complete ferromagnetic coupling. However, most of the metallic particles are 
protected by a thin oxide layer, and exhibit much lower values of magnetization than the bulk [23,24]. 
The existence of magnetic dead layers as a source for the lower magnetization in these particles has 
now been ruled out. Morrish et al [48] and Coey and Khalafella [49] were the first to point out that the 
lower values of magnetization observed in passivated metallic particles were due to surface spin 
canting. In a recent study, Pankhurst and Pollard [50] have argued this to be due to the nonsaturation 
effects because of the random distribution of anisotropy axes in ferrimagnetic particles. Parker and 
Berkowitz [51] have suggested that the canting occurs in the whole particle because of quantum size 
effects. On the other hand, the microscopic surface magnetic moment has been found to be higher. 
Tamura and Hayashi [41] found the hyperfine field coming from the interface layer of Fe passivated 
particles to be 8% larger than the value of bulk Fe, indicating a larger moment for the interface atoms. 
Similar results have also been found [52] in thin films of Fe, Ni, and Cr where the surface moments 
were found to be 30%, 20%, and 150%
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higher than their bulk values respectively.

Finite-size effects have been shown to alter the Curie temperature (Tc) of the material [53]. A distinct 
increase in Tc was found in an epitaxial Fe layer upon adsorption of monolayers of Fe, Pd, Ag, or O2; 
similar results have been obtained in Co and Ni thin films and fine powders [54–57]. Recently Tang et 
al [58] have observed a considerable increase in the Tc of ferrimagnetic MnFe2O4 particles. Finite-size 
effects also appear in the temperature dependence of magnetization.

Magnetic hysteresis studies on fine particles [17,23] show values of effective anisotropy and coercivity 
orders of magnitude higher than in the bulk. Such large anisotropy could arise from magnetic surface 
anisotropy, unidirectional anisotropy caused by the exchange interaction at the core–shell interface, 
and/or the magnetoelastic energies caused by stress/pinning induced by the lattice mismatch at the 
coated surface. Values of K as large as 108 erg cm–3 have been reported [48] for the surface layer of γ-
Fe2O3 particles. The magnetic state of the surface oxide plays a very important role in the temperature 
dependence of coercivity Hc(T) of the whole particle [23,59]. However, the hysteresis behavior of 
ultrafine particles is not explained consistently by any of the existing models [60].

In this chapter we will discuss the structural and magnetic properties of free-standing particles made by 
various techniques. These particles do not exhibit any of the matrix induced effects found in granular 
solids such as alloying and strain effects. In section 15.2 we describe the magnetic properties of metallic 
smoke particles prepared by the inert gas evaporation technique. In section 15.3 we describe metallic 
particles prepared by the solvated metal atom dispersion technique and compare them to the smoke 
particles. Section 15.4 describes mixed metal oxide particles prepared by aerosol spray pyrolysis.

15.2— 
Smoke Particles

15.2.1— 
Particle Size Variation and Distribution

The inert gas evaporation technique [21] has been used to prepare Fe and Co particles with three 
different surface chemistries as described below.

(i) Passivated metal powders: the metallic powders were passivated with a constant amount of argon/air 
mixture to be protected from further oxidation.

(ii) Metal/Ag samples: the metallic particles were sandwiched between two Ag films as shown in figure 
15.1. The metal/Ag samples were prepared in an attempt to reduce the amount of surface oxide and 
study its effect on the magnetic properties.

(iii) Metal/Mg samples: Fe(Co)-oxide-free metal/Mg samples were prepared (Mg was used since it is an 
oxygen scavenger and does not form any alloy with Fe). The Fe(Co) particles were produced in an Mg 
+ MgO matrix after annealing at a higher temperature. The particle size obtained in this study could be 
varied from 50 to 400 Å, by controlling: (a) the height of the substrate,
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(b) the source temperature, (c) the inert gas pressure and its atomic weight, and (d) the substrate 
temperature. Figure 15.2 shows the effect of gas pressure on particle size in Fe particles. As the argon 
pressure increases from 1 to 5 Torr, the particle size remains constant within experimental error, and 
above 5 Torr there is a clear increase in the particle size with argon pressure. As the inert gas pressure 
increases, the velocity of the particles decreases and so the radius increases. Also, when the gas pressure 
is low, the metal vapor covers a greater region of the substrate compared with the evaporation at higher 
pressure, where the smoke is confined to a much smaller surface area on the substrate (just above the 
source region).

Figure 15.1 
Schematic diagram showing metal particles sandwiched 

between two thin films of Ag.

An increase in particle size from 50 to 180 Å was observed as the substrate temperature increased from 
–196 to 200°C, keeping other parameters constant, followed by a smaller increase with any further 
increase in the substrate temperature. This shows the effect of temperature on the coalescence 
mechanism. The particle size distribution which results from a particular preparation process depends 
on the growth mechanism. The mechanism of growth is by coalescence for which the logarithm of the 
particle volume can be approximated to be Gaussian [21]. For spherical particles the particle size 
distribution function is a log-normal distribution (see equation (2.16) in chapter 2). The log-normal size 
distribution function is a function of d the particle diameter,  the most probable diameter, and σ the 
geometrical standard deviation. Figure 15.3 shows the experimental distribution for an Fe sample. 
Smaller particles had narrower size distributions than the larger ones (figure 15.4).
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Figure 15.2 
Particle size as a function of argon pressure during evaporation 

for passivated Fe particles.

15.2.2— 
Crystal Structures and Particle Morphology

Particles produced by vapor deposition are chemically very pure and are also free of pores and other 
morphological irregularities. Figure 15.4 shows the typical morphology of passivated Fe particles of 
median diameter 140 Å. The particle shape is nearly spherical. Deviation from sphericity is higher as 
the particles grow larger. The maximum aspect ratio is always less than two. Similar morphologies are 
obtained in the case of Co particles. The particle sizes obtained from dark-field micrographs of 
passivated particles are smaller than those from the corresponding bright-field pictures. This indicates 
that the phase of the center of the particle is different from that on the surface. The tendency to form 
particle chains increased as the particle size increased, because of the higher magnetization of the 
particles and therefore higher magnetostatic interactions.

The electron diffraction patterns of passivated Fe particles show a mixture of bcc α-Fe with γ-
Fe2O3/Fe3O4 oxides. No evidence of FeO and α-Fe2O3 has been found. Passivated Co shows fcc-Co with 
CoO/Co3O4 oxides. The diffraction lines due to the metal become broader as the particle decreases; 
whereas the lines due to the oxide phase are always broad and diffuse. Metal/Ag samples have a 
structure similar to the passivated particles, except that no oxides could be detected from the electron or 
x-ray diffraction studies.
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Figure 15.3 
Particle size distribution in a typical Fe sample showing a log-normal 

distribution. The particles have a most probable diameter of 163 Å and 
geometrical standard deviation of 1.23.

Figure 15.4 
Bright-field TEM of Fe particles with a most probable 

diameter of 140 Å.
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Fe–Mg samples were heat-treated at temperatures between 200 and 400°C to obtain particles in the size 
range of 30–400 Å. As-made Fe–Mg samples showed sharp Mg peaks in addition to a very broad peak 
near the α-Fe (bcc) [100] peak. The initial sample was characterized by Mössbauer spectroscopy as 
amorphous FexMg1–x, where x is less than 0.3. As the sample was heat-treated, Fe segregated out and its 
diffraction lines became stronger with increasing annealing temperature. Also some lines due to MgO 
were observed.

15.2.3— 
Effects of Particle Size and Surface Chemistry on Magnetic Properties

15.2.3.1— 
Magnetization Behavior.

Figure 15.5 shows the change in σs with particle size in passivated samples. The maximum value of σs 
obtained was about 90% of the corresponding bulk value in Fe and 78% in Co, for particles with a size 
near 300 Å [61]. For particle sizes below 100 Å, σs drops very sharply. The reduction in σs with 
decreasing size is expected because of the presence of surface oxides due to passivation: the volume 
ratio of the oxides to metal becomes larger as the particle size decreases. However, much lower σs 
values are observed than those corresponding to γ-Fe2O3 and/or Fe3O4 (average σs of γ-Fe2O3 and Fe3O4 
is about 90 emu g–1). As the samples age, some initial deterioration of the magnetization happens during 
the first couple of weeks and then it stabilizes to about 70–80% of its initial value [23].

Figure 15.6 shows the Mössbauer spectra of a 113 Å passivated Fe particle sample. The 300 K sextet is 
due to α-Fe and the broad component which splits at lower temperatures is due to γ-Fe2O3 and/or Fe3O4. 
The presence of the broad doublet in the oxide spectra (instead of a sharp one) indicates interaction 
between the metallic Fe and the Fe oxides [41–45]. This feature confirms the presence of oxides around 
the particles instead of isolated oxide particles. The atomic fraction of the Fe and Fe oxides obtained 
from Mössbauer spectra was used to calculate the expected magnetization of the sample and compare it 
to that obtained from superconducting quantum interference device (SQUID) magnetization 
measurements (table 15.1). As the particle size decreases below 100 Å, the difference between the 
experimental and expected σs values grows larger, indicating a loss of moment. Using the linear weight 
ratios of the shell and the core [10], the estimated effective shell thickness was found to be about 25 Å 
for Fe and 12 Å for Co. These numbers are consistent with recent high-resolution TEM studies shown 
in figure 15.7. The core lattice corresponds to Fe (Co) and the polycrystalline shell is of thickness 
similar to that expected from the magnetic data.

Our magnetic, structural, and Mössbauer results on small spherical metallic oxide coated particles (< 
100 Å) support the presence of spin canting. The most probable configuration seems to be one in which 
the surface/interface spins are canted resulting in an overall decrease of the magnetization. Our 
preliminary
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Figure 15.5 
Variation of saturation magnetization with particle 

size in passivated Fe particles.

Table 15.1. Comparison of saturation magnetization obtained from Mössbauer spectroscopy and 
SQUID magnetometer.

Particle 
diameter 
(Å)

Fe 
(wt%)

Fe oxide 
(wt%)

Magnetization 
Mössbauer 
(emu g–1)

Magnetization 
SQUID 
(emu g–1) Error (%)

275 41.6 58.4 144.6 150 4

214 27.5 72.2 126.6 135 6

113 30.0 70.0 129.5 120 –8

100 16.5 83.5 112.0 91 –23

88 7.3 92.7 100.2 65 –54

data on Mg coated Fe particles show that σs is about 200 emu g–1, and is independent of particle 
diameter (25–400 Å). This may be a very profound result indicating that σs does not show finite-size 
effects in pure metallic particles. The reduction in σs as observed in various studies has been attributed 
to the ferrimagnetic species present in the samples. A very recent scanning tunneling microscopy study 
[24] on a magnetite single crystal has shown that the large surface anisotropy caused by Fe2+ ions is 
responsible for the surface pinning of moments and hence the reduction in magnetization.
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Figure 15.6 
Mössbauer spectra and model fits of a 113 Å Fe 

particle sample at (a) 4.2 K, (b) 85 K, and (c) 300 K.
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Figure 15.7 
High-resolution TEM of an Fe sample showing 

a clear 'core–shell' morphology, where 'c' or 
core is of α-Fe, and 's' or shell is of γ-Fe2O3/Fe3O4.

15.2.3.2— 
Coercivity Behavior

Passivated particles. Passivated metallic particles show a strong size dependence of Hc. This was first 
demonstrated by Kneller and Luborsky [62] in Fe–Co alloy particles. Figure 15.8 shows the size and 
temperature dependence of coercivity in Fe particles. The maximum room-temperature coercivity 
obtained in 1150 Oe (275 Å) in Fe, and 1500 Oe (350 Å) in Co [63]. Previously, Hc values of around 
1000 Oe have been reported in passivated Fe particles [27]. Particles with a size less than 70 Å diameter 
are superparamagnetic below room temperature. The size dependence of Hc is reversed at cryogenic 
temperatures with the smallest particles having higher values of Hc. This can be related to the fact that 
in very small particles the surface areas, and therefore the oxide fraction, are large. Similar results were 
also obtained in passivated Co particles. In Co the temperature dependence is more involved at 
cryogenic temperatures and details have been reported elsewhere [64].

M/Ag particles. In the M/Ag series the amount of oxide was minimized (to less than 10 at.%) and this 
was confirmed using Mössbauer spectroscopy and XPS. Figure 15.9 shows the temperature dependence 
of Hc for various sizes of Fe/Ag samples. The anomalous behavior observed in the passivated particles 
(figure 15.2) has now disappeared and at 10 and 300 K the coercivity increases with particle size. The 
maximum room-temperature coercivity in the case of Fe is now 1400 Oe for 172 Å particles and for Co 
1100 Oe for 130 Å particles. The multidomain behavior in M/Ag samples begins at a smaller total 
diameter than the passivated counterparts, indicating the importance of the core size [64].
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Figure 15.8 
Temperature and size dependence of coercivity of passivated Fe particles.

Fe–Mg particles. Our preliminary data on co-evaporated Fe–Mg samples did not show any Fe oxides 
but only α-Fe, Mg, and MgO. The particle size was varied from 25 to 400 Å (measured by x-ray line 
broadening and TEM) by annealing the Fe–Mg samples at different temperatures (200–450°C). The 
coercivity does not change much with temperature [64]. The particles with a diameter greater than 200 
Å have much lower coercivities (200–300 Oe) at room temperature than their passivated counterparts. 
These results are remarkable as they illustrate the crucial role played by the surface chemistry in 
dictating the entire magnetic hysteresis behavior of metallic particles. The coercivities of the particles 
with the three different surface chemistries are compared in figure 15.10.

15.2.4— 
'Core–shell' Particle Model

The coercivity values obtained in passivated Fe and Co particles are much higher than those expected 
from classical magnetization reversal models [65–67]. As mentioned earlier, the coercivity can be 
influenced by the particle morphology. In this study, all the experimental data including magnetization, 
Mössbauer spectroscopy, and HRTEM show that the passivated particles have a 'core–shell' type of 
morphology (figures 15.7 and 15.11). The core is metallic and the shell is composed of metal oxides. 
The magnetic interaction between the core and the shell and its strong temperature dependence affect 
the hysteresis behavior drastically. When the oxide fraction is completely removed, both the large 
values
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Figure 15.9 
Temperature and size dependence of coercivity of Fe/Ag particles.

Figure 15.10 
Comparison of hysteresis among the different surface morphologies.
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of coercivity and its strong temperature dependence disappear (figures 15.9 and 15.10). Thus magnetic 
interactions among the particles and the exchange term

Figure 15.11 
'Core–shell' particle morphology.

which couples the shell crystallites to the core must be considered in addition to the other energy terms 
when modeling the magnetization reversal of the coated small magnetic particles. The oxide shell does 
not grow epitaxially with respect to the core as seen in figure 15.7. One could minimize the total energy 
to find the equilibrium angles between the core moment with the various shell moments. It may be that 
the easy axes of the individual oxide crystallites are oriented in a certain crystallographic direction with 
respect to the core, because the oxide shell grows in the presence of the demagnetization field of the 
core. The exchange coupling between the two magnetic species (core and shell) is also a function of a 
length ratio, namely the total diameter to the core diameter. The temperature dependence of the 
exchange coupling constant (or unidirectional anisotropy) and the superparamagnetism of the oxide 
shell determine the temperature dependence of the coercivity of the whole particle.

15.3— 
Solvated Metal Atom Dispersion Technique (SMAD)

15.3.1— 
The Synthetic Method

In the solvated metal atom dispersion (SMAD) technique [68, 69], metal atoms are codeposited with a 
large excess of organic substrate at a low temperature, thereby promoting reaction between the metal 
atoms and the substrate and suppressing recombination to the bulk metal. This technique has led to 
fundamentally new materials, such as non-aqueous colloidal metal solutions [70], solvated metal atom 
dispersed catalysts [71], bimetallic clusters [72], and magnetic cluster/particles [73–76]. The principle is 
that the reactive metal atom is moved to a zone where a diluent (solvent) can be added at low 
temperatures. The metal atom is usually in its ground state, but is very reactive since it possesses no 
steric restrictions and its orbits are readily available. However,
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since the interaction of the metal atom with the substrate usually occurs at low temperatures (10–150 
K), only low-energy processes proceed. If such a low-energy reaction pathway does not exist, the metal 
atoms simply repolymerize back to the bulk solid material. The agglomeration of the metal atoms 
competes with the reaction between metal atoms and the solvent. Interestingly, intermediate cases can 
be found where metal atom clustering is so profoundly affected that particle growth is stopped by 
solvation. Thus competing pathways with the solvent are possible, and lead to small metal particles 
containing some organic material which changes the chemical and magnetic properties of the particles.

Figure 15.12 
Reaction scheme for SMAD production of 

magnesium coated iron particles.

The Fe–Li/pentane and Fe–Mg/pentane bimetallic systems [75, 76] have proven to be very interesting. 
In addition to the metal–substrate interactions mentioned above, metal–metal interaction is also 
interesting since Fe is immiscible with Li and Mg in the bulk. At room temperature, very small α-Fe 
crystallites embedded in a matrix of nanocrystalline Li or Mg were obtained. Particle sizes averaged 
210 Å with α-Fe crystallite regions of about 23–38 Å. Heat-treatment of the fresh powders caused 
further phase separation of Fe and Li(Mg), with an α-Fe crystallite growth. Air passification formed a 
protective outer layer. By choosing proper temperature and time of heating, the crystallite size of α-Fe 
could be controlled (figure 15.12). These materials had a very high surface area, usually over 100 m2 g–

1. Growth of the Fe–Li and Fe–Mg particles in this way (out of a cold pentane matrix) allowed free-
flowing powders to be formed. Furthermore, α-Fe crystallite size could be controlled by heat treatment, 
and, after passification, air stable powders were obtained [75, 76]. The Fe–Mg system proved to be the 
most interesting [77].

15.3.2— 
Magnetic Properties.

Thus, for the Fe–Mg system two methods have been used for their synthesis. In section 15.2 we 
described the 'smoke' method and in this section the 'SMAD' method. How do the magnetic properties 
compare?
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15.3.2.1— 
Magnetization Behavior

Magnetization data were collected for a series of powder Fe–Mg samples where α-Fe crystallite sizes 
ranged from 30 to 200 Å, and measurement temperatures were 5, 150, and 300 K. Interestingly, σs rose 
from 50 emu g–1 Fe to 150 emu g–1 as particle size ranged from 30 to 70 Å. Then a rather sharp increase 
to 170 emu g–1 was found for 100 Å α-Fe crystallites, and then a slow rise from 170 to 200 emu g–1 for 
the α-Fe crystallites of size range 130–200 Å.

These results are very similar to those of passivated Fe particles (see figure 15.5) but distinctly different 
from the Fe–Mg particles obtained by the 'smoke' method. These results show how important the initial 
microstructure is on the magnetic properties of the particles formed.

15.3.2.2— 
Coercivity Behavior

The SMAD generated particles were protected from oxidation much in the same way as the smoke 
generated Fe–Mg particles. In the absence of iron oxides, the same remarkable behavior was observed. 
When the diameter of the α-Fe crystallites was > 70 Å, the samples showed superparamagnetic 
behavior as identified by σ versus H / T curves after a small ferromagnetic fraction was subtracted. As 
α-Fe size increased, eventually the sample became wholly ferromagnetic. Coercivity measurements as a 
function of size indicated very small Hc values (50–150 Oe) independent of size, and did not change 
much with T [77].

Overall, these results are very satisfying since both the SMAD and the 'smoke' Fe–Mg core/shell 
particles behaved essentially the same. Furthermore, they reinforce the idea that surface chemistry can 
dominate the various parameters that can affect σs and especially Hc in nanoscale particles.

15.4— 
Aerosol Spray Pyrolysis

15.4.1— 
The Synthetic Method

In the aerosol spray pyrolysis technique, aqueous metal salts are sprayed as a fine mist, dried, and then 
passed into a hot flow tube where pyrolysis converts the salts to the final products. This technique has 
two main advantages in synthesizing fine particles. First, materials are mixed in solution, hence they are 
homogeneously mixed on the atomic level at the start. Second, only subsintering temperatures are 
necessary to form crystallized particles. This method of synthesis creates particle sizes typically in the 
range of 50 to 5000 Å.

In our work using spray pyrolysis [17, 78–81], we have created a number of small-particle ferrites and 
garnets. We discovered that a novel phase may appear, and that completion of chemical reactions to 
desired products occurs quickly. Both of these results are apparently due to the small particle sizes 
obtained compared with more conventional methods.
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BaFe12O19.

To make barium ferrite particles [81], Fe(NO3)3 . 9H2O and Ba(NO3)2 were dissolved in distilled 
deionized water with an Fe/Ba atomic ratio of 12. This solution was spray pyrolyzed. The as-received 
particles were spherical with an average diameter of 800 Å and amorphous. Annealing under N2 
crystallized these amorphous particles to BaO · 6Fe2O3. The morphology changed from spherical to 
hexagonal platelets with average thickness of 350 Å and a 3.5 to 1 aspect ratio. The saturation 
magnetization was 70.6 emu g–1 at 300 K which is essentially the known bulk value (72 emu g–1). Some 
variation of σs and the coercivity was seen with annealing temperature. The highest coercivity obtained 
was 5360 Oe after a 1000°C anneal.

Gd3Fe5O12

Gadolinium iron garnet is one of a general class of rare earth garnets and is a magneto-optical material. 
We created it by spray pyrolysis of an aqueous Gd(NO3)3 and Fe(NO3)3 solution [79]. Once again the as-
prepared particles were spherical and amorphous, and post-aerosol annealing was necessary to obtain 
the garnet. During annealing, intermediate phases of GdFeO3 and Fe2O3 appeared but with sufficient 
time or temperature the more stable garnet phase resulted. Once again bulk magnetic saturation values 
were obtained (96 emu g–1 at 0 K). These submicron particles also displayed the bulk compensation 
temperature at 290 K and Curie temperature at 560 K.

MnFe2O4

Manganese ferrite was prepared by spray pyrolysis of an aqueous solution of MnCl2 or Mn(NO3)2 with 
FeCl3 or Fe(NO3)3 [80]. Once again intermediates such as Mn2O3, Mn3O4, and Fe2O3 occurred but less so 
with decreasing 

Figure 15.13 
Saturation magnetization versus 

inverse mean diameter for MnFe2O4
 

particles prepared by aerosol spray 
pyrolysis (solid symbols) and aqueous 

phase precipitation (open symbols).
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concentration. We found that with sufficient temperature (>900°C) the ferrites could be created in one 
aerosol step. The morphology was solid, spherical to polygonal particles with mean size that we could 
vary from 400 to 800 Å. Once again bulklike magnetic properties were obtained with size dependent 
coercivities in the range 20 to 360 Oe. One interesting small-particle property observed was that the 
saturation magnetization was slightly smaller than in the bulk and consistent with particles prepared by 
aqueous phase precipitation [82] as shown in figure 15.13. This dependence of σs α d–1 is consistent 
with a constant-thickness dead layer on the particles.

15.5— 
Summary

Metal and metal oxide nanoscale particles have been prepared by a variety of techniques. A great deal 
has been learned about synthesis, controlling particle size and the effect of particle size, and particle 
coating on the magnetic properties. Several important discoveries and lessons have come out of this 
work.

(i) Surface protection of metallic particles is absolutely necessary if one is to observe unaltered 
magnetic properties of the metal. We have developed a novel approach to this by vapor deposition of 
two immiscible metals in low-temperature matrices (with or without hydrocarbon diluent). A metastable
alloy is formed such as Fe–Li, Fe–Mg, or Fe–Ag. Upon heat treatment, phase separation to form an Fe 
core coated with Li (or Mg) takes place; the Fe core size is controlled by temperature. It is perfectly 
protected from environmental oxidation by the sacrificial Li or Mg.

(ii) For core–shell structures, surface physics can dominate magnetic properties. We have developed 
procedures for the preparation of nonmagnetic coatings (e.g. Li, Mg, and Ag, as mentioned above), 
antiferromagnetic coatings (Fe coated with FeS by heat-treatment with organic thiols), and 
ferrimagnetic coatings (see below).

We have extensively studied vapor deposited Fe and Co particles in the size range 50–350 Å. Particles 
consisted of a single-phase metallic core surrounded by a polycrystalline oxide shell (10–20 Å thick). 
The magnetic properties showed strong size effects due to the magnetic shell. The magnetization was 
low and this may be due to spin canting in the particles. Coercivities were large (up to 7 kOe), 
dependent on shell thickness and strongly dependent on temperature, a result of a strong unidirectional 
exchange coupling between core and shell. This exchange vanished at 150 K in Co and 40 K in Fe 
particles. Interparticle interactions were found to affect hysteresis behavior as shown by packing 
experiments. Remanence curves demonstrated negative interactions regardless of particle size.

(iii) Stoichiometric complex metal oxide and ferrite, and garnet submicron particles of high purity, 
theoretical density, and bulk magnetic properties can
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be produced by aerosol pyrolysis. High coercivities were found to be due to single-domain particle 
effects. We found that the best precursors are those easily decomposed. A large variety of intermediate 
phases appears during pyrolysis, but with high temperature or long heat duration, single-phased dense 
particles are formed.
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Chapter 16— 
Optical Characterization and Applications of Semiconductor Quantum Dots.

N Peyghambarian, E Hanamura, S W Koch, Y Masumoto, and E M Wright

16.1— 
Introduction

The possibility of manipulating the optical properties of semiconductors through various degrees of 
dimensional or quantum confinement has attracted considerable attention during the last decade. Even 
though the best known examples are still quantum-well structures which confine one motional degree of 
freedom of the excited electron–hole pair, quantum wires and quantum dots are becoming increasingly 
important since they yield two-dimensional and three-dimensional quantum confinement, respectively.

Three-dimensional quantum-confinement effects in semiconductor microcrystallites occur when the 
particle size approaches the bulk exciton Bohr radius. This confinement gives rise to interesting new 
effects, leading to novel optical properties. These properties of semiconductor microcrystallites make 
them potentially attractive for applications in optoelectronic devices, such as optical data storage and 
high-speed optical communication.

There has been a growing interest in searching for systems that exhibit such three-dimensional 
confinement effects and in understanding their behavior. A number of laboratories have attempted to 
fabricate quasi-zero-dimensional structures using a variety of techniques, including colloidal suspension 
of semiconductor particles [1, 2], electron-beam lithography [3–5], and semiconductor microcrystallites 
in glass matrices [6–13].

It has been shown that special glasses doped with CdS, CdSe, CuCl, or CuBr crystallites [6] can be 
fabricated that clearly exhibit quantum confinement. The microcrystallites in these glasses form out of 
the supersaturated solid solution of the basic constituents originally brought into the glass melt. The 
crystallites are more or less randomly distributed in the glass matrix. Ekimov et al [6] report
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crystallite growth following the growth law R α t1/3, where R is the crystallite size and t is the duration 
of the heat treatment during which the crystallites grow. Average crystallite sizes from around 10 Å up 
to several 100 Å have been obtained. The experimental results discussed in this chapter are all related to 
such semiconductor confined particles in glass. Data are included for CdS, CdSe, and CdTe quantum 
dots in glass.

The theoretical analysis is based on the fact that the spatial dimensions of the quantum dots are usually 
large compared with the lattice constant of the semiconductor material. Therefore, it is a reasonable first 
assumption to consider the band structure of these mesoscopic systems as only weakly changed in 
comparison to the corresponding bulk material. This means that the Bloch part of the one-particle 
wavefunctions is the same as that in bulk, but the exponential part of the bulk electron wavefunction is 
replaced by a function which satisfies the quantum mechanical boundary conditions of the 
microstructure. In practice, one often uses the effective mass approximation for the envelope function 
describing the states in the vicinity of the fundamental absorption edge. This means that the envelope 
function is simply the wavefunction of a particle in the appropriate three-dimensional potential well.

Based on this envelope function model, we discuss a numerical method which allows the computation 
of the linear and third-order nonlinear optical response of quantum dots. The results of this theory are 
compared to experimental observations allowing us to identify the linear and nonlinear optical 
contributions of the one- and two-electron–hole-pair states. For large quantum dots we discuss model 
calculations predicting superradiance from microcrystallites and interacting Frenkel excitons.

We also describe the application of quantum dots as new lasers, switching elements, and optical storage 
devices. We explore the merits of using quantum dots for all-optical waveguide switching applications. 
Basically, most nonlinear all-optical switching devices require the accumulation of a nonlinear phase 
difference between two waveguides. However, absorption clearly limits the useful device size, and 
there is a basic trade-off between nonlinear refractive index and absorption. Here we explore this trade-
off for quantum dots by introducing a material figure of merit [14]. We then describe the potential for 
using quantum dots for optical data storage applications. Spectral hole burning is a mechanism for this 
application. We show experimental results demonstrating room-temperature spectral hole burning.

16.2— 
Optical Characterization

16.2.1— 
Linear Optical Properties

To understand the optical absorption in quasi-zero-dimensional semiconductors, we consider spherical 
semiconductor microcrystallites with radii R and background dielectric constant ε2 embedded in another 
material with background
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dielectric constant ε1. The radius of the quantum dot is usually on the order of a few tens of ångströms 
(Å), comparable to the bulk exciton Bohr radius. This closely models the system of semiconductor 
crystallites in glass which has been studied extensively.

For microcrystals with radius R in the range , where a is the lattice constant of the 
semiconductor and aB is the exciton Bohr radius, the single-electron properties are determined by the 
periodic lattice. Hence, the quantum dot has a macroscopic size in comparison to the unit cell, but it is 
small compared with all other macroscopic scales. In such microcrystallites, which are usually 
categorized as mesoscopic structures, the effective-mass approximation is valid. The electrons and 
holes are, thus, assumed to have the effective masses me and mh, respectively, of the bulk material. 
Optically excited electron–hole pairs are influenced by the small size of the microcrystals, leading to 
quantum-confinement effects.

For the experimentally relevant case of spherical quantum dots, the single-particle Schrödinger 
equations for the electron and the hole in the absence of Coulomb interaction can be written as

where i = e or h. The boundary condition of ideal quantum confinement dictates that

The solution of the Schrödinger equation (16.1) with the spherical boundary condition, equation (16.2), 
is

where jl is the lth-order spherical Bessel function,  are the spherical harmonics, αnl is the nth 
root of the lth-order Bessel function. The quantum numbers for the particle are n, l, and m. The 
boundary condition equation (16.2) is satisfied if

Equation (16.5) is satisfied for
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Inserting equation (16.3) into equation (16.1) gives the discrete energy eigenvalues as

It is customary to refer to the nl eigenstates as 1s, 1p, 1d, etc, where s, p, d, etc, correspond to l = 0, 1, 
2, . . . respectively (α10 = α1s, α11 = α1p, etc). Note the somewhat unusual notation for atomic 
spectroscopists, for whom a 1p state would not be possible. The difference arises from the fact that we 
are not dealing with a Coulomb potential, but a spherical confinement potential.

The lowest-energy states are those with the lowest αnl values. Examination of equation (16.6) shows 
that these lowest energies are those with α1s, α1p, α1d, etc. Taking the zero of energy at the top of the 
valence band, the electron and hole energy levels are then given by using equation (16.7)

The lowest two energy levels are plotted schematically in figure 16.1. We see from this figure that the 
usual three-dimensional band structure is drastically modified and has become a series of quantized 
single-particle states.

Figure 16.1 
Schematic plot of the single-particle energy 

spectrum in bulk semiconductors (left) 
and in small quantum dots (right).

As we mentioned before, the single-particle spectrum does not correspond to the optical absorption 
spectrum, since the electron–hole Coulomb effects are
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excluded. The Schrödinger equation for one electron–hole pair is

with the usual spherical boundary condition φ (r = R) = 0. Here Vc is the Coulomb potential. The 
Schrödinger equation (16.10), along with the corresponding boundary condition, can be solved 
analytically in the absence of the Coulomb interaction, resulting in

Equation (16.11) shows that the absorption is blue-shifted with respect to the bulk bandgap Eg. The shift 
varies with crystal size R, like 1/R2, being larger for smaller sizes. Furthermore, this equation states that 
the energy spectrum consists of a series of lines corresponding to the electron–hole transitions. Figure 
16.2 exhibits the schematic representation of the one-electron–hole-pair states. The selection rules for 
the dipole allowed interband transitions are ∆l = 0 in the absence of Coulomb interaction. For example, 
the 1s–1s transition, where electron and hole are both of 1s type, is allowed.

When the Coulomb interaction is included, the problem can no longer be solved analytically and a 
numerical approach is needed. The absolute value of the one- and two-pair states is only weakly shifted 
by Coulomb effects, since the kinetic energy terms dominate for dots with . The electron–hole 
pair wavefunctions are, however, modified enough to strongly influence the nonlinear effects. The 
selection rules stated earlier are no longer valid, and transitions with ∆l ≠ 0 become weakly allowed 
(see section 16.2.3 for more details).

The linear absorption spectra of two samples of CdS quantum dots in glass at room temperature are 
shown in figure 16.3. The spectrum labeled 'bulk' refers to a glass with semiconductor microcrystallites 
large enough to retain the three-dimensional bulk properties. This spectrum is typical of bulk CdS 
absorption spectrum at room temperature with a sharp band edge and structureless Coulomb enhanced 
continuum absorption at higher photon energies. The average crystallite size becomes smaller for lower 
heat-treatment temperatures. The spectrum labeled 'QD' refers to a sample with small crystal sizes. The 
quantum-confinement effects are clearly observable in this sample. The absorption has shifted to higher 
energies as expected for the confinement

Página 1 de 1Document

10/04/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_399.html



Page 400

Figure 16.2 
Schematic representation of the 

one-electron–hole-pair 
transitions in a semiconductor 
quantum dot. The notation e1s, 

h1p, etc refers to the electron 
being in the 1s state, the hole 

being in the 1p state, etc.

Figure 16.3 
The linear absorption spectra at 

room temperature of two samples 
of CdS microstructures in glass. The 

crystal sizes in the sample labeled 
'bulk' are large enough to have bulk 

behavior. In the 'quantum-dot' sample 
the crystals have very small sizes 

(the samples were grown by 
S Risbud and co-workers).

effect. Furthermore, discrete quantum-confined electron–hole pair states appear in the 'quantum-dot' 
sample.

Figure 16.4 displays the absorption spectra for similar samples at a temperature of T = 10 K. The lower 
temperature reduces the phonon broadening and, consequently, the transitions become narrower. The 
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quantum-confined transitions are more clearly observed. In this figure, three samples with different 
quantum-dot sizes are displayed.
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Figure 16.4 
The linear absorption spectra at 

T = 10 K of CdS crystallites in glass. 
The two spectra labeled 'quantum dot' 

refer to two samples with small 
crystal sizes in the quantum-confinement 

regime. The 'bulk' sample has large 
crystal sizes, exhibiting bulk CdS 

properties (the samples were grown 
by S Risbud and co-workers).

The transition lines in figure 16.4 are much broader than transitions in bulk materials. The width of the 
transitions is a result of homogeneous and inhomogeneous broadening mechanisms. The homogeneous 
component is due to phonon and other scattering mechanisms. The inhomogeneous broadening comes 
from the fact that the crystallites do not have the same radii. Each radius has its own transition 
frequency (  ~ 1/R2), making the effective linewidth broad. This broadening can be taken into account 
theoretically. Using a density-matrix approach, the optical susceptibility and, consequently, optical 
absorption can be computed. The absorption coefficient of a single quantum dot as a function of photon 
frequency in such a calculation is given by

where ∈2 is the background dielectric constant of the semiconductor and doi is the transition dipole 
matrix element for the transition o → i. The index o refers to the ground state (a state without any 
electron–hole pairs), while the index i refers to the one-electron–hole-pair state. The energy eigenvalue 
of the quantum-confined electron–hole transition is ωi, as given by equation (16.7), i = ωi. Thus, 
ωi explicitly depends on the size of the crystallites R. The homogeneous linewidth of the transition is 

γi. Equation (16.14) shows that the absorption spectrum of a single quantum dot consists of a series of 
Lorentzian peaks centered around the one-electron–hole-pair energies ωi. The inhomogeneous 
broadening may be taken into account by assuming that the particles have a size distribution given by f
(R) around a mean value . Since α(ω)|R in equation (16.14) is the absorption coefficient for a given 
radius R, the
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average absorption is then

Using a Gaussian distribution around the mean radius,  = 20 Å, for f(R) and different Gaussian 
distribution widths, we calculate the results shown in figure 16.5 for CdS quantum dots. It is clear that 
the quantum-confined transitions broaden and merge to a continuous structure with increasing width of 
the size distribution. The spectrum shown by the full line closely resembles the observed spectrum in 
figure 16.4. This suggests that the samples in figure 16.4 have a spread in their size distribution of 15% 
to 20%.

Figure 16.5 
The calculated linear absorption 

spectra for CdS quantum dots with a 
Gaussian size distribution around a 
mean radius of 20 Å. The different 

curves correspond to different widths 
of the Gaussian distribution. For 

example, a 20% width corresponds to 
a 4 Å width for the Gaussian size 

distribution around a mean 
radius of 20 Å.

16.2.2— 
Electro-optical Properties

The electroabsorptive effect in multiple-quantum-well structures has been the subject of intensive 
research, leading to quantum-confined Franz–Keldysh and quantum-confined Stark effects and the well 
known self electro-optic effect devices (SEED) [15]. The effect of an electric field on a quantum-dot 
system has also drawn considerable interest [16–19].

Here we review some of the electroabsorption effects observed in CdTe quantum dots [18]. The 
samples were prepared by the usual heat-treatment technique. The measured linear absorption spectrum 
of one of the samples is shown in figure 16.6(a). The peaks are the result of transitions to various 
quantum-confined levels. To provide sufficient interaction length, the sample
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was configured in a waveguide, and the field was applied transverse to the light propagation direction. 
The sample ends were polished flat and reasonably square, and then the samples, originally 1–2 mm 
thick, were ground and polished to the desired 100–200 µm thickness. Approximately 10 nm thick 
electrodes were applied to the sample center using a mask, keeping about 1 mm separation from the 
sample edges. Silver paint was used as an electrode. The applied voltage of up to 2 kV was modulated 
at 50 Hz so that drift and instability could be averaged out during data taking. Gated photon counting, 
with voltage on and off, was done in synchronization with the applied voltage.

The electroabsorption measured at 8 K in the sample is shown in figure 16.6(c). The effect of the 
electric field strength was examined at several points on the curve, and the required quadratic behavior 
was verified. These measurements were compared with calculations of the quantum-confined Franz–
Keldysh effect [17]. The theory followed procedures adopted by Miller et al [16]. Infinitely high 
potential barriers were assumed and the Coulombic interaction neglected. The main result of the electric 
field, as shown in figure 16.6(b), is the red-shift of the 1s–1s transition and the opening of previously 
disallowed transitions.

16.2.3— 
Nonlinear Optical Properties.

As discussed in previous sections, the linear absorption spectrum of quantum dots consists of a series of 
lines corresponding to transitions between quantum-confined electron–hole states. The origin of optical 
nonlinearity [20–24] in small intrinsic quantum dots is mainly the state filling effect, resulting in 
bleaching of the quantum-confined transitions. Screening of the Coulomb interaction by excited carriers 
is not important in quantum dots. This may be understood by noting that screening occurs in bulk 
semiconductors by carrier excitation because the excited electrons and holes can easily undergo 
intraband transitions, since a large number of states are available for such transitions. Such transitions 
lead to a rearrangement of carriers in real space, resulting in the weakening of the Coulomb potential by 
screening. In quantum dots, however, the energy states that electrons or holes may occupy are quantized 
with a relatively large energy separation. Therefore, transitions between those states require a 
significant amount of energy transfer and are very unlikely to occur as a consequence of Coulomb 
effects alone. Consequently, plasma screening in small quantum dots is basically absent. However, the 
Coulomb interactions between the charged particles is still important and leads to some other interesting 
nonlinear effects that will be discussed shortly. Therefore, since the Pauli exclusion principle prevents 
occupation of an electronic state by more than one identical particle, the quantum-confined transitions 
undergo absorption saturation if we try to excite additional charged particles into the quantum-confined 
states. This process of state filling is mainly responsible for intrinsic quantum-dot optical nonlinearities.

An example of the experimentally measured absorption change for resonant
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Figure 16.6 
(a) Measured linear absorption spectrum at 8 K 
of a CdTe quantum-dot sample approximately 

1.5 mm thick. The surface reflections  
and scattering have not been subtracted. (b) and 

(c) Changes in the absorption spectra: (b) 
calculated for a uniform external field of 
50 kV cm–1; (c) observed for a uniform 

external field of 58 kV cm–1 at 8 K (sample 
was grown by S Risbud and co-workers [75]).

Página 1 de 2Document

10/04/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_404.html



   

Page 405

excitation into the energetically lowest quantum-confined transition is shown in figure 16.7 [20,22]. 
The top spectrum in figure 16.7 displays the linear absorption of a CdS doped glass quantum-dot 
sample at T = 10 K. This spectrum has two peaks at energies of approximately 2.95 eV and 3.26 eV. 
The low-energy peak originates from the transition between the 1s-hole and 1s-electron states. The 
high-energy peak is due to the transition between the 1p-hole and 1p-electron states.

Figure 16.7 
The top curve is the linear absorption spectrum 
of a sample of CdS quantum dots in glass. The 

lower trace is the change in the linear absorption 
spectrum as a result of excitation by the 

pump pulse.

To investigate the optical nonlinearity of these transitions, a pump-probe technique was employed. The 
photon energy of the pump pulse was tuned inside the energetically lowest transition. A photon from 
the pump excites the first electron–hole pair in the dot. A broadband probe pulse detects the changes 
made in the absorption spectra as a result of excitation by the pump pulse. Probe absorption without 
previous excitation by the pump is equivalent to the generation of one electron–hole pair in the 
unexcited quantum dot. If, however, a pump photon has been absorbed previously, the probe beam 
generates a second electron–hole pair in the presence of the pump generated pair. These situations are 
schematically shown in figure 16.8 for the two cases. When only the pump or only the probe is present, 
one pair exists in the dot (figure 16.8(a)), but when both pump and probe pulses are present, two 
electron–hole pairs are inside the dot (figure 16.8(b)).
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Figure 16.8 
(a) One electron–hole pair inside a semiconductor quantum dot of 

dielectric constant ε2 embedded in a glass matrix of dielectric constant ε1. 
(b) Two electron–hole pairs in the quantum dot. The Coulomb interaction 

is attractive between the electrons and holes; it is repulsive between 
electrons and electrons and between holes and holes.

The lower spectrum in figure 16.7 shows the measured changes in the absorption, –∆αd = d[αprobe

(without pump) – αprobe(with pump)]. In such a spectrum, a positive peak corresponds to bleaching and a 
negative peak indicates an induced absorption, i.e. an increase in the probe absorption as a consequence 
of the presence of the pump generated electron–hole pair. The nonlinear spectrum in figure 16.7 shows 
a positive peak around the 1sh–1se transition, centered around the pump, and a negative peak on the 
high-energy side, centered around 3.178 eV. The bleaching of the 1sh–1se transition is the result of state 
filling. The generation of one electron–hole pair by the pump causes saturation of the one-pair transition 
(bleaching of the linear absorption peak).

The origin of the induced absorption feature (the negative peak in the lower spectrum of figure 16.7) is 
assigned to the generation of two-pair states (or biexciton states) in the quantum dot. The pairs are 
created by absorption of one pump and one probe photon. The theoretical analyses of the linear and 
third-order nonlinear optical properties are discussed later in this chapter. These investigations 
consistently lead to the conclusion that Coulomb effects are important even for the smallest quantum 
dots. Using numerical matrix diagonalization techniques, the energies and wavefunctions were obtained 
for the one- and two-pair ground states and for all the excited pair states. With these wavefunctions, the 
various dipole matrix elements were evaluated for transitions between the ground state and the one- and 
two-electron–hole-pair states. The changes in the absorption, –∆αd, were then calculated, as shown in 
figure 16.9. Like the experiment, the theory also exhibits a decreasing absorption feature (bleaching) 
around the lowest quantum-confined transition and an increasing absorption feature on the high-energy 
side. The details of the calculations are
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given in the theory section.

Figure 16.9 
Computed absorption changes (–∆α) for a 

semiconductor quantum dot of radius R = 6.5 aB
 

(where aB is the exciton Bohr radius), assuming a 
pump and probe geometry and pumping into 

the energetically lowest one-pair state.

Under strong excitation conditions or for extended irradiation of the quantum-dot samples in glass, one 
observes that the spectral changes persist for a long time, longer than 1 µs. The spectral shape of these 
persistent spectra appear to be different from that of the transient spectra. It is concluded that the 
longlived nonlinear optical effects occur because one or both of the carriers is trapped at the surface or 
outside the quantum dot under the long-time exposure condition, reducing the electron–hole overlap 
and decay rate and maintaining a δα through the Coulomb interaction of these charges. Here 'trap' is a 
catch-all word used to refer to the reduction of electron–hole overlap needed to explain such a long 
recovery time. These effects of surface polarization have been calculated [25]. In figure 16.10 we show 
the comparison of two calculated linear absorption spectra. The solid curve is the linear absorption 
spectrum of one electron–hole pair inside the dot. The dashed curve is the computed absorption for the 
case when two electron–hole pairs are present, but one of the holes is trapped at the surface and the 
other three carriers are free to move inside the dot. Figure 16.10(b) shows that the difference between 
the two linear absorption spectra of figure 16.10(a), α(1 pair) – α(3 charges + a surface charge), 
consists of a negative peak for low energies (red-shift of the lowest transition) and a positive peak on 
the high-energy side (blue-shift of the second-lowest transition). This spectrum deviates strongly from 
the absorption changes shown in figures 16.7 and 16.9.
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Figure 16.10 
(a) Linear absorption spectra for an intrinsic quantum 
dot (solid curve) and for a quantum dot with a second 

electron–hole pair whose hole is trapped at the 
surface (dashed curve). (b) The difference between 

the two linear absorption spectra, i.e. α(1 pair) 
– α(3 charges inside + a surface charge).

16.2.4— 
Two-photon Absorption and Confinement Induced Mixing of Valence Bands

Even though simple parabolic valence- and conduction-band models have been successful in describing 
the optical nonlinearities of quantum dots measured in pump-probe experiments, recent theoretical 
publications [26, 27] indicate that this model needs to be modified to account for mixing of the valence 
bands caused by the spherical confining potential of small quantum dots. To obtain the experimental 
verification of such confinement induced valence-band mixing, we measured and compared one- and 
two-photon absorption spectra (see figure 16.11(a)) of CdS quantum dots in glass. Because of the large 
number of poorly known system parameters, one-photon absorption measurements alone are not 
sufficient to unambiguously determine the energies between the quantum-confined states. However, the 
combination of one- and two-photon absorption spectra allows a direct comparison of electron–hole 
pair states with total angular momentum of zero and one, thus eliminating many of the experimental
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Figure 16.11 
(a) One- and two-photon allowed 

transitions between the discrete states 
in the spherical potential well. 

(b) Theoretical calculation of one- and 
two-photon absorption based on a 

parabolic band model.

uncertainties. The results show significant deviations from calculations based on the parabolic valence-
band approximation.

To demonstrate the significance of the confinement induced valence-band mixing effects, we first 
calculated the one- and two-photon absorption spectra in the simple parabolic band model. Figure 16.11
(b) shows the results of such a calculation, where effective masses appropriate for the A band in bulk 

wurzite  (m⊥ = 0.7m0, m|| = 5m0, and thus  
have been used. A phenomenological broadening parameter has been introduced to account for the 
homogeneous linewidth and the inhomogeneous contribution from the distribution of dot sizes. The first 
two-photon resonances are expected to be situated between the first two one-photon transitions as seen 
in figure 16.11(b). The splitting between the one- and two-photon absorption peaks is a result of the 
nondegeneracy of the valence-band states. By experimentally measuring both the one- and two-photon 
absorption spectra, we can check the predictions of this model, which assume a single uncoupled 
parabolic valence band for these quantum dots.

For our experiments, we used samples containing CdS microcrystallites in a glass matrix. The sample 
with the smallest microcrystallites had average radii of 0.9 ± 0.7 nm, while the sample with the largest 
microcrystallites had average radii of 8.0 ± 0.7 nm.
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Optical characterizations consisted of both one- and two-photon absorption measurements for each 
sample. One-photon spectra were obtained through direct transmission measurements or by excitation 
spectroscopy. Two-photon spectra were obtained through two-photon excitation spectroscopy, where 
the photoluminescence (PL) intensity is detected as the excitation frequency is varied at constant input 
intensity excitation. Most of the PL from our samples was emitted in a broad band, peaking near 800 
nm. These PL spectra were observed to be independent of the excitation photon energy, allowing us to 
monitor a constant band of PL while tuning the excitation source to obtain the two-photon absorption 
spectrum. The validity of this technique was checked by obtaining one-photon absorption spectra 
through PL excitation, comparing it to absorption spectra obtained from transmission measurements, 
and verifying that the two techniques give identical results (see figure 16.12).

Figure 16.12 
The linear absorption spectrum of the CdS 

quantum-dot sample measured using transmission 
(solid curve) and luminescence excitation 

(dotted curve) spectroscopies.

Examples of one- and two-photon spectra for two samples with different average quantum-dot radii 
between 1 and 2 nm are shown in figure 16.13(a). It is apparent that the one- and two-photon absorption 
peaks occur at the same energies. Similar spectra were obtained for other quantum-dot samples with 
different average sizes. The poor agreement between the experimental spectra in figures 16.13(a) and 
(b) and the theoretical spectra in figure 16.11 (b) shows that the independent parabolic valence-band 
approximation is insufficient to explain the optical transitions of CdS quantum dots.

To improve the model, we performed a theoretical analysis, which included
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Figure 16.13 
(a) Experimental results of one- 

photon (solid line) and two-photon 
(dots) absorption spectra for a 

quantum-dot sample heat-treated at 
640°C for 1 h. No observable 

differences are seen in the 
transition energies between the 
one- and two-photon spectra. 

(b) Similar experimental results for 
a quantum-dot sample heat-treated at 
640°C for 3 h, thus having a larger 

radius. (c) Calculations of one-photon 
(solid line) and two-photon (dots) 
absorption spectra based on the 

Luttinger Hamiltonian. The vertical 
lines are calculated with no 

broadening, while the dashed and 
solid curves represent spectra for 

a broadening of γ = 8ER, where ER
 

is the bulk exciton binding energy of 
27 meV. The magnitude of a 
vertical line represents the 

absorption strength. The other 
parameters used in the calculations 
are R/aB = 0.5, with γ1 = 2.97 and 
µ = 0.75. The experimental data 

of (a) and (b) should be 
compared with (c).

mixing of the heavy- and light-hole valence bands induced by the spherical confining potential in a 
Luttinger Hamiltonian approach. The details of this calculation are given in the next section. Here we 
only describe the results. The numerically computed one- and two-photon absorption spectra from this 
model, using parameters appropriate for cubic CdS (µ = 0.75), are shown in figure 16.13(c). The 
vertical lines in this figure represent the energetic positions of the transitions and their oscillator 
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strengths. There are several predicted new resonances that satisfy the selection rules of total angular 
momentum, including quantum confinement and Coulomb interaction. The solid and dashed curves 
show the one- and two-photon absorption spectra calculated with a broadening of γ = 8ER, where ER = 
27 meV is the bulk exciton binding energy. We see that the resonances merge and form an absorption 
curve that agrees well with the experimental data.
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The near degeneracy of the one- and two-photon transition energies observed here results from the fact 
that the two lowest-energy hole states are roughly degenerate for the case of CdS quantum dots. This 
can be easily seen in figure 16.14, where the calculated energy of the two lowest hole states, labeled s3/2 
and p3/2 to indicate their s- and p-like characteristics, are plotted as a function of the coupling constant µ 
for a quantum-dot radius equal to half of the bulk exciton radius. In the vicinity of µ = 0.75, which is 
appropriate for CdS, we see that the two curves nearly touch, suggesting near degeneracy caused by the 
confinement induced modification of the original heavy- and light-hole states. Figure 16.14 indicates 
that for materials with smaller coupling constant µ values, these states are nondegenerate and the one- 
and two-photon transition energies are not expected to coincide. It is noted that the results of figure 
16.14 are not strongly size dependent for the range of quantum-dot sizes analyzed in this study. For 
very large dot sizes the assumptions made in the calculations are no longer valid and the treatment does 
not apply.

Figure 16.14 
Calculated normalized energies of 
the two lowest valence-band states, 

s3/2 and p3/2, in the quantum dot 

with crystallite size of R = ahB. 

Here ERh and ahB are the Rydberg 
energy and the Bohr radius 

computed for the hole. The solid 
line (dashed line) represents the 

s3/2(p3/2) states.

16.3— 
Theory of Nonlinear Optical Response

16.3.1— 
Nonlinear Optical Response

For simplicity we discuss our theoretical analysis [28] of quantum-dot resonances assuming the simple 
parabolic band approximation. This theory has been applied to include more elaborate band structures, 
but since these lead to a cumbersome complication of the notation, we do not stress these aspects here.
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We describe the motion of the electrons and holes inside the dot using the many-body electron-hole 
Hamiltonian in position representation. Electrons and holes interact via the Coulomb interaction, which 
is modified in comparison to bulk semiconductors because of the presence of induced dielectric surface 
charges [1]. The basic Hamiltonian is given by

and Ψs(r, s) and Ψh(r, s) are the annihilation operator of, respectively, an electron and a hole with spin s 

at position r. The field operators obey the usual Fermi anti-commutation rules.  is the correction to 
the Coulomb interaction due to the surface polarization of the quantum dots [1]. The boundary 
conditions at the surface of the quantum dot require that

where R is the radius of the dot.

The state structure of our system is determined by the solutions of the eigenvalue problem given by the 
Hamiltonian (16.16). To discuss the optical response we couple the system to a light field using the 
interaction Hamiltonian

where HC is the Hermitian conjugate of the first term and P+ is the polarization operator. To obtain the 
optical properties of the quantum dot we must calculate the expectation value of the polarization 
operator from which we can extract the optical susceptibility.

As an example of numerical results we show in figure 16.15 the computed changes in optical 
transmission, –∆α, of a quantum-dot sample, which is
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proportional to the imaginary part of the susceptibility. The parameters are R/a0 = 1, ε2/ε1 = 1, and me/mh 
= 0.24. In figures 16.15(a)–(c) we present the results for the frequency regime around the lowest 
exciton resonance E1 for different damping constants Γij = γ. Figure 16.15 displays a positive peak 
around the pump frequency which indicates the saturation (bleaching) of the one-pair transition. 
Additionally, we observe negative structures on the low- and high-energy side of the positive peak. 
These negative peaks show increasing probe absorption due to the generation of two-electron–hole-pair 
states via absorption of one pump and one probe photon. The resonance on the low-energy side of the 
positive peak is caused by the ground-state biexciton. This resonance is visible in quantum dots only for 
relatively small broadening γ and it is suppressed by the saturating one-pair resonance for increasing γ.

Figure 16.15 
Change in optical transmission, –∆α, computed from 

the imaginary part of χ3, equation (16.22), as a 
function of probe-energy detuning from the bulk 
semiconductor bandgap Eg (in units of the bulk- 

exciton Rydberg energy ER). The shown results 

are for R/a0 = 1, ε2/ε1 = 1, me/mh = 0.24 and all 

damping constants Γij = γ = ER (a), 

γ = 2ER (b), and γ = 3ER (c) respectively.

The induced absorption on the high-energy side of the saturating one-pair resonance is caused by 
transitions to excited-state biexcitons. These transitions
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are possible since the Coulomb interaction changes the selection rules for dipole transitions. Taking a 
closer look at the possible excited two-pair states shows that the energetically lowest of these states are 
actually those where one or two of the heavier holes are not in their ground state. The relevant examples 
are where the main quantum numbers of the state (e1, e2, h1, h2) are n = (1, 1, 1, 1), l = (0, 0, 1, 1) and n 
= (1, 1, 1, 2), l = (0, 0, 0, 0) respectively. These pure product states could not make a dipole transition to 
the one-pair state. In reality, however, such a transition becomes possible since the Coulomb interaction 
causes a mixing of the independent particle states. In simple terms, one can explain this induced 
absorption as a consequence of the symmetry breaking through the presence of the pump generated 
electron–hole pair. In this situation, the probe photon generates an electron–hole pair in the presence of 
the pump generated pair. Since the Coulomb interaction changes the dipole selection rules, the 
possibilities for dipole transitions involving the probe photon are different from those of the pump 
photon. In this sense, the induced absorption resembles the 'excited state absorption' in atomic physics.

The theoretical results in figures 16.6 and 16.9–16.11 are obtained using the theory outlined in this 
section. For the calculations in figure 16.13(c) the hole Hamiltonian  in equation (16.16) was 
replaced by the Luttinger Hamiltonian.

16.3.2— 
Excitonic Superradiance from Microcrystallites

In contrast to the analysis of small quantum dots in the previous section, we discuss in this section now 
the case of weak confinement of excitons within semiconductor microcrystallites. Such a situation is 
realized in CuCl microcrystallites with the radius R substantially larger than an exciton Bohr radius aB = 
6.7 Å. The exciton energy is 3.2 eV in CuCl, while the matrix NaCl has the bandgap energy 10 eV. As a 
result, the center-of-mass energy of the exciton is quantized within CuCl microcrystallites as follows

Here Eg is the energy gap between the valence and conduction bands, ER is the exciton binding energy 
in the lowest electron–hole relative motion 1s, and n is the principal quantum number for the center-of-
mass motion with the mass M. The transition dipole moment

has a mesoscopic enhancement  in comparison to the band-to-band transition µcv. It is 
noted that the oscillator strength is almost concentrated on the lowest state, n = 1.
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The dominant effect of a mesoscopic transition dipole moment is superradiative decay of the lowest 
exciton (1s, n = 1). We consider such a microcrystallite to have radius R larger than the microscopic 
size of the exciton Bohr radius aB, but much smaller than the wavelength of the radiation field λ which 
can excite this exciton. Therefore, this system is called mesoscopic. Then the radiative decay rate is 
calculated [29] in terms of the Fermi golden rule as

Note that it has a mesoscopic enhancement, 64π(R/aB)3, in comparison to the band-to-band transition 

rate . This exciton has the maximum cooperation number in the sense that this exciton state is 
made by a coherent superposition of all atomic excitations composing the microcrystallite. For example, 
the exciton in microcrystallites with radius 80 Å can superradiatively decay in 100 picoseconds. Note 
that the exciton in the larger microcrystallites can radiate more rapidly. However, the energy separation 
of equation (16.19) decreases as R–2 so that scattering by defects and phonons smears out the quantized 
levels in larger microcrystallites and, consequently, the superrradiant phenomenon.

Itoh et al [30] succeeded in making microcrystallites in an NaCl matrix, the radius of which ranged 
from 17 Å to more than 100 Å. The absolute values as well as the size dependence of the radiative 
decay time were observed in good agreement with the theoretical predictions, without any adjustable 
parameters. On the other hand, the size dependence of 2γ was observed to be R2.1, deviating from the R3 
dependence for CuCl microcrystallites embedded in glasses [31]. These two effects may be caused by 
the fact that excitations penetrate into the glasses because the glasses have smaller energy barriers than 
those of NaCl.

16.3.3— 
Superradiance from Interacting Frenkel Excitons.

In the previous section we discussed the superradiance of a single Wannier exciton in a microcrystallite. 
It is hard to describe the superradiant phenomena from many Wannier excitons in a single 
microcrystallite. Therefore, we study the superradiance master equation for many Frenkel excitons in a 
linear chain, which can be solved exactly [32–34]. As the emitted radiation field adiabatically follows 
the electronic system, the superradiant process can be represented by the master equation for the density 
operator of the electronic system ρ(t) [35, 36]. The superradiance is characterized by the pulse profile 
and the time resolved emission spectrum, both of which can be evaluated in terms of ρ(t). We can 
evaluate these quantities exactly using numerical methods. From this we can conclude that the 
superradiance from multi-Frenkel excitons has two characteristic features which are missing in Dicke's 
superradiance for atomic or molecular systems.
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First, when the transition dipole moment d is equal to the static one µ induced in the excited state, we 
have the same superradiant response as for Dicke's model. For simplicity, let us consider the case in 
which both the dipole moments are parallel to the chain axis. Secondly, for the general case d ≠ µ, the 
slow-emission component is inevitable because the excitation can transfer to other molecules before it 
radiatively decays so that the cooperation number decreases in the radiative process. Thirdly, for the 
case d > µ, the time resolved emission spectrum shows the blue-shift and red-shift, respectively, in the 
first and second halves of the superradiant pulse. This frequency shifting will be used for pulse 
compression by a grating pair at the output. For the case µ > d, the sign of the frequency shift is 
reversed.

These predictions may be observed from a strongly pumped system of bound excitons in the case where 
the trapping centers such as isoelectronic traps or donor (acceptor) centers are equally spaced. Excitons 
in anthracene-PMDA and J-aggregates of dyes correspond to the present model. It is, however, difficult 
to realize the complete population inversion, and the partially pumped state is brought about by the 
femtosecond laser pulse. The differential transmission spectrum (DTS) of this system is interesting in 
showing the existence of excitonic n-string states [37,38]. The DTS is evaluated for these systems with 
several parameters for the ratio of dipole moments µ/d [39]. For the case µ > d, the absorption 
saturation is expected at the exciton frequency and the induced absorption on the lower-energy side due 
to the transition from a single exciton into a two-string state. The transition from n-string to (n + 1)-
string states gives the induced absorption at the lower-frequency side, under the stronger pumping or 
just after the strong pumping. It is interesting to confirm such a bound state of multiexcitons, more than 
two, which is impossible for a system of Wannier excitons.

16.3.4— 
Enhancement of Optical Nonlinearity

The mesoscopic transition dipole moment of a Wannier exciton results in an excitonic enhancement of 
the third-order optical polarization

Here we use a single beam with E being the effective electric field in the crystal and with the local field 
effects induced by the external field taken into account. An ideal boson or a harmonic oscillator cannot 
show any nonlinearity. A few factors work to make the excitons deviate from harmonic oscillators. 
First, the exciton–exciton interaction works repulsively for two singlet excitons with same spins and 
increases inversely proportionally to the volume of the microcrystallite. A bound state of two excitons, 
which is called an excitonic molecule, is formed for two singlet excitons of different spins. When the 
exciton is resonantly pumped with a detuning much smaller than the molecular binding energy ωb or the 
exciton–exciton interaction energy ωint, the electronic system can be treated
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as a two-level system with a mesoscopic dipole moment. Second, the decay and relaxation of the 
exciton system, which depend on the number of excitations, make the excitons deviate from ideal 
bosons. As a result, χ(3)(Ω; Ω, –Ω, Ω) is expected to be mesoscopically enhanced under resonant 
pumping of excitons in the microcrystallites (MCs) as follows [40,41].

where Nc ≡ 3r/(4πR3) is the number density of the MCs with r being a constant volume fraction, and 
ω1 = E1.

(b) ωint, ωb > Γ > |Ω – ω1|:

For case (a), χ(3) is almost real and increases as R3 because the fourth power of P1 gives an R6 
dependence and overcomes the R–3 dependence of Nc. For case (b), χ(3) becomes almost imaginary and 
increases as R3 if the longitudinal decay rate 2γ is determined not by the superradiance but by size-
independent processes. On the other hand, when the pure dephasing γ' is much larger than γ, and 2γ is 
determined by the superradiance, χ(3) is almost independent of R. For example, a system of CuCl MCs 
with R = 80 Å and the volume ratio r = 10–3 will show Im χ(3) = –10–3 esu when we assume Γ = 0.1 
meV and 2 γ = 0.03 meV.

Masumoto et al [42] observed the absorption saturation effects by the pumpprobe method, which 
depend on the size of the CuCl MCs. The observed results, –Im χ(3) ∝ R2.6 and Im χ(3) = –10–3 esu for 
0.12 CuCl MCs with radius of 100 Å, are nearly in agreement with theory. Nakamura et al [43] also 
observed a large χ(3) value under nearly resonant pumping of the exciton in CuCl doped glasses and 
obtained an optimum size for the largest χ(3) value, which depends on the lattice temperature. These 
systems give the enhancement of the figure of merit |χ(3)|/ατ when the switching is determined by the 
superradiant decay.

The existence of excitonic trapped states results in interesting nonlinear optical phenomena [41]. First, 
the ground-state electron is missing, while the excited electron is in the trapped state, so that the third-
order susceptibility, whose imaginary part describes the absorption saturation, is enhanced by the factor 
Γn→t

/Γt→g
 times the dominant term for the case without any trapped states. Here Γn→t

 is the trapping rate 
of a free exciton and Γt→g

 is a decay rate of the trapped electron into the ground state. The enhancement 
factor Γn→t

/Γt→g
 is on the order of 103–106, but the switching time is determined by the slowest channel, 

. Therefore, the figure of merit is conserved.
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Secondly, the four-wave mixing spectrum is evaluated as a function of detuning between the pump Ω1 
and probe Ω2 frequencies under nearly resonant pumping of the exciton with the trapped state. Then the 
spectrum consists of the hierarchical structure: (1) the very sharp Lorentzian structure (like a spike) 

with the half-width Γt→g
  106 s–1 around Ω1 – Ω2 = 0, (2) the rather sharp Lorentzian with the half-

width Γn  109 s–1 around Ω1 – Ω2 = 0, and (3) the broad structure with the width Γng  1012 s–1 with 

the center at Ω1  ω1 or Ω2  ω1. Here ω1 is the lowest exciton energy, and Γn and Γng are the 
longitudinal and transverse relaxation rates of the exciton. Thirdly, the differential transmission 
spectrum is also calculated as a function of detuning, Ω1 – Ω2, under nearly resonant pumping of the 
exciton. Under resonant exciton pumping, the absorption saturation signal shows a peak at Ω2 – Ω1 = 0 
with spectral width Γn while the induced absorption overcomes the exciton saturation under a slight off-
resonant exciton pumping. This induced absorption is observed as a sharp dip at Ω2 – Ω1 = 0 with the 
smallest width Γt→g

. Defects at the interface between MCs and the matrix play important roles in 
nonlinear optical and dynamical processes, but we have no microscopic understanding of these defects 
yet. The pump-probe spectroscopy introduced here is helpful in clarifying their microscopic origins.

16.4— 
Applications

16.4.1— 
Quantum-dot Lasers

Semiconductor low-dimensional quantum structures are expected to be promising laser devices [44–
46]. As the dimension is lowered, the modified density of states concentrates carriers in a certain energy 
range. This concentration is expected to give the system more gain for lasing. Zero-dimensional 
quantum confinement of carriers converts the density of states to a set of discrete quantum levels. This 
is desirable for the semiconductor laser because the discrete spectral gain region is compressed. In 
addition, spatial carrier confinement is also favorable for high optical gain.

The CuCl quantum dots analyzed in the previous section provide unique opportunities for laser 
applications. The large binding energy of biexcitons in a CuCl crystal, 32 meV, makes the biexciton 
stable and allows us to observe biexciton absorption and luminescence at low temperatures [47]. 
Biexciton luminescence is also observed in CuCl quantum dots, even at 77 K [30]. In photo-pumped 
bulk CuCl crystals, optical gain due to the transition from biexciton to longitudinal Z3 exciton is high 
[48, 49] and lasing takes place at this transition [50]. The laser action takes place in CuCl as a result of 
the population inversion between excitons and biexcitons. In this sense, it is a three-level laser, where 
the three levels are ground, exciton, and biexciton states. This section describes the observation of 
lasing in CuCl quantum dots. The optical gain of the CuCl microcrystals is examined and compared 
with that of CuCl bulk crystals.
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The samples used in this study were CuCl microcrystals embedded in NaCl crystals. They were grown 
by the transverse Bridgman method from the melt of a mixture of NaCl powder and CuCl powder, and 
were annealed in order to control the size distribution of the CuCl microcrystals. The mean size of the 
microcrystals was determined by small-angle x-ray scattering measurements (see chapter 10). The mean 
size of the microcrystals was determined to be 5.0 nm using this method. The molar fraction was 0.3 
mol%, as measured by inductively coupled plasma emission spectroscopy. Three pieces of samples 
were made by cleaving a grown and heat-treated crystal. The thinnest piece, 0.12 mm thick, was used 
for the optical absorption measurement. The second piece was used for the study of luminescence. The 
third piece was a rectangular parallelepiped and its size was 3.2 × 5.6 × 0.58 mm3. The laser device was 
the third piece placed in a cavity composed of two parallel dielectric mirrors with 90% reflectivities 
(see inset of figure 16.16). The shortest side, 0.58 mm, was placed perpendicular to the mirror face. The 
cavity length was 0.62 mm.

The excitation sources used were a nitrogen laser (345 nm), an XeF excimer laser (359 nm), or the third 
harmonics of a Nd3+:YAG laser (363 nm). Ultraviolet laser pulses were used to excite the sample placed 
in liquid nitrogen or in a temperature-variable cryostat. The pulse widths of the nitrogen laser, the 
excimer laser, and the third harmonics of the Nd3+:YAG laser were 10 ns, 20 ns, and 5 ns respectively. 
For the lasing experiments, both longitudinal and transverse pumping geometries were used. Lasing 
was observed in both geometries.

The optical gain measurement was done by observing the intensity of the stimulated emission as a 
function of the excitation length using a cylindrical lens to focus the output of the excimer laser on a 
line. A part of the line was cut by a slit and was refocused on the sample surface using another lens. The 
excitation length was varied by the slit. The stimulated emission propagating along the sample surface 
was observed from the extension of the excited line. The minimum excitation length was measured to 
be 30 µm, which gives the spatial resolution of the experiment. The optical gain of two samples was 
observed by this method. One sample was a CuCl microcrystal in an NaCl crystal with mirrors for the 
lasing experiment, and the other sample was a CuCl bulk crystal.

The absorption and luminescence spectra of the sample at 77 K are shown in figure 16.16. The Z3 
exciton line shows a blue-shift of 6 meV compared with bulk CuCl. The blue-shift is ascribed to the 
quantum confinement of excitons. The shift and the mean radius of CuCl microcrystals deduced from 
the small-angle x-ray scattering experiment are consistent with the previous measurement which gave 
the relation between the blue-shift of the Z3 exciton energy and the mean size of the CuCl microcrystals 
[51]. The luminescence spectra were measured under the excitation of the nitrogen laser. With the 
increase in the excitation intensity, a lower-energy band appears around 391 nm and grows. The lower-
energy band overwhelms the exciton band around the excitation density of 3 MW cm–2. The 
luminescence spectra under the low-density excitation
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Figure 16.16 
The luminescence spectra of CuCl 

microcrystals embedded in an NaCl crystal 
at 77 K under the nitrogen laser excitation 
of (a) 24 MW cm–2 and (b) 39 kW cm–2. 

With the increase of the excitation intensity, 
the M band appears and grows. The 

absorption spectrum of CuCl microcrystals 
embedded in an NaCl crystal at 77 K is 
shown by the dashed line. The peak of 

the Z3 exciton shows a blue-shift of 6 meV 
compared with the energy position of the 
Z3 exciton in a bulk CuCl crystal. In the 

inset, the excitation density dependence of 
the Z3 exciton luminescence and that of 

the M biexciton luminescence are shown. 
The excitation density dependence of the 
Z3 exciton luminescence is fitted by the 

expression log10 Iex = 0.0144(log10 I)3 – 

0.0872(log10 I)2 + 0.504(log10 I) + 1.11, 
while that of the M biexciton luminescence 
is fitted to the expression log10 Ibe = 2log10

 

Iex – 1.339, where Iex is the Z3 exciton 

luminescence intensity, Ibe the M biexciton 
luminescence intensity, and I is the excitation 

density in units of MW cm–2.

and the highest-density excitation are also shown in figure 16.16. The 391 nm band is ascribed to the M 
band, which corresponds to biexciton recombination leaving an exciton in a crystal [30, 46]. The M 
band is broad and does not seem to be composed of two bands which are usually observed in bulk CuCl 
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crystals at liquid helium temperature. The excitation-dependent luminescence of the Z3 exciton and the 
M biexciton bands is shown in the inset of figure 16.16. Although the biexciton luminescence intensity 
is not simply proportional to the excitation intensity or the square of this intensity, it is proportional to 
the square of the
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Z3 exciton luminescence. This is reasonable because biexcitons are formed as a result of the binary 
attractive interaction of excitons in CuCl microcrystals.

Lasing occurs as soon as the sample, which is placed in a cavity, is excited by a nitrogen laser and the 
excitation intensity exceeds a threshold. Figure 16.17 shows the emission intensity as a function of the 
excitation power density. At 77 K the emission intensity grows critically at the threshold power density 
of 2.1 MW cm–2 under the transverse pumping condition. The emission spectrum around the lasing 
threshold is shown in figure 16.18. The broad M band is observed below the threshold. Above the 
threshold the sharp emission spectrum with a maximum peak at 391.4 nm, is composed of a few 
longitudinal modes of the laser cavity, which are separated from each other by 0.07 nm. The separation 
almost agrees with the calculated longitudinal mode interval, 0.08 nm. It is obtained by using the 
refractive index of NaCl, 1.567, the spacing between two mirrors, 0.62 mm, and the thickness of an 
NaCl crystal, 0.58 mm. The emission is directional with an emission solid angle of about 0.03 steradian. 
The photograph of the lasing device under the excitation shows halation when taken from the lasing 
direction. These observations clearly indicate that the device shows lasing for temperatures up to 108 K.

Figure 16.17 
The log–log plot of the emission 
intensity of the laser device as a 
function of the excitation power 

density for the transverse pumping 
configuration at 77 K. The arrow 
shows the threshold for lasing.

In this system, the laser action takes place in three levels, ground, exciton, and biexciton states. 
Ultraviolet laser light (337 nm) corresponding to the band-to-band transition generates electron–hole 
pairs in CuCl microcrystals. They quickly form excitons and biexcitons. If the excitation density is high 
enough to generate a biexciton rather than an exciton, the population inversion takes
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Figure 16.18 
Emission spectra of the laser device at 77 K below and above the 

lasing threshold. The threshold Ith is about 2.1 MW cm–2. The solid 

line shows the spectrum under the excitation of 1.08Ith. The dashed 

line shows the spectrum under the excitation of 0.86Ith. 
The inset shows a sketch of the laser device.

place. The optical gain is formed as a result of the population inversion. The threshold excitation 
density for lasing and the excitation density where the M luminescence exceeds the Z3 exciton 
luminescence almost coincide with each other.

The optical gain spectrum was observed by means of the pump-and-probe method. The pump was the 
third harmonic of the Nd3+:YAG laser, and the probe was the amplified spontaneous emission of an 
LD390 dye solution pumped by the third harmonics of the Nd3+:YAG laser. Figure 16.19 is the pump-
and-probe spectrum of the CuCl microcrystals with a mean radius of 3.8 nm. The absorption spectrum 
with pump shows the bleaching and the blue-shift of the Z3 exciton, and optical gain at 392 nm. The 
peak of the optical gain is slightly red-shifted from the peak of the M luminescence band. The 
concentration and size dependence of the optical gain were also measured. The optical gain seems to be 
proportional to the CuCl concentration and to decrease with the decrease of the size of CuCl 
microcrystals.

It is an interesting test to examine the optical gain of CuCl microcrystals in an NaCl crystal (quantum-
dot sample) in comparison with that of a CuCl bulk crystal (B sample). The test may clarify the merits 
of the semiconductor quantum dots. The optical gain of the samples, quantum-dot and B, was measured 
by the Shaklee method [48]. The optical gain of the quantum-dot
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Figure 16.19 
Pump-and-probe spectrum of CuCl microcrystals 

at 77 K. The mean radius of microcrystals is 3.8 nm. 
The solid line shows the absorption spectrum 

without pump. The dashed line shows the 
spectrum with pump. The lower figure is the 

differential absorbance. The dotted line 
shows the luminescence spectrum.

sample was compared with that of the B sample. The mean radius of CuCl microcrystals in the 
quantum-dot sample is 2.8 nm. An XeF excimer laser was used because the output of the laser is intense 
and has good spatial uniformity. The laser light (351 nm) also corresponds to the band-to-band 
excitation. Similar luminescence spectra and excitation density dependences were observed, as shown 
in figure 16.16. The optical gain was measured under the excitation density of 5 MW cm–2. Although 
the absorption coefficient of the B sample is much larger than the quantum-dot sample, both quantum-
dot and B samples are thick enough to absorb all of the laser fluence except the reflection loss. The 
experimental configuration and the result of the gain measurement are shown in figure 16.20. The data 
show the optical gain because the emission intensity is proportional to [exp(gl) – 1]/g, where g is the 
small-signal optical gain and l is the excitation length. The small-signal optical gains of two samples are 
comparable to each other, although the molar fraction of CuCl is only 0.14 mol% in the quantum-dot 
sample. This seems to indicate that the optical gain of microcrystals per unit volume of active medium 
for lasing, CuCl, is 700 times larger than that of bulk crystals. It is well known that the optical gain 
increases in proportion to the concentration of the active ions in the ion doped solid state laser materials 
below a certain concentration where the ion–ion interaction starts broadening the linewidth of the 
transition [52]. Therefore, we can expect further
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enhancement of the optical gain in CuCl microcrystals embedded in an NaCl crystal by increasing the 
CuCl concentration.

Figure 16.20 
Stimulated emission intensity of M 

luminescence as a function of excitation 
length. The excitation wavelength is 351 nm 
and its density is 5 MW cm–2. Open circles 
show the data of CuCl microcrystals in an 
NaCl crystal (quantum-dot sample), while 

solid circles show that of a CuCl bulk 
crystal (B sample). The small-signal optical 

gains for the quantum-dot sample and 
the B sample are 7 cm–1 and 8 cm–1, 

respectively. In the inset, excitation and 
observation geometries are shown.

The optical gain due to the population inversion is expressed by g = 2π∆N|µbe|2ωbe c∆ωbe, where ∆N = 
Nbe – Nex is the population inversion between biexcitons and excitons per unit volume of samples, µbe is 
the dipole moment of the transition between biexciton and exciton states, ωbe is the transition energy, 
and ∆ωbe is the spectral linewidth [53]. We can compare the values of µbe and ∆ωbe for CuCl 
microcrystals and CuCl bulk crystals. Calculations show that the value of µbe for the same volume of 
CuCl is almost the same for CuCl bulk crystals and CuCl microcrystals if the radius of microcrystals is 
larger than 3 nm [54]. The value of ∆ωbe corresponds to the observed broadening of the M band, 1.5 
me V, due to the thermal distribution on the dispersion of biexcitons in a bulk crystal. On the other 
hand, it corresponds to the inhomogeneous broadening of 1.5 meV due to the size distribution of CuCl 
microcrystals. They are almost equal to each other. The experimental result shows that the optical gains 
of CuCl microcrystals in an NaCl crystal and a CuCl bulk crystal are almost equal to each other. This 
means that the optical gain of microcrystals per unit volume of active medium for lasing, CuCl, is 700
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times larger than that of bulk crystals. Therefore, the population inversion ∆N for the quantum-dot 
sample is 700 times larger than that for the B sample.

The large population inversion for CuCl microcrystals is probably due to the spatial carrier confinement 
effect. The luminescence quantum efficiency of CuCl microcrystals is much higher than that of CuCl 
bulk crystals [55]. The impurity isolation effect observed in AgBr quantum dots [56,57] and the 
absence of polariton propagation or exciton diffusion may explain the high quantum efficiency of 
luminescence in CuCl microcrystals. They can explain the high concentration of excitons leading to the 
large population inversion between biexcitons and excitons. Further study is necessary to clarify why 
the population inversion for CuCl microcrystals is so large. Because the homogeneous width of the 
transition in CuCl microcrystals is expected to be much narrower than the inhomogeneous broadening, 
similar to the exciton linewidth [58], we can expect the further enhancement of the optical gain if we 
can prepare CuCl microcrystals whose size distribution is much narrower than that used in this 
experiment.

16.4.2— 
All-optical Switching using Quantum Dots

For all-optical switching applications using semiconductor microcrystallites, a large nonlinear 
refractive-index effect is sought while at the same time minimizing the detrimental effects of 
absorption. In material terms this calls for a system whose resonance conditions can be varied so that 
the trade-off between refractive index and absorption can be adjusted for a given laser frequency. This 
degree of flexibility is realized in quantum dots, since the quantum confinement leads to a tunable blue-
shift in the lowest exciton resonance which increases with decreasing dot radius. In addition, the 
operating device length can be scaled by varying the quantum-dot concentration. Here we theoretically 
examine the trade-offs presented by quantum dots from the perspective of all-optical switching. In 
particular, we consider the prototypical all-optical switch, namely the nonlinear directional coupler 
(NLDC) [59,60].

The linear directional coupler consists of two identical optical waveguides which are in sufficiently 
close proximity that their evanescent fields overlap and, hence, there is periodic power transfer between 
the two waveguides with propagation distance [61]. For initial excitation of only one waveguide and a 
beat length device L = Lb, the output appears only in the input or bar waveguide, whereas for a half-beat 
length device, L = Lc = Lb/2, the output appears in the adjacent or cross waveguide, where Lc is the 
coupling length. In linear integrated optics the half-beat length directional coupler is operated as an 
optical switch using the electro-optic effect [62,63]: applying a d.c. field to the bar waveguide causes a 
wavevector mismatch, ∆β = k0∆n, between the waveguides which inhibits the coupling, and the output 
exits through the bar state with the d.c. field applied. The key idea of all-optical switching using an 
NLDC is that the input field itself generates a nonlinear change in propagation wavevector, ∆βNL = 
k0∆nNL, where ∆nNL is the nonlinear change in refractive
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index, so that the input intensity determines the output state [59, 60]. The basic requirement for efficient 
all-optical switching to occur is that the light induced nonlinear phase shift for an isolated waveguide 
obeys [14, 64, 65]

where L is the device length. Equation (16.25) will form the basis of our discussion of all-optical 
switching of an NLDC using quantum dots.

The basic operation of an NLDC can be modeled in the framework of coupled-mode theory [59, 60]. 
Specifically, we expand the field in the coupler as a coherent superposition of the transverse modes of 
the individual waveguides

where CC is the complex conjugate, z is the propagation direction, x is the unit polarization vector, uj

(x,y) is the transverse mode of waveguide j, j(z) is the amplitude of the jth mode, ω is the central 
carrier frequency of the field, and β is the propagation wavevector of the identical waveguides. Here the 
propagation wavevector β is assumed to account for the optical properties of the host glass, which is 
treated as a transparent dielectric. The linear and nonlinear optical properties of the quantum dots are 
incorporated through the following polarization source term for each individual waveguide (nonlinear 
coupling between the waveguides is neglected)

where χ(1)(ω) is the linear susceptibility of the quantum-dot system and χ(3)(ω) ≡ χ(3)(–ω, ω, –ω, ω) is 
the third-order nonlinear susceptibility. Substituting equations (16.26) and (16.27) into Maxwell's 
equations yields the following coupled-mode equations in the usual slowly varying envelope 
approximation [64, 66]

The first term on the right-hand side of equations (16.28) describes the linear mode coupling due to the 
evanescent field overlap. In the absence of the quantum dots these terms correctly predict the periodic 
energy exchange between the waveguides. The next two terms involving α0 and α3, defined as
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describe linear absorption and absorption saturation (α3 > 0) respectively. Finally,  is the nonlinear 
change in the model wavevector of the jth waveguide

The parameter η in equations (16.29) and (16.30) is the volume fill fraction of quantum dots: η = 0 
corresponds to the absence of quantum dots.

A material figure of merit for the NLDC can now be obtained using equation (16.25) and equations 
(16.28)–(16.30) as follows. It is clear that linear absorption places a limit on the useful device length, so 
we require  for a half-beat length coupler. Also, it follows from equations (16.28) that the 
nonlinearity will saturate when the field strength approaches . Substituting this in equation 
(16.30) and using equation (16.29), we obtain the peak phase shift over the device length as 

, where we used α0Lc = 1. According to equation (16.25), we require 
this phase shift to exceed 4π for efficient all-optical switching, so we define the material figure of merit 
[14]

This figure of merit is identical in form to that obtained for two-photon absorption as a limitation to all-
optical switching [67]. Note that W is geometry independent and independent of the volume fill fraction 
η. The dependence on the fill fraction η is contained in the device length which is derived using α0Lc = 
1 as

that is, the device length is inversely proportional to η.

From the perspective of all-optical switching in NLDCs, one wants to make the material figure of merit 
as large as possible, W ≥ 1 (switching may still occur for W < 1 but at the expense of poor 
transmission). For a material to be suitable for fabricating an NLDC, it is desirable that Re(χ(3)) is 25 or 
more times greater than Im(χ(3)). Whether or not this is possible for a given material depends on its 
resonance structure. We have evaluated the material figure of merit W for the case of quantum dots 
embedded in glass using the theory of Hu et al [22] which provides both the linear susceptibiliity χ(1) 
and the third-order susceptibility χ(3). Figure 16.21 shows the frequency variation of (a) Im(χ(1)), and (b) 
Re(χ(3)) and Im(χ(3)) for the semiconductor CdS and a quantum-dot radius R = a0, with a0 being the bulk 
exciton radius. Here the frequency is represented by the dimensionless detuning ∆ = ( ω – EG)/ER, 
where EG is the bandgap of the bulk material and ER is the exciton Rydberg. For CdS, EG = 2520 meV, 
ER = 27 meV, and a homogeneous line broadening γ = 2ER was included in the calculations. The χ(3) 
values in figure 16.21(b) can be converted to units
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of m2 V–2 by multiplying by 10–16η. Then, for example, for a detuning of –20ER we have 
 for η = 10–2, in reasonable agreement with the 

measured values reported by [68].

Figure 16.21 
Frequency variation of (a) Im(χ(1)) and (b) Re(χ(3)) and Im(χ(3)), for the 

semiconductor CdS, R = a0, EG = 2520 meV, ER = 27 meV, and a 

homogeneous line broadening γ = 2ER.

Figure 16.22 shows the material figure of merit W versus detuning ∆ for CdS quantum dots and two 
values of the dot radius. For R = a0, W remains less than one all the way out to –20ER. In contrast, for R 
= 0.5a0, W is greater than one for detunings below –16ER. The variation of W with detuning ∆ may be 
understood by realizing that the lowest exciton resonance saturates like a two-level system in which the 
effective detuning is that between the field and the 1s exciton, δ = ( ω - E1s)/ER [22, 69]. In this case, Re
(χ(3)) varies as δ/(1 + δ2), and Im(χ(3)) varies as -1/(1 + δ2), so that according to equation (16.31), W 
varies as

On the basis of this scaling argument we expect that the slope of the W versus ∆ curve should be 
independent of the dot radius, and this is clearly satisfied in figure 16.22. Furthermore, since the blue-
shift of the 1s exciton energy E1s varies with dot radius as roughly R–2 in the quantum-confined regime, 
it follows from equation (16.31) that for a given ∆ the figure of merit W is larger for smaller dots. This 
property is satisfied in figure 16.22.

The results shown in figure 16.22 are for fixed values of the dot radius. These results show that if the 
dot radius can be controlled, then it is possible to engineer the material so that it is useful for all-optical 
switching applications. In quantum-dot samples there is a statistical distribution of dot radii, which adds 
inhomogeneous broadening to the problem. This inhomogeneous broadening is
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Figure 16.22 
Figure of merit W versus detuning for CdS 

and R = 0.5a0 and R = a0.

typically of the same order as the homogeneous broadening, and tends to wash out any strong 
dependence on the dot radius. However, there is no fundamental reason why the inhomogeneous 
broadening cannot be reduced, and the figure of merit of semiconductor quantum dots enhanced by 
producing small quantum dots with well controlled radii.

Figure 16.23 shows an example of the predicted all-optical switching for CdS quantum dots and R = 
0.5a0, and a detuning of –20ER. These results were obtained by the numerical solution of equations 
(16.28), incorporating the theoretical results for the linear and nonlinear susceptibilities in figure 16.21. 
In this case, W > 1 and all-optical switching is expected. The transmission of both the bar and cross 
waveguides with respect to the total output intensity is shown versus the dimensionless input intensity 
| 1(0)|2 in figure 16.23(a), and all-optical switching is evident. (The fields are converted to V m–1 by 

multiplying  by 108.) For an input intensity of 1000, the output exits through the cross waveguide, 
whereas for an input intensity of 2600 the output exits the bar state. This is also seen in figure 16.23(b) 
which shows the output intensity versus the input intensity. Here we see that the actual transmission of 
the device increases at high input intensity due to the saturation of the linear absorption. Assuming a 

value of η = 10–2 for the fill fraction, the predicted coupling length is Lc = 1/α0  5 mm. In contrast, for 
a dot size R = a0 and a detuning of –20ER, no all-optical switching is observed in the device simulations, 
in agreement with the observation that W < 1 (see figure 16.22).
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Figure 16.23 
Switching characteristics of a nonlinear directional coupler in CdS 

quantum dots with R = 0.5a0: (a) normalized transmission for the bar and 
cross waveguides versus dimensionless intensity, and (b) output intensity 

for the bar and cross waveguides versus input intensity.

Figure 16.24 
(a) Schematic absorption spectrum of an 

inhomogeneously broadened absorption line consisting 
of homogeneously broadened features. (b) The 

application of a laser beam at the spectral position 
shown by the arrow results in the creation 

of a hole, corresponding to binary '1'.

16.4.3— 
Quantum Dots for Optical Data Storage.

Spectral hole burning has been employed in the past to investigate frequency-domain optical data 
storage [70, 71]. In such an application, a recording material is required that may undergo spectral hole 
burning with certain well defined characteristics. Most of the materials that have been used so far have 
required liquid helium refrigeration. This requirement limits the practical applications of
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Figure 16.25 
The linear absorption spectrum of a CdS quantum- 

dot sample at room temperature. The sample 
was pumped at two spectral positions inside the 
first quantum-confined transition. The positions 
of the pumps are shown by the small peaks at 
wavelengths of 419 nm and 447 nm. The inset 

shows the change in the absorption (–∆αL) 
obtained as a result of this pumping. Absorption 
bleaches and spectral holes are generated, which 
shift as the pump wavelength is changed. This 

figure clearly demonstrates transient spectral hole 
burning at room temperature in a quantum-dot 
sample (sample was grown by S Risbud and 

co-workers).

such materials for optical data storage systems.

Figure 16.24 schematically shows the concept of the spectral hole burning technique. The absorption 
spectrum of the recording material has to be inhomogeneously broadened with a total width of γinh, 
consisting of homogeneously broadened components with linewidths of γhom, as shown in figure 16.24
(a). When a laser beam with a well defined wavelength irradiates the sample, only the homogeneous 
line that is in resonance with the laser can be excited, and consequently gets bleached. Figure 16.24(b) 
shows such a bleaching of the homogeneously broadened line, which is referred to as spectral hole 
burning. For various tuning of the laser frequency inside the inhomogeneously broadened absorption 
spectrum, holes at different spectral positions can be burned. Each burned hole may be considered as a 
logic '1', while a no-hole is a logic '0'. The number of holes that may be burned (which is related to the 
storage density) is on the order of the ratio of the inhomogeneous width to the homogeneous width, R = 
γinh/γhom. The larger γinh, or the smaller γhom, the
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Figure 16.26 
The linear absorption coefficient (upper curve) 

and the change in the absorption (–∆αL) for 
pumping at 515 nm and 520 nm (sample was 
prepared by S Gaponenko and co-workers).

larger is the number of burned holes. The laser may be focused to a spot size of 1 µm, and within this 
small spot a number of spectral holes may be burned.

Quantum dots may be appropriate for data storage. This application stems from the fact that quantum 
dots in various media have different sizes, leading to an inhomogeneously broadened absorption 
spectra. The larger the particle size distribution, the broader the total absorption linewidth is. Also, the 
persistence of quantum-confined absorption peaks at room temperature in quantum-confined structures 
makes it possible to realize this inhomogeneous broadened lineshape at room temperature.

Spectral hole burning experiments in CdS and CdSe quantum dots in glass at room temperature were 
performed. Figure 16.25 shows a typical result for the CdS dots in glass. The linear transmission 
spectrum of the sample, the spectral positions of the pump pulses, and the differential transmission of 
the sample (inset of figure 16.25) as a result of the presence of the pump are plotted. The spectral holes 
burned by the pumps are clearly observable. The spectral hole moves with the pump wavelength, as 
expected for an inhomogeneously
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broadened transition. The width of the spectral hole increases as the pump intensity increases. These 
measurements show that spectral hole burning is possible in quantum-dot samples. However, the width 
of the burned hole is broad in most of the samples studied so far [20, 72], indicating that not many holes 
can be burned in the excitation spot by changing the wavelength.

This situation can be improved for samples with better surface quality and for specially prepared 
samples. For example, spectrally narrow holes have been seen in quantum dots in organic matrices [73]. 
Recently, narrow spectral holes were observed in quantum dots in glass after the sample was strongly 
illuminated [74]. An example of such a narrow spectral hole burning measured in our laboratories is 
shown in figure 16.26. Spectral holes with widths as low as a few meV have been achieved. The data in 
figure 16.26 were obtained after the sample was irradiated with ≈ 30 MW cm–2 for two hours. The 
origin of the narrow holes has been attributed to the growth process, i.e. they have been observed only 
in the samples prepared in the nucleation and normal growth stages, whereas the broad holes are 
observed in the sample prepared in the coalescence stage.
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PART 7— 
SPECIAL NANOMATERIALS
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Chapter 17— 
Porous Silicon Nanostructures

S M Prokes

17.1— 
Introduction

Porous silicon was first produced by Uhlir [1] and Turner [2] in their studies of electropolishing of 
silicon in dilute hydrofluoric (HF) solution. It was found that a material consisting of a network of pores 
could be formed in the dilute hydrofluoric acid in which the current densities were below those for 
electropolishing. Until recently, the major application of porous silicon was for Si-on-insulator (SOI) 
technology, where the active devices could be dielectrically isolated by the oxidation of the underlying 
porous silicon. The formation of this oxide layer was relatively easy in porous silicon, since it contained 
a large number of internal surfaces, which were highly reactive at elevated temperatures [3].

Recently, significant attention has been directed toward this material due to its visible 
photoluminescence (PL) [4]. The first visible PL in porous silicon was reported by Pickering et al [5] in 
1984, but it was not until 1990 that Canham pointed out the importance of this phenomenon [4]. It is 
well known that improvements in electronics require increased speed, decreased dimensions, and 
increased functionality. As dimensions decrease, the device interconnects become two or three times 
larger than the actual device. This of course becomes a problem since the properties and failure modes 
in the interconnects become the overriding feature. Therefore, opto-electronics may be the next 
generation in device structures, where optical interconnects may replace metal interconnects. Most 
advances in this area have been in the III–V and II–VI systems, but Si is the material of choice in the 
electronics industry. It is very abundant, a factor of ten or more cheaper than other materials, has good 
passivating characteristics, good thermal and mechanical properties, and a vast majority of current 
technology and processing is based on it. The difficulty with silicon, from the perspective of opto-
electronics, is that it is a poor opto-electronic material. Silicon is an indirect gap semiconductor in 
which interband transitions need phonons. This
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means that transition probabilities in bulk silicon are a 100 times smaller than in direct gap materials, 
resulting in a quantum efficiency in the range of 10–4%, with the radiative recombination producing 
light in the infrared (1.1 eV). Thus, the reports of visible light emission (1.6–2.1 eV) [6] of high 
quantum efficiency (1–10%) [6] from porous silicon are quite surprising, and have generated intense 
interest.

Since the porous silicon light emitting structures can be fabricated using a relatively simple and 
inexpensive etching technique, and since they can easily be integrated with existing silicon technology, 
a significant worldwide research effort has emerged. The research has been aimed at understanding the 
mechanism of the light emission process, which will impact possible technological applications, such as 
optical interconnects or light emitting diodes.

17.2— 
Porous Silicon Formation.

The simplest way to produce porous silicon is to etch silicon in an electrochemical cell containing dilute 
HF, at constant current [1, 2]. Canham [5] reported a two-step etching process, consisting of 
anodization in dilute HF at low current densities, followed by an open-circuit pore widening treatment 
in dilute HF. The anodization generates an array of holes or pores perpendicular to the surface of the 
substrate. The open-circuit etching of the porous silicon structures in HF has been used to increase the 
pore size and produce a blue-shift in the visible luminescence [4, 7]. However, it has also been shown 
that the pore widening treatments are not necessary to observe visible luminescence [8,9]. For a more 
detailed discussion of the electrochemical formation of porous silicon, see Zhang et al [10], Searson and 
Zhang [11], and Foell [12].

One of the reasons that light emission in this system is so controversial is that porous silicon can differ 
significantly in structure and surface properties from sample to sample, depending on the doping, and to 
some extent on the etching conditions [13]. Initially, the structure of porous silicon was assumed to 
consist of quantum wires [4], which were formed by open-circuit etching to create a material with a 
porosity above 78%, as shown in figure 17.1(a). Alternatively, Cullis et al [14] suggested that the 
structure resembled undulating wires, as shown in figure 17.1(b), and other results from high-porosity 
samples suggest a structure comprising of crystalline silicon particles embedded in amorphous silicon 
or oxide [15, 16], as shown in figure 17.1(c).

In general, the morphology can be grouped according to substrate doping and etching conditions. A 
summary of the various morphologies exhibited by porous silicon has been compiled by Searson et al 
[13].

(i) 1 Ω cm p-type porous silicon: exhibits a 'sponge'-like structure, with particle sizes on the nanometer 
scale [8, 15, 17].

(ii) Low-doped p-type silicon (>1 Ω cm): interconnected network of nanometer-sized silicon particles, 
with porosities on the order of 40–60%
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Figure 17.1 
Suggested microstructure of high-porosity porous 

silicon: (a) quantum wires, (b) 'undulating' wires, and 
(c) embedded crystallites, (x-Si).

[19,20,22,23].

(iii) p-type silicon (0.1 to 0.01 Ω cm): pores along <100>, extensive branching noted. Pore dimensions 
are 10 nm or less and the porosity is in the range of 20–80% [8, 18–23].

(iv) n-type silicon (0.1–0.01): pores have square cross-sections, 100 nm or less, and are separated by 
micron-scale regions of bulk silicon [18].

(v) Low-doped n-type silicon (>1 Ω cm): morphology similar to n-type material; pore dimensions can 
be as large as one micron [18]. Porous structures formed from 10 Ω cm n-type silicon can exhibit one 
micron square pores, growing in the <100> direction [18].
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Reports indicate some crystalline character of the porous silicon [24–29], surrounded by various 
amounts of amorphous silicon or oxide, the fraction of each varying with etching conditions and extent 
of porosity [30–34]. Yet, despite the variety of morphologies, particle sizes, and surface chemistry, 
porous silicon has been shown to exhibit very similar visible PL [8].

17.3— 
Surface Chemistry

In addition to crystalline silicon, porous silicon also consists of surface species created during the 
etching process, or adsorbed from the atmosphere. The etching process has been examined, and the 
formation of amorphous silicon on the surface of Si has been reported [6, 35]. In addition, the surface of 
porous silicon after various etching treatments also contains hydrides and/or oxyhydrides and oxide 
[16]. In some cases, it has been reported that exposing porous silicon samples to the atmosphere 
resulted in a decrease in the PL intensity [36, 37]. In other experiments, prolonged exposure to 
atmosphere led to a significant PL intensity increase [38–40], and oxidation of the porous silicon also 
resulted in PL intensity increases [39, 41]. In view of these results and the large amount of surface area 
per unit volume of material, it is clear that the chemistry at the surface must also be considered.

17.4— 
Relationship between Structure, Surfaces, and Optical Properties

Since bulk silicon has an indirect bandgap at 1.1 eV at room temperature, only very inefficient emission 
in the infrared spectrum is expected. In fact, both optical absorption and emission are very weak in 
comparison to direct gap materials. The weak emission in indirect gap semiconductors can be overcome 
if the requirement for momentum conservation was relaxed. This would be possible if periodicity were 
removed locally or globally within the semiconductor. This occurs naturally at grain boundaries, line 
defects, and other structural defects, as well as in amorphous semiconductors, where long-range order is 
not present. Periodicity can also be artificially destroyed by deliberately growing alternate layers of 
different materials, such as in multiple quantum wells and superlattices. In addition, material in the 
form of lines or dots also removes periodicity. This leads to a spatial confinement of electrons and holes 
in the wells, wires, or dots, which in turn enhances the emission intensities. In addition, a series of 
localized states are formed whose energies scale inversely as the square of the size of the confinement 
region. In the case of Si, particle sizes with dimensions below 5 nm would enhance the oscillator 
strength, as well as produce a sizeable blue-shift of the optical gap from 1.1 eV into the range of 1.5 to 
1.9 eV [34]. The subject of quantum dots is discussed in chapter 16.
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17.4.1— 
Quantum Confinement Mechanism

Canham [4] attributed the visible PL in porous silicon to quantum confinement. Open-circuit etching 
was believed to enlarge the pores, thereby reducing the size of the silicon walls. For these types of 
sample, luminescence (800 nm to 700 nm) was noted, blue-shifting toward the orange with increased 
pore widening treatments. Assuming quantum confinement, Canham [4] predicted that porous Si would 
produce visible luminescence, provided that the porosity was high enough (greater than 78%).

An important property of all of the PL spectra in porous Si was that the line widths were very large, in 
the range of 300 to 400 meV [44]. It has been suggested that this rather broad PL emission line in the 
visible range could be attributed to a distribution of particle sizes in porous Si [4, 7, 42]. This particle 
size distribution would then imply a distribution of PL energies, as predicted by the quantum-
confinement model.

Before quantum confinement can be determined as the mechanism of visible PL in porous Si, the PL 
and particle sizes must be correlated in a systematic fashion. One attempt to do this was to monitor the 
PL as a function of open-circuit etching. This type of experiment [4, 7] indicated a PL blue-shift with 
increased etching time in a dilute HF solution, with some samples having particles sizes as small as 3 
nm [15, 28] (in certain p-type porous silicon). Furthermore, anodic oxidation was also used [7] to 
reduce the silicon wall thicknesses and to stabilize the porous silicon in the atmosphere. In this case, the 
PL was also seen to blue-shift with increasing anodic oxidation. However, no direct experimental data 
showing a consistent PL blue-shift with particle size reduction were presented. Dry oxidation for 1 min 
at high temperatures (up to 1100°C) has also been reported [41, 43], in which the PL line increased in 
intensity and blue-shifted with increasing oxidation temperature, which was interpreted within the 
quantum-confinement model. This interpretation was given because it was assumed that no hydrides 
remained on the surface at these high temperatures [41]. In another experiment, porous silicon was dry 
oxidized for up to two hours at various temperatures above 700°C, and no PL shifts were noted after an 
initially small blue-shift [44]. Raman spectroscopy and transmission electron microscopy (TEM) 
indicated significant material loss, and in some cases, the formation of pure oxide was noted. These 
results were not consistent with the suggested quantum-confinement model, and will be discussed later. 
A direct correlation has been reported between the PL peak energy and average particle size, obtained 
from Raman spectroscopy [28, 29]. However, other experiments show no correlation between particle 
size and PL peak energy [45, 46] obtained by TEM, optical absorption, and Raman spectroscopy [46].

It is clear that a relationship between particle size and PL emission energy is a necessary requirement 
for the quantum-confinement model. If quantum confinement is the mechanism of the PL, then we 
know that the luminescence energy is inversely proportional to the square of the particle size. Also, PL
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from smaller particles would have faster decay rates, as suggested by the work of Hybersten [42]. This 
would predict a multiexponential PL time decay, as has been reported [47], with measured lifetimes in 
the 10 µ–1 ms range and faster decay at the higher-energy end. It should be pointed out that this type of 
behavior is not unique to quantized particles. In fact, this would be expected of any localized radiative 
center, such as those in α-Si:H [48], various chalcogenide systems, defect states, and siloxene 
derivatives, which will be discussed later. Furthermore, Calcott et al [49] have reported the observation 
of momentum conserving phonons of the PL in porous silicon at T = 2 K, suggesting crystalline Si 
forms the luminescing material.

17.4.2— 
Difficulties with Quantum Confinement

Clearly, some data exist which are consistent with the quantum-confinement model. Unfortunately, the 
key result, which would show convincingly a direct relationship between the particle size and PL 
energy, does not exist. This is critical in the case of porous silicon, which can have very large variations 
in structure and particle sizes, yet still luminesce in a similar visible energy range [8]. To examine 
particle size and the PL energy relationship, four very different samples, of different initial doping, 
etched under various conditions were analyzed using in-line Raman spectroscopy and PL [45]. The 
resultant particle sizes were obtained from the Raman spectra, as in previous works [28, 29]. The 
experimentally obtained PL peak energies of these samples and the expected PL peak energies which 
would result from the different particle sizes in the case of 3D confinement are shown in figure 17.2 and 
table 17.1. As can be seen, the experimentally determined PL peak energy has little correlation to the 
energies expected for these samples if based on particle sizes. In fact, the PL peak energies of the 
various samples are relatively constant, in the 1.75 eV range. The work of Kanemitsu et al [46] also 
supports this result. In fact, Raman, optical absorption, and transmission electron microscopy (TEM) 
experiments were performed on various porous silicon samples. Results showed that a significant 
change in the particle size occurred from sample to sample, yet no shift in the PL peak energy was ever 
noted.

There are other problems with the quantum-confinement picture. Low-temperature desorption 
experiments of 0.1 Ω cm porous silicon resistively heated in ultrahigh vacuum (UHV) [50] resulted in 
large PL intensity reductions and PL peak energy red-shift at temperatures below 350°C (shown in 
figure 17.3). This was accompanied by significant hydrogen evolution and a drop in the concentration 
of SiHx species [50]. No structural changes were noted in the experiment at these low temperatures. 
This is consistent with previous results [21, 23] on the structural stability of porous silicon at low 
temperatures. Collins et al [51] have also reported a significant PL drop and red-shift in some samples, 
as a function of ultraviolet irradiation at room temperature, which was accompanied by hydrogen loss. 
Since no heating was performed in this
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Figure 17.2 
Experimentally determined PL emission energies for 

four various porous silicon samples prepared as 
listed in table 17.1. Particle size was obtained 

using Raman spectroscopy. The solid line is the 
expected PL energy for the various samples 

according to 3D quantum confinement.

Table 17.1. Porous silicon particle size obtained from Raman spectroscopy as a function of 
preparation conditions.

Sample
Sample 
preparation

Raman shift 
(cm–1) ∆ω

QC particle size 
(nm)

C4
0.1 Ω cm, p 
25 mA cm–2 

25% HF/ethanol
517 3 7

C4 (60 min) 
HF

C4 
60 min 
25% HF/ethanol

515 5 4.8

PS No 1
7 Ω cm, p 
49 mA cm–2 

25% HF/ethanol
507 13 2.5

PS A
1 Ω cm, p 
30 mA cm–2 

25% HF/ethanol
501 19 ~1.6
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case, it is impossible to attribute the loss in the PL intensity and the red-shift in the peak energy to 
structural collapse. Further evidence of the PL red-shift and intensity loss phenomenon was reported for 
a 1 Ω cm p-type porous silicon sample annealed in an argon atmosphere, up to temperatures of 690°C 
[52]. A cooled Ge detector was used, which was more sensitive in the near infrared. In this case, the PL 
red-shift noted was as large as 0.3 eV, with extremely weak PL intensity. A similar red-shift was later 
also noted in dry oxidation experiments for temperatures below 700°C [42].

Figure 17.3 
Red-shift of the PL peak energy and intensity drop, as a function of annealing 

0.1 Ω cm p-type porous silicon sample under UHV conditions. 
Temperatures in insert are in units of 100°C.

Although a PL blue-shift upon initial oxidation between 700°C and 1000°C was reported [42, 44], it is 
not at all clear that this blue-shift is the result of PL from quantum-confined particles. In fact, very short 
oxidation of porous silicon at 830°C can lead to either PL peak energy blue-shifts or red-shifts, 
depending on the initial PL peak energy, as shown in figure 17.4. Also, extended oxidations at 700°C 
and 900°C [44] have led to no further shifts in the PL peak energy (shown in figure 17.5), although a 
significant PL intensity drop was noted for extended oxidation. In some of the thin oxidized samples, 
the PL became almost undetectable, and complete oxide formation was noted. Since oxide formation is
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a continuous process well characterized in porous silicon [4], one would expect to obtain a continuous 
PL blue-shift as the particle size continuously decreased, if the PL were the result of quantum 
confinement. Furthermore, the particle size distribution must become narrower as more and more 
particles oxidize, which should also lead to a significant PL peak narrowing in the case of quantum 
confinement. In fact, no PL peak energy shift was noted [48], even for extended oxidations, and the PL 
peak width broadened with longer oxidation times.

Figure 17.4 
PL peak energy shift after laser annealing at 830°C 

of (a) 1 Ω cm p-type porous silicon etched at 
30 mA cm–2, and (b) same sample open-circuit 
etched for 30 min in 25% HF/ethanol prior to 

short laser heating.

A different approach to significantly increase the PL intensity and change the particle size is to heat the 
existing porous silicon particles using an intense laser line [39]. As already discussed, the Si 
microcrystallites in porous silicon
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Figure 17.5 
PL spectrum of a porous silicon sample, during 

laser annealing at 1100 K for 2 min, and at 
room temperature (300 K).

are thought to be embedded in an amorphous silicon/oxide shell, as shown in figure 17.1(c). Due to 
poor thermal contact, the silicon crystallites cannot shed heat efficiently, and thus can be heated to 
temperatures as high as 1100 K by laser annealing in the atmosphere. The extent of the Raman red-shift 
while heating was used to monitor the temperature, which was obtained from the Stokes–anti-Stokes 
shift [39]. The PL line of the porous silicon sample while at 1100 K, and while at room temperature 
(300 K) is shown in figure 17.5. Clearly, the PL lines are identical in shape and PL peak energy. As we 
know, the gap of bulk silicon is temperature dependent, and in fact shrinks by 0.3 eV at 1100 K [52]! 
Thus, this PL cannot be a property of silicon, be it caused by quantum confinement or not. If the PL 
originated within quantum-confined silicon particles, it would have to exhibit a shift, just as silicon 
must.

Further evidence for surface related red PL in silicon structures has been reported by Fisher et al [53]. 
In this case, very uniform Si posts of 20 nm diameter were produced by reactive ion etching (RIE), 
followed by wet etching in HF to remove the damage from the dry etching step. Interestingly, the 
silicon posts resulted in a 720 nm red PL, although the posts were directly connected to the silicon 
substrate, and were of a uniform 20 nm diameter. Since no tiny microcrystallites were present, and 20 
nm sizes are essentially bulk when considering quantum confinement, this result also suggests a 
surface-type luminescence mechanism.

It is also known that solvents which do not etch silicon have been reported to cause shifts in the PL 
peak energy as well as in the PL intensity [54, 55]. These solvents can not affect the particle size; they 
can only affect the surface properties of porous silicon. With the above results in mind, alternative 
models, involving species other than silicon nanoparticles, must be considered in order to determine the 
origin of the PL. Since different species have been reported on
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the surface of these nanocrystals, let us examine their luminescence behavior.

17.4.3— 
Photoluminescence from Hydrides/Polysilanes.

It has been shown that the surface of as-prepared porous silicon is saturated by SiHx structures [50, 56–
58] and the desorption of these structures occurs at low temperatures [50, 56]. Due to certain 
similarities between the PL from porous silicon and that expected from hydrides/polysilanes, models for 
the PL based on these structures have been suggested [48, 56]. Let us now examine the luminescence 
behavior observed in α-Si:H [48, 59] (which consists of SiHx structures) and polysilanes [60].

The low-temperature luminescence features of α-Si:H [48] consist of lower-energy peaks associated 
with dangling bonds (around 0.8–0.9 eV), along with a higher-energy peak (above the Si bandgap) due 
to radiative transition between band tail states. Wolford et al [59] reported room-temperature PL 
resulting from α-Si:H deposited by homogeneous chemical vapor deposition (HOMOCVD) at low 
temperatures. Their results indicate a 5 K luminescence in the range of 1.3 to 2.05 eV, blue-shifting 
with increasing hydrogen content. The samples with the highest hydrogen content (PL at 1.8–2.0 eV) 
exhibited room-temperature luminescence. Hydrogen complexes (SiH, SiH2, SiH3, or (SiH2)n) were 
viewed as the source of this room-temperature visible luminescence. The polysilane chains (SiH2)n 
result in a material with a larger bandgap than in Si [60], changing with the length of the chain. Tight-
binding descriptions of Si–H bonding [61, 62] show that the presence of monohydrides leads to new 
bonding states deep within the silicon valence bands, which increase the gap. These calculations have 
shown that a large gap increase occurs as a function of increasing hydrogen content in the complex, and 
for 30% hydrogen, the bandgap increases to 1.7 eV [62]. This result has also been confirmed 
experimentally [63], where a 500°C anneal of a-Si:H resulted in a significant hydrogen loss, and in a 
bandgap reduction of 0.2 eV. Similarly, polysilane chains can also lead to a depression of the valence 
bandedge. Photoemission studies have shown a 0.4 eV valence band recession for amorphous silicon of 
low hydrogen content, and up to a 0.8 eV recession for polysilanes [64]. As noted earlier, the PL time 
decay in a-Si:H would also be expected to be multiexponential, as in porous silicon.

Thus, there are some similarities between the PL in porous silicon and that attributed to 
hydrides/polysilanes. This not only includes the fact that porous silicon contains hydrides/polysilanes 
on the surface, which have been reported to luminesce in the 1.7–2.0 eV range at room temperature, but 
the PL energy in a-Si:H red-shifts with hydrogen loss, which is very similar to the behavior of porous 
silicon [50]. One of the major problems, however, is associated with the oxidation results. As 
mentioned earlier, a more intense red PL is observed after high-temperature short oxidations. Since 
most of the hydrides desorb by 500°C or so, it is unlikely that they can be playing a role in the material 
oxidized at 800°C or higher.
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17.4.4— 
Silicon Bandtail State Model

The model suggested by Koch et al [66] to explain the red PL in porous silicon was twofold. It was 
proposed that carriers were created within the quantum confined silicon nanoparticles, but that 
recombination, leading to light emission, occurred at the surface. The recombination at the surface, 
resulting in the red PL, was thought to originate from silicon bandtail states created at the surface by 
strain and disorder. One significant advantage of this model compared to the quantum-confinement 
model was that the red PL no longer required identical particle size distribution for various samples, 
since the PL energy was not as dependent on the particle size. Furthermore, this model would predict a 
shift in the PL with loss of hydrogen, since the presence of hydrogen can affect the position of the 
bandtail states. This model may also be consistent to some extent with the oxidation results [42, 44], in 
which the high PL intensity would be the result of a change in the surface distortions and/or the 
reduction of particle size.

One of the serious problems with this model is the fact that the red PL in the oxidized porous silicon 
does not shift in energy at high temperatures (shown in figure 17.6). Since this model assumes that 
recombination occurs within the silicon related surface bandtail states, they must be temperature 
sensitive, as is amorphous silicon [67, 68], and thus the PL would also be expected to shift! In addition, 
since it is assumed in this model that the PL originates from the silicon surface states, one would expect 
significant changes in the elastic strain, e, experienced by the particles as a function of radius, r, since e 
α 1 / r [69]. Thus, a large change in particle size should lead to a large change in the distortion within 
the particle, as well as the surface. If the PL is a result of these distortions, a significant change in this 
distortion should lead to a significant change in the PL, which does not appear to be the case [46].

17.4.5— 
Siloxene Luminescence Mechanism

A mechanism suggested by Brandt et al [70] for PL in porous silicon involves luminescence from Si–
O–H compounds of siloxene (Si6O3H6). In general, the structures of these materials are believed to 
consist of linear Si chains interconnected by oxygen or Si layers with alternating OH or H terminations. 
The important property of these materials is that the luminescence energies can be tuned over a large 
spectral range, including the visible regions, by the substitution of hydrogen by various ligands, such as 
OH groups, alcohols, or halogens. In addition, PL tuning can also be achieved by annealing of siloxene 
in air [71].

Thus, the resulting PL can appear very similar to that seen in porous silicon, and, in addition, the 
infrared and Raman spectra of siloxene also exhibit very similar behavior to porous silicon [72]. The 
authors of reference [70] discuss several main observations made in porous silicon within the 
framework of a siloxene model. It is suggested that the PL peak energy blue-shift with extended
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open-circuit etching of porous Si, reported by Canham [5] and Bsiesy et al [7], could be explained by 
the substitution of hydrogen by OH or other ligands in the Si ring of siloxene. Also, the 
electroluminescence reported in porous silicon [73] appears similar to the chemiluminescence reported 
during oxidation of siloxene in KMnO4 [70]. The PL decay after pulsed excitation of both porous 
silicon and siloxene is highly nonexponential [47, 74], and depends on the PL peak energy, resulting in 
a large distribution of carrier lifetimes.

The essentials of the siloxene model suggested by Brandt et al [70] are as follows. The sixfold silicon 
rings with various ligands are what determines the PL of porous silicon, and the PL peak energy can 
shift, depending on the ligand that has been substituted in the rings. The rate at which radiative 
recombination occurs is governed by specific lifetimes of the excited states in the ring, as well as the 
rate of carrier transfer into these rings, which could account for the large lifetime distributions.

Siloxene appears to exhibit many similarities to porous silicon. However, as with all the models 
discussed so far, there are certain drawbacks. First of all, as in the case of the hydrides, the H and OH 
ligands would be expected to desorb by 500°C, leaving an SiO2-type structure. In fact, it has been 
reported that annealed siloxene, which appears amorphous, best resembles the optical properties of 
porous silicon [72]. This is clearly no longer an ordered molecular structure such as siloxene, and thus it 
should not be referred to as siloxene, but a variation of amorphous silicon/O/H. Furthermore, since 
siloxene itself does not require the presence of crystalline silicon particles, amorphous porous silicon 
should also luminesce if siloxene is responsible for the red PL, yet it does not [74]. In addition, the 
Raman spectra of porous silicon can shift quite noticeably from sample to sample, whereas the Raman 
spectrum of siloxene does not usually exhibit such a range [70]. These drawbacks suggest that the 
molecular structure known as siloxene cannot explain the emission properties of porous silicon.

17.4.6— 
Oxide Related Interfacial States

Let us now examine PL from a surface related localized defect, similar to the non-bridging oxygen hole 
center (NBOHC) [75]. These centers have been reported in silica optical fibers and they luminesce in 
the red (600 nm to 670 nm) at room temperature, with a peak width (FWHM) in the range of 0.35 eV 
[76–78]. An example of the PL from these centers, compared to that of porous silicon, is shown in 
figure 17.6.

At this point, three different NBOHC types have been identified [78], which vary in PL energy and 
quantum efficiencies. The first type of NBOHC is the Si–O–, which exhibits a lower-energy PL (more 
red) with lower quantum efficiencies, and does not appreciatively shift with heat treatments [78]. The 
second type of NBOHC is stabilized with a hydrogen bond, such as Si–O– ···H–Si. This type of defect is 
seen in silica containing a high concentration of hydroxyls or hydrides, and exists only at temperatures
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Figure 17.6 
PL spectra of as-made 4 Ω cm p-type porous silicon (a), 

and that of the NBOHC (b).

below 350°C. It has been shown to blue-shift with increasing hydrogen content, along with an increase 
in quantum efficiency [77–79]. The reverse is also true, in that the PL red-shifts and drops in intensity 
with hydrogen loss [78]. The least understood NBOHC is likely caused by the strain of bonding at an 
interface between two materials of different bond lengths, density or structure. It has been reported to 
occur after drawing of fibers which contain glass cladding and after high-temperature annealing [79]. 
Finally, the NBOHCs which are stable at higher temperatures (as high as 800°C) do not show any PL 
shift or shape change during heating to high temperature as compared to PL at room temperature [78].

Now let us examine some results obtained from porous silicon. Room-temperature PL has been 
reported, which generally occurs in the red [4], with a PL peak width in the 0.3 eV range [4, 6, 7]. The 
PL peak energy has been reported to blue-shift with open-circuit etching in an HF solution, which can 
also increase the hydride content [30]. Along with a blue-shift in the PL peak energy, a PL intensity 
increase has also been noted [4, 7]. This result appears consistent with the second type of NBOHC, 
which behaves in a similar fashion. The PL peak energy in porous silicon has been reported to red-shift, 
which appears to be associated with the loss of hydrogen, achieved by heating [50] or by room-
temperature UV irradiation [51]. This behavior has also been reported for NBOHCs. Furthermore, since 
the NBOHCs are localized defects, the PL
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time decay is non-exponential [76], as has been reported in the case of porous silicon [47]. The most 
convincing evidence, however, can be obtained from the temperature behavior of the PL. As shown in 
figure 17.5, the PL spectrum of porous silicon taken while at 1100 K and cooled to room temperature 
exhibits no PL peak energy shift or line-shape change, exactly the same behavior as reported for the 
high-temperature NBOHCs [78]! As already pointed out, this behavior cannot be explained if the PL in 
porous silicon originates in the silicon nanostructures. In addition, it has been noted from our 
experiments that porous silicon samples which remain in the atmosphere for six months or more always 
exhibit a much more intense PL, and generally blue-shift to some extent. Identical behavior has also 
been reported in the case of NBOHCs, which pick up OH groups from the atmosphere, leading to a PL 
increase and blue-shift, due to the stabilizing quality of hydrogen on the NBOHC [79]. Significant 
similarities have also been noted in the excitation spectra of the NBOHC and that of porous silicon [80].

Figure 17.7 
Electron spin resonance signal (NBOHC cluster) 

(broken line) and red PL integrated intensities (dotted 
line) for porous silicon samples oxidized for 30 s at 

temperatures between 700°C and 1000°C, using 
rapid thermal oxidation (RTO).

Thus, a model based on the interfacial NBOHCs has been suggested [44] to explain the red PL in 
porous silicon, and is as follows. The porous silicon structure has been modeled [39] to consist of a 
crystalline silicon core, surrounded by some amount of amorphous silicon, which may contain hydrides 
and oxygen. An SiO2 layer surrounds this structure [15, 74], especially in samples which have had 
contact with the atmosphere or which were heated in the atmosphere or oxidized. It has been suggested 
[39] that the PL intensity should scale with the total number of NBOHCs created at the crystalline 
Si/SiO2 interface. For a sharp interface, the number of these defects would be larger than
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in a more gradual interface containing amorphous silicon. This is due to the fact that the interfacial 
strain would be distributed over a larger volume in a gradual interface, leading to lower PL intensities. 
Also, the relative ratios of the three types of NBOHC could affect the intensity in various samples. The 
NBOHCs have already been reported to luminesce in the red, and the extent of interface curvature and 
oxygen and hydride content would be expected to affect the PL energy. In fact, recent results have 
shown the presence of NBOHC clusters in both as-made and oxidized porous silicon, which track 
extremely well with the resultant red PL [81, 82]. This result can be seen in figure 17.7, in which the 
electron spin resonance signal for the NBOHC clusters and the red PL intensity are plotted as a function 
of short high-temperature oxidations.

As discussed above, this model appears to best describe the red photoluminescence exhibited by porous 
silicon. However, it is still unclear how absorption in porous silicon occurs and how these defects are 
activated or created.

17.5— 
Conclusion

The emission of visible light in silicon is quite exciting scientifically, and could prove to be very 
important technologically for optoelectronic applications. The proposed mechanism of quantum 
confinement has been analyzed with respect to the available data. It has been found that a simple 
particle-in-a-box model can not fit all the available data, especially in view of the fact that the red PL 
can not be a property of the Si particles. Several surface related luminescence models have been 
discussed in terms of their agreement with current data and their shortcomings. What appears to be the 
most successful model involves luminescence from interfacial non-bridging oxygen hole centers 
(NBOHCs). This model predicts a broad (0.3 eV FWHM) PL in the red at room temperature, should 
drop in intensity and redshift with hydrogen loss, will exhibit nonlinear PL time decay, no shifts in the 
PL during high-temperature anneals should occur, and photoluminescence excitation (PLE) absorption 
onsets expected would be in the 2 eV, 3eV, and 4.8 eV regions.

In terms of the technological applications, the important parameters are the stability of the PL under 
atmospheric conditions, as well as with prolonged irradiation, and producing efficient 
electroluminescence from this system. As already discussed, exposure to the atmosphere can cause 
large changes in the PL intensity, which is not an attractive quality for device applications. Also, a 
significant decrease in the PL intensity upon prolonged irradiation has been reported [52], which needs 
to be addressed. Finally, although some electroluminescent devices using porous silicon have been 
obtained [6], the efficiency is quite low, due to the fact that the particles are isolated and the electrons 
must tunnel through oxide, which requires high current densities. A
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more promising structure at this point may be lithographically fabricated silicon poles, which also 
exhibit red photoluminescence [53], but do not require electron tunneling through significant oxides.

References.

[1] Uhlir A 1956 Bell System Tech. J. 35 333

[2] Turner D R 1958 J. Electrochem. Soc. 105 402

[3] Unagami T 1980 Japan. J. Appl. Phys. 19 231

[4] Canham L T 1990 Appl. Phys. Lett. 57 1046

[5] Pickering C, Beale M I J, Robbins D J, Pearson P J and Greef R 1984 J. Phys. C: Solid State Phys. 
17 6535

[6] Fauchet P M, Tsai C C, Canham L T, Shimizu I and Aoyahi Y (ed) 1993 Microcrystalline 
Semiconductors: Materials Science and Devices vol 283 (Pittsburgh, PA: Materials Research Society)

[7] Bsiesy A, Vial J C, Gaspard F, Herino R, Ligeon M, Muller F, Romestein R, Wasiela A, Halimaoui 
A and Bomchil G 1991 Surf. Sci 254 195

[8] Macauley J M, Ross F M, Searson P C, Sputz S K, People R and Friedersdorf L E Mater. Res. Soc. 
Symp. Proc. vol 256, ed S S Iyer, R T Collins and L T Canham (Pittsburgh, PA: Materials Research 
Society) p 47

[9] Friedersdorf L E, Searson P C, Prokes S M, Glembocki O J and Macauley J M 1992 Appl. Phys. 
Lett. 60 2285

[10] Zhang X G, Collins S D and Smith R L 1989 J. Electrochem. Soc. 136 1561

[11] Searson P C and Zhang X G 1990 J. Electrochem. Soc. 137 2539

[12] Foell H 1991 Appl. Phys. A 53 8

[13] Searson P C, Macauley J M and Prokes S M 1992 J. Electrochem. Soc. 139 3373

[14] Cullis A G, Canham L T and Dosser O D 1992 Mater. Res. Soc. Symp. Proc. vol 256 (Pittsburgh, 
PA: Materials Research Society) p 7

[15] Cullis A G and Canham L T 1991 Nature 353 335

[16] Fauchet P M, Tsai C C, Canham L T, Shimizu I and Aoyagi Y (ed) 1993 Mater. Res. Soc. Symp. 
Proc. 283

[17] Lehmann V and Gosele U 1992 Adv. Mater. 4 114

[18] Searson P C, Macauley J M and Ross F A 1992 J. Appl. Phys. 72 253

[19] Beale M I J, Chew N G, Uren M J, Cullis A G and Benjamin J D 1985 Appl. Phys. Lett. 46 86

[20] Beale M I J, Benjamin J D, Uren M J, Chew N G and Cullis A G 1985 J. Cryst. Growth 73 622

Página 1 de 2Document

12/06/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_455.html



   

[21] Sugiyama H and Nittono O 1989 Japan. J. Appl. Phys. 28 L2013

[22] Bomchil G, Herino R, Barla K and Pfister J C 1983 J. Electrochem. Soc. 130 1611

[23] Bomchil G, Herino R and Barla K 1985 Proc. 1985 MRS Meeting (Strasbourg, 1985) vol 4, ed V 
T Nguyen and A G Cullis (Pittsburgh, PA: Materials Research Society) p 463

[24] Barla K, Bomchil G, Herino R, Pfister J C and Baruchel J 1984 J. Cryst. Growth 68 721

[25] Phillip F, Urban K and Wilkens M 1984 Ultramicroscopy 13 379

[26] Barla K, Herino R, Bomchil G, Pfister J C and Freund A 1984 J. Cryst. Growth 68 727

Página 2 de 2Document

12/06/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_455.html



Page 456

[27] Young I M, Beale M I J and Benjamin J D 1985 Appl. Phys. Lett. 46 1133

[28] Sui Shifeng, Leong P P, Herman I P, Higashi G S and Temkin H 1992 Appl. Phys. Lett. 60 2086

[29] Tsu R, Shen H and Dutta M 1992 Appl. Phys. Lett. 60 112

[30] Perez J M, Villalobos J, McNeill P, Prasad J, Cheek R, Kelber J, Estrera J P, Stevens P D and 
Glosser R 1992 Appl. Phys. Lett. 61 563

[31] Prokes S M, Carlos W E and Bermudez V M 1992 Appl. Phys. Lett. 61 1447

[32] Yao T, Konishi T, Daito H and Nishiyama F 1992 Bull. Am. Phys. Soc. 37 564

[33] Vasquez R P, Fathauer R W, George T, Ksendzov A and Lin T L 1992 Appl. Phys. Lett. 60 1004

[34] Lehmann V and Gosele U 1991 Appl. Phys. Lett. 58 856

[35] Peter L A, Blackwood D J and Pons S 1989 Phys. Rev. Lett. 62 308

[36] Canham L T, Houlton M R, Leong W Y, Pickering C and Keen J M 1991 J. Appl. Phys. 70 422

[37] Tischler M A, Collins R T, Stathis J H and Tsang J C 1992 Appl. Phys. Lett. 60 639

[38] Guilinger T R, Kelly M J, Tallant D R, Redman D A and Follstaed D M 1993 Mater. Res. Soc. 
Proc. 283 115

[39] Prokes S M and Glembocki O J 1994 Phys. Rev. B 49 2238

[40] Iyer S S, Collins R T and Canham L T (ed) 1992 Light Emission from Silicon (Mater. Res. Soc. 
Proc. 256) (Pittsburgh, PA: Materials Research Society)

[41] Petrova-Koch V, Muschik T, Kux A, Meyer B K, Koch F and Lehmann V 1992 Appl. Phys. Lett. 
61 943

[42] Hybertsen M S 1992 Mater. Res. Soc. Symp. Proc. vol 256 (Pittsburgh, PA: Materials Research 
Society) p 179

[43] Ito T, Yasumatsu T, Watabi H and Hiraki A 1990 Japan. J. Appl. Phys. 29 L201

[44] Prokes S M 1993 Appl. Phys. Lett. 62 3244

[45] Prokes S M 1993 Bull. Am. Phys. Soc. 38 157

[46] Kanemitsu Y, Uto H, Matsumoto Y, Futagi T and Mimura H 1993 Phys. Rev. B 48 2827

[47] Xie Y H, Wilson W L, Ross F M, Muha J A, Fitzgerald E A, Macauley J M and Harris T D 1992 J. 
Appl. Phys. 71 2403

[48] Street R A 1976 Adv. Phys. 25 397 and references therein

[49] Calcott P D J, Nash K J, Canham L T, Kane M J and Brumhead D 1993 Mater. Res. Symp. Proc. 
283 143

Página 1 de 2Document

12/06/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_456.html



   

[50] Prokes S M, Glembocki O J, Bermudez V M, Kaplan R, Friedersdorf L E and Searson P C 1992 
Phys. Rev. B 45 13 788

[51] Collins R T, Tischler M A and Stathis J H 1992 Appl. Phys. Lett. 61 1649

[52] Prokes S M, Freitas J A Jr and Searson P C 1992 Appl. Phys. Lett. 60 3295

[53] Fischer P B, Dai K, Chen E and Chou S 1993 J. Vac. Sci. Technol. B 11 2524

[54] Lauerhaas J M, Credo G M, Heinrich J L and Sailor M J 1992 Mater. Res. Soc. Symp. Proc. 256 
137

[55] Coffer J L, Liley S C, Martin R A, Files-Sesler L A 1993 Mater. Res. Soc. Proc. 283 305

[56] Tsai C, Li K H, Sarathy J, Shih S, Campbell J C, Hance B K and White J M 1991 Appl. Phys. Lett. 
59 2814

[57] Venkateswara Rao A, Ozanam F and Chazalviel J N 1991 J. Electrochem. Soc. 138 153

Página 2 de 2Document

12/06/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_456.html



Page 457

[58] Gupta P, Colvin V L and George S M 1988 Phys. Rev. B 37 8234

[59] Wolford D J, Scott B A, Reimer J A and Bradley J A 1983 Physica B 117 & 118 920

[60] Pitt C G, Bursey M M and Rogerson P F 1970 J. Am. Chem. Soc. 92 519

[61] Ching W Y, Lam D J and Lin C C 1980 Phys. Rev. B 21 2378

[62] Papaconstantopoulos D A and Economu E N 1981 Phys. Rev. B 24 7233

[63] Yamasaki S, Hata N, Yoshida T, Oheda H, Matsuda A, Okushi H and Tanaka K 1981 J. Physique 
Coll. 42 C4 297

[64] von Roedern B, Ley L and Cardona M 1977 Phys. Rev. Lett. 39 1576

[65] Zhou Weimin, Shen H, Harvey J F, Lux R A, Dutta M, Lu F, Perry C H, Tsu R, Kalkhoran N M 
and Namavar F 1992 Appl. Phys. Lett. 61 1435

[66] Koch F, Petrova-Koch V, Muschik T, Nikolov A and Gavrilenko V 1993 Mater. Res. Soc. Proc. 
283 197

[67] Fischer R 1979 Topics in Applied Physics: Amorphous Semiconductors ed M H Brodsky (Berlin: 
Springer) p 159

[68] Knights J C 1980 CRC Crit. Rev. Solid State Mater. Sci. 210 and references therein

[69] Cammarata R C and Eby R K 1991 J. Mater. Res. 6 888

[70] Brandt M S, Fuchs H D, Stutzmann M, Weber J and Cardona M 1992 Solid State Commun. 81 302

[71] Hirabayashi I and Morigaki K 1983 J. Non-Cryst: Solids 59/60 645

[72] Stutzman M, Weber J, Brandt M S, Fuchs H D, Rosenbauer M, Deak P, Hopner A and 
Breitschwerdt A 1992 Adv. Solid State Phys. 42 Stutzmann M, Brandt M S, Rosenbauer M, Fuchs H D, 
Finkbeiner S, Weber J and Deak P 1993 J. Lumin. 57 321

[73] Halimaoui A, Oules C, Bomchil G, Bsiesy A, Gaspard F, Herino R, Ligeon M and Muller F 1991 
Appl. Phys. Lett. 59 304

[74] Jung K H, Shih S, Hsieh T Y, Campbell J C, Kwong D L, George T, Lin T L, Liu H Y, Zavada J 
and Novak S 1992 Mater. Res. Soc. Symp. vol 256 p 31

[75] Griscom D L 1991 J. Ceram. Soc. Japan. 99 923

[76] Skuja L N and Silin A R 1979 Phys. Status Solidi a 56 K 11

[77] Nagasawa K, Ohki Y and Hama Y 1987 Japan. J. Appl. Phys. 26 L1009

[78] Munekuni S, Yamanaka T, Shimogaichi Y, Tohmon R, Ohki Y, Nagasawa K and Hama Y 1990 J. 
Appl. Phys. 68 1212

[79] Nagasawa K, Hoshi Y, Ohki Y and Yahagi K 1986 Japan. J. Appl. Phys. 25 464

Página 1 de 2Document

12/06/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_457.html



   

[80] Prokes S M and Glembocki O J 1995 Phys. Rev. B 51 11 183

[81] Prokes S M, Carlos W E and Glembocki O J 1994 Phys. Rev. B 50 17 093

[82] Prokes S M and Carlos W E 1995 J. Appl. Phys. 78 2671

Página 2 de 2Document

12/06/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_457.html



   

Page 459

Chapter 18— 
Biological Nanomaterials

Dominic P E Dickson

18.1— 
Introduction

Biological nanomaterials differ from the other materials discussed in this book in that their properties 
have been refined by evolutionary processes over a very long timescale. This leads to a high level of 
optimization compared with many synthetic materials. Our understanding of the biological 
nanomaterials can be used as a guide to the production of synthetic materials with similar 
characteristics. This forms part of the approach known as biomimicking, which is a very widely 
applicable concept.

Biological systems contain many nanophase materials. For example, in many situations living systems 
produce mineral materials (e.g. bone) with particle sizes and microscopic structures in the nanometer 
size range. The process of biomineralization involves the operation of delicate biological control 
mechanisms that produce materials with very well defined characteristics. Indeed, in view of the 
importance of nanoscale structures in living organisms, life itself could be regarded as a nanophase 
system!

The nanomaterials found in living organisms could be used as a direct source of novel materials. These 
materials can be modified by in vivo procedures, i.e. by changing the biological situation in which they 
are produced. The biological material can also be subjected to in vitro manipulation following 
extraction. Indeed biological materials could be used as the starting material for many of the standard 
procedures for the synthesis and processing of nanomaterials, such as vapor techniques, mechanical 
attrition, etc. So far work in this area has been limited but a number of examples [1, 2] exist to suggest 
that there may be considerable potential for future developments.

Another aspect of biological nanomaterials is that they may provide excellent models which can assist 
in our understanding of the behavior of nanomaterials generally. A corollary of this is that the general 
understanding of nanomaterials can provide insight for the interpretation of nanomaterial behavior
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in biological systems.

In this chapter a number of examples of biological nanomaterials will be explored. The coverage is not 
intended to be exhaustive but rather to indicate different aspects of this field. The examples are drawn 
from the work of the author and collaborators and co-workers and include current developments and 
work in progress. The three areas to be considered are (i) ferritins and related iron-storage proteins in 
their native forms and as the basis for synthesizing novel small-particle magnetic materials, (ii) the 
highly optimized magnetic small-particle systems found in magnetotactic bacteria, and (iii) the small-
iron-oxide-particle mechanical reinforcement system used in molluscan teeth.

18.2— 
Ferritins and Related Proteins

18.2.1— 
Background

A class of proteins, known as ferritins, provides a system whereby living organisms can synthesize and 
deal with nanometer-sized particles of iron oxyhydroxides and oxyphosphates. These proteins have 
been found in many types of living organism, from bacteria to man. The biological functions of these 
proteins relate to the storage, transport and detoxification of iron in the organism.

Figure 18.1 
Schematic diagram of ferritin and the production of magnetoferritin.

The ferritin molecule consists of a spherical protein shell with an outer diameter of 12 nm and an inner 
diameter of 8 nm [3], as shown in figure 18.1. This spherical shell is made up of 24 protein subunits 
that self-assemble to form a structure with channels which allow iron ions to pass in and out. Within the 
spherical cavity mammalian ferritin molecules contain a particle of the mineral ferrihydrite (iron(III) 
oxyhydroxide, with some phosphate) having a diameter of typically 6 nm. In bacterial ferritins the 
composition of the core material may be much closer to iron(III) phosphate [4]. Even more diversity in 
the mineral form of the iron-containing cores is found in hemosiderins, a related form of iron protein 
associated with certain pathological conditions [5].

Ferritins provide a range of possibilities in the context of the synthesis and study of nanomaterials. 
Native ferritin consists of well separated nanometer-
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sized magnetic particles, produced by biologically controlled mineralization within the cavity in the 
protein shell. It should be noted that native ferritin from a number of different organs and species is 
commercially available. This mineralization can be modified to some extent in vivo by varying the 
growth conditions, and there is also a considerable species dependence. In addition, as the ferritin 
molecules are soluble, the separation between the magnetic particles can be varied. Thus, the native 
material can provide a range of magnetic small-particle model systems for the investigation of 
nanomaterial behavior by a variety of techniques. The interpretation of this behavior can of course 
assist in our understanding of the extracted material and, in turn, the system from which it has come. 
The ferritin protein shell can be regarded as a reaction vessel, within which small particles of new 
materials can be created. This can and has been done in a number of ways. One of these is to remove 
the ferritin from the shell and by using appropriate and controlled wet chemical conditions to synthesize 
different materials within the shell [1]. These can vary from small modifications of the ferrihydrite 
particle structure produced by subtle changes in the reconstitution conditions to the synthesis of 
completely different materials, not necessarily containing iron. Alternatively the native ferritin core can 
be modified within the shell by means of suitable chemical treatments [6].

18.2.2— 
Ferritin as a Superparamagnetic Model System.

In a small particle (~ 10 nm) of a magnetically ordered material, the magnetization vector undergoes 
reversals below the magnetic ordering temperature as a result of thermal excitations over the anisotropy 
energy barrier. This process is usually referred to as superparamagnetic relaxation and leads to the 
disappearance of magnetic remanence and coercivity of the particle, as observed by a particular 
technique, at temperatures above a temperature known as the blocking temperature TB. The value of the 
blocking temperature, as will be seen below, depends on the measuring technique used to determine it.

This process is often quantified in terms of the equation originally due to Néel [7], in which the 
timescale for magnetization reversal, τ, is a function of a pre-exponential factor, τ0, and the anisotropy 
energy, EA, which is approximately proportional to the particle volume.

This equation is strictly only valid in cases of uniaxial anisotropy, but it provides a useful 
phenomenological approach in many situations where the details of the anisotropy are unknown. In a 
sample of many fine particles, EA must be replaced by a distribution p(EA) and this leads to a distribution 
of superparamagnetic relaxation times p(τ) at any particular temperature.

There is considerable interest in whether the above equation gives a reasonable representation of the 
behavior and the values of τ0 and EA in
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real systems. In order to explore this a material with well separated, single-phase, magnetically ordered 
small particles is required and one for which the superparamagnetic behavior lies in the readily 
accessible temperature range between 4 and 300 K. Mammalian ferritin provides just such a material. It 
should be noted that in a ferritin core the ordering is thought to be antiferromagnetic, but with a net 
magnetic moment per particle as a result of uncompensated spins.

In order to investigate the values of EA and τ0 in a sample, two measurement techniques with very 
different measurement times are required. In Mössbauer spectroscopy the magnetic hyperfine field 
(which is directly related to the particle magnetization) at the iron nucleus is measured on a timescale of 
2.5 × 10–9 s [8], with a magnetically split sextet spectrum being observed if the superparamagnetic 
relaxation is slower than this. The thermal decay of remanence technique involves the measurement of 
the magnetic moment of a sample at a fixed time (e.g. 100 s) after the removal of a saturating magnetic 
field, at various temperatures [9]. Both techniques monitor the excitation of the particle magnetic 
moments over the anisotropy energy barrier as a function of temperature, but on very different 
timescales. The temperature at which the behavior of half of the sample corresponds to fast or slow 
superparamagnetic relaxation is the median blocking temperature and it is this quantity which is 
obtained by observing the variation in the slow-relaxing fraction of the sample as a function of 
temperature.

Figure 18.2 shows the data obtained from both thermal decay of remanence and variable-temperature 
Mössbauer spectroscopy measurements on ferritin, which lead to median blocking temperatures of 9 
and 36 K respectively [9]. Note the large difference in the temperature dependence of the magnetic 
signal as measured by these two techniques. By putting these blocking temperatures, together with the 
measurement times for the two techniques, into the Néel equation, and making certain assumptions 
about the distribution of anisotropy energies, iron atoms, and magnetic moments among the particles, it 
is possible to obtain values for τ0 and the median anisotropy energy. The value of τ0 obtained in this 
way for horse spleen ferritin is approximately 10–12 s [9]. This value is considerably different from the 
values of around 10–9–10–10 s which are frequently used for this parameter. The value of τ0 obtained for 
the ferritin samples is much closer to the values of approximately 10–13 s obtained for iron metal 
particles in Fe–SiO2 granular films [10] or 2 × 10–12 s recently obtained for amorphous Fe–C particles 
[11]. This work confirms the validity of the techniques used to measure τ0 and the appropriateness of 
ferritin as a nanoparticle magnetic model system. In addition to τ0 a value of the median anisotropy 
energy per ferritin particle can also be calculated from the values of blocking temperature. This gives a 
value of 3.9 × 10–21 J for the median anisotropy energy of the ferritin particles in the sample examined. 
Using a value of 6 nm for the mean particle diameter this corresponds to an anisotropy energy constant 
of 3.45 × 104 J m–3.

An alternative approach to the anisotropy behavior can be obtained by using
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Figure 18.2 
Decrease in the blocked behavior of a horse spleen 

ferritin sample as a function of increasing temperature 
as measured by (a) the thermal decay of remanence and 

(b) the sextet fraction in the Mössbauer spectrum.
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Mössbauer spectroscopy to examine the response of a polycrystalline sample of ferritin to a large 
applied magnetic field. For ferritin, this method yields a value of 1.72 T for the anisotropy field 
experienced by each individual atomic magnetic moment [12]. This value gives an anisotropy energy 
per ferritin particle of 9 × 10–20 J, and a corresponding Mössbauer blocking temperature of around 900 
K. The discrepancy between this value and the experimentally observed value of 36 K indicates an 
underlying problem in relating the anisotropy behavior of individual magnetic moments with that of the 
whole particle. It appears that either the superparamagnetic relaxation process involves a smaller 
'domain' than that of the whole particle or that the magnetization reversal mechanism corresponds to an 
'effective' anisotropy energy barrier which is considerably lower than that obtained by summing the 
anisotropy energies of the individual atomic magnetic moments. These ideas may relate to the concept 
of an open fractal structure for the ferritin cores leading to smaller domains within the particle [13] or to 
the concept of an activation volume for magnetization reversal [14].

Thus, the use of the biological nanomaterial ferritin as a superparamagnetic model system has led to 
experimental results which may have important consequences for our understanding of magnetic 
behavior on the nanoscale size range.

18.2.3— 
Different Native Forms of Ferritin and Hemosiderin

The magnetic properties of magnetic nanomaterials encompass both superparamagnetic relaxation 
behavior and magnetic ordering behavior. Superparamagnetic behavior can only be observed for a 
magnetically ordered material, and thus can only arise when the blocking temperature is lower than the 
ordering temperature. The ordering temperature is a function of the separation of the magnetic atoms 
and the magnitude of the exchange interaction between them, and is essentially a bulk property. The 
blocking temperature, determined by a particular measurement technique, is a function of the anisotropy 
energy distribution for the particles making up the sample as discussed in the previous section. What 
behavior is observed using a particular technique depends on the relative magnitudes of the blocking 
(TB) and ordering temperatures (Tord). These parameters are essentially independent of each other and 
therefore any one of three possibilities (i.e. TB < Tord, TB > Tord, TB ~ Tord) may occur in a particular small-
particle system.

These cases have enabled three different forms of the iron storage protein ferritin to be identified on the 
basis of the character of their temperature-dependent Mössbauer spectra. The three forms are: 
mammalian ferritin, which exhibits a blocking temperature of around 35 K (i.e. TB < Tord); bacterial 
ferritin, which exhibits an ordering temperature of around 3 K and no blocking behavior, together with 
evidence that the ordering temperature is considerably higher (i.e. TB > Tord); and molluscan ferritin 
which exhibits a blocking temperature of
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around 20 K, with evidence that the ordering temperature is only slightly higher (i.e. TB ~ Tord) [15]. The 
differences among these three forms of ferritin, has led to the magnetic behavior described above, have 
been confirmed by evidence from structural techniques, such as electron diffraction and EXAFS, and 
biochemical and chemical analysis, which clearly show that the cores have a different mineral 
composition and different degree of crystallinity in the three forms.

In certain diseases there is a build up of iron in the body. These diseases fall into two main groups. In 
primary hemochromatosis, the iron overload is a consequence of a breakdown of a 'switch' in the gut 
which controls the uptake of iron. In secondary hemochromatosis the excess iron results from multiple 
blood transfusions administered because of a genetic blood disease. Certain animals also exhibit iron 
overload. Under normal conditions any excess iron is contained within the iron-storage protein, ferritin, 
which holds it in a nontoxic form (unlike free iron) and makes it available for the synthesis of iron-
containing proteins and enzymes. When large quantities of iron are present, as in cases of iron overload, 
the iron is predominantly in the form of insoluble granules, of a similar size to that of ferritin cores, 
with associated protein, known as hemosiderin [16]. Determining the form of the iron in the 
hemosiderin should considerably advance our understanding of the nature of these diseases and help in 
devising appropriate treatment strategies.

Striking differences in the magnetic behavior of the hemosiderins associated with different iron 
overload conditions have been observed by means of Mössbauer spectroscopy [17]. The hemosiderins 
extracted from iron overloaded animals, normal humans, and untreated primary hemochromatosis 
patients show superparamagnetic behavior, very similar to that of ferritin, but with a slightly lower 
blocking temperature of around 25 K. The hemosiderin extracted from treated secondary 
hemochromatosis patients also shows superparamagnetic behavior, but with a much higher blocking 
temperature of around 70 K, indicating a material with much greater magnetic anisotropy. The 
hemosiderin extracted from treated primary hemochromatosis patients has very different temperature-
dependent Mössbauer spectra. In this case, there is no evidence for superparamagnetic behavior, with 
the characteristic coexistence of doublet and sextet spectral components, but instead there is the gradual 
collapse of the magnetically split sextet spectrum as the temperature is raised, indicating a magnetic 
ordering transition at around 3 K. The ordering temperature of around 3 K is indicative of a material 
with much smaller magnetic exchange.

The results described above show that the small-particle magnetic behavior of these hemosiderins 
provides a valuable diagnostic tool for identifying and characterizing them. This information has 
important consequences for understanding the nature of the iron overload in these relatively widespread 
diseases and for improving their treatment.
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18.2.4— 
Magnetoferritin

As discussed above, ferritin provides a valuable model system for studying the properties of magnetic 
small particles and is an important focus for investigations into iron metabolism in living organisms. 
However, it can also be used to produce novel magnetic fine-particle materials, with larger magnetic 
moments than are obtained with the native protein (in which the core consists of antiferromagnetic 
material with some uncompensated spins).

It has recently been shown that, following removal of the ferrihydrite core from native horse spleen 
ferritin, it is possible to reconstitute the empty protein shell (apoferritin) under controlled oxidative 
conditions, tailored to the synthesis of magnetite rather than ferrihydrite [1] as indicated in figure 18.1. 
The material produced, which has been named magnetoferritin, was characterized by electron 
diffraction, which indicated that the mineral form was either magnetite or maghemite. The black colour 
and the restricted oxidation conditions used in the preparation suggested that magnetite was the more 
likely possibility.

Figure 18.3 shows electron micrographs of a recent sample of magnetoferritin, together with those of a 
control sample, corresponding to the same chemical preparation conditions, but in the absence of the 
apoferritin. The images in the micrograph are determined primarily by the electron density. As can be 
clearly seen in the figure, the magnetoferritin sample consists of well defined, essentially spherical, 
small particles of approximately 4 nm mean diameter, contained within the protein envelope. This 
micrograph is essentially identical to those obtained from native ferritin, the mineral cores in both cases 
appearing essentially the same. On the other hand the electron micrograph of the control sample shows 
agglomerates of much larger crystals, indicative of a completely different structural form. Thus, figure 
18.3 gives an excellent representation of magnetoferritin as a novel material, and the importance of the 
protein in its synthesis.

Room-temperature magnetization measurements have been made on these magnetoferritin samples 
[18]. They show Langevin function behavior, characteristic of ferrimagnetically ordered small particles. 
There is no evidence for any hysteresis, and the magnetic moment per particle is consistent with either 
magnetite or maghemite particles, with sizes typical of those of ferritin cores. Mössbauer spectra have 
also been obtained from these magnetoferritin samples [18] at various temperatures and in large applied 
magnetic fields. The applied magnetic field measurements, in particular, indicate that the cores in these 
magnetoferritin samples correspond to maghemite rather than magnetite, which has implications for 
understanding the oxidation processes involved in the reconstitution.

Magnetoferritin provides an excellent example of the potential for the production of novel nanophase 
materials derived from biological materials. It may have considerable importance as a biocompatible 
ferrofluid, with many possible biomedical applications.
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Figure 18.3 
Electron micrographs of: (a) magnetoferritin and (b) a control sample 
produced under the same chemical preparation conditions, but in the 
absence of apoferritin. (Reproduced by permission of Dr T Douglas.)

Página 1 de 1Document

14/06/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_467.html



   

Page 468

18.2.5— 
Other Ferritin Derivatives and Future Possibilities

Magnetoferritin, described above, is just one of a series of possible ferritin derivatives with potential as 
novel nanophase materials.

The ferritin cores are isolated from each other by the protein shell and any material in which the protein 
is dissolved. Thus ferritin provides a macroscopic system containing a series of separated nanometer-
sized particles. These particles may be randomly arranged or may be in a 'superlattice' if the ferritin 
molecules are in a ferritin single crystal. A highly desirable system would be one in which these 
isolated nanometer-scale, three-dimensional particles contain semiconductor material. Such nanometer-
sized semiconducting particles are known as 'quantum dots'. In order to achieve this it is necessary to 
replace the iron oxyhydroxide in native ferritin with a material such as cadmium sulfide. (Nanophase 
crystallites of cadmium sulfide have been obtained using a biological route in another series of 
experiments [2].)

A first stage in the route to cadmium sulfide (or related semiconductor compound) cores in ferritin is to 
change the native iron oxyhydroxide cores to iron sulfide. This may be achïeved by passing hydrogen 
sulfide gas through a solution of ferritin. The first attempt to accomplish this was only partially 
successful as only the surface of the ferritin cores was converted to iron sulfide [6]. These experiments 
did however produce a novel three-phase nanostructured material, with an inner core of ferrihydrite ~3 
nm diameter, coated with a thin layer of iron sulfide ~0.5 nm thick, contained within a protein shell 
with an overall diameter of ~12 nm. More recent experiments [19] have produced a complete 
conversion of the ferritin core to iron sulfide. These results represent an important first step in opening 
up a whole range of possibilities for novel materials based on the ferritin protein shell and core 
structure.

18.3— 
Magnetotactic Bacteria

18.3.1— 
Magnetic Direction Finding.

There is evidence for a magnetic direction finding ability in many species and this suggests some 
interesting biomimicking possibilities in relation to both the magnetic sensor and the transducer 
systems. However, this is very much for the future, as, currently, it is only in bacteria that the 
mechanism is understood. A large group, known as magnetotactic bacteria, use the Earth's magnetic 
field lines to enable themselves to orientate and move in the direction of nutritional or chemical 
gradients.

The process of magnetotaxis was originally found by accident [20]. Bacteria collected from marine and 
freshwater muds were observed to accumulate at the north side of drops of water and sediment on a 
microscope slide. Experiments with bar magnets and Helmholtz coils showed that the bacteria from the 
northern hemisphere swim along the field lines in the direction of the field. These bacteria
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are therefore referred to as north-seeking. Reversals in the field direction lead the bacteria to do a U-
turn. Killed bacterial cells orient in the direction of the field but do not move along the field lines. Thus, 
motile magnetotactic bacteria behave like self-propelled permanent magnetic dipoles [21]. The bacteria 
propel themselves forwards by means of a propeller-like appendage, the flagellum. Magnetotactic 
bacteria can have one of two magnetic polarities, depending on the orientation of a magnetic dipole 
contained within the cell.

The situation described above is essentially unidirectional. The magnetotaxis enables the bacterium to 
follow the vertical component of the geomagnetic field and move downwards, towards the sediment 
(i.e. nutrient) and away from the toxic oxygen-rich conditions higher up in the water. Thus, in the 
northern hemisphere such bacteria are north-seeking, while in the southern hemisphere they are south-
seeking. Moving away from the magnetic equator it has been found that an angle of inclination of only 
6 to 8 degrees is sufficient to select one predominant polarity [22]. Some species of magnetotactic 
bacteria are bidirectional in that they have a flagellum at either end and can move in either direction 
relative to their internal magnetic moment. In these species, the magnetotaxis provides them with a 
vertical axis, so that they can move either up or down in order to optimize their position relative to a 
chemical or nutrient gradient. Thus, the magnetotaxis enables the bacterium to simplify a three-
dimensional searching problem into a one-dimensional problem.

18.3.2— 
The Magnetosomes

The permanent magnetic dipole moment of each magnetotactic cell is due to intracellular membrane 
bounded single-domain inorganic particles, known as magnetosomes, which are usually arranged in 
chains [21]. The magnetosomes of most of the magnetotactic bacteria that have been studied to date 
contain particles of magnetite, Fe3O4, in the 40 to 100 nm size range. However, magnetotactic bacteria 
from high-sulfide marine habitats have been found to contain ferrimagnetic greigite, Fe3S4, which is 
isostructural with magnetite [23]. An example of a chain of magnetosomes within a bacterial cell is 
shown in figure 18.4.

The nanometer-scale hierarchical structure of the magnetosome chain is crucial to its magnetic 
properties [24]. Firstly, consider the size of the individual particles. Large particles of any magnetic 
material, including magnetite, can lower their magnetostatic energy by forming magnetic domains. 
When the particle dimensions become comparable with the domain wall width, domains cannot form 
and the particle is forced to remain a single magnetic domain, with a magnetization which is uniform 
and has its maximum value. Calculations give 76 nm as the upper limit for the single-magnetic-domain 
size range for equidimensional particles of magnetite [25]. Because of shape anisotropy, the single-
magnetic-domain volume increases with the aspect ratio for non-equidimensional particles and thus 
magnetite particles with long dimensions
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Figure 18.4 
Electron micrograph of a magnetotactic bacterium showing the 

chain of magnetosomes. (Reproduced by permission 
of Dr R P Blakemore.)

of the order of 120 nm or less are still single magnetic domains. As explained in section 18.2.2 the 
thermal stability of the magnetization in small particles is related to the anisotropy energy EA and hence 
to the particle volume. Only for single-magnetic-domain particles above a certain volume will the 
superparamagnetic relaxation rate be negligible such that the particles retain a permanent 
magnetization. For magnetite at 300 K, particles with dimensions greater than or equal to about 35 nm 
will be permanently magnetized. Thus magnetite particles with long dimensions between about 35 and 
120 nm are permanent single magnetic domains at ambient temperature. The magnetite particles 
produced by magnetotactic bacteria are typically within this size range. Thus, these bacteria are 
producing magnetic mineral particles in a nanometer-sized range giving the maximum possible 
magnetic moment per particle.

When the particles are arranged in chains, the magnetic interactions between them cause their magnetic 
dipole moments to orient parallel to each other along the chain direction. The total magnetic dipole 
moment of the chain is thus the
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sum of the moments of the individual particles. By organizing the particles into chains, a bacterium is 
essentially constructing a permanent magnet with a sufficiently large magnetic moment to orient the 
cell in the geomagnetic field as it swims at ambient temperature in water. The speed of migration in the 
field direction vB is then determined by the average projection of the magnetic dipole moment along the 
field direction: vB = v0L(µB/kT), where v0 is the forward speed of the cell, L(µB/kT) is the Langevin 
function, µ is the permanent magnetic dipole moment of the cell, and B is the local magnetic field. For 
µB/kT greater than 10, the speed of migration in the field direction vB is greater than 0.9 times the 
forward speed of the cell v0. The number of magnetic particles in the magnetosome chain is typically 
10–20 which corresponds to a value of µB/kT of approximately 10. Because L(µB/kT) approaches 1 
asymptotically as µB/kT increases, increasing µ beyond the value actually found would only produce a 
marginal increase in the migration velocity in the geomagnetic field direction [24]. The bacteria are 
therefore producing an adequate magnetic moment for the purpose, but no more than is necessary.

For a particular type of bacterium, the crystalline magnetosome cores of magnetite have uniform size, 
shape, crystal morphology, and arrangement within the cell. The biomineralization process, by which 
the production of the magnetically optimized magnetite single crystal is under biological control, is of 
considerable interest and has been extensively studied [26]. The bulk magnetic properties of bacterial 
magnetite have also been extensively measured and these data show that the biologically controlled 
mineralization produces magnetic particles with well defined magnetic properties which optimize their 
magnetic effectiveness [27].

The magnetotactic bacteria are producing a nanostructured composite magnetic system with optimized 
properties. In principle, these bacteria could be used as a biological source of magnetic small particles 
of higher quality than those that could be made synthetically. For certain applications requiring only 
relatively small quantities this could provide a feasible route for the production of technologically 
useful materials. It is, however, more likely that improved magnetic materials may result from the 
improved understanding of the controlled mineralization processes involved in the magnetosome 
synthesis. Again, as in the case of ferritin, it is the production of a mineral within the cage provided by 
a biological macromolecular structure that appears to be the crucial factor.

18.4— 
Molluscan Teeth

18.4.1— 
Introduction

Certain marine mollusks such as the limpet, Patella vulgata, and the chiton, Acanthopleura hirtosa, 
incorporate iron minerals into composite materials that make up the hard structural components of the 
teeth on their radula. The radula is a long thin organ used for scraping algae from the rocks and is 
continuously
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worn away in the process. There is therefore a necessity for the continual and rapid production of iron 
biominerals to replace those lost with the discarded teeth. Thus the radula provides a sequence of the 
biomineralization process [28]. The limpets and chitons are frequently found living side by side. It is 
interesting to note that the mineral found in limpet teeth is goethite (α-FeOOH) while that found in 
chiton teeth is magnetite (Fe3O4). As magnetite is harder than goethite, this may provide an advantage 
for one species over the other, in the ecological environments where they coexist.

The stages of mineralization that can be readily recognized in the teeth of the limpet are associated with 
the appearance and development of brown goethite deposits. The progressive rows of teeth along the 
radula provide examples of the various stages of maturation from immature teeth in the first 20 or so 
rows to fully mature teeth from rows 60 or so to the total of around 200 rows. In the mature teeth the 
predominant mineral form is that of goethite. In the immature teeth a ferrihydrite-like mineral form, 
similar to that in the iron-storage protein, ferritin, which is the source of iron for biomineralization, is 
found in addition to goethite. The relative proportions of these mineral forms are a function of the stage 
of maturation of the teeth [29].

18.4.2— 
Biomineralization of Structural Components

Goethite deposition in the tooth cusps takes place initially parallel to the tooth wall in the form of thin 
fibrous particles [30]. High-resolution transmission electron microscopy shows that these particles 
contain single-domain crystals, extensively elongated along the [001] direction. The width of these 
fibrous crystals is around 15 to 20 nm, but there are substantial irregularities in the crystal thickness 
[29]. The growth of these crystals from solution must be sufficiently slow to maintain their single-
crystal nature and must also be significantly influenced by the local biochemical environment to 
account for the marked crystal growth anisotropy and the orientation of the long axis parallel to the 
tooth wall. Maturation of these goethite crystals occurs primarily by increases in thickness resulting in 
well formed acicular crystals [30] as shown in figure 18.5. However, it is particularly interesting to note 
that many crystals show marked morphological distortions, which are not associated with structural 
imperfections in the crystal lattice structure or domain boundaries (see figure 18.6). A possible 
explanation for these crystal forms is that they represent the presence of spatial constrains in the 
crystallization environment, such that the crystal grows to fill the space made available to it within the 
biological tissue. Since the goethite crystals are closely associated with organic filaments throughout 
the cusp [30], it is possible that spatial deviations in the organic matrix are ultimately reflected in the 
morphology of the growing goethite crystals. Thus the organization of matrix components within the 
teeth may play a crucial role in the control and organization of the biomineralization.

In addition to the iron mineral components in the limpet teeth, there are
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Figure 18.5 
Anterior region of the tooth cusp of the limpet Patella 

vulgata showing the aligned acicular crystals of 
goethite. Bar is 0.6 µm. 

(Reproduced with permission from [30].)
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Figure 18.6 
(a) High-resolution electron micrograph of a mature goethite crystal 
showing continuous lattice fringes throughout the crystal area. The 

box indicates the region shown in (a). Bar is 5 nm. (b) Lattice image 
of the end of a mature goethite crystal. Bar is 10 nm. 

(Reproduced with permission from [29].)
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also silica components in the mineralized tissue. Treatment of the teeth with acid leads to a removal of 
the iron-containing components and allows the silica components to be investigated. Electron 
microscopy of acid treated teeth reveals a range of structural motifs constructed from aggregates of 5–
15 nm amorphous silica particles. These include globular structures, fibers, and hollow tubes. 
Significantly, many of these silicified hollow tubes have diameters similar to the width of the goethite 
crystals, suggesting that the iron oxide mineralization occurs within the organic tubular structures which 
are subsequently impregnated with amorphous silica [30]. It should be noted that there are many 
nanophase silica materials found in a very wide range of biological systems [31].

18.5— 
Conclusions.

The examples discussed in this chapter attempt to provide an indication of the possible links between 
the nanophase materials found in biological systems and their relevance to the synthesis, properties, and 
uses of nanostructured materials generally. This field is very much in its infancy and there are many 
exciting possibilities for the future, both in the use of biological materials as a source of inspiration for 
new synthetic materials and as the starting point for new synthesis pathways.
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Chapter 19— 
Synthesis, Structure, and Properties of Fullerenes

Donald R Huffman

19.1— 
Introduction

In 1985 the team of Harry Kroto from the University of Sussex and Richard Smalley from Rice 
University, along with their colleagues, found clear evidence [1] in the mass spectra of laser ablated 
graphite that clusters of 60 carbon atoms were unusually stable. A second and smaller peak occurred 
corresponding to 70 carbon atoms. In searching for the explanation of the C60 cluster, the team proposed 
an elegant soccerball-shaped molecule having icosahedral symmetry. The proposed molecule consisted 
of threefold-coordinated carbon atoms linked into a spherical structure consisting of 12 pentagons and 
20 hexagons. The pentagons serve to curve the otherwise graphitic plane into a closed surface with no 
dangling bonds. Because of its similarity to geodesic domes, it was named buckminsterfullerene, after 
the American architect Buckminster Fuller, who studied such structures. Buckyball became the familiar 
name. The structure of the C70 cluster was proposed to be a slight modification of the buckyball having 
an extra band of 10 carbon atoms around its waist, giving it a slightly elongated shape. Many other 
even-numbered carbon clusters were found in mass spectra, and the terminology fullerenes was coined 
for the group of cage-shaped carbon clusters.

Although often discussed in the literature after 1985, until 1990 buckminsterfullerene and the other 
members of its family could only be studied in molecular beam experiments. Then the team of 
Krätschmer, Lamb, Fostiropoulos, and Huffman [2] announced the discovery of a route to the 
macroscopic synthesis of buckminsterfullerene and the third crystalline form of carbon consisting of 
crystallized buckyballs. The production technique was so simple that many laboratories worldwide 
quickly reproduced the results and began making and experimenting with the new nanoscale cluster and 
the
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materials that could be made from it.

Indeed the buckyball proved to be an almost perfectly formed prototype of a nanoparticle. Its effective 
diameter for packing into a crystal is almost exactly one nanometer (within a fraction of one per cent), 
and it is perhaps the most spherical molecule known. C60 has already proven itself to be an extremely 
versatile building block, as it forms readily into single crystals and thin-film solids. The molecule itself 
has proven to be much more reactive than originally thought so that numerous chemical appendages 
have been attached to it. Its large, hollow interior has allowed various atoms to be incorporated into it, 
and molecules have been fused together to form connected buckyballs and polymeric material.

It has been realized, since 1990, that the carbonaceous soot produced in the first step of the 
Krätschmer–Huffman process has much more in the way of nanoparticles than just C60—
buckminsterfullerene. There is also an abundant supply of the slightly elongated C70, along with many 
other cageshaped molecules of varying symmetry. Some of the 'magic numbers' that have thus far been 
abundant enough to isolate [3] are C76 (including a chiral isomer), C84, C92, and C96. So called 'giant 
fullerenes' have been detected in the fullerene soot with sizes ranging up to hundreds of carbon atoms 
[4].

The wonders have not stopped here, however. Embedded in the residue from the carbon arc electrodes 
was found a vast collection of 'buckytubes' [5]—highly elongated and nested tubes of graphitic sheets 
with curved caps on the ends. These are similar to the tubes discussed earlier by Iijima [6], but now the 
arc technique succeeds in easily producing gram-sized quantities of these potentially useful materials. 
Then there are the nested fullerene structures consisting of concentric, closed graphitic layers, 
sometimes occurring with apparently hollow interiors [7].

This chapter gives brief details of the production technique which produces these submicroscopic 
entities, describes the structure of the C60 molecule and the crystalline solid built from it, and discusses 
some of the known properties of C60. The field of fullerene research has exploded so rapidly that a 
chapter such as this can only touch on a few points. Overviews of the field are found in survey articles 
by Curl and Smalley [8] and by Huffman [9], and special issues in Accounts of Chemical Research [10] 
and Carbon [11]. Although some mention is given to fullerenes of larger size than C60 including tubes 
and 'onions', the main emphasis is on C60, in both its molecular and solid forms.

19.2— 
Synthesis

The breakthrough in macroscopic production of fullerenes came as a result of many years of studying 
the ultraviolet spectra of small particles of graphitic carbon. Because of long-term interest in the optical 
properties of small particles [12] and an interest in interstellar dust as examples of such finely dispersed 
particles, our Tucson laboratory had been producing many types of nanoparticle

Página 1 de 1Document

14/06/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_478.html



   

Page 479

by vaporizing solids using electric arcs and other forms of heating since the early 1970s [13]. In 1983, 
collaborative work with Wolfgang Krätschmer varying the parameters in small-particle carbon 
production led to an unusual ultraviolet absorption peak with three sub-structures. No obvious 
explanation for such optical behavior was apparent until the work of Kroto, Smalley, and coworkers [1] 
proposed the new magic-number cluster of carbon—C60. Although buckminsterfullerene immediately 
was considered as the source of our unusual smoke spectra, conclusive experimental evidence came 
slowly. The ultraviolet spectrum in comparison to calculations by Larsson, Volosov, and Rosén [14] 
suggested C60, but the observation of four distinct peaks in the infrared spectrum, as predicted for the 
icosahedral molecule, provided more convincing evidence [15]. When the corresponding four peaks 
from material prepared with 99% pure 13C showed the expected shift for a pure carbon molecule [16], 
the identification became clearer. The big breakthrough came in 1990, when the method for extracting 
the C60 from the soot was discovered, leading to the growth of crystals of C60—the third crystalline form 
of carbon. Various experiments could then be done to prove with certainty that the buckminsterfullerene 
molecule as envisaged by the Kroto–Smalley group was indeed being made in macroscopic quantities. 
The simple technique has permitted the rapid expansion of fullerene work worldwide.

Synthesis of C60 and C70.

Figure 19.1 shows schematically our method for producing fullerene smoke. The important first step in 
producing and isolating C60 is the vaporization of graphite rods in a pure atmosphere of helium or other 
inert gases. While the 1990 paper described electrical heating of carbon rods with reduced tip diameters, 
more efficient heating using a small arc gap between electrodes (as was used in the earlier carbon 
smoke production) [13] has been adopted frequently as a means of producing larger quantities of soot 
[17]. Vaporization of the graphite feed material by means of an electron beam and by sputtering [18] 
has also produced fullerene smoke. The common process in these various modifications of the 
technique is the vaporization by heating of graphitic material in an inert gas atmosphere.

The presence of the inert gas serves to thermalize the carbon atoms that are removed from the graphite 
feed material and allows them to aggregate into larger clusters and small particles of carbon. 
Amazingly, an appreciable amount of the vaporized carbon clusters curl to form the C60 molecule, 
whose 12 pentagons give rise to the curvature. Small clusters of carbon atoms tend to be very reactive 
because of the unsatisfied bonds at the edges. If the clusters grow into graphitic sheets, the edges of 
these will also be highly reactive. However, if a totally closed C60 (or other cage-shaped fullerene 
molecule) forms, it will have no dangling bonds. It becomes a survivor in the rapidly changing soup of 
growing, reactive carbon clusters that ultimately ends up as carbon soot on the walls of
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Figure 19.1 
Fullerene soot production chamber.

the production chamber.

The second step in the production process for fullerenes is the extraction from the carbon soot. This can 
be accomplished in two ways. The fullerenes can be sublimed from the soot or dissolved and separated. 
C60 and other small fullerenes can be dissolved by dispersing the fullerene soot in a nonpolar organic 
solvent such as benzene or toluene, and filtering out the residual soot from the reddish brown resulting 
liquid. Ultrasonic dispersal of the carbon promotes the process, and soxhlet extractors are frequently 
used. The solution of fullerenes is then dried (using a rotary evaporator, for example) to leave a 
microcrystalline residue of solid material consisting of typically 85% C60, 13% C70, and the remainder of 
higher fullerenes such as C76, C78, and C84. Chromatographic separation of the fullerene material can be 
accomplished by passing it through a high-performance liquid chromatography (HPLC) column 
containing neutral alumina and eluting with hexane or hexane–toluene mixtures [19, 20]. Such solutions 
of C60 and C70 can be 99.9% pure. More recent work [21] has produced milligram quantities of C76, C78, 
C82, C84, C90, and C96.

19.2.2— 
Synthesis of Giant Fullerenes

The use of solvents with higher boiling points allows fullerenes with much higher masses to be 
extracted from the soot [4]. Similarly, it is possible to use toluene at high pressure and high temperature 
to dissolve many higher
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fullerenes [22]. Fullerene soot confined in a pressure bomb with toluene and heated to several hundred 
degrees dissolves some of the larger fullerenes. The fullerenes that are dissolved remain in solution as 
the pressure bomb contents are returned to ambient conditions. Mass spectra show that there is a large 
range of fullerene molecules now present in the solution, although there is the possibility that some of 
these were produced either in the pressure cooking or in the mass spectrometric analysis. Scanning 
tunneling microscope (STM) images of the high-pressure extract clearly show rounded fullerene shapes 
of various sizes, with no evidence for highly elongated tubes. When all the evidence on extraction is 
taken together, it has been suggested [4] that almost half of the mass of the fullerene soot may be 
composed of fullerene molecules. Figure 19.2 shows a spectrum of a soot sample using laser desorption 
time-of-flight mass spectrometry.

Figure 19.2 
Negative ion chemical ionization mass spectrum of fullerene soot 
taken using thermal desorption. (Courtesy of Steve McElvaney, 

Naval Research Laboratory.)

An alternative method for extracting fullerenes [2] is by simply subliming it from the soot and 
collecting it on surfaces suitably placed. It is also possible to achieve some separation of C60 and C70 by 
subliming these molecules from the soot in a tube having a decreasing temperature gradient away from 
the sublimation zone (i.e. a tube hanging out of the end of a tube furnace). Condensation of the vapor 
occurs at slightly different positions for each of the two molecular species.
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19.3— 
Molecular and Crystalline Structure

Following the discovery of the unusual abundance of C60 clusters in ablated graphite molecular beams, 
it was proposed [1] that this unusually stable molecule had the structure of a truncated icosahedron. 
Neighboring carbon atoms were considered to be connected in a threefold coordination employing 
predominantly sp3 bonding as in graphite. The relationship of the proposed structure to the geometry of 
the icosahedron is shown in figure 19.3. Truncation of the 12 points of the icosahedron at an 
appropriate depth gives rise to 12 pentagons connected by 20 hexagons. The depth of the truncation 
affects the edge lengths of the hexagons, which become bond lengths in the molecule. Thus the edge 
lengths of the hexagons may be different from the edge lengths of the pentagons, while the structure 
still maintains the symmetry of the icosahedron usually denoted by Ih. As pointed out by Weeks and 
Harter [23], Hammermesch in one of the early works on group theory [24] explained that the 
icosahedral point group is the highest symmetry allowed in three-dimensional Euclidean space, but 
nothing in nature had this symmetry. Later, several natural cases of icosahedral symmetry were 
discovered [25].

Figure 19.3 
Truncation of the icosohedron.

The C60 Molecule—Buckminsterfullerene

Although much theoretical work was done on the proposed C60 structure before 1985, experimental 
verification of the structure had to await the production of macroscopic quantities in 1990, and the flood 
of experimental work that followed. One of the first and most exciting observations of macroscopic C60 
was the viewing in a low-power microscope of hexagonal platelets of single-
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crystal fullerenes. These were displayed on the cover of the 27 September, 1990, issue of Nature [2] 
over the caption 'A new form of carbon'. Electron diffraction, x-ray diffraction, and scanning tunneling 
microscopy quickly confirmed that the crystals were composed of spherical molecules with effective 
diameters of about 1 nm, packed in a close-packed crystalline form. Infrared spectroscopy revealed only 
four vibrational absorption bands, as predicted by several groups of theorists for the highly symmetrical 
icosahedral molecule [26]. The ready supply of C60 molecules made available by the macroscopic 
production technique allowed confirmation of the molecular structure proposed in 1985 as well as the 
structure of the new crystalline form of carbon.

19.3.2— 
The Solid—fullerite

The structure of crystalline C60, dubbed fullerite by the Krätschmer–Huffman group, is shown in figure 
19.4 in comparison to the other two crystalline forms of carbon—diamond and graphite. Each buckyball 
is composed of the 60 tightly bound carbon atoms of buckminsterfullerene, with the balls arranged in a 
close-packed array on a face-centered-cubic (fcc) crystalline lattice. The van der Waals forces between 
C60 molecules are much weaker than the covalent interatomic bonds. In contrast, each carbon atom in 
diamond is bound to its neighbors by four covalent bonds of sp3 hybridization to make up a cubic 
crystal with great strength and hardness. Thus diamond is the strongest of crystals. Graphite, on the 
other hand, is a highly anisotropic solid which crystallizes into layers of hexagonal planes in which 
each carbon atom is bound to its three nearest neighbors by covalent bonds of sp2 hybridization. 
Crystalline C60 can be compared with graphite by considering the planes of graphite to be curled into 
60-atom balls. This requires the introduction of pentagons into the hexagonal graphite planes. In this 
comparison, the buckyballs in the crystal are analogous to graphite planes; the intermolecular 
interaction in crystalline C60 is analogous to the interplanar interaction in graphite. Both are 
comparatively weak. In graphite, the planes easily shear from one another, and in fullerite the balls 
detach from one another rather easily. Within the C60 molecular cage, the bonding is very strong, as is 
the bonding within the graphitic planes. The distance between adjacent carbon cages in solid C60 is 
about 0.29 nm compared with 0.335 nm—the distance between atomic planes of graphite. The two 
interatomic distances within a C60 molecule are 0.140 nm between the two carbon atoms shared by 
adjacent hexagons and 0.145 nm between the two carbon atoms shared by a hexagon and a pentagon. 
These values compare with 0.142 nm for the separation of nearest-neighbor atoms in graphite.

Solid-state nuclear magnetic resonance (NMR) studies [27] have shown that the molecular balls in solid 
C60 are randomly rotating at room temperature. This is a result of their being extremely smooth 
spherical objects with rather weak forces connecting them. The molecules spin so readily that they 
actually rival gas phase C60 molecules in their rotational characteristics [28]. Upon cooling
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Figure 19.4 
The three forms of solid carbon. The corner cut from the C60 crystal 

cube reveals a (111) crystal plane where molecules stack in hexagonal 
arrays. The structures of diamond and graphite are shown at the 

middle and bottom left. (Drawing © 1991, Henry Hill Jr.)
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to about 255 K, a phase transition takes place [29] in which the fcc structure changes to a simple cubic 
structure. This is due to a partial rotational ordering of the molecules. At still lower temperatures there 
is a gradual freezing out of the rotational motion into a rotationally disordered glass [30].

Because of the large sizes of the C60 molecules, the interstices between molecular balls in the solid are 
correspondingly large. Tetrahedral sites have a diameter of 0.224 nm and octahedral sites have a 
diameter of 0.414 nm [31]. This gives rise to the possibility of incorporating rather large atoms and 
molecules into the interstices, producing both desirable and undesirable consequences. One of the most 
exciting of the properties of solid C60 is superconductivity [32], discovered in March 1991, produced by 
doping the solid material with alkali metal atoms such as potassium, rubidium, and cesium, which 
populate the interstices. An often less desirable effect is produced by the incorporation into the lattice of 
solvent molecules such as benzene or toluene, which have been used in the extraction process. Although 
these solvent molecules are harmless for some purposes, they cause difficulty in other experiments and 
uses.

19.3.3— 
Larger Fullerenes.

The C70 molecule, which is next most abundant to C60, can be thought of as a C60 with an extra band of 
ten carbons around its waist. In the series of higher fullerenes above C70, peaks in the mass spectrum 
show certain other fullerenes to be unusually abundant compared to those of neighboring mass, but still 
an order of magnitude or more less abundant than C60 and C70. See figure 19.2. These include C76, C78, 
C84, and C90, which have been isolated in milligram quantities [3].

Although fullerenes above C100 have not yet been separated in macroscopic amounts, coalescence of 
isolated, pure fullerenes may lead the way to relatively pure higher fullerenes. Coalescence of C60 to 
form fullerenes in the vicinity of C120 and C180 has been reported [33] along with similar results for the 
coalescence of C70. It has also been reported that, during the destruction of C60 by ozone, some C119 has 
been formed [34], presumably as a result of chemically removing one carbon atom from one 
buckminsterfullerene and somehow attaching the molecule to another C60. This is the first example of 
odd-numbered fullerene molecules. Since trigonal sp2 bonding only gives rise to even-numbered 
fullerene cages, this result suggests the additional presence of sp3 bonds. The ability to combine two or 
more molecules that can be made in abundance in the pure form, such as C60 and C70, seems to offer new 
hope for possible production and extraction of some of the higher fullerenes in macroscopic quantities.

In the study of solid fullerenes (fullerites) only C60 and C70 have been available for any detailed 
investigation. Since every new fullerene that can be produced in abundance should also crystallize into 
a new and unique solid, there is a whole new field of solid materials that should be forthcoming.

Página 1 de 1Document

14/06/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_485.html



   

Page 486

19.3.4— 
Tubes and Onions

In 1991 Iijima obtained transmission electron micrographs of elongated carbon nanoparticles [35] that 
appeared to consist of cylindrical graphitic layers capped on the ends with fullerene-like domes. Several 
theoretical papers [36] reported on the possible physical properties of such buckytubes or carbon 
nanotubes. Not long thereafter, Ebbesen and Ajayan [5] succeeded in making macroscopic quantities of 
carbon nanotubes. The method was essentially that of figure 19.1, with the exception that the tubes were 
harvested from the core of a residue built up on one of the carbon arc electrodes. Such tubes are 
expected to be very strong, leading to possible improvements in carbon composite materials where 
carbon fibers are embedded in a matrix of either carbon or of another material. As in the original 
discovery of macroscopic fullerene production [2], the availability of copious quantities of the tube 
material and the simple method for making them has led to a small explosion of interest and study of 
carbon nanotubes. It has also been possible to create carbon nanotubes containing various metals or 
metallic compounds [37] as crystallites on the inside of carbon tubes. There has been speculation [38] 
on possible nanowires as a product of these developments.

Tubes made with the Ajayan–Ebbesen method are not the theoretically studied single-walled 
buckytubes. They characteristically contain from three or four to 20 or more cylindrical layers with 
concentric caps formed on the ends. More recently, success in producing the single-walled buckytubes 
has been reported by two different groups [39], who combined either iron or cobalt with carbon in the 
arc production process.

Even before the advent of macroscopic production of fullerenes, Iijima [40] had shown transmission 
electron micrographs of carbon particles showing concentric layers. This precipitated a discussion [41] 
as to whether buckyballs might be nuclei for carbon soot particles in general, which frequently grow as 
almost spherical particles. Ugarte [42] has shown how to make carbon particles with very perfectly 
concentric spherical layers described as bucky onions. These remarkably beautiful structures were 
produced from particles made in a conventional fullerene smoke chamber, that were subjected to 
electron bombardment from the beam of a transmission electron microscope.

19.4— 
Properties

Crystalline C60 is a molecular solid. That is, the crystals are formed from an ordered array of the C60 
molecules, which retain their identity and many of their molecular properties. This is in contrast to the 
other crystalline forms of carbon—diamond and graphite, where there is no identifiable molecular sub-
unit. Therefore many of the properties of solid C60 follow directly from those of the molecule. Table 
19.1 lists separately some of the properties of the molecule and of the solid which are discussed in this 
section.
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Table 19.1. Properties of C60.

Property Value References

The molecule—C60   

Size: cage diameter 0.7 nm [2]

van der Waals diameter 1.0 nm  
Symmetry icosahedral [1]

Bond distances: five–six bonds 0.1404 nm [47]

six–six bonds 0.1448 nm  
Electron affinity 2.65 eV [48]

First ionization potential 7.58 eV [49]

Cohesive energy 7.4 eV/atom [50]

The solid
  

Density 1.68 g cm–3 [2]

Crystal structure fcc [51]

Lattice constant 1.417 nm [52]

Nearest-neighbor distance 1.004 nm  
Index of refraction at 630 nm 2.2 [53, 54]

Cohesive energy per C60 molecule 1.5 eV [50]

Bulk modulus 18 GPa [62]

Electron bandgap 1.85 eV [55]

Ionization potential 7.6 eV [56]

Thermal conductivity (300 K) 0.4 W mK–1 [57]

Thermal expansion coefficient 6.2 × 10–5 [52]

Structural phase transition 255 K [52, 51]

Properties of the C60 Molecule

Because of the high symmetry of the C60 molecule (icosahedral) every carbon atom sits in an identical 
environment at the point of intersection of two hexagons and one pentagon. Thus the C60 molecule 
displays a C13 NMR spectrum consisting of a single line [43], which provided a striking confirmation of 
the buckyball model. The molecule, because of its especially stable structure, is highly resistant to 
photofragmentation [44]. It is a very resilient survivor of collisions against surfaces, as shown by both 
experiments [45] and theory [46].

The molecule C60 has a large electron affinity. Initially, two- and three-electron reduction was shown in 
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cyclic voltammetry [58], and more recently [59] up to six electrons have been added reversibly. C60 has 
a closed-shell electronic structure with a gap energy of about 1.9 eV between the highest occupied 
molecular orbital and the lowest unoccupied molecular orbital (the HOMO–LUMO gap). The cohesive 
energy is 7.4 eV per carbon atom.

During the years from 1985 to 1990, when there was much discussion of the
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buckyball but no experiments outside of molecular beams, it was widely believed that the C60 molecule 
would be very unreactive due to the complete absence of dangling bonds. This would also make it very 
abundant in the universe, since it would be stable against chemical destruction. When the molecule 
became available in abundance, it was found that many chemical species react easily with it. Reaction 
has been shown to occur with oxygen, hydrogen, fluorine, chlorine, and bromine. A common feature of 
such reactions is that a complex mixture of products is produced. For example, when the first 
halogenation of C60 was carried out [60] a mixture of products was obtained, although it was dominated 
by C60H36, which had also been found in the hydrogenation experiments of Haufler et al [58]. Similar 
effects have been found for C60Br36. The growing list of molecules based on C60 has been categorized in 
a review by Taylor and Walton [61].

19.4.2— 
Properties of the Solid

Since the solid is made up of tightly bound buckyballs which are weakly bound together by van der 
Waals forces, the mechanical properties of the solid can be characterized as light, weak, and soft with 
respect to the other carbon forms. The density is 1.7 g cm–3 compared to that of graphite (2.3 g cm–3) 
and diamond (3.5 cm3). Mechanical properties vary widely in the three forms of carbon because of the 
different bonding illustrated in figure 19.4. Diamond is a very strong isotropic solid whereas graphite is 
a highly anisotropic solid which yields easily to shear forces separating the planes, while maintaining 
high strength within the planes. Under the action of hydrostatic pressure, solid C60 compresses easily 
with a bulk modulus of 18 GPa [62], which is similar to the interplanar compressibility of graphite. As 
the hydrostatic pressure on solid C60 is increased to 20 GPa, the solid becomes less compressible. 
Initially the electron clouds separating molecules yield easily under pressure. However, after the rigid 
cages begin to interact, the solid becomes much stiffer.

The electronic properties of the C60 molecule are largely preserved as the solid is formed. The minimum 
bandgap in the solid of about 1.5 eV is similar to the HOMO–LUMO gap in the molecule with a slight 
broadening of the electronic energy bands in the solid. Thus solid C60 is a large-bandgap semiconductor. 
Its electrical conductivity is very low. It is transparent in the near infrared and into the visible region 
where transitions near the bandgap energy give it an orange color in thin films. The powder is usually 
gray to black in color depending on the size of the crystallites. The index of refraction in the visible is 
about 2.2 with some absorption, compared with diamond which has an index of refraction of about 3.2.
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19.4.3— 
Clusters of Clusters.

In common with many nanoparticles, C60 is formed when vaporized carbon atoms are slowed down in 
collisions with inert gas molecules to conditions of temperature and density where aggregation into 
atomic clusters takes place. This subject is discussed in more detail in chapter 2 of this volume. If solid 
C60 is now vaporized in an inert gas atmosphere, aggregation of the C60 molecules into aggregates of C60 
occurs. This 'smoke' of C60 was reported in the original paper on production of solid C60. One of the first 
published STM images of solid C60 [63] showed a 'smoke' particle about 30 nm in diameter composed 
of the 1 nm C60 molecules. It looks something like a raspberry. Because of the large size of the 
molecule, images of individual molecules could be seen on the same picture as the entire particle. 
Recently Martin and colleagues [64] have been able to mass-analyze aggregates of C60 clusters. Magic 
numbers found in the mass spectra are interpreted in terms of icosahedral clusters of C60. Thus the 
icosahedral symmetry which was once rare in the laboratory has shown up as icosahedral clusters of 
icosahedral clusters.

19.4.4— 
Various forms of Fullerene Materials

Adding to the potential value of C60 and other fullerene materials is the relative ease with which they 
can be produced in other material forms discussed in this volume. Some of these forms are listed in 
table 19.2.

Table 19.2. Various forms of fullerene materials.

Microcrystalline powder

Sub-micron smoke

Solutions, for example in toluene, benzene, etc

Spray coatings

Evaporated films on substrates

Multilayer films forming superlattices

Unsupported thin films

Single crystals grown from solution 5 mm in size with trapped solvent

Single crystals grown from vapor phase—1 mm size

Pressed-powder solids

Heated vapor

Molecular beams

Two properties of solid C60 that enable it to be rather easily transformed into other useful forms are its 
solubility and its comparatively low (about 450°C) sublimation temperature. Solid C60 is soluble in a 
number of nonpolar organic solvents such as benzene, toluene, hexanes, carbon disulfide, etc. Some 
examples of solubilities are given in table 19.3, taken from the work of Ruoff et al [65].
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Table 19.3. Solubilities of C60 in some organic solids (in mg ml–1).

n-hexane 0.043

carbon tetrachloride 0.32

benzene 1.7

trichloroethylene 1.4

xylene 5.2

1, 2-dichlorobenzene 33

ethanol 0.0001

carbon disulfide 7.9

The fullerenes are the only forms of pure carbon that are soluble in common solvents. This may give 
rise to ways of manipulating carbon that have not been previously available. Solutions may be used to 
carry the carbon into voids and cavities with the solvent subsequently removed. The solubility makes it 
possible to readily spray-coat C60 onto a variety of surfaces. Once the C60 is in place, it should be 
possible to convert it into graphitic carbon by heat or bombardment with electrons or other energetic 
particles.

C60 sublimes readily in a vacuum starting at a temperature of about 450°C, and forms high-quality 
coatings on many types of substrate. In addition to the thin films and coatings produced in this way, one 
can also produce multilayer superlattices with C60 as one set of layers. We have found that unsupported 
films of C60 can be floated off substrates using techniques that have been developed to produce graphitic 
carbon foils for beam foil spectroscopy. Etching techniques have also succeeded in producing 
unsupported thin films of C60 [66].

Single crystals have been grown both from solution and by vapor transport. The solution grown crystals 
are typically larger, but invariably incorporate some of the solvent. Vapor transport has been used to 
grow solvent-free single crystals. To date, the reported size has been about a millimeter or less in linear 
dimensions. A special issue of Applied Physics A [67] has been devoted to the preparation and 
properties of single-crystal fullerenes.

Microcrystalline powders of C60 can be compressed into self-supporting forms. Pressed solids of C60 can 
be formed which approach the density of single-crystal material. The material holds together quite well.

19.4.5— 
Applications of the Fullerenes

At the time of this writing there are no large-scale industrial applications of fullerenes, but few doubt 
these will come. Some of the many suggestions that have been made concerning possible applications 
are lubricants (molecular ball bearings), selective adsorption of gases, sensors, hydrogen storage, 
photochromic goggles, ion rocket propulsion, diamond seeding, diamond
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production, xerographic materials, new semiconductors, patterned diamond films, patterned 
superconductors, carbon–carbon composites, and anti-viral agents.

Perhaps the biggest potential use for fullerenes is for use as a diverse set of building blocks for creating 
new organic chemicals and solid materials. Already many derivatives and adducts of C60 have been 
reported [61]. Interstitial doping has led to the new family of superconductors. But only a few 
possibilities have thus far been explored, and the number of possibilities is enormous. Every atom of the 
periodic table could conceivably fit inside a C60 cage, creating a whole periodic chart of new molecules. 
On the outside of the cage, the three-dimensional lattice of pentagons and hexagons with intermediate 
hybridization presents the possibility of huge numbers of new chemical adducts. Each of the hundreds 
of higher fullerenes as well as the endohedral compounds formed from them hold the promise of a new 
solid material. And each such new solid can be doped interstitially in a variety of ways. Clearly the 
number of new molecules and new materials is increasing at a rapid pace because of the versatility of 
fullerene building blocks.

Before specific fullerene-based commercial products become available, however, it will be necessary 
for new generations of research to investigate the properties of these many new materials and 
chemicals.
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Chapter 20— 
Nanofabrication and Nanoelectronics**.

Elizabeth A Dobisz, Felixberto A Buot, and Christie R K Marrian

20.1— 
Introduction

The microelectronics industry is driven, as with other industries, by the need to remain financially 
viable. In the area of microelectronics circuitry, profitability has been connected to the reduction in size 
of the elements that make up these circuits. There are two reasons for this. First, the future success of 
these industries depends on their continuing to be at the cutting edge of the technology. For example, if 
the trend in miniaturization halts, the fabrication technology will stabilize and it would then become 
possible to fabricate microelectronics circuits without the need for a highly skilled and educated work 
force. Second, lower unit costs (e.g. the cost per byte of memory) are seen to be possible through 
increased miniaturization and integration. These trends have the added benefits of leading to faster 
speeds and lower energy (i.e. lower cost) per unit operation. Since the invention of the integrated circuit 
(IC), the minimum feature size of individual structures in the circuits has halved every five years or so. 
This trend was noted in 1975 by Moore [1] and the 'Moore curve' (as it is often called), shown in figure 
20.1, has proved to be a remarkably accurate prediction of progress over the intervening two decades.

Today, the 64 MB (megabyte) DRAM (dynamic random access memory) chip is in full-scale 
production and contains features down to 350 nm in size. Manufacturing prototyping is in the 250 nm 
range (256 MB DRAM). By the beginning of the next decade, production manufacturing will be 
approaching 100 nm design rules. Indeed, in research and development (R&D) laboratories, 
conventional devices are currently being fabricated with feature sizes close to 100 nm. However, 
industry is reaching a critical point in its continued device down-scaling. On one hand, as the 
miniaturization continues, the

** ©US Federal Government.
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Figure 20.1 
The miniaturization trend in microelectronics (from Moore [1]).

cost of fabrication and the necessary R&D for tools and processes increases dramatically. Second, there 
are many basic physics and reliability related issues which indicate the need for other directions for the 
continued down-scaling of the size of electronics devices and ICs. Lithographic miniaturization is 
approaching a limit beyond which dimensional down-scaling of conventional devices will not be 
possible. The large capacitances and dielectric breakdown in the large electric fields imposed by the 
small lateral dimensions make conventional Si MOS (metal oxide semiconductor) and bipolar devices 
impractical. A new field of electronics (and optoelectronics) has evolved to explore a wide range of 
novel devices with new logic functionality. This presents a fresh set of challenges both to the 
fabrication and device specialist. Here we discuss future directions of the methodologies of lithography 
and fabrication and the kinds of electronic device which will exploit the physics of the nanometer 
regime. Nanoelectronics, as this field is now called, is usually considered to be descriptive of devices 
and structures with dimensions less than 100 nm [2].

When a device size becomes comparable to the charge-carrier inelastic coherence length, and the 
charge-carrier confinement dimension approaches the Fermi wavelength, then classical device physics 
based on the motion of particles and ensemble averaging begins to breakdown. The carrier coherence 
length is the distance over which a carrier maintains coherency of the phase of its wavefunction and 
interferes as a wave. When the confinement dimension approaches the Fermi wavelength, then the 
carrier 'sees' the boundaries and the conduction band (or valence band) energy in the confining well 
become quantized, much like the particle-in-the-box in school physics. At these
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dimensions, macroscopic properties, such as electron transport, reflect the microscopic structure of the 
device. This boundary between the macro- and microscopic led to the birth of mesoscopic physics in the
late 1970s. Stimulated by intriguing theories predicting novel physical phenomena that can be observed 
in the mesoscopic regime [3–7], the electronics community has identified novel device concepts. 
Furthermore, the field of nanoelectronics provides a direction for future IC technology.

The distinction between mesoscopic physics and nanoelectronics is used here in the same sense as the 
distinction between solid-state physics and solid-state electronics. A rapid growth of mesoscopic 
physics and nanoelectronics started around 1985, with mesoscopic physics driven by the IBM related 
community [8], nanoelectronics IC research by Texas Instruments [9], and discrete 'mesa' nanodevice 
design and circuit demonstrations by AT&T Laboratories [10] and Fujitsu [11].

Modern electronic materials growth techniques such as molecular beam epitaxy (MBE) provide 
interfaces with close to atomic-scale precision in the growth direction. Lateral patterning of these 
structures with fabrication techniques utilizing beams of energetic particles or radiation with etching are 
evolving well into the nanometer scale. Thus the length scales required for nanoelectronic devices (< 
100 nm) can be achieved in the research environment. The advent of the scanning tunneling microscope 
(STM) [12] and atomic-scale fabrication using the principle of scanning tunneling microscopy have 
added a new dimension to fabrication techniques leading toward atomic resolution [13–15]. Analogous 
to the term nanoelectronics, the term nanofabrication is appropriately applied to modern epitaxial 
growth and lateral patterning techniques that are capable of making artificial structure with sub-100 nm 
feature sizes.

Section 20.2 describes nanofabrication tools and processes. The ability to fabricate small devices is the 
chief limitation to the minimum size for a nanoelectronic device. The lithographic pattern definition 
step is described by both extensions of existing techniques as well as new developments such as 
proximal probe lithography. The section begins with a discussion of resists, the radiation sensitive 
materials into which a pattern is defined with a masked or focused radiation source. The advantage of a 
resist based fabrication process is that a significant degree of flexibility is introduced in the materials 
and processes that can be used for nanofabrication. Although, at first glance, it may appear simpler to 
develop a 'resistless' fabrication technology, it is then necessary to develop specialized lithographic and 
pattern transfer techniques for each different material system. It is probable that electron-beam, ion-
beam, and x-ray lithography can be successfully refined for applications at least down to 10 nm. Some 
key issues are discussed but there is every expectation that they will be overcome in a timely fashion for 
the development of nanoelectronic device concepts. A new lithographic technology that is particularly 
suited to the 'nano' regime (sub- 10 nm) is that based on proximal probes such as the scanning
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tunneling microscope (STM). STM provides a means to manipulate material on the molecular scale. 
The advances in this area are very exciting. Section 20.2 concludes with a discussion of pattern transfer, 
the transfer of the lithographic pattern in a layer of resist into an electronic material. Metal lift-off and 
the variety of etch processes are described together with their limitations. A key problem is that of 
surface and sub-surface electronic damage that is introduced by energetic etch processes and the large 
surface to volume ratio of nanostructures. Innovative approaches that are at the forefront of materials 
science research are outlined.

Section 20.3 is devoted to nanoelectronic devices. At this state several device concepts based on the 
physics of the nanometer-scale regime are being pursued. Broadly speaking they can be divided into 
those that depend on quantum effects (i.e. quantum confinement, interference, or tunneling) and those 
based on single-electron effects (i.e. Coulomb blockade). Of the quantum effect based devices, resonant 
tunneling transistors are the most 'advanced' in terms of being closest to implementation in commercial 
applications. The device action depends on the classically forbidden tunneling of electrons through an 
electronic barrier. With an appropriate bias the electron energy levels line up and resonant tunneling 
occurs. As the bias is changed in either direction, the resonance condition is lost, resulting in an 
increase in resistance of the structure. Various implementations and refinements to this class of device 
are described in some detail, particularly those suited to manufacturing production. Single-electron 
devices are intriguing as they suggest the ultimate degree of miniaturization of an electronic device: 
switches or memory elements controlled by a single electron. This class of device is based on the finite 
amount of energy which is required to move an electron onto a small capacitor. With suitable ingenuity 
the device can be designed so that the passage of one electron will impede the passage of further 
electrons until an external bias is changed. However, this type of structure imposes a considerable set of 
challenges in moving beyond the proof of principle demonstrations. Their first applications will 
probably be found in specialist high-precision circuits where cryogenic operation is acceptable. Room-
temperature operation will require device dimensions below 10 nm. The section concludes with a 
description of device simulation. This is becoming an increasingly viable and attractive method of 
pursuing nanoelectronic device concepts which cannot be fabricated with any practical yield. It is of 
course necessary to include the requisite physics into these simulation programs. The combination of 
this approach with carrier based Monte Carlo techniques presents a promising approach to the 
development of a tractable simulation technique which will include the relevant properties (such as 
quantum effects, imperfect surfaces, and interfaces) of a real nanostructure or nanodevice. The chapter 
concludes with a short summary where the authors' perspectives on the key issues facing the 
development of nanoelectronics are discussed.
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20.2— 
Nanofabrication

Nanofabrication involves the lithographic formation of a pattern on an electronic material and the 
transfer of that lithographic pattern to form an electronic or optical device. A schematic description of 
two fabrication processes is shown in figure 20.2. First, a pattern is formed in an imaging layer (resist) 
on top of semiconductor substrate by selective area irradiation. The radiation can be in the form of 
electrons, ions, ultraviolet photons, or x-rays. Patterned regions of the resists are then selectively 
dissolved in a chosen solvent. This process is known as development. Resists are either positive tone, 
where the exposed regions are dissolved, or negative tone, where the irradiated regions are insoluble. 
The resist pattern can either be directly etched into the underlying substrate (or device layer) or 
transferred to a material subsequently deposited in the developed resist pattern, as shown on the left. 
The deposited material pattern can either be used directly in a device or as an etch mask. This section is 
divided into three parts: resists, lithography, and pattern transfer. Several approaches for each step are 
discussed and compared. The physical processes that determine the limitations of nanofabrication are 
outlined in detail, below. The discussion concentrates on processes and approaches for the fabrication 
of electronic/optical structures of 100 nm or smaller.

20.2.1— 
Resists

The resist is the imaging layer material on the surface of the substrate in which the pattern for a device 
is defined. The lithographic process involves creating a chemical change, through selective irradiation 
of a radiation sensitive material. The key requirements for a resist in nanolithographic applications are 
high resolution, high contrast, and compatibility with the transfer of the pattern to the device. 
Commercial resists are polymeric materials, due to their facile deposition, high sensitivity, and 
flexibility. Radiation changes the molecular weight of the polymer by chain scission (positive resist) or 
cross-linking (negative resist) which results in a change in solubility of the resist in the developer. In the 
case of a positive resist, the irradiated lower-molecular-weight material dissolves in the developer. In a 
negative resist, the irradiated material is insoluble and remains on the substrate during development. In 
polymethylmethacrylate (PMMA), a high-resolution positive resist, linewidths of 5 nm have been 
reported [16]. Generally cross-linked polymers are more robust to solvents and other chemical 
environments than the linear polymeric chains used in most positive resists. However, negative resists 
generally exhibit lower contrast and resolution than the positive resists. The recently developed 
chemically amplified resists offer the advantage of a cross-linked material with high contrast and state-
of-the-art resolution [17]. In these resists, the irradiation activates an acid catalyst (negative resist) or an 
acid inhibitor (positive resist). Following exposure, the acid, in the acid activated regions, catalyzes a 
cross-
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Figure 20.2 
A schematic flow chart of two widely used nanofabrication processes. 
A pattern is first defined in a radiation sensitive material (resist). The 

post-exposure flow chart on the left illustrates the processing sequence 
for a lift-off process. The one on the right illustrates the use of the resist 
as an etch mask. (If the resist is not a sufficiently robust etch mask (as 

most frequently the case) the pattern must first be 
replicated in a suitable etch mask.)

linking reaction, during post-exposure annealing. The cross-linked regions of the positive or negative 
tone resist are insoluble in the developer, as in the case of conventional negative resists [18]. 
Linewidths under 25 nm have been reported in a chemically amplified resist [19].

Several inorganic resists, such as the metal halide salts [20], metal oxides [21], and semiconductor 
oxides [22, 23], undergo a radiolysis reaction under electron irradiation. Feature sizes of 1–5 nm have 
been produced in NaCl, AlF3, LiF, and MgF2, on Si3N4 membranes [20]. The metal halogen salts can be 
self-developing or developed by selective dissolution in water. However, the sensitivities of the resists 
are low (10–3 –20 C cm–2 as compared to 10–5 –10–6 C cm–2 for commercial resists) and the transfer of 
the pattern to the semiconductor has not been demonstrated. More recently, semiconductor oxide resists 
have been under investigation in several research laboratories. Semiconductor oxide resists are 
attractive because they can function as both resist and etch mask and are compatible with subsequent 
semiconductor processing. The oxide can be patterned through electron-beam exposure, STM 
lithography, or milling with a focused ion beam. (These will be discussed below in detail.) The exposed 
resist can be self-developing or developed through preferential
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etching [24]. Linewidths of 10 nm and below have been electron-beam patterned in oxide and etched 
into the underlying Si wafer [23]. Surface oxides on GaAs have been used as a mask for etching the 
substrate with thermal Cl2, in situ in a MBE system, prior to regrowth [22, 25]. STM lithography has 
produced dimer wide lines of oxide on Si but these have not as yet been transferred [26].

An exciting area in resist research is surface layer imaging with monomolecular layer resists. These 
materials represent an entirely new class of materials made by molecular engineering [27]. The 
molecules can be engineered to possess the functionality at one end to chemically bond with the 
substrate surface. The other end of the molecule is designed so that its functionality is modified by the 
radiation in the lithographic tool and subsequent layers can be selectively attached. Since the molecules 
(and subsequent layers) bond to the surface, they are thermodynamically driven to coat the surface. The 
monomolecular layers can be easily deposited by spinning or dipping the substrate into a beaker. The 
use of self-assembling materials is attractive for very high-resolution lithography because the sizes of 
the molecules (~ 1 nm in length) are much smaller than commercial polymeric resists and they offer the 
possibility of much higher resolution. In addition, the self-assembling monolayers (SAMs) produce an 
ultrathin, homogeneous, densely packed layer [28]. Such schemes are particularly well suited to 
proximal probe lithography which is envisioned as a tool for sub- 10 nm lithography on bulk substrates. 
The resist can be self-developing or the irradiation can destroy the functionality of chemical groups on 
the surface or of a thin monolayer on the surface. In the former case, 50 nm lines have been transferred 
to a GaAs substrate from an electron-beam patterned self-assembled monolayer resist [29]. In the latter 
case, the non-irradiated regions of the surface can be selectively plated with a metal [27, 30, 31]. The 
deposited metal layer is of sufficiently high quality to be used as an interconnect or electrode or as a 
very robust mask to subsequent etching of the underlying thick resist or semiconductor. Lines in the 
metal pattern of width 15 nm have been etched into the underlying Si substrate [58].

20.2.2— 
Lithography

Lithographic patterns are formed by the exposure of a resist material to a type of radiation. Sub- 100 nm 
features have been patterned with electrons, ions, and x-rays. The first two methods involve the serial 
writing of a pattern with a small focused probe. The small probe is formed through an 
electrostatic/magnetic lens system or by proximity to an STM tip. In x-ray lithography, an entire mask 
pattern is printed at one time by a flood exposure of x-rays through a mask or reflected from a mask (in 
the case of projection x-ray lithography).

Electron-beam lithography has been the most widely used method of fabricating nanostructures. This 
has largely been due to a mature electron optics technology base and the physics of electron-beam–
resist interactions permitting very small features to be formed. Ion optics has not been as well 
developed,
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but the wide variety of ion processes in materials make it a versatile tool for nanofabrication, as 
discussed below. X-ray lithography has the advantages of speed due to the parallel nature of the 
process. Although a nanofabrication tool, the technique has not been demonstrated to show as high 
resolution as electron-beam lithography. Parallel flood exposure lithography with electrons [32] or ions 
[33] has been demonstrated, but the lithographic systems are under development. The newest 
lithographic tool is the STM, which at present is a research tool. It is a very rapidly growing field and 
offers a range of potential lithographic applications. These techniques are discussed below.

20.2.2.1— 
Electron-beam Lithography.

Electron-beam nanolithography employs a highly focused Gaussian-shaped beam of electrons of energy 
2 keV to 300 keV, which writes a pattern in a resist layer on a semiconductor substrate. Until recent 
STM work [13], the smallest lithographic patterns (1–5 nm in fluoride resist [20], ~ 5 nm in oxide films 
[21] and 5 nm in polymeric resist [16]) had been written with electron-beam lithography. Electron-beam 
nanowriters can be made by modifying a scanning electron microscope (SEM) or a scanning 
transmission electron microscope (STEM), or can be purchased commercially.

The major limitation in electron-beam lithography is that the exposure profile is larger than the electron 
probe and determined by electron scattering. The beam broadens in the resist by small-angle elastic 
scattering. The resist is also exposed by electrons elastically backscattered from the substrate. In 
addition electrons from inelastic processes play an important role. The forward scattering results in an 
enlarged feature size. The electrons from the substrate cause the feature size and point to point (or line 
to line) resolution to be a function of pattern density. These are known as proximity effects. Small-angle 
forward scattering in the resist can be minimized by using thin resists and high electron-beam voltages. 
For example, the beam broadening of a 50 kV Gaussian beam in 100 nm of resist is < 1 nm [34]. 
Although many nanostructures and nanodevices have been defined in this manner, the thin resist limits 
the pattern transfer options and has too many pinholes for manufacturing applications. The number or 
area density of electrons elastically scattered from the substrate can be minimized by the use of very 
high-voltage beams and membrane substrates.

In most practical applications, one is interested in writing patterns on bulk substrates rather than on a 
membrane. Resist exposure due to electrons scattered from the substrate is a difficult problem to 
minimize. The higher the atomic weight of the substrate material, the more severe the problem. There 
are two approaches to the problem. One is to use very high-energy electron beams (≥ 50 keV), which 
penetrate deep into the substrate. In this case, the resulting backscattered electrons are scattered over a 
very large area relative to the incident probe. The diffuse fog dose (per unit area) of backscattered 
electrons is lower than that of the primary electron-beam exposure and does not expose a high-

Página 1 de 1Document

14/06/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_504.html



   

Page 505

Figure 20.3 
50 kV electron-beam nanolithography. 12 nm lines in a 
60 nm period grating in 60 nm thick PMMA on W [35].

contrast resist. With a high-contrast resist, it is possible to write 12 nm lines in a 60 nm period grating 
on a high-atomic-number material, such as W with a 50 kV electron beam, shown in figure 20.3 [35]. 
The other approach is to use very low-energy electrons that do not scatter over large distances. The 
reduction in proximity effects with a 2 kV electron-beam exposure of PMMA on Si has been illustrated 
by the report of a constant gate length both between large (> 10 µm) source and drain pads [36]. A 
similar absence of proximity effects was found with even lower-energy electrons (< 50 eV) by STM 
lithography as discussed below. The key issues in the high-voltage approach are scattered electrons, 
electron irradiation damage to the semiconductor, and the complexity and cost of high-voltage columns. 
The key issues with the low-voltage approach are the electron optics, the sensitivity of the electron 
optical column to noise, and the need for ultrathin resists.

Our understanding of resist exposure is based on the energy deposited in the resist by the electron beam. 
Monte Carlo simulations calculate the energy deposited into the resist by scattered primary electrons, 
backscattered electrons, and fast secondary electrons. The exposure of the resist is expected to be 
proportional to the amount of energy deposited in the resist. Our present understanding of resolution in 
a resist breaks down with dimensions below 100 nm and in applications to resists other than PMMA. 
Although in the case of PMMA, linewidths of 8–10 nm can be fabricated, the line-to-line spacing is 
three to five times larger. The resolution of other polymeric commercial resists is not as good as 
illustrated by the resolution of Microposit SAL-601, a chemically amplified negative polymeric resist 
available from the Shipley Corporation. With a focused 50 kV electron-beam that could write 12 nm 
lines on a 60 nm period
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grating in PMMA on a W substrate, the smallest linewidths in Microposit SAL-601 were 50 nm in a 
100 nm period grating [35]. Our results suggest that Microposit SAL-601 may be more sensitive to low-
energy secondary electrons than PMMA. Shown in figure 20.4 are the results from a Monte Carlo 
simulation of resist exposure by fast secondary electrons generated by interaction of the primary 
electron beam with the substrate. It can be seen that most of the fast (2–8 keV) secondary electrons 
enter the resist within a 100 nm radius of the incident beam. A thin (50–300 nm) layer of a dielectric of 
silicon nitride or silicon dioxide substantially reduces the secondary electrons entering the resist and 
dramatically improves the resolution of Microposit SAL-601 [35]. Finally, the effects of photoelectrons 
generated both within the resist and at the substrate surface on a resolution of dimensions of about 10 
nm has not been adequately addressed.

Figure 20.4 
Energy deposited in resist per unit area by fast 

secondary electrons as a function of radial distance 
from a primary electron beam consisting of a point 

source of 50 kV electrons. The effect of incorporating 
an intermediate SiNx layer is shown [35].

20.2.2.2— 
Ion-beam Lithography

Focused ion-beam (FIB) lithography is performed by writing with a focused Gaussian ion beam. The 
main advantage of FIB patterning is the versatility of the technique. Lithographic patterns can be 
written by one of several processes including the exposure of a resist [37], ion milling [38], ion induced 
etching [39],
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ion stimulated deposition of material [40], or selective area ion implantation [41]. True nanolithography 
has been demonstrated by 8–10 lines written in 30 nm of PMMA with a 50 kV Ga+ ion beam generated 
by a custom-built FIB system [37]. Sub-100 nm deposited metal patterns written by FIB interaction 
with precursor gas have been reported [40].

Ions are not expected to scatter as far as electrons in solids and the proximity effects due to elastically 
scattered electrons are not expected with ion-beam lithography. However, the key issues with ion-beam 
lithography are ion sources, ion optics, ion damage, and straggle in material. Current optics technology 
does not permit ions to be as finely focused as electrons and FIB systems typically have large tails on 
the Gaussian beam. In the laboratory, recent work has improved ion sources from a 6 eV energy spread 
to a 1 eV energy spread, which substantially reduces chromatic aberrations in the system [42]. 
However, ion straggle [43] in solids results in a Gaussian profile in depth and a graded error function 
profile laterally about an edge. This complicates the definition of the implanted patterns. In addition, 
ions are far more damaging to the underlying semiconductor material than other forms of radiation. 
This will be discussed in more detail below (in section 20.2.3.2).

20.2.2.3— 
X-ray Lithography

In proximity x-ray lithography (XRL) a patterned mask is held close to an underlying resist coated 
wafer. The resist is exposed by a flood exposure of x-ray radiation through the mask. The x-ray source 
can either be a point source or a synchrotron. XRL is attractive as a high-speed method of printing 
nanostructures. Unlike the serial writing processes necessitated by the focused beam techniques, one 
can print an entire mask in one flood exposure, much in the manner of optical lithography. The shorter 
wavelengths of x-rays allow much greater resolution than conventional optical lithography. Lines of 
width 30 nm have been printed by contact proximity XRL, in which the mask was placed in contact 
with the wafer [44]. Furthermore, unlike the projection optical lithographies there is no lens system 
between the mask and the wafer and the mask pattern is proximity printed into the resist on the 
underlying wafer. The advantages of this lens-less system are no lens distortions and high lithographic 
resolution, without the loss of the depth of field encountered with conventional UV optical lithography. 
This allows for printing patterns on nonplanar surfaces. The large penetration depth of the x-rays and 
the large depth of field allow the use of much thicker (1 µm) resist than can be used with the other 
techniques of nanolithography. The major challenge of proximity XRL is that there is no pattern 
demagnification and 1× nanolithography requires severe tolerances in the mask fabrication.

The key issues in the application of the technique to nanolithography are diffraction limits and the 
compromise between high-resolution x-ray masks, and x-ray source wavelength. Ideally, the minimum 
feature size, Pmin, is given
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by [45]

where K is a constant ≈ 1.6, λ is the wavelength of the x-rays (1 nm), and G is the distance between 
mask and substrate (5–40 µm). Obtaining high resolution is a trade-off between minimizing the gap, 
reducing the wavelength, and the ability to fabricate the mask. The gap is limited by how closely one 
can place the mask to the wafer with precision and without cross-contamination. It is not clear whether 
the technique can be pushed below the 30–50 nm feature sizes [45].

The fabrication of the x-ray masks is a critical factor in XRL. The mask material must be transparent to 
x-rays, which necessitates a membrane material. The absorber must produce high-contrast images and 
not place stress induced distortions on the membrane. The shorter the wavelength, the thicker the 
absorber that must be patterned on the x-ray mask, which is a nanofabrication challenge. For 
manufacturing purposes, one would like the critical dimension control, pattern placement, and overlay 
accuracy to be 10% of the critical dimension size. Sub- 100 nm dimensions would require sub- 10 nm 
precision in pattern placement and linewidth control (both along the length and in cross-section). The 
pattern is written in resist on a blank x-ray mask by electron-beam lithography. The absorber is most 
frequently formed by electroplating a ≈ 300–500 nm thick Au absorber in the resist pattern. This 
process requires electron-beam patterning of ≈ 0.75–1 µm thick resist layers, which limits the resolution 
of the x-ray mask [46]. Currently subtractive absorber schemes are under development, where the resist 
pattern is transferred into the absorber with a dry etch [47, 48].

To circumvent the problems associated with proximity 1× XRL, projection XRL is being developed 
[49]. The pattern demagnification (5–20×) between mask and wafer relaxes the severe precision 
constraints required for 1× x-ray masks. The key problem areas are in the fabrication of the mirrors and 
mask materials and the thin resists required because of the short penetration depth of the 14 nm source. 
Both approaches to XRL are summarized in [45].

20.2.2.4— 
Proximal Probe Lithography

The newest and most innovative additions to the nanolithography arena are the proximal probes [51]. 
Although the demonstrations of the technique are still clearly restricted to the laboratory, proximal 
probes offer the possibility of true nanolithography. Lithographic patterns have been defined by 
proximal probes in resist, surface oxide modification, atomic manipulation, electrochemical etching, 
and chemical vapor deposition. In addition proximal probe source micromachined electron-beam 
columns have been envisaged for low-voltage electron-beam columns for electron-beam lithography 
[51]. Proximal probes offer the unique ability of in situ analysis while performing the lithographic
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modifications. This presents exciting scientific opportunities to study the lithographic process.

STM-based electron-beam lithography has been performed in resist on a substrate by several workers 
[14, 15, 52]. In this method the STM tip provides a small probe of low-voltage electrons to expose a 
wafer coated with a thin (< 80 nm) layer of resist. In all reports to date, the STM was operated with 
voltages above ~ 6 V, in the field emission mode rather than the tunneling mode. With the STM 
operated in the constant-current mode, the tip–sample separation is roughly proportional to the applied 
voltage. As the effective probe size is determined by the close proximity of the tip and sample, the 
probe size also scales with the tip–sample voltage. In this manner electron-beam lithography without 
electron scattering can be performed with a small low-voltage probe of electrons. The first 
demonstration of the improved resolution and the absence of proximity effects is shown in figure 20.5 
[15]. Here are two lithographic patterns defined in the 50 nm thick Microposit SAL-601 resist on Si. On 
the left is a pattern defined with a tip–sample voltage of -25 V in the STM; on the right is a 100 nm 
line-to-line grating defined with a 15 nm diameter, 50 kV electron probe. The STM pattern shows both 
a smaller feature size (~ 40 nm) and closer line-to-line spacing (~ 55 nm) than the pattern written at 50 
kV. The resist was processed identically in both cases. Using a lower tip–sample voltage and 30 nm 
thick resist, 23 nm lines have been written in the same resist. A limitation in this technique results from 
the tip–sample current being used to both expose the resist and drive the STM feedback loop to 
maintain a constant tip–sample current. As a result, the lithography is limited by the thickness and 
conductivity of the resist and the substrate surface. Some of these limitations can be circumvented by 
performing the lithography with a conducting atomic force microscope (AFM) tip [52]. In this case, the 
tip position is controlled by the tip–sample force, i.e. independently of the tip-sample current and 
voltage required to expose the resist.

To fully utilize the pattern resolution available with a proximal probe, novel resist and imaging layer 
schemes are an active area of research. Such resists include self-assembling monolayer (SAM) resists 
[53] and surface oxide [26, 54–56]. A robust process using organosilanes with end groups that can 
undergo reaction and bind to an Ni film was demonstrated by Marrian et al [53] and Perkins et al [57]. 
The Ni served as a robust etch mask and 15 nm lines were etched into the underlying Si [58]. The STM 
has also been used to directly pattern oxide on passivated Si and InGaAs substrates. In this case, a tip–
sample voltage pulse of greater than 5 V induces desorption of the hydrogen passivation, thus allowing 
oxide to grow. The oxide patterns could be imaged in situ with the STM, operated at lower voltage, or 
with an AFM. The oxide pattern can be used as a mask for the sample during subsequent etching [54–
57].

Simple electronic structures have recently been fabricated with proximal probe lithography and their 
transport properties measured, most notably by de Lozanne and co-workers at the University of Texas 
in Austin [59] and van
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Figure 20.5 
SEM micrographs of identically processed 50 nm films of Microposit SAL-601 

(by Shipley Corporation) resist on Si. The pattern on the left was written 
with an STM at –25 V, the pattern on the right with a tightly focused 

(diameter ≈ 15 nm) 50 kV electron beam [15].

Haesendonck and co-workers at the University of Leuven in Belgium [60]. Using different approaches, 
thin metallic wires were written between optically defined pads. De Lozanne's group used STM 
stimulated decomposition of an Ni carbonyl precursor whereas van Haesendonck's group patterned a 
Langmuir–Blodgett film which acted as an etch mask for ion milling of the underlying Au film. This 
work demonstrates that the considerable problems of aligning a proximal probe lithography with 
previously defined structures can be overcome. In a similar vein, the latent exposure image in exposed 
polymeric resists has also been observed with both STMs [61] and AFMs [52] indicating the potential 
for implementing proximal probe lithography in mix and match lithographic schemes for practical 
definition of nanoelectronic structures. More recently, Campbell et al used an STM patterned oxide to 
etch a 30 nm poly-Si gate to form a working field-effect transistor (FET) device [61]. Lyding et al have 
demonstrated patterned oxide lines on Si that were two dimers wide [26], which are smaller than the 
smallest electron-beam patterned features. It is only a matter of time before working devices of those 
dimensions are made.

20.2.3— 
Pattern Transfer

To fabricate a device, the facility to incorporate the resist pattern into the actual devices and circuits is 
crucial. This section describes several methods by which the lithographically defined pattern can be 
transferred to devices
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or nanostructures In the most straightforward approaches the resist pattern on a semiconductor or 
insulating layer is transferred to metal wires or gates or etch masks. In the case of an etch mask the 
pattern is etched into the underlying substrate. More subtle approaches involve implantation, clever 
growth techniques, or etching combined with regrowth.

20.2.3.1— 
Metal Gates or Wires by Evaporation and Lift-off.

Patterned metal gates on top of a semiconductor FET-type material remain the most widely employed 
method to achieve patterning on the nanometer scale, as discussed in section 20.3.2.2. Metal patterns on 
the semiconductor surfaces are also used as etch masks, for etching of nanostructures into 
semiconductors, since thin resists, required for high-resolution lithography, offer little etch resistance. 
(Etching processes are discussed below.) The metal patterns are formed from the resist patterns with a 
'lift-off' process. The lift-off technique is illustrated in figure 20.2. One begins by depositing metal (or 
other desired material) on top of a developed pattern in positive resist. The sample is dipped into a 
solvent, (i.e. acetone) which dissolves the resist and 'lifts off' the metal on top of the resist, leaving 
behind the metal pattern on the substrate (opposite tone to the resist pattern). Crucial to this technique is 
a discontinuity in the metal between that covering the substrate and that covering the resist. This 
implies sharp resist walls, undercut if possible, and a metal layer substantially thinner than the substrate 
layer (usually less than half the thickness of the resist). In nanolithography, the resist layer is most 
frequently 50–100 nm. For FET applications, this severely limits the conductivity of the gate. One 
method to increase the gate conductance is to make a T-gate or Γ-gate through lift-off with a tri-level 
resist [63]. For a lift-off process, the metal must be deposited anisotropically so that the sidewalls of the 
resist are not coated. Such anisotropy can be achieved by evaporation, if the source is sufficiently far 
from the wafer. Sputter coating and chemical vapor deposition are rarely as successful, since the 
processes tend to coat the resist sidewalls and heat the resist. Evaporated metals must have a low 
melting point so that the source does not radiatively heat the resist, and cause the sidewalls to flow. 
Furthermore, in nanometer-scale applications, the metal grain size must be less than the desired feature 
size. The technique has the advantage of little or no damage to the underlying semiconductor device.

The first low-dimensional device was formed by gate confined channels in a metal-oxide-
semiconductor field effect transistor (MOSFET) structure [64]. Since then, several papers on 
mesoscopic physics have been reported on gate patterned modulation doped field effect transistor 
(MODFET) devices (reviewed in section 20.3.2). In the electric field confinement method, the sample 
is patterned with a series of gates across the top surface of layered material. A potential is applied to the 
gates, which depletes carriers in the material and effectively patterns the carrier channel beneath. The 
advantages of this method are simplicity and no bare semiconductor sidewall surfaces. The chief 
limitations
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of the technique are flexibility, softness of confinement potential, capacitances as the dimensions 
shrink, and gate conductivity. Furthermore, there are many compound semiconductors that cannot be 
gated. Hence the nanofabrication 'bag of tools' requires flexibility and the development of other 
processes.

20.2.3.2— 
Dry Etching Processes

Another widely employed method of pattern transfer is the selective removal of material. The desired 
characteristics of such a process include selectivity, anisotropy, and little damage to the electronic 
device. The consequences of low selectivity are erosion of the masking material and lack of etch stop 
control. The consequence of isotropic etching is that the horizontal etch rate is comparable to the 
vertical etch rate. In nanoscale pattern dimensions this means lack of lateral dimension control or 
determination. More catastrophic is the total loss of the feature due to lateral etching. Except for 
crystallographically selective etches, wet etching is isotropic. In contrast, accelerated ions are highly 
directional and are used almost exclusively in nanofabrication. The simplest process is to ion mill an 
electron-beam defined pattern in carbon contamination or cross-linked PMMA into an underlying 
material. This method is most frequently used for metals, because they sputter rapidly. The first 
demonstration of an Aharonov-Bohm [65] interference device was in a thin ion milled metal ring on top 
of a dielectric membrane [66]. The technique is limited by the erosion of the masking layer relative to 
the desired sputtering of the metal. Furthermore, ion milling is usually too damaging to be used in the 
fabrication of most semiconductor devices. To reduce the damage and increase the selectivity of the 
process chemically reactive (and selective) gases are used. Etching with reactive ions has been widely 
applied to semiconductors. Less success has been achieved in applying reactive gas etching to metals. 
Common reactive ion etching techniques are reactive ion etching (RIE), electron cyclotron resonance 
(ECR) reactive ion etching, chemically assisted ion-beam etching (CAIBE), and reactive ion-beam 
etching (RIBE).

RIE employs an ionized reactive gas plasma to etch the material. In this process, a radio frequency (RF) 
power is applied to the substrate electrode in a parallel-plate system. The RF field excites a plasma 
discharge. The key to anisotropic RIE is to use low enough gas pressures and high enough voltages that 
the mean free ion path is greater than the height of the dark-field region at the lower electrode. This 
means that the ion strikes the substrate before it has lost its directionality through elastic collisions with 
the gas molecules in the chamber. The lowest pressure at which an RF induced plasma is stable in 
standard RIE is in the 1 to 10 mT range. It operates at the highest pressure of the dry etching 
techniques, mentioned here, and undercutting can be a severe problem. The undercutting can be 
minimized by choosing a chemistry that passivates the sidewalls or low substrate temperatures. The ion 
energies, ranging from about a hundred volts to the kilovolt range, result from the RF induced d.c. bias 
on
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the base electrode and any applied d.c. bias. The ion energies in RIE are more difficult to control than in 
the other ion etching techniques. The technique has successfully produced optically active III–V 
nanostructures [67].

In ECR etching, the plasma is excited by a microwave source in resonance with large magnets which 
act to confine the plasma. As a result, a high-density plasma can be produced with operating pressures 
of 0.5 to 1 mTorr and ion energies as low as 20 eV. The ECR source creates a higher density of reactive 
radicals than RIE. The advantage of the technique is low ion damage to the semiconductor with a high 
etch rate. With identical gas chemistry and 1 mTorr pressure, the ECR has been found to etch at five 
times the rate of RIE [47]. Because of the low ion energies and high density of reactive radicals, 
undercutting can be a severe problem, as in the RIE case. Here, the undercutting can be minimized by 
the choice of chemistry, the sample position relative to the ECR plasma, and substrate bias. The 
technique has successfully etched nanostructures in HgCdTe, shown in figure 20.6 [68]. The application 
of ECR etching to nanofabrication is still newly emerging.

In the ion-beam techniques, a gas is leaked into an ion gun assembly (several types are commercially 
available) and a beam of ions is generated. The operating pressure (~10–4 Torr) is the lowest for the dry 
etching techniques and high ion energies (500 eV to 5 keV) are employed. Extremely directional ion 
etching can be achieved with aspect ratios as high as 40:1, as reported in the literature [69]. In the 
CAIBE configuration, an energetic beam of inert gas ions is generated and a neutral reactive gas is 
leaked into the vacuum chamber near the sample. In the RIBE case, a beam of energetic reactive ions is 
generated in the gun. Most work has been done with the CAIBE technique, due to corrosion of the ion 
gun from undiluted reactive gases in the RIBE case. Technology is producing more corrosion resistant 
guns and RIBE may become more widely used.

The major issues for ion etching are ion damage and the creation of a surface. The damage is the result 
of sputtering processes and is manifested as erosion of the etch mask and creation of traps for the 
carriers in semiconductors. Generally, the more chemistry and the less sputtering in the ion interaction, 
the greater the selectivity and the lower the ion damage [70]. This is accomplished by the use of 
appropriate chemically reactive gas and low ion energies. The amount of damage depends on the 
material, type of damage, and sensitivity of the measurement. Mobility and photoluminescence 
measurements of high-electron-mobility transistor (HEMT) and quantum-well material (undoped) have 
shown depletion of carriers 100 nm beneath the etched surface [71]. Raman and photoreflectance 
measurements in doped GaAs have shown the depletion of 1018 cm–3 carriers extending 30 nm beneath 
the surface [70]. Etched nanostructures possess a large surface-area-to-volume ratio and the electronic 
properties are determined both by surface science and etching damage. Even under ideal conditions, 
semiconductors such as GaAs and Si have surface states that trap carriers, pin the Fermi level, and can 
cause carrier depletion lengths comparable to the size of the nanostructure. In spite of this, excitation
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Figure 20.6 
SEM micrographs of nanostructures in mercury cadmium telluride: (a) 30 nm and 

(b) 60 nm lines, and (c) 70 nm diameter dots. The patterns were written by electron-beam 
lithography and etched into the mercury cadmium telluride with a CH4/H2 ECR RIE process [68].

Página 1 de 1Document

14/06/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_514.html



   

Page 515

spectroscopy [67,72] and photoluminescence [73] have shown that, in some instances, quantum wires 
and dots with dimensions below 50 nm still have carriers. Pattern replication is a critical area in 
nanofabrication.

20.2.3.3— 
Novel Approaches to Pattern Replication

There have been many innovative approaches to the fabrication of nanodevices. The key idea behind 
theses methods is to embed laterally patterned nanowires (channels) or nanostructures in a layered 
heterostructure. This would achieve carrier confinement in two or three dimensions, rather than only 
one, as available with current epitaxial growth techniques. In this manner one can envisage three-
dimensional heterostructural material and the creation of a free surface is eliminated. Ongoing research 
efforts include etching combined with surface passivation and/or regrowth [28,29], interdiffusion 
patterning [39,74], and growth of quantum dots and wires on stepped surfaces [75].

20.3— 
Nanoelectronics

As electronic device sizes decrease, conventional Si based MOS and bipolar IC technologies will reach 
a limit where the devices cease to function properly. For example, the definition of a p–n junction with 
sub-100 nm dimensions becomes questionable. In MOS devices with gate lengths below 100 nm, oxide 
thicknesses below 10 nm are required, which are difficult to grow with a suitable dielectric constant (i.e. 
the oxide is leaky) and uniformity. In dimensions below 100 nm, dielectric breakdown becomes a major 
issue for both p–n junctions and oxide in MOS. The fabrication of sub-100 nm complementary metal 
oxide semiconductor (CMOS) devices has recently been addressed by Wind et al [76].

On a more fundamental level, the device physics in conventional ICs obeys the law of large numbers 
and/or thermodynamic ensemble averages, neither of which apply in nanometer-scale dimensions. As 
conventional logic architecture becomes obsolete, science must examine new logic functions that 
exploit the newly available capabilities and produce devices that operate at room temperature. 
Conventional device dimensions are large compared to coherence lengths so that energy quantization, 
quantum interference, and discreteness of charge carriers do not play a significant role in device 
transport physics. Thus, in order for the down-scaling of electron devices to be realized in 
nanoelectronics one must consider quantum transport, tunneling and interference effects, and 
discreteness of electron charge in small semiconductor structures. Not only the down-sizing but also the 
new semiconductor materials available through MBE make the new physics attractive for device 
applications. The atomic-scale control of interfaces far exceeds that of oxides or p–n junctions. In 
addition, the layered semiconductor materials act as electron waveguides, having longer electron 
scattering lengths than more conventional semiconductor materials. The investigation of the properties 
of small structures is the common denominator
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between the research community from mesoscopic physics and nanoelectronics. Nanoelectronics 
research aims to apply the novel mesoscopic phenomena to the goals of continued down-scaling of IC 
components down to the atomic scale and the consequent up-scaling of computational complexity per 
chip [77]. Nanoelectronics is highly interdisciplinary and may eventually need cross-disciplinary 
approaches based on the mathematical, physical, chemical, and/or biological sciences to fully 
implement its goals [78].

The most useful device in solid-state electronics, which has brought the information revolution, is the 
transistor. The transistor is basically a three-terminal device which accomplishes two very important 
functions, namely, 'drive' and 'control'. The 'drive' function is accomplished by applying a large voltage 
difference across two terminals of the device, known as the source (emitter) and drain (collector). The 
'control' function is implemented by simply controlling the current flow in a transport channel between 
the two terminals. Both functions are important in obtaining the 'gain' of the device. Electronic control 
of the current flow between the source (emitter) and drain (collector) is accomplished in two general 
ways:

(i) introduction of a control charge directly in the path of the current flow where the biasing charge 
voltage or current is applied to an electrode in contact with the 'base' region inside the transport 
channel;

(ii) depletion (or enhancement) of the charge carriers in the transport channel with an electric field 
generated by a voltage applied at the 'gate' electrode, electrically insulated from the transport channel.

Conventional transistors employing the first method above are called bipolar transistors and fall into 
two categories, i.e. the p–n–p transistor and the n–p–n transistor. In both cases, the biasing charge arises 
from the base–emitter current and has an opposite charge from the current carrying charge from the 
emitter to collector. Conventional transistors employing the second method are called unipolar 
transistors or FETs. Thus an electronic device which delivers voltage gain and current drive is basically 
a three-terminal device. Note that the role of the power supply is essential to obtain gain [79]. Because 
of the major role of lateral depletion regions in a conventional bipolar devices, these devices are less 
scaleable than field-effect devices. On the other hand, bipolar transistors are inherently high-speed 
devices compared to FETs by virtue of their low base–emitter capacitance. The prominence that three-
terminal devices have in the electronics area is due to their ability to transmit and amplify (gain) a wide 
range of information signals and provide good isolation between input and output of a logic gate.

However, in the continued down-scaling of three-terminal device sizes and consequent up-scaling of 
complexity per chip, a 'wiring crisis' will result. As the number of devices per chip increases so do the 
number and net length of interconnections. Simultaneously, the cross-section of the wires will have to 
decrease to allow more communication paths per area in the chip. This will
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offset the benefits of faster device switching, since long connections and smaller wire conductivity will 
create longer delays. In fact, for non-ideal small metal wires, the resistance can go up exponentially as a 
function of its length. It is not yet clear whether research on novel computer architecture based on three-
terminal devices or multi-valued logic will eventually solve this problem.

Research directed toward the development of a new general-purpose computational dynamics and novel 
computer architectures to avoid the wiring crisis are still at the embryonic stage [9, 77]. A direct 
approach to the interconnect problem is to scale down the interconnects as well, from the conventional 
architecture, by eliminating long interconnects per chip, through computerized circuit-layout 
optimization [7]. Another realistic approach may lie on the advances made in monolithic IC optical 
communication technologies, such as the one recently proposed by Yamanaka et al [80] using 
optoelectronic integrated circuit (OEIC) chipsets for chip-to-chip optical communications. Elimination 
of wiring interconnects, and/or interconnects whose number does not scale up with computational 
complexity per chip, is contained in various proposals which employ drastically different architectures. 
Texas Instruments has proposed the use of cellular automaton architecture [81] in which the devices are 
connected only to their nearest neighbor. What is intriguing about this architecture is that the coupling 
is not implemented by physical 'wires' but is accomplished through capacitive coupling between, say, 
neighboring quantum dots. However, the 'forces' and 'rules' of the new computational dynamics 
appropriate to a cellular automaton architecture that correspond to the two-valued logic in conventional 
transistor based computers are not entirely clear. Nevertheless, the ability to represent a bit of 
information by one electron in a quantum cellular automaton circuit is very intriguing, and clearly 
represents the ultimate efficiency in information representation. In any case, the quantum cellular 
automaton architecture idea should open up strong interest in information based mathematical, physical, 
and biological sciences to establish the necessary analytical knowledge base needed for a new general-
purpose computational dynamics [9].

20.3.1— 
Nanodevices

This section focuses on the current research efforts in nanoelectronics, which are centered on 
nanodevices. These are essentially three-terminal nanodevices, or nanotransistors. The nanodevices, 
discussed below, involve multi-state switching phenomena, based on resonant tunneling, quantum 
interference (Bragg interference of coherent electron wavefunctions), and single-electron effects. The 
multivalued logic and negative transconductance distinguish nanoelectronics from conventional 
transistor electronics.
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20.3.1.1— 
Resonant Tunneling Devices (RTDs).

Classically it is energetically forbidden for an electron to pass through an electronic barrier. However, if 
the barrier is sufficiently thin, there is a significant finite probability that an electron can pass through 
the barrier by the quantum mechanical process of tunneling. Consider a structure which has two 
potential energy barriers separated by a thin potential well, which has distinct energy levels. Here, there 
is a high probability (close to unity) that an electron can tunnel through the entire structure when it has 
an energy equal to an allowed energy state in the quantum well. Such a structure can be formed from a 
vertically layered, epitaxially grown, semiconductor material. Here the two barrier layers would consist 
of thin (~ 5 nm) layers of a higher-bandgap semiconductor material (for example Al0.3Ga0.7As, energy 
gap ≥ 1.9 eV) and the quantum well is a lower-bandgap semiconductor (such as GaAs or InGaAs, with 
energy gap ≤ 1.5 eV). The small vertical dimension of the quantum well (~ 10 nm) results in quantum 
confinement and the formation of discrete energy levels in the conduction band (and valence band) that 
can be occupied by electrons (holes). Between the quantized energy levels are gaps in the density of 
states. By changing the bias across the structure the relative positions of the energy levels can be 
changed with respect to the reservoirs of electrons on the outside of the barriers. The electrons tunnel 
into the quantum well when their 'longitudinal' energy outside the barriers matches an energy level in 
the quantum well. This is shown in figure 20.7(a) [82]. Thus, as the voltage bias across the double-
barrier structure is varied, the current through the structure will pass through a series of maxima 
corresponding to the alignment of the energy levels of the quantum well with the energy of the source 
of electrons. Following a maximum, the current will decrease, as the energy of electrons in the reservoir 
outside the barriers lies in a minigap in the conduction band, as shown in figure 20.7(b). In this way a 
region of negative differential resistance is introduced into the device current–voltage (I–V) 
characteristic. Here we have a multi-state switch, in which current will flow (or not flow) at several 
resonant (nonresonant) voltages. It is an example of a device which cannot be described by 
thermodynamic Maxwell–Boltzmann statistics for a free electron gas.

Resonant tunneling phenomena have attracted the attention of the device community in the form of two-
terminal GaAs/AlGaAs/GaAs diodes with significant voltages applied at the source and drain [83–85] 
(top and bottom of the layered semiconductor). An attractive feature is that resonant tunneling can 
operate at room temperature, whereas many quantum devices require cryogenic temperatures to operate. 
Furthermore RTDs, and other proposed quantum-based devices, exhibit an ultrasensitive response to 
voltage bias in going from the high-transmission state to the low-transmission state. This means that a 
very high transistor transconductance and ultrafast switching are obtainable. Indeed, numerical 
simulations of RTDs, to be discussed below, and microwave experimental results, indicate the intrinsic 
speed limit of RTDs to be in the
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Figure 20.7 
(a) Energy level diagram of the conduction band in a resonant tunneling 

structure. (b) Current (I) as a function of bias voltage (V) across a 
resonant tunneling structure is shown on left. On the right are energy 

level diagrams with bias applied corresponding to different points on the 
I–V curve (A, B, C). (From [82], with permission.)
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terahertz range. This high sensitivity to bias can lead to a very high gain. Moreover, there is a strong 
indication that the gain can further be improved by appropriate design of the source and drain resistance 
[86].

The variability of input signal will become a critical issue, as pointed out by Landauer [87], for RTDs. 
Landauer noted that, unlike conventional transistors, the high-transmission conducting state in quantum 
based devices occurs only for particular values of the input signal and depends on the particular device 
structure. Tunneling current depends exponentially on the thickness of the barriers and high-
transmission voltage depends on the thickness of the quantum well. Over time, the use of multi-valued 
logic over binary logic may, in practice, suffer serious signal noise tolerance and discrimination 
problems. Clearly, the high demands placed on manufacturing control are expected to be a challenging 
problem which will continue to confront researchers in quantum tunneling devices and ICs. We 
estimate that cascaded logic circuits with well fabricated RTDs, employing binary logic, will have 
about 20% of the total-voltage-swing signal tolerance, compared to about 50% of the total voltage 
swing in conventional CMOS devices.

To our knowledge, true RTD integrated circuits have, so far, not been tested. To date, RTDs have been 
experimentally demonstrated in the form of 'uncoupled' circuit configurations, i.e. as single-stage 
input/output circuit configurations [10]. Indeed, single-stage analog and digital logic circuits have 
satisfactorily been demonstrated throughout the world, e.g. as frequency multiplier/dividers, as 
exclusive NOR gates, as parity generators, as multi-state memories, and as analog-to-digital converters 
[10]. More recently, two-stage logic coupling has been demonstrated, i.e. two-stage XNOR logic gate 
combinations in the form of a fuller adder circuit [88]. It is critical, for future applications of RTDs to 
computer logic, that coupled and closed-loop arrays of input–output logic stages be successfully 
demonstrated.

20.3.1.2— 
Electron Wavefunction Effect Devices

A second class of quantum-effect nanodevices is that based on the wavelike behavior of the electron. 
Here the electron wavefunction interferes constructively or destructively at an output terminal. The 
interference is modulated through an additional terminal [89]. Quantum interference between electron 
wavefunctions is the basis of the Schrödinger waveguide and the Aharonov–Bohm effect [65]. Three-
terminal devices have been introduced, but with no demonstrated 'drive' and gain capability. The 
present research focuses on the novel controls, which are similar to electromagnetic waveguide devices. 
The 'stub', 'double constriction', and 'bend' are defined by the confining depletion-layer wall controlled 
by the gate voltage on the surface. For interference effect devices, the device size must be less or equal 
to the inelastic coherence length in order to operate. The devices so far reported operate only at very 
low temperatures. Furthermore, to provide gain, these devices must still be able to shut off at a high
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drain voltage (with the source at zero voltage). However, a high drain voltage will accelerate the 
carriers changing their wavelengths. This affects quantum interference in a complicated nonlinear 
manner, seriously limiting the gain.

20.3.1.3— 
Single-electron Effect Devices

In the nanometer regime, effects due to the motion of single electrons can be observed. Consider a 
nanocapacitor that is connected to a voltage supply. The capacitor can be a small-area tunnel junction, a 
small metal island between electrodes, or a small quantum well. The capacitance, C, is proportional to 
the cross-section of the junction or the size of the island and can be of the order of an attofarad (10–18 F) 
for nanometer-scale structures. The 'plate' of the capacitor acts as a reservoir of electrons or Coulomb 
island. The energy required to add an individual carrier of charge Q onto the capacitor is Q2 / C. If this 
energy is comparable to or larger than the thermal energy, kT (k is Boltzmann's constant and T is 
temperature), discontinuities or steps in the current–voltage characteristics of the device (or structure) 
corresponding to the addition (subtraction) of single electrons to (from) the island are observed [90–92]. 
The energy of charging by one electron can become significant for small areas and single-electron 
behavior begins to dominate the carrier flow across the tunnel junction or Coulomb island at 
temperatures below 10 K. Depending on the size of the island, this single-electron effect can be 
classical or quantum mechanical (the energy levels being quantized).

Consider the Coulomb island device shown in figure 20.8(a). This type of device can be implemented 
by patterning the metal gates on a GaAs HEMT device structure or a Si–SiO2 MOSFET device 
structure. In a GaAs HEMT structure the 'gate' electrode can be applied to the heavily doped backside 
GaAs. One can add (remove) an electron from the island via the leads. The gate electrode induces a 
polarization and can continuously modify the charge on the island. The energy of the island is a 
parabolic function of the charge (or number of electrons (N)), as shown in figure 20.8(b). Through the 
polarization, the position of the minimum in the energy relative to charge can be shifted. If the energy 
of the minimum is at an integer number of electronic charges, as shown in figure 20.8(b), it will cost 
energy (e2/2C) to add or remove an electron. Under these conditions no current will flow between the 
leads. This is the Coulomb blockade. Through the application of the gate voltage, one can modify the 
position of the minimum in the energy diagram. If the minimum is between two charge states, N + ½, 
then the states N and N + 1 are degenerate, as shown in figure 20.8(c), and current can flow through the 
island (one electron at a time). This gives rise to periodic peaks in conductance as a function of gate 
bias, as seen in figure 20.9 [93].

If the size of the Coulomb island is further reduced to a quantum dot, then the electronic energy states 
become quantized in addition to the quantization imposed by the integer number of electrons. Groups 
from Massachusetts Institute
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Figure 20.8 
(a) A Coulomb island and corresponding energy levels. The Coulomb 
island has an energy gap in its tunneling density of states. (b) Charging 

energy versus polarization charge, Q, in a Coulomb island. Q0 is the 
charge that minimizes the charging energy by varying the gate voltage. 
Because charge is discrete, only quantized values of the energy will be 

possible for a given Q0. When Q0 = Ne there will be an activation energy 

for current to flow; this is the Coulomb blockade. (c) Q0 = (N + ½)e. 
The states with Q = Ne and Q = (N + 1)e are degenerate, and the 

energy gap of the tunneling density of states vanishes. This results in 
the conductance with periodic sharp peaks as a function of the gate 

voltage, with period e/C. (Reprinted with permission from [91].)
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Figure 20.9 
Conductance variation across a Coulomb island 

as a function of gate voltage. Each peak 
corresponds to the conduction condition as shown 

in figure 20.8(c). One can see that as the 
temperature increases the single-electron effects 

become less pronounced. (After [93], with 
permission.)

of Technology and IBM Thomas J Watson Research Center have observed Coulomb blockade in 
quantum dots [94]. The AT&T Bell Laboratories and the University of New York at Stony Brook have 
also obtained Coulomb blockade behavior using quantum wells [95].

The Coulomb blockade phenomenon, as applied to the concept of a 'single-electron dominated' 
transistor, is expected to have an attractive drive and gain capability. Single-electron transistors are 
anticipated as a result of 'lateral' scaling down of the present resonant tunneling transistors for ultrahigh-
density ICs.

20.3.2— 
Nanotransistor Designs

Through growth techniques, such as MBE, the layers can be grown with 0.2 nm (i.e. monolayer) 
precision and uniformity in the vertical direction. System and quantum effects in such materials, due to 
confinement in the vertical direction, can be readily observed. Thus, most experimental results for 
nanotransistors are based on vertical transport. Although there are many potentially attractive devices 
with nanoscale dimensions in one or two lateral directions, the lateral patterning cannot, at this time, 
achieve the resolution and precision that can be routinely grown in the vertical direction. For this reason 
laterally patterned devices can operate only at low temperatures, ~4 K and below, and with heroic 
effects to obtain the required signal-to-noise ratio. The lateral fabrication still requires extensive 
development, and nanofabrication is an active field, as emphasized in section 20.2.
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The different degree of fabrication control in lateral and vertical directions has resulted in a dichotomy 
of research effort into advanced electron devices. The planar-IC community efforts tend to be lateral 
quantum transport based and utilize the transport of carriers in the lateral direction, whereas a second 
group of researchers utilizes the quantum transport of carriers in the vertical direction, across 
heterojunction interfaces. Indeed, bandgap engineering of materials brought about by the advent of 
MBE and metalorganic chemical vapor deposition (MOCVD) was immediately employed by the 
second group to improve the performance of conventional bipolar and field-effect transistors with 
heterojunction transistors. Almost all of the lateral nanodevices and nanotransistors have been patterned 
by electric field confinement, produced by gates on the surface of high-electron mobility two-
dimensional electron gas (2DEG) materials [2] (these are discussed in section 20.3.2.2).

20.3.2.1— 
Vertical Transport Nanotransistor Designs

Several experimental nanotransistor devices are based on resonant tunneling, multi-barrier structures. 
Inherent in resonant tunneling electronic devices are the multivalued 'on' characteristics and negative 
transconductance as in the RTD case. In a transistor one must control the current by directly inserting a 
biasing charge into the current carrying region or by applying an external electric field that induces the 
current control. One obvious approach to control the emitter–collector resonant tunneling current is to 
connect the base directly to the quantum well as shown in figure 20.10. Here, the base bias alters the 
potential of the quantum well (and the resonant condition). However, in this configuration, the base 
electrode introduces carriers into the quantum well. If these carriers occupy the same quantized energy 
level in the quantum well as the tunneling electrons, between the emitter and collector, then the base–
collector leakage current can become significant. This will short out the base and make transistor 
control impossible.

One way to keep the charge carriers introduced by the base separate from the ungated emitter to 
collector current is to assign one energy level (e.g. ground level) in the quantum well for the base 
signal. The next excited energy level is the current carrying channel between the emitter and collector. 
It is also desirable to 'hide' the ground level from both the emitter and collector Fermi level, to 
completely eliminate leakage current. These requirements are accomplished by choice of semiconductor 
material layers so that the quantum well has a narrower bandgap than the emitter and collector, as 
shown in figure 20.11. It should be emphasized that this design results in a unipolar transistor, i.e. 
current is carried only by one carrier, the electrons.

For high speed, one might wish to use bipolar devices. A bipolar, two-current carrier, resonant 
tunneling heterojunction transistor could be implemented by simply p-doping the quantum-well layer in 
the previous device, as shown in figure 20.12. Here too a narrow-gap quantum well is used to
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Figure 20.10 
Unworkable unipolar resonant tunneling transistor (RTT) design. 

Section AA' shows tunneling behavior, however BB' shows a 
parasitic base current making transistor action impossible. 

(After [77], with permission.)

Figure 20.11 
RTT design which eliminates the parasitic base current. The emitter–collector 

current channel is through the excited quantum-well state. Control charge 
carriers are introduced into the ground-state energy level by the base contact 

and prevented from flowing to the collector by the medium-bandgap 
collector region. (After [77], with permission.)
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effectively 'hide' the hole energy level in the quantum well to prevent parasitic emitter–base hole 
currents. This design, a bipolar quantum resonant tunneling transistor (BiQuart), has been implemented 
at Texas instruments [8, 9].

Figure 20.12 
RTT design which eliminates p–n junction catastrophic parasitic current. 

A narrow-bandgap quantum well sandwiched between wide-bandgap 
barriers and medium-bandgap emitter and collector regions allows for a 

reduced forward bias which does not create catastrophic parasitic 
current across the p–n contact junction. (After [77], with permission.)

A Stark-effect transistor (SET) [85] can be made by interchanging the base and collector in the 
transistor in figure 20.11. In this new scheme, shown in figure 20.13(a), the base bias is introduced on 
the other side of the double barrier, creating an electric field, which controls the position of the energy 
levels in the well relative to the energy of the electrons in the emitter. The output current is extracted 
from the quantum well, i.e. the collector region. In this design, the two barriers are in general highly 
asymmetrical, with the second barrier many times larger than the first barrier, to eliminate tunneling 
leakage current from the 'base'. This design has a negligible base current and large current-transfer ratio. 
However, since the biasing charge is not directly introduced into the current channel but through the 
capacitive control of the 'base' electrode, this design also operates as a field-effect nanotransistor. The 
SET was proposed by Bonnefoi et al [85] and experimentally demonstrated at AT&T Laboratories [96]. 
Shown in figure 20.13(b) [96] are I–V measurements of such a device with different
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Figure 20.13 
(a) SET design. The transistor is controlled by the polarization induced 

by the base electrode. (From [85], reprinted with permission.) 
(b) Measurement of emitter current versus emitter–collector voltage, 

at 7 K, with different gate biases. (From [96], reprinted with permission.)
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gate voltages. The transistor switching action is controlled by the alignment of the energy level in the 
quantum well with the Fermi level in the emitter. One can see the emitter current increase as the 
emitter–collector voltage is increased until a resonant tunneling condition is reached. This is followed 
by a drop in the emitter current when the resonant tunneling condition is passed. The positions of the 
quantum well levels relative to the emitter Fermi level (and the resonant tunneling condition) are 
modulated by the gate voltage. For improved transistor design, one can add a potential step in the 
quantum well using a narrow-bandgap thin layer similar to the Texas Instruments approach. This will 
further decrease the base–collector leakage current, eliminate intervalley scattering, and enhance the 
current drive.

A vigorous effort aimed at developing multi-stage resonant tunneling transistors (RTTs) [97], in 
discrete mesa-device design configurations, has been undertaken at AT&T Bell Laboratories [98]. 
These are modifications of the transistor in figure 20.11, where multiple wells (and barriers) are placed 
in the base region [99] or multiple barriers are placed in the emitter region [100]. Each device has a 
multivalued transfer characteristic, having as many peaks as the number of additional layers. These 
devices have been demonstrated for potential multivalued logic applications [10].

The RTTs so far mentioned have been modifications of bipolar transistor approaches. A different 
approach based upon the modification of field-effect heterojunction transistors (e.g. the HEMT 
structure) has also been proposed at AT&T Laboratories [101]. The device is shown in figure 20.14. 
Here the device area is produced by a V-groove etching of the grown layered material. A thin AlGaAs 
layer is epitaxially grown on the etched groove. A gate metal is deposited on top of the barrier layer, 
and the structure is a HEMT structure. This fabrication technique and structure was also proposed 
earlier by Sakaki [102]. n+ GaAs layers are on the top and bottom of the heterostructure stack forming 
the source and drain. A two-dimensional (2D) electron gas forms along the V-groove at the junction of 
the GaAs layers and the overgrown AlGaAs layer. The quantum well (thinnest GaAs layer) in the center 
imposes additional dimensional confinement in the original growth direction and the resulting electrons 
in the well occupy quantum-confined states of a one-dimensional (1D) wire. A positive gate voltage Vg 
induces electrons from the n-doped source and drain regions to occupy the delta-function width 
quantum wells formed by the GaAs/AlGaAs junctions along the V-groove. The novel feature of the 
proposed design is that tunneling transport occurs across a quantum 'wire' not across a planar layer as in 
previous nanotransistors [103]. The transport process is a tunneling between the 2D electron density of 
states and the 1D density of states in the quantum wire. Such a structure exhibits interesting 
characteristics. Because of large zeropoint energy and transverse energy-level spacing in the 'quantum 
wire', there is a range of low Vg in which electrons are not induced in the wire. Applications of drain 
voltage Vd bring about a resonant tunneling current parallel to the AlGaAs (under the gate) interface. 
The number of tunneling electrons grows
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Figure 20.14 
Unipolar surface quantum wire RTT and energy-band diagram along 

the gated 'surface' conduction channel. The thickness of the two 
undoped GaAs layers outside of the double-barrier region is 

sufficiently large to prevent parasitic resonant tunneling 
current in the bulk. (After [101], with permission.)

with Vd until there are no more electrons in the source with energy matching the quantized energy level 
in the wire. This situation gives rise to negative differential resistance, where the current decreases 
dramatically with increased voltage. The device can also be controlled by Vg rather than Vd. This implies 
the very interesting possibility of achieving negative transconductance with a unipolar transistor. Such a 
transistor could perform the function of, and hence replace, a p-channel transistor in silicon CMOS 
logic. This low-power inverter would find important applications in GaAs ICs. However, the success of 
the device depends on the development of reliable fabrication methods involving etching and regrowth 
[104, 105], as discussed in section 20.2.

20.3.2.2— 
Lateral Transport Nanotransistor Designs.

The last transistor design discussed above may be considered to be based on the combination of lateral 
transport and vertical transport: vertical transport, since current flows across heterojunction layers, and 
lateral transport, since current flows along the surface of the V-groove etching. Whereas most vertical 
transport based nanotransistor designs are essentially modifications
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of conventional heterojunction bipolar transistors, all lateral transport based nanotransistors designs, so 
far, are modifications of unipolar field-effect heterojunction transistors, HEMTs [106, 107]. The HEMT 
structures consist of a buried (50–100 nm below the surface) heterojunction between a higher-band-gap 
material (such as AlGaAs) and a lower-band-gap material (such as GaAs or InGaAs). The energy of the 
conduction bandedge as a function of depth exhibits a sharp, delta-function-type dip at the 
heterojunction. The higher-bandgap material (on top) is n-doped with the donors spatially placed 20–50 
nm from the heterojunction. The electrons from the donors migrate to the sharp quantum well at the 
heterojunction and form a 2D electron gas (2DEG). Because the electrons are confined to the quantum 
well, they do not scatter with the ionized donors. Hence HEMT structures exhibit very high electron 
mobility. A FET is made by electrically contacting the 2DEG with the source and drain pads (usually 
by alloying contact pads to the material) and placing a gate(s) on the AlGaAs between the source and 
drain pads. Lateral transport based nanotransistor designs make use of patterned multi-gates rather than 
the single gate found in a MODFET-type structure [108]. This is achieved in a manner similar to the 
one proposed earlier for MOSFET structures [7]. Each gate creates an electric field, which induces a 
potential barrier in the 2DEG below which the carriers in the plane of the well are confined. The longer 
coherence length and mean free paths in the 2DEG transport channel in HEMT structures enable current 
lithographic techniques to fabricate lateral transport based nanotransistors. Lateral transport based 
designs offer a latitude of design parameters defined by the shape and geometrical pattern of the gates. 
This feature allows one to design nanotransistors whose function depends on the localization of charge 
carriers in more than one dimension, such as the use of 'quantum wires' and 'quantum dots' [109]. Here 
carrier scattering is further reduced due to multi-dimensional size quantization, thus enhancing the 
coherence length and low-field mobility.

Based on the modifications of the Schottky barrier gate structure of conventional heterojunction 
HEMTs (or MODFETs), a number of lateral transport based nanotransistors have been demonstrated 
[106, 107]. The various structural modifications are: (a) a dual gate or a split gate geometry, resulting in 
the so-called planar resonant tunneling field effect; (b) triple-gate geometry with an independently 
controlled middle gate (this has added features over (a) in that the quantum well depth and barrier 
heights are controlled independently); (c) 'grating gate' geometry, which leads to an induced array of 
quantum wires under the gate area, where lateral transport is across the wires and Bragg interference in 
this direction determines the overall transistor characteristics; and (d) 'grid gate' geometry, which lead 
to an induced array of quantum dots under the gate area; 2D Bragg interference (e.g. more bunching of 
states) determines the transistor characteristics.

At fixed drain bias, Vds, as the gate bias, Vgs, is increased in quantum arrays, there are two correlated 
effects: (a) the quantum-well depth (non-
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PART 9— 
ASSESSMENT OF TECHNOLOGICAL IMPACT.
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Chapter 21— 
Note from the Editors

A S Edelstein and R C Cammarata

We thought it would be appropriate to close by presenting assessments of the present and likely future 
technological impact of nanomaterials and nanotechnology. The contributors of this part were chosen so 
that nearly all areas would be covered by people who had familiarity with those areas. In some fields, 
such as using nanomaterials as catalysts, there is no doubt that nanomaterials are already very 
important, whereas other areas are in a much earlier stage of development. Nevertheless, some 
discoveries have been put to use very quickly. It is impressive that even though giant magnetoresistance 
was only discovered in multilayer films in 1988, IBM has already made prototype read heads which use 
this phenomenon [1].

Reference

[1] Baibich M N, Broto J M, Fert A, Nguyen van Dau F, Petroff F, Etienne P, Creuzet G, Friederich A 
and Chazeles J 1988 Phys. Rev. Lett. 61 2472

Página 1 de 1Document

11/04/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_543.html



   

Page 545

Chapter 22— 
General Overview

W M Tolles and B B Rath

The ability to fabricate nanostructures and to exploit their special properties is gaining widespread 
attention as a challenging frontier. Characterization and theory related to macroscopic and 
atomic/molecular behavior have received major emphasis for decades. The behavior of mesostructures 
(intermediate between macroscopic and molecular dimensions) exhibiting properties not readily 
explained by either macroscopic or atomic/molecular models has proved to be a recent research 
endeavor. Nobel Prize winning discoveries such as the scanning tunneling microscope [1] and the 
quantum Hall effect [2] provide new methods for examining mesostructures. The unexpected but 
readily understood quantization of conductance of mesostructures (the Landauer relationship [3]) 
represents another significant step in recognizing the unique properties of these materials. Mechanical 
parameters are dominated by the properties of the surfaces and interfaces when a significant fraction of 
a sample is represented by the interfacial region of nanostructures. New tools are being developed to 
observe and understand the behavior of mesoscopic structures, individually or in bulk. It is attractive to 
consider innovative material properties and the consequent exploitation for technological gain.

22.1— 
Mechanical Properties

The mechanical behavior of nanostructures are dominated by the nature of the interfaces in these 
structures. Properties such as strength, toughness, and crack initiation and propagation exhibit 
significantly different and often enhanced values compared to those for bulk solids [4]. Some attempts 
to use the improved behavior of nanomaterials have run up against prohibitive cost or technological 
barriers that impede the ability to make these materials in large quantities. Research to overcome the 
barriers offers an opportunity for innovation.

Materials designed and fabricated for their mechanical behavior are usually required in bulk quantities. 
Laboratory techniques used to demonstrate the
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behavior of milligram or gram samples are of some value to show the feasibility of these new materials. 
However, to be incorporated into technology, larger quantities of material must be produced at 
competitive cost. This points to a requirement to develop cost-effective methods of producing these 
materials in bulk. The physical and chemical methods for such preparation are mentioned below.

22.1.1— 
Physical Methods.

By controlling the thermomechanical processing history of a sample, the grain size may be modified to 
a surprising degree, with the expected consequences in the material properties. A notable example is 
CoWC [5] which demonstrates a readily obtained composite of nanostructures; this material exhibits a 
hardness making it attractive for machine cutting tools. Rapid solidification with controlled processing 
conditions and chemical composition produces grain structures over a wide range from being similar to 
glasses to submicron-size crystallites. Control of the annealing process to produce nanostructures is 
problematic. Rapid cooling rates may not always result in nanostructures, whereas slow cooling rates 
always produce relatively large grain sizes. Further, it appears as if nature conspires against an easy 
solution. When nanometer-sized grains have been obtained in metallic materials, grain growth, 
precipitation, phase transformations, and Ostwald ripening processes transform a desired nanomaterial 
into one with larger grain sizes. This occurs because of the thermodynamic properties that naturally 
increase the dimensions. Materials and processes must be carefully chosen. Nature has provided proof 
of this principle with attractive examples such as those listed by Dickson in chapter 18.

Rapid condensation of metallic vapor produces fine-grained structures. This attractive process is very 
flexible, and quite suitable for preparing small quantities of material in order to demonstrate desired 
properties in the laboratory. Research involving this approach to produce nanostructured materials must 
also recognize the above-mentioned coarsening processes. Thus there is a need to choose the materials 
and process variables carefully [6–8].

22.1.2— 
Chemical Methods

Material transformation through reactions using chemical precursors can readily produce nanostructures 
in bulk quantities. Thermodynamic drivers for the production of certain chemicals are reasonably well 
understood, although the kinetic principles leading to a desired morphological structure from chemical 
reactions are less understood. This represents an interesting area for research. The attraction is the 
possibility that control of morphology may lead to highly desired properties.

The sol–gel process has successfully demonstrated the ability to make nanostructures [9]. In this 
process, glassy structures form in which nanometer-
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sized voids may contain other materials. Subsequent chemical and physical treatment of these sol–gels 
can lead to bulk quantities of material containing the gel, with or without inclusions, having the desired 
grain sizes.

Another approach is referred to as 'self-assembly'. This refers to the thermodynamic and kinetic 
processes that lead to a product with an ordered structure. The sol–gel process is but one of a wide 
variety of self-assembly processes. Another process of interest due to its unique approach is the use of 
vesicles (self-assembled lipid layers in spherical geometry) to cover nanostructures, hence preventing 
coagulation and ripening processes until the later stages of processing [10]. Understanding the complex 
interplay between thermodynamics and kinetics in order to take advantage of nature's processes is a 
challenge.

22.1.3— 
Composites

The admixture of nanostructures with a matrix material (organic, metallic, or ceramic) leads to a vast 
variety of composite materials having superior properties. The recent discovery of carbon tubules 
having nanometer dimensions [11] indicates the vitality and continued opportunity for unexpected 
discovery of new nanometer-sized materials. These nanotubes of carbon appear to have surprising 
mechanical and electronic properties. They may offer yet another improvement in material properties if 
researchers can successfully demonstrate cost-effective methods of synthesis and fabrication.

22.1.4— 
Material Characterization

The conventional tools for characterizing materials include diffraction and microscopic examination. 
Instrumental developments along with automation have produced very powerful tools to better 
understand nanostructures. The newly developed and still advancing tools associated with proximal 
probes (scanning tunneling microscopy, atomic force microscopy, etc) are adding considerable 
opportunity to understanding the processes and properties of nanostructures. Surface techniques 
involving scattering along with the enhanced resolution available with these techniques offer yet 
additional instrumentation with which to understand nanostructures.

22.1.5— 
Properties and Applications

Dominant mechanisms which control material strength are the elastic–plastic characteristics and failure. 
Ultimate failure results from crack nucleation and migration that frequently takes place along interfaces. 
By introducing barriers or inhibitors to delay or reduce the crack migration process, increased strength 
may be introduced into materials. It has been well established [4] that materials with smaller grain sizes 
(down to about 100 Å) are stronger. Composites that
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introduce barriers to slip and crack migration within a matrix operate on this principle. Nanostructured 
composites offer an increased density of inhibitors to slip crack migration, leading to enhanced 
mechanical properties. A large percentage of material is in the interfacial layer when the surface layer 
thickness is comparable to the dimensions of the particle. This interfacial layer has different properties 
than the bulk material within a grain. Thus, the inherent mechanical properties of nanostructured 
materials are different from those of the usually measured bulk properties. A number of research efforts 
have examined the properties of nanocrystalline materials and found them to be quite different [12] 
(factors of two are frequent, and some parameters change by as much as a factor of ten). Utilizing the 
properties of nanostructures for desired goals remains the challenge.

Another effect of interfaces in crystalline solids is their role in high-temperature creep. Since one of the 
predominant mechanisms of creep involves atomic transport along the grain boundaries, a material that 
is largely made up of grain boundaries will exhibit greater creep rates. The higher creep rates lead to 
superplasticity. This may or may not be desirable depending on the materials and the application. In the 
case of ceramics, superplasticity is desirable to enhance the formability of the material. However, 
metallic materials are often ductile even with large grain size and may have unacceptable levels of 
creep when made in nanocrystalline form, particularly if they are subjected to temperature excursions.

Additional properties that are inherent in nanostructures are the reduced variation in surface roughness 
and crystallographic texture. Whatever the material, particularly when grown from the vapor phase, a 
surface is uniform only to the dimensions of the grains or subunits from which it is composed. Materials 
with smaller crystallites can lead to improved machinability and surface finish, which for hard to 
machine materials provides a significant fabrication advantage [13]. This feature of the nanocrystalline 
aggregates is particularly important for diamond films. The recent discovery of new processes to 
prepare diamond without the usual application of high temperature/pressure has offered many new 
opportunities [14]. Nanostructures of diamond crystals adhering to each other and to a surface have 
become recognized as an important adjunct to modifying the properties of surfaces. Nanocrystalline 
diamond films can be used for many industrial applications without major polishing requirements. 
Research is under way to formulate advanced composites with diamond as a second-phase particulate.

22.2— 
Electronic, Magnetic, and Optical Properties.

22.2.1— 
Semiconductors

The properties of structured semiconductors are one of the most intensely pursued high-technology 
areas today. There is no question of the importance
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attributed to these materials. Advances have enhanced the performance of semiconductor devices 
considerably, with improvements continuing through the exploitation of new properties engineered 
through material developments.

Beyond the silicon revolution are more specialized revolutions involving the two-dimensional 
structures formed from processes such as molecular beam epitaxy (MBE) and organo-metallic vapor 
phase epitaxy (OMVPE). Atomically smooth layers of only a few atomic dimensions are produced. 
Bandgap engineering through the fabrication of suitable materials and layer thicknesses represents a 
highly flexible approach to materials by design [15]. The term 'two-dimensional electron gas' has 
become commonplace as the carriers appear to have high mobility in the planes. Constraining the length 
in the second and third dimensions has resulted in many new properties beyond those obtained by 
simply scaling existing properties to smaller dimensions.

The production of micron or nanometer sizes in the second and third dimensions has usually taken place 
through the use of lithographic processes. Extending the lithographic process to dimensions smaller 
than the wavelength of the irradiating source has always been a major challenge. Phase contrast 
techniques applied to optical lithography [16] have provided surprising life to the continual trend of 
extending optical lithography to sub-micron dimensions. Anticipating an ultimate limit to optical 
techniques, shorter wavelengths such as those of x-rays are being exploited in anticipation of the 
requirements for smaller structures. Additionally, electron-beam projection techniques may give high-
resolution exposure to resists with diffraction limits orders of magnitude below those associated with 
optical imaging.

Irradiation by electromagnetic or particle radiation is the current method for parallel production of 
microscopic structures. Parallel production is important (i.e. the production of many structures 
simultaneously) in order to obtain large numbers (billions) of transistors in a reasonable time period. 
Serial methods of producing structures through electron-beam exposure and lithographic development 
techniques are capable of making structures of 100 Å. However, currently these are only marginally 
reproducible at best and can be produced only serially, thus taking prohibitive amounts of time for mass 
production. Parallel techniques are quite likely to be the only way to fabricate large numbers of 
nanostructures for commercial applications.

A micro-/nanometer mask, produced by serial or parallel lithographic techniques, may serve as a pattern 
to produce images and subsequent nanostructures with the same basic pattern [17]. Less recognized for 
pattern production are processes able to use masks fabricated from other than lithographic processes. 
For example, it is found that by drawing concentric glass tubing over multiple cycles, and by carefully 
arranging the glass bundles in each draw, surprisingly regular arrays of holes in glass wafers can be 
fabricated. The dimensions of the holes in these wafers have been made as small as 30 nm, with a 
further reduction of these dimensions likely. Such laboratory materials can serve either as a template or 
mask in the subsequent production of quantum dots or
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quantum wires. Multiple exposure to different materials suggests nanostructures may be possible with 
these techniques that involve several different materials. The search continues for alternatives with 
innovative masking and lithographic techniques such as these.

Nature has provided a surprising number of nanostructures through thermodynamic and kinetic 
pathways. This may be referred to as 'self-assembly'. For example, a two-dimensional layer of a 
monomolecular film readily forms at the surface of a liquid for appropriate chemicals such as 
surfactants. Capturing this on a solid plate to produce Langmuir–Blodgett films is a familiar and 
popular technique. These films even demonstrate some degree of crystallinity and produce an ordered 
array of molecular dimensions. Chemisorption of molecules at a surface likewise is shown to produce 
an epitaxial molecular film with very few (perhaps one per cm2) imperfections. Lithographically 
produced patterns along with subsequent development and processing offer great flexibility for 
producing sub-micron patterns of considerable complexity. Biological molecules having nanometer or 
even tens of nanometer dimensions also organize regularly. Transduction of information among such 
regular arrays represents the basic rudiments of communication. Harnessing these self-assembly 
methods for practical use represents a challenge that should be approached with the full recognition of 
the scientific opportunities and a careful definition of a pathway which may lead to scientific 
understanding or technological development.

22.2.2— 
Characterization

Characterization of the electronic and optical properties of nanostructures involves a great variety of 
instruments and techniques. Surface analysis represents a useful set of procedures, since a sizeable 
fraction of the atoms lies on or within a few monolayers of the surface. Spectroscopic methods such as 
x-ray photoelectron spectroscopy (XPS) and Auger microscopy provide valuable information about the 
chemical environment for selected species. Scattering techniques such as secondary ion mass 
spectroscopy (SIMS), and low-energy electron diffraction spectroscopy (LEEDS) provide near-surface 
chemical and structural information.

Of considerable importance to the field has been the development of proximal probes. The scanning 
tunneling microscope and the associated abilities to modify surface structures at the atomic level have 
proved to be remarkable tools for gathering information as well as for modifying the surface, through 
lithographic or other approaches. Structural damage has been shown to take place through 
displacements of atoms one or two atomic layers beneath the surface by electrons having only a few eV 
energy. The possibilities for examining and modifying materials seem to have expanded greatly with 
these tools. These procedures seem to be effective as a serial tool at present; the possibility that they 
may be applied in parallel seems attractive if the technological challenges involving control of multiple 
tunneling tips can be resolved satisfactorily.
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22.2.3— 
Properties and Applications

The electronic and optical properties of mesostructures do not resemble those extrapolated from larger 
dimensions. Tunneling and confinement effects change material properties considerably. Potential 
barriers along the transport direction or as boundary conditions introduce major perturbations to the 
solution of wave equations which change the properties of structures having dimensions of 10 nm or 
less.

Resonant tunneling transistors (RTTs) are high-speed devices with a useful negative transconductance 
[18], and are likely to become important new devices in the market place. These devices are fabricated 
by using the close tolerances of atomically smooth layers from MBE and are referred to as vertical 
structures (the transport is perpendicular to the plane of the surface). The negative transconductance 
exhibited with RTTs can be demonstrated with many alternative geometries, including those with 
fingers serving as a transistor gate, which produces an alternating potential energy field to the migrating 
charge carriers.

Confinement effects modify the energy levels much as the quantized energy levels for a particle in a 
box. The bandgap is typically increased with smaller structures, causing a blue-shift for resonances 
which are characteristic of most materials [19]. Confinement effects may serve to tune bandgaps for 
utility in semiconductor fabrication. This introduces interesting optical effects, including large nonlinear 
susceptibility coefficients as well as new lasing media with high gain. The dimensions of nanostructures 
are such that light is scattered minimally, hence optical transmission through composites is high, and 
they appear as transparent (or colored) materials.

Another phenomenon appears which is due to the discrete nature of the single elementary charge of an 
electron. As charge carriers migrate along nanostructures, they charge capacitors which are small, so 
small, in fact, that the presence of a single electron has a substantial influence on the voltage across the 
capacitance. This, in turn, influences the transport of additional charge carriers to that location in space, 
hence strong correlation effects are observed at low temperatures with these small structures [20]. There 
have been some reports of possible effects at room temperature [21], when charge migration across a 
small dielectric (such as a molecule between a tunneling tip and a surface) is observed.

Magnetic properties of nanostructures likewise provide a fertile ground for new discoveries. Thin layers 
of magnetic materials such as iron, in conjunction with chalcogenides in intervening layers, show 
evidence of high anisotropies and internal fields perpendicular to the plane instead of the parallel 
internal fields that usually occur. These materials show a large change in their resistance as the 
magnetic field is changed (magnetoresistive effect) [22], and appear to be promising for read heads. 
They also exhibit important properties needed for nonvolatile memory devices.

The ability to fabricate microstructures using lithographic techniques has
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been extended to the fabrication of machines consisting of moving structures, gears, levers, etc, 
characteristic of larger devices [23,24]. A 10 µm gear, however, takes considerable expertise to 
fabricate and control. The community of micromechanical electromechanical machines (MEMS) is 
demonstrating a great deal of ingenuity for fabricating mechanical devices and sensors (on a chip) using 
lithographic techniques. This innovative field has demonstrated cost-effective alternatives for a number 
of sensors, and is likely to find introduction into the world of technology in many ways.

Catalysts have been used in the production of industrially important materials for decades. Of course, 
heterogeneous catalysis is highly dependent on two-phase reactions, and is enhanced by increasing the 
surface area exposed to a chemical reaction. As nanostructures together with the ability to make 
catalytically active surfaces and the mechanisms involving catalytic action are understood in greater 
detail, enhanced processing capabilities for the production of important and less costly materials should 
be discovered.

22.3— 
Conclusion

In summary, the advancing frontier of nanoscience and nanotechnology appears to offer exciting 
scientific and technological challenges. It is a world which brings together the macroscopic, yet 
increasingly smaller world of electronics and material behavior and the increasingly sophisticated world 
involving clusters and the behavior of large molecules. The interplay of new ideas in this frontier will 
be attractive for some time to come.
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Chapter 23— 
Impact on Chemistry and Related Technology**

James S Murday

23.1— 
Introduction

The chemical industry is one of a few components in the US industrial base which is sustaining a 
positive balance of trade [1]; innovative technology which sustains this strength is important. In a very 
real sense, chemistry has always been a materials science performed at the sub-nanometer scale; 
synthetic chemistry manipulates atoms and molecules which are that size. Chemistry has slowly been 
building the capability to handle the larger, more complex macromolecular structures and has recently 
utilized the term supramolecular chemistry to address structure in extended assemblies [2]. As Rolison 
points out in chapter 12, chemists have also been quick to utilize the unique properties of nanometer-
scale materials, especially in catalysis where about 90% of all processes in the chemistry and 
petrochemical industry employ dispersed heterogeneous catalysts [3]. In contrast to chemistry, the 
physics and materials science communities have been developing the capability to understand and 
manipulate chunks of solid material in ever smaller pieces. In the last decade these three disciplines 
have all arrived at the nanometer scale in their level of sophistication—chemistry from below, 
physics/materials science from above. Not coincidentally, biology has also discovered its 
molecular/macromolecular/supramolecular basis.

The development of scanning tunneling microscopy in 1981 stimulated rapid progress in the analytical 
capability for measuring and manipulating nanometer-sized structures. The ensuing revolution in 
analytical capability may be discerned from the historical perspective in figure 23.1. Four classes of 
proximal probes have been established—tunneling, field emission, near field,

** © US Federal Government.

Página 1 de 1Document

11/04/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_555.html



   

Page 556

Figure 23.1 
Historical perspective of resolution in microscopy.

and force—which derive their capabilities to measure localized properties at nanometer dimensions 
from the proximity between probe and surface [4–13]. All four classes have progressed in the last two 
decades into size scales previously the sole domain of electron microscopy. A multiplicity of 
microscopies is crucial to rapid progress in materials science and chemistry because each microscopy is 
limited in the properties it can measure—the proverbial story of blind men seeking to describe an 
elephant with each sensing only a limited part of the animal. The proximal probes are not limited to 
imaging; they can also directly measure chemical and physical properties at nanometer dimensions.

Further, the proximal probes enable new fabrication/manipulation techniques. These techniques can 
literally construct material structures atom by atom [14–16], write nanometer-dimensioned lithographic 
patterns [17–19], build clusters [16], and even interact with living cells [20–22].

The next section will briefly touch some areas of chemistry where the impact of nanometer-scale 
structures and proximal probes might be expected to have consequences for chemistry technology. 
References are provided for those who wish to pursue an area in more detail.
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23.2— 
Impact on Chemistry and Related Technology

23.2.1— 
Analytical Chemistry: Chemical Sensors

The rapid improvements in computer capability in the last 50 years, especially in the last two decades, 
have provided significant enhancements in our ability to process and store data. Further dramatic 
progress is presently limited by software/display capability at the back end and by data acquisition rates 
(sensors) at the front end. Military and automotive needs have spearheaded the development of sensors 
for the detection of many phenomena—electromagnetic radiation, temperature, pressure as examples. 
Proximal probe techniques are being adapted to provide microfabricated variants of those sensors [23]. 
Environmental and medical concerns are compelling equivalent development of chemical/biological 
sensors [24]. There are hundreds of thousands of chemical species and, while any given environment 
will contain a substantially reduced subset, the demands on selectivity are clearly significant. The 
requirements on chemical sensors also have the usual demands for small size, low power, fast response, 
high sensitivity, and low cost. These latter requirements are the same ones as have driven electronic 
devices into nanometer dimensions.

Nanometer-scale materials will play at least two roles in the development of microfabricated chemical 
sensors. First, biology provides important lessons in the use of nanometer-sized structures to impart 
selectivity through the use of selective binding and topological conformation. These recognition 
phenomena must be better understood and applied to selective sensing; some initial research along this 
line is proving successful [25,26]. In a demonstration of selectivity, coupled with the ultimate in 
sensitivity, Lee et al [27] have modified a force microscope and show evidence for the detection of a 
single streptavidin/biotin binding event and of complementary single-stranded DNA chains pairing.

The requirements for rapid response in a chemical sensor compel the second role for small structures. 
The acquisition of molecules from a fluid ambient requires transport in the fluid media. The transport 
distance must be kept to a minimum, especially in any condensed phases which are incorporated in the 
sensor. Small dimensions will be important for fast response times.

23.2.2— 
Lithography.

The electronics industry has been reducing the size of electronic devices at approximately a factor of 
two every two years [24,28]. By the year 2000, the device sizes will be approximately 0.1 micron and 
the spatial definition of their interfaces 1–10 nm. There are two very significant problems at these 
dimensions. The first is ignorance of the physical properties inherent to the nanometer-sized material 
structures. Many, if not most, of the phenomena we utilize in electronics structures have critical scale 
lengths in the nanometer domain [28–34]. The coincidence of structural size with: the electron 
wavelength indicates
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that quantum phenomena will become paramount; and the electron inelastic mean free path indicates 
that coherent effects will lead to quantum effects in transport. The small structures will mean that 
neither one electron nor large population statistics will be adequate to describe the relevant states. Other 
phenomena utilized in electronics, such as superconductivity [35], magnetism [36], and optics [37], will 
also have different properties. The second problem, the fabrication of the individual device and 
integrated circuit structures, will require substantial innovations in materials processing [24, 34, 38, 39]. 
The control of nucleation/growth (material addition) and etching (material removal) must be performed 
with near-atomic-scale precision. In order to do this, the chemical behavior of and around small 
structures must be accurately known.

The patterning of small structures by the lithographic process is accomplished by materials being 
exposed to a scanned focused beam or to a masked spread beam. As the patterned structure has grown 
smaller, higher-energy beam sources [19, 38, 39] have been necessary to maintain dimensional 
definition. Resist materials and materials processing have been developed to meet the need. Below 0.1 
micron, present technologies have serious resolution problems and the high beam energy frequently 
also causes unwanted ancillary damage. Proximal probes can provide scanned, low-energy beams 
which have the required spatial resolution [16–19]. However, new chemistries will be required for 
pattern imprint and development; there are several recently published new chemical approaches to 
lithography utilizing low-energy electrons [19, 40–43].

23.2.3— 
Chemical Vapor/Electrochemical Deposition of Films/Coatings: Nucleation/Growth

Electronic, magnetic, and electro-optic devices have large commercial markets and are strongly 
dependent on quality nucleation and growth processes [44]. In addition, many coatings such as metal 
coated plastics depend on inexpensive, yet reliable, deposition technology. In many of these 
applications chemical vapor or electrochemical deposition are the preferred modes. Nucleation and 
growth of solid phase materials from a fluid depend on localized atomic and electronic structure. The 
proximal probes are particularly powerful in this application because they probe the local surface 
properties which are exactly the properties governing the nucleation/growth phenomena. Previous 
surface science tools lacked two important qualities—the ability to probe the nanometer scale and the 
ability to work in situ (at the solid/fluid interface). There is a large and rapidly growing literature on 
nanometer-scale studies of nucleation/growth phenomena, especially for electronics materials [45, 46].
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23.2.4— 
Maintainability and Reliability: 
Corrosion/Adhesion/Tribology

Corrosion, adhesive failure, friction, and wear are phenomena which have plagued human technology 
for millennia; estimates of their dollar cost to the US economy alone range into the tens of billions. 
There is a picture amongst the Egyptian hieroglyphs which shows attempts to reduce friction over three 
thousand years ago. Why are we still losing billions of dollars yearly to these scourges in spite of large 
amounts of scientific research? The demands of ever higher performance and system complexity are 
part of the answer. It is also true that we lack fundamental understanding of the nanometer-scale 
phenomena which dominate their chemical/physical processes.

The force of adhesion has several components [47, 48]—chemical bonding due to the sharing of 
electrons; physical bonding due to long-range forces associated with non-homogeneous distribution of 
charges; and mechanical bonding due to interlocking solid structures. Adhesion has long been promoted 
by surface treatments that are nanometer scale in dimension—generally a surface treatment to enhance 
chemical or surface forces. Surface preparations, adding 'tooth' to the surface or grading the mechanical 
properties, play major roles as well. It is likely that three-dimensional nanometer-scale materials will 
enhance adhesion, either by providing tailored valence electron states which promote chemical bonding 
between otherwise dissimilar materials, or by modifying the failure mechanisms through graded 
interface properties in the adhesion zone. Research to understand and tailor mechanical behavior on the 
nanometer scale is an active topic [48–54].

Tribology—the science of friction, wear, and lubrication—also depends critically on the mechanical 
behavior of structures in the nanometer scale [55–57]. It was recognized long ago that asperity contact 
dominated the phenomena in tribology. Asperities come in all scales, but contact will induce 
plastic/fracture deformations that result in reduced roughness. The mechanical properties of the 
asperities are clearly important. For more highly polished surfaces, either by virtue of fabrication or run 
in, potentially novel mechanical characteristics of nanometer-scale materials hold the promise for 
enhanced performance, especially for conditions of boundary lubrication. A new look at boundary 
lubricant fundamentals with a nanometer-scale perspective is under way [58–60].

Corrosion depends on the surface chemical reactivity and can be strongly dependent on localized 
perturbations in electronic states and/or structure [61, 62]. While it is not certain that nanometer-scale 
materials will dramatically reduce corrosion, it is conceivable they will be able to tailor the surface 
electronic states into a more passive configuration.

23.2.5— 
Macromolecules/Biochemistry

Biotechnology has been identified by the US President's Office of Science and Technology Policy and 
by the Federal Coordinating Council for Science,
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Engineering and Technology as a key to future US commercial competitiveness. The marriage of 
chemistry, physics, materials, and biology, coupled with nanostructural capability, is a key to rapid 
progress in biotechnology [63, 64].

The chain folding and the dynamical processes of macromolecules/supramolecules, and the recognition 
processes in biological systems (e.g. antibody/antigen recognition, enzymatic action, etc) depend on 
molecular structures with nanometer length scales. A recent review of the folding problem for proteins 
points out that this is one of the fundamental problems in biophysical science [65]. The advent of the 
proximal probes provides analytical capability which enable the definition of external structures and 
their properties [66, 67]. Those studies may be done in a fluid ambient, an extremely important 
consideration for the biological systems which are strongly influenced by waters of hydration.

Biochemical techniques have been developed which permit the construction of a great diversity of 
macromolecular structures [68–70]. This includes the synthesis of polymeric systems from nucleic 
acids, amino acids, and sugars. Each of these molecular building blocks is of nanometer size. The 
structure of these macromolecules (e.g. DNA, RNA, polypeptides, polysaccharides) is being 
investigated with some promise of being able to identify the polymer sequencing and secondary 
structure [71–73]. The synthesis of these deliberately sequenced polymers has important consequences 
for medical reasons, but it is also the subject of study for other functions [64].

Biological systems tend to construct macroscopic components by assembling molecules into the final 
form. In contrast, most materials fabrication is by cutting/machining large pieces into desired smaller 
conformations. The self-assembly approach has at least two conceptual advantages—thermodynamical 
driving forces lead to the desired end state with few flaws and only the minimum of material is 
necessary. Chemists are now examining this approach to the manufacture of new materials [47, 74–78].

23.2.6— 
Clusters

The importance of small structures in promoting catalytic chemical reactions is well documented [3]. 
The field and literature are far too large to address here. Suffice it to say that both the electronic 
structure and surface topology are known to be important. The progress in the fabrication and 
understanding of nanometer structures will significantly contribute to the development of this 
commercially important topic.

In addition to their catalytic potential, clusters may also serve as new reagents for chemical reactions 
[79]. The most prominent recent examples are the fullerenes [80] which contain 60 and more carbon 
atoms. The ellipsoidal fullerenes are the subject of many efforts to explore reactions which produce 
technologically interesting materials [81]; the most successful example has been demonstration of 
intermediate-temperature superconductivity [82]. The tubular
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fullerenes are of interest for their potential electrical conductivity [83, 84]. In another example of 
clusters as reagents, Weaver and Waddill [85] have demonstrated their use in the growth of electronic 
films with superior properties.

23.3— 
Conclusion.

Research on nanometer-scale materials will have profound impact in many areas of chemistry and the 
proximal probes provide the 'eyes' and 'fingers' for that research [86]. Catalytic structures will continue 
to provide new, more economical ways of manufacturing materials. The generation of 21st century 
electronic devices and computers will almost certainly depend on nanometer structures. However, the 
strongest economic driver is likely to be biomaterials and medicine where the confluence of chemistry, 
physics, and materials science at the nanometer scale will provide the understanding necessary to 
unravel and control the processes of life.
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Chapter 24— 
Nanostructures in Electronics

H G Craighead

It is clear that nanostructured materials will have increasing impact on electronics. The requirement for 
higher functionality, increased memory density, and higher speed is driving the need for smaller 
dimensions in electronics. The scaling down of conventional devices, such as field effect transistors, to 
channel lengths of around 100 nm is a clear path to the miniaturization of electronics with the related 
benefits. It is the hope of utilizing effects obtained with an additional ten times reduction in dimensions 
that drives the study of nanoscale devices based on new operating principles.

Essentially all conceivable electronic devices require highly organized, non-random structures. This is 
in contrast to a random distribution of particles or clusters. The ordered device and circuit structures are 
most easily thought of as being formed by an ultrahigh-resolution lithographic process. With x-ray 
proximity printing expected to be usable only to around 0.1 µm, charged particle lithography or 
projection x-ray lithography will be required for production of devices with nanometer dimensions. It is 
possible that highly periodic nanostructures can be employed in certain types of device, but the 
architectures for such systems have yet to be developed.

Quantum effect devices or single-electron devices are of potential utility for future electronic circuits. 
These would rely for their operation on the existence of quantized energy levels, the wave nature of the 
electron transport, or the effects of discrete electron charge.

One class of quantum based devices operates on interference or other wave phenomena of the electron 
transport. These devices tend to be analogs of microwave or optical devices such as waveguides, 
modulators, or interferometers. All of these devices rely on the elimination of scattering in order to 
preserve the phase of the electron wave. This requires a combination of highly ordered crystals, low 
temperatures, and small dimensions, with the cryogenic temperatures being the most restrictive in terms 
of wide-scale application. There is active research in these areas.

Página 1 de 1Document

11/04/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_565.html



   

Page 566

Controlled tunneling devices have the possibility to operate at higher temperatures if the characteristic 
energies of the barriers can be made greater than kT (thermal energy). The combination of the growth of 
epitaxial semiconductors and metals with fine lateral patterning makes this an approachable objective. 
More complex tunneling structures such as coupled systems of quantum dots are being considered as 
multifunctional logic devices or memory systems.

Devices based on the manipulation of single electrons have been demonstrated. Relying on quantized 
charge, rather than quantum transport, a variety of such devices and circuits have been described. 
However, the fabrication processes required for the mass production of the necessary small dimensions 
have yet to be developed.

Random nanostructured systems are useful for tailoring the magnetic and optical properties of 
materials. By the microscopic variation of composition, the intrinsic properties of the materials can be 
advantageously manipulated. In magnetic materials, for example, desired anisotropies can be introduced 
by the shape of microscopic inclusions while the materials are chosen to optimize the coercivity, Curie 
temperature, or other properties. This will be important for magnetic storage media. Linear and 
nonlinear optical properties of materials can be varied in desirable ways by using the microscopic 
structure variations as an additional degree of freedom in the material design. This is having an impact 
on optoelectronic devices and optical storage possibilities.

There is no doubt that the inclusion of nanostructures will be necessary for revolutionary advances in 
electronics and related technologies.
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Chapter 25— 
Memories and Electronic Devices

R T Bate

The route to progress in memory technology is cost reduction and the development of ever faster, more 
compact, and less power consuming memory systems, with greater and greater storage capacity. Since 
all of these benefits can be obtained by reducing the size of the basic storage cell, it is natural to 
suppose that nanotechnology will eventually play a fundamental role. However, the system must also 
include a means for writing and reading the cells efficiently, and this turns out to be the most 
demanding aspect of memory design. For example, very compact memories based on scanning 
tunneling microscopy (STM) and related technologies, which employ storage cells approaching the size 
of a single atom, have been proposed, but the difficulty of designing sufficiently fast and reliable 
read/write mechanisms will be exceedingly formidable.

The most probable route by which nanostructure research could lead to a successful memory 
technology would be via nanoelectronics research resulting in the development of an ultrahigh-density 
very-large-scale-integration (VLSI) integrated circuit (IC) technology. In fact, memory would be an 
indispensable ingredient in such a nanoelectronic technology.

Conventional integrated circuit technology will probably reach a limit of functional density near the end 
of the century. The limiting process for complementary metal oxide semiconductor (CMOS) will be 
high-temperature sub-threshold leakage currents due to drain induced barrier lowering. If system 
requirements dictate that upper operating temperature limits for commercial direct access memories 
(DRAMs) be maintained at 80°C, then the lower limit on transistor gate lengths for DRAMs will be 
about 0.2 µm.

Current research in quantum-confined structures such as quantum dots may lead to digital switching 
devices much smaller than 0.2 µm transistors. However, significant advances in materials and chip 
architectures would be required before these could form the basis for an ultradense memory technology. 
Experience has shown that quantum-confined structures for room-temperature operation must employ 
heterojunction barriers. For this reason, most of the higher-temperature
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work on quantum-confined structures has been done in GaAs related materials, where a well developed 
heterojunction technology exists. On the other hand, in order for the next generation of IC technology to 
continue the historical cost per bit experience curve, it seems inevitable that we must use a silicon 
technology.

Quantum-confined structures are an active area of research in silicon, but the confinement is usually 
achieved by means of electrostatic, as opposed to heterojunction barriers. Such structures seem to 
exhibit quantum confinement effects only at very low temperatures, which makes them primarily a 
subject of academic interest.

The current GaAs related heterojunction technology is sufficient for proof-of-principle demonstrations 
of new quantum devices and integrated logic chips, but it does not provide the low-leakage 'off' state 
required for large-scale memory applications. This difficulty can be traced back to the heterojunctions 
employed. These do not provide tunneling barriers sufficiently high to block all current flow in the 'off' 
state. Although higher barrier heights are available in the III–V system, the process technology is 
rudimentary. The way out of the above dilemma is the development of a new heterojunction with 
silicon which provides a barrier height of at least 1 eV. This could permit the realization of quantum-
confined tunneling switching devices with sufficiently small leakage currents to permit integration of a 
trillion devices on a single silicon chip. This presents a challenge to the materials science and 
condensed matter physics communities which hold the key to much of the future of nanotechnology. 
The choice of materials is not at all obvious. Some of the most promising work has been done with 
silicon/calcium difluoride heterojunctions, but it is not at all clear that this is the optimal choice.

Another problem arises from the fact that the size of the basic storage cell is not the only limitation on 
the further integration of semiconductor memory. The technology has reached a level of integration 
such that further increases in circuit density are also limited by the size of interconnections. Many 
materials related innovations have been introduced into conventional DRAM technology in order to 
delay the onset of this limit. However, it appears that, by the end of the century, further progress will 
require a basic change in circuit architecture. A popular area of research stimulated by this need is the 
so-called 'cellular automaton' architecture in which individual cells are only locally connected to other 
cells, and communication with the array of cells takes place only at its periphery. It is not yet clear 
whether or not this approach will provide a suitable solution to the interconnection problem.
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Chapter 26— 
Nanostructured Materials for Magnetic Recording

Ami Berkowitz

26.1— 
Introduction.

It is likely that in terms of economic value, the magnetic recording industry is the largest user of 
nanostructured materials. This situation will probably persist into the foreseeable future. Magnetic 
materials are employed in both the information storage media and in the 'write' and 'read' heads. At 
present, nanostructured materials dominate in both media and heads. In the future, it is likely that 
virtually all media and heads will be composed of nanostructured materials. In the following, the 
performance considerations leading to the use of nanostructured materials will be summarized, current 
media and heads will be discussed, and some future possible directions will be noted. This report is 
very brief and qualitative. A comprehensive review of all materials and systems aspects of magnetic 
recording is available [1], as is a set of review articles [2]. Recent shorter presentations of materials 
issues in magnetic recording have also been published [3, 4].

26.2— 
Background

Magnetic recording essentially involves detecting changes in the direction of magnetization in the 
storage medium. Associated with these divergences of the magnetization are small magnetic fields 
immediately above the regions of magnetization changes. These stray fields are 'read' by producing 
either inductive signals or resistance changes in heads as the storage medium is moved past them. The 
magnetic transitions are 'written' with fields produced by an inductive head. These 'write' heads consist 
of a loop of high-permeability magnetic material with a gap at which the write field is produced by 
pulsing current through windings on the magnetic loop.
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In order to store the magnetization transitions at high densities (e.g. > 104 cm–1), several constraints are 
imposed on the storage media and on the write and read heads. Consider first the storage media. With a 
high storage density, the distance between magnetization reversals becomes very small. This produces 
strong demagnetizing fields on the stored 'bit'. For stable storage, the coercive force, Hc, must be high 
enough to withstand these demagnetizing fields. Another media consideration is a high remanence to 
ensure sufficient stray field for detection of the transition. This would suggest a high saturation 
magnetization, Ms, for the media; however, high Ms increases the demagnetizing field. Thus, a storage 
medium with both high Hc and Ms would seem to be required.

These media requirements must be matched by the head properties. The higher the Hc, the stronger the 
field needed from the write head to produce a transition. High permeability (for low write currents) and 
high data rates (> 100 MHz) place additional constraints on the write head materials, e.g. eddy currents 
must be avoided. All these constraints on media and heads are met by nano-sized structures.

26.3—
Media

There are two types of storage medium: particulate (e.g. tapes), and thin films (e.g. disks). In both these 
configurations, the basic magnetic entities are single magnetic domains, i.e. regions in which the 
magnetization is essentially uniform. The coercive force is a measure of the energy required to reverse 
the magnetization direction in these single domains. The energy barriers to magnetization reversal 
usually arise from either the intrinsic magnetocrystalline anisotropy energy which favors specific 
crystallographic directions for the magnetization direction, or from an anisotropic shape of the domain, 
e.g. an acicular domain in which the long axis is the lowest-energy magnetization direction.

In particulate media, the current leading particles for high-density applications are composed of an 
acicular iron core passivated by an oxide surface which occupies about 70% of the particle volume. The 
particles are less than 150 nm long with an aspect ratio of about 7. Hc of these particles is about 130 kA 
m–1 and the remanent magnetization is about 250 kA m–1. Obviously, the remanence would be more 
than doubled if the oxide coating were not required for chemical stability. Metallic particles have the 
advantage over oxides of much larger Ms values, but they must be protected from corrosion. A 
contender for high-density recording is, indeed, an oxide, i.e. barium ferrite particles doped with Co and 
Ti. These particles are platelets with diameters ≈ 50 nm and much smaller thicknesses. The chemical 
stability of these materials is satisfactory, but they have a remanence about half of that of the iron 
particles. The barium ferrites derive their coercive force from magnetocrystalline anisotropy. A lower 
performance, but very widely used particulate medium consists of
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elongated particles of slightly reduced γ-Fe2O3 particles with a chemisorbed surface of Co. These 
particles derive their Hc from a combination of shape and magnetocrystalline anisotropies. The γ-Fe2O3 
core particles have lengths of ≈ 200 nm with aspect ratios of ≈ 8. Hc of these particles is ≈ 25 kA m–1. 
This Hc is due principally to shape anisotropy. When a few monolayers of Co are chemisorbed on the 
particles' surfaces, Hc more than doubles. Co has a very high magnetocrystalline anisotropy which is 
certainly involved in this enormous increase in Hc, although the details of the mechanism are still 
obscure. This approach of creating high Hc by surface treatment probably has much more potential than 
has currently been realized.

26.3.1— 
Film Media

For several reasons, metallic film media have superior performances to particulate media. The reasons 
include higher Ms, thinner and smoother films, and higher packing density of the magnetic single 
domains. These films are produced primarily by sputtering Co based alloys [2, 5]. The grains in these 
films are the single magnetic domains and they derive their coercive force from magnetocrystalline 
anisotropy. The smallest dimension of these grains is ≈ 20 nm and the magnetic film's thickness is less 
than 40 nm. Bit densities up to 3 bits µm–2 have been demonstrated from thin films [5, 6] and future 
needs will require even higher densities.

26.3.2— 
General Media Issues

For both particulate and film media, the magnetic single domains must become smaller to achieve 
higher densities with satisfactory signal-to-noise ratio [1, 3]. A question of limits arises because the 
magnetic energy barrier to magnetization reversal is proportional to the volume of the single domains. 
As the single-domain volumes decrease, the energy barriers may become of the order of kBT, where kB is 
the Boltzmann constant and T is temperature. In that case magnetization can be reversed by thermal 
activation and stable magnetic storage ceases to exist. Higher energy barriers may be achieved utilizing 
magnetocrystalline anisotropy energy. However, magnetocrystalline anisotropy energy often has an 
unacceptable temperature dependence. One solution may be surface-treated particles and films, as in the 
case of the Co surface treated γ-Fe2O3 noted above. When Co is introducted into the volumes of the γ-
Fe2O3 particles, Hc is larger, but so is its temperature dependence. Surface treatment minimizes the 
temperature dependence of Hc. Other surface treatments have also proven effective [7], and it seems 
appropriate to explore this approach to high density in both films and particles [8].
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26.4— 
Recording Heads.

Write heads fall into the nanostructured category since the trend is toward utilizing thin magnetic films 
for high density [1, 2]. These films are high-permeability metallic alloys. Therefore, for high data rates, 
they often are laminated with insulators [2]. To prevent saturation in ferrite heads, magnetic alloy films 
are often incorporated in the gap [1].

The read heads of the future will employ films with significant magnetoresistance (MR). The signal to 
noise ratio is superior in thin-film MR heads to that of inductive heads at high data rates [1, 2]. Current 
MR heads utilize permalloy (Ni81Fe19) films whose resistance changes by about 2% as the recorded bits 
pass by. Recently, some truly nanocrystalline materials have demonstrated resistance changes more 
than an order of magnitude larger [9, 10]. These films consist of magnetic particles less than 10 nm in 
diameter dispersed in a nonmagnetic matrix. The potential of these materials has inspired a great deal of 
research and development.

26.5— 
Summary

It is obvious that nanostructured magnetic materials dominate the magnetic recording industry. Future 
high-density information storage systems will require even smaller nanostructures. This important 
industry will therefore provide many opportunities for innovative developments in ultrafine structures.
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Chapter 27— 
Commercialization Opportunities for Nanophase Ceramics:
A Small-company Perspective

John C Parker

27.1— 
Introduction

Some of the more publicized property benefits achieved with nanophase or nanostructured materials 
include metals that exhibit increased hardness [1] and the emission of light from silicon [2]. For the 
most part, these materials have been a laboratory curiosity, but recently a handful of companies has 
tried to commercialize the property benefits associated with nanophase materials. In this article, we will 
present some of the commercial applications for nanophase materials as they relate to bulk consolidated 
structures with nanometer grains, porous structures with nanophase grains and pores, and dispersions of 
nanophase particles in solvents.

27.2— 
Synthesis.

The precursor to any nanophase material is a weakly agglomerated powder consisting of aggregates of 
1–100 nm. Many high-surface-area powders exist today, but strong agglomeration creates particles 
comprised of several aggregates and it often require intense mechanical input to breakdown 
agglomeration. A variety of techniques have been cultivated to synthesize single- and multi-element 
nanophase powders, but few of these techniques have demonstrated the combination of commercial 
production and unique material properties. As a result there are only a few companies in the world that 
produce in volume inorganic materials that are within or near the nanophase regime [3]. Most of the 
'ultrafine' (0.1–1 µm), inorganic products available today provide marginal benefits relative to 
conventional, less expensive ceramic materials. Marginal
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property enhancements do not often justify the higher price that is commonly associated with most 
ultrafine and all nanophase materials. Therefore, to commercially validate nanophase materials, 
processes must first be developed to produce the materials with demonstrable property benefits, in 
volume, and with competitive cost and pricing.

In our own experience we began with a laboratory-scale nanocrystalline material synthesis system 
based on gas phase condensation (GPC) [1]. The unit was ideal for synthesizing high-surface-area, 
nanophase materials (especially metals) because of the pristine chemical-free environment in which the 
materials were produced. However, this process has limited production capability (grams/day) largely 
due to the use of a natural convection flow current for inhibiting particle growth.

Figure 27.1 
GPC produced nanophase metal oxide ceramics designed to have 

weak (right) and stronger (left) particle agglomeration that 
leads to varying nanometer-sized porosity.

The GPC process has demonstrated a unique level of microstructural control in fabricating bulk and 
porous nanophase materials. The photograph in figure 27.1 shows two room-temperature consolidated 
nanophase metal oxide samples; one that is transparent and one that is opaque. The transparent sample 
was designed to have pores and grains well below the wavelength of visible light [4]. The transparent 
sample was fabricated from GPC nanophase powders that have a weak degree of agglomeration. The 
opaque sample was designed to have a coarser microstructure due to a slightly harder particle 
agglomeration. A range of nanostructures between these two extreme cases can be fabricated by
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controlling the GPC particle growth process.

To maintain this level of uniqueness in synthesizing nanophase materials Nanophase Technologies 
Corporation (NTC) has developed a process analogous to GPC that allows control over the particle size 
and degree of agglomeration while sustaining a 'residue-free' surface chemistry. The process has been 
dubbed the physical vapor synthesis process (PVS); i.e. the synthesis of nanophase powders from 
elemental physical vapors. The scale-up of this process continues as it moves from pilot to full scale 
over the next few years. Starting with costs of several hundred dollars per gram at laboratory scale, 
NTC has maintained the unique quality and reduced prices to tens of dollars per pound at pilot scale. 
Most of this effort has been focused primarily on oxide ceramic materials. This enormous reduction in 
cost and increase in volume for these unique materials has enabled the development of significant 
commercial opportunities.

27.3— 
Bulk Consolidated Structures

Beyond synthesis, the area of processing and application of nanophase materials has gained further 
attention. Many property benefits have been observed with consolidated nanostructure materials and 
many more have been suggested [1]. An application example for consolidated nanophase materials was 
developed during NTC's three-year effort funded by the Advanced Technology Program (ATP) of the 
US Department of Commerce. This program has been devoted to the superplastic net-shape forming of 
oxide ceramics. Similar work was recently sponsored in a joint collaboration between Japan and Europe 
[5].

In the ATP program, ceramic net-shaped parts are being formed in closed die configurations under 
strain rates comparable to the best commercial superplastic Al metal alloys (0.2–1.0 × 10–3 s–1) [6]. The 
development of this plastic flow processing (PFP) presents a new and potentially more economic route 
to fabricating ceramic components, akin to the impact hot isostatic processing had several years ago.

The superplastic forming of ceramics is an obvious application for nanostructured materials because of 
the coupling of strain rate to grain size through the grain boundary sliding mechanism [6]

where d is the particle size and σ the applied stress. Thus, the rate of deformation, or in a more practical 
sense, the production rate of parts, becomes much more rapid as the grain size decreases. For some of 
the prototypical parts that have been made with this laboratory-scale process, a net-shaped ceramic can 
be achieved in as little as 15 min. Dimensional tolerances of 0.002 inches have been achieved due to the 
intimate replication of die tolerances in the final part. An example of a PFP net shaped part is shown in 
figure 27.2.
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Figure 27.2 
A plastically forged ceramic component fabricated from a nanostructured 

preform ring. The forging operation was performed at 1400°C in less 
than 15 min. The estimated time for machining to net shape is 10 h.

For some applications, especially where cost to manufacture is dominated by machining, PFP can 
provide an incremental improvement in the cost to manufacture. Although machining is reduced or 
eliminated by the PFP the net cost reductions are only minor today because of the expense of the 
starting nanophase materials. As further developments continue in the scale-up and processing 
activities, it is expected that the quality of and cost to manufacture PFP parts will be significantly 
different from the more traditional fabrication routes. However, one should note there are some 
applications today for PFP that provide a unique solution to existing ceramic technologies, especially 
where machining is detrimental to the integrity of the part.

27.4— 
Porous Platforms

Porous ceramic platforms have been in use and under development for many years for a variety of 
applications [7]. These ceramic porous platforms have pore sizes ranging from ångström levels in 
zeolite materials to millimeter levels in reticulated ceramics. The extent of work in the nanophase 
regime has been dominated and well served by sol–gel chemical routes for synthesis, with applications 
ranging from functional gradient optics to catalyst supports and ultrafiltration membranes.

A survey of the technical literature has shown a repeated problem in
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consistently fabricating porous ceramic platforms for use as ceramic humidity sensors [8–10]. 
Conventional ceramic processing is often used to fabricate a porous platform from the sintering and 
microstructure evolution of a ceramic powder compact. By interrupting the sintering process, a pore 
distribution is obtained along with an adequate degree of strength to the platform. The objective for a 
chemi-resistor humidity sensor is to develop a nanostructure based in micro and meso pores in order to 
activate the capillary condensation of water vapor (humidity) from the air into the pores of the ceramic. 
The Kelvin equation for the critical diameter for condensation is expressed as

where γ is the surface tension, V the molar volume, R the gas constant, and P / P0 is the supersaturation 
ratio (or in this case the percent relative humidity, RH) [10]. Figure 27.3 shows the Kelvin equation 
critical diameter as a function of the RH.

Figure 27.3 
The critical pore diameter, determined from the Kelvin equation, 

versus the relative humidity. The limit for BET pore 
distribution analysis is indicated at 35 nm.

Considering the physical evidence of porosity control displayed in figure 27.1 it is clear that nanophase 
powders can be used as building blocks to form a porous platform that is capable of condensing (and 
detecting) the ambient moisture in an atmosphere. By coupling this with the considerable strength of 
green-body nanophase ceramics, it now becomes an economic and reproducible method for fabricating 
ceramic humidity sensors.

The performance of such a device is clearly demonstrated in figure 27.4 which shows the sensitivity 
(impedance versus relative humidity) of an as-
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Figure 27.4 
Impedance versus relative humidity of a nanostructured 

titanium oxide element. The element has 50 vol.% porosity.

made nanophase ceramic (0.5 in diameter, 1 mm thick element) that has open, porous Au electrodes on 
opposite faces. As can be seen, the impedance of the element varies over four orders of magnitude. The 
element was fabricated by uniaxially pressing the nanophase powders that have a particle size 
distribution and agglomeration state that leads to the maximum in sensitivity. The elements have 
excellent mechanical strength, and conductive paste electrodes can be easily applied by screen printing. 
In addition to sensitivity, the response times of these devices have also been measured and are 
comparable to commercially available devices.

This is one of a variety of applications that one can achieve with nanophase porous platforms. The 
future area of interest will be the development of the porosity ordering capability that is achievable with 
nanophase powders [11].

27.5— 
Dispersions

The unique optical properties that are attainable with nanoparticles in dispersions has been studied for 
many years. The pioneering work of Brus et al in the area of nanoparticle quantum confinement [12] 
has demonstrated that unique optical properties can be obtained with semiconductor, nanoparticle 
dispersions. Also in this area, and of keen technological importance, is the recent development in the 
emission of light from porous silicon which has been shown to be a system
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of silicon nanoparticles dispersed in a silicon oxide matrix [2].

A great deal of commercial work has been focused on industrial coatings that alleviate the affects of 
solar ultraviolet (UV) radiation. Solar UV radiation effects range from hazards to the human skin to the 
color fading of some polymeric materials. For most of these systems, a suitable solution to this problem 
is the use of a protective coating that provides the maximum UV protection yet remains 'inert' to the 
system to which it is applied. Many coating material concepts have been attempted; however, the most 
recent developments have been the use of inorganic pigments to absorb and scatter solar UV radiation.

These inorganic pigment based UV attenuators, typically titanium oxide and zinc oxide, are highly 
attractive in this application because of their relative inertness and typically low cost when compared to 
most organic UV attenuating chemicals [13]. The drawback to inorganic pigment based coatings is the 
'whiteness' they impart to the surfaces they are protecting. An obvious way to reduce or eliminate 
whitening is to shrink the particle size of the inorganic pigment and create a chemistry that allows the 
pigments to be highly dispersible in the UV attenuation coating vehicle.

Using the Rayleigh light scattering approximation (particle size < λ/10), the scattered light intensity (Is) 
versus particle size (d) is expressed as

where ω is the frequency of the electromagnetic radiation [14]. From this relationship it is evident that 
the smaller the nanoparticle the weaker the scattering in the visible spectrum. An optimal size is needed 
for this optical model in order to achieve the highest possible UV attenuation along with the highest 
degree of visible transparency.

In addition to particle size effects, the capacity for surface modification and encapsulation of the 
pigment (to allow for dispersability in a variety of solvents) needs to be as robust and reproducible as 
possible. In order for this to occur, the nanoparticle substrate needs to be as pure and uniform as 
possible. This can be a great challenge with nanophase powders because of their high specific surface 
areas which range from 20 to 200 m2 g–1, making them highly susceptible to surface contamination and 
process residue. This can be quite detrimental to the reproducibility of the particle coating technology, 
and thus challenge the optimal dispersibility of the nanoparticles. This is important to the UV 
attenuation coating application because an optimization of the dispersibility implies that less material is 
needed to obtain the UV protection.

Outstanding technical progress has been made with this type of UV attenuating pigment and as a 
consequence it is gaining a wider acceptance in commercial products. There are several development 
programs under way to expand this technology to polymer based materials, including the protection of 
fabrics and industrial plastics.
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27.6— 
Conclusions

It is widely agreed that property benefits are achievable with nanophase materials, but it has been the 
practical demonstrations of the technology that have been key to establishing commercial viability. 
From our own experience the first stage of validation was to demonstrate that nanophase materials can 
be made reproducibly in volume at a reasonable cost. The definition of reasonable cost was obtained 
from the identification of applications where the benefits of nanophase materials are demonstrable, and 
material pricing is an important but secondary issue. The examples cited above are clearly within the 
bounds of this model.

As new and more versatile synthesis routes are developed, validated, and scaled and as the longer-term 
application development programs of today are completed, a much wider use of nanophase materials 
will occur within the next five years. As the environmental impacts of today's technologies come under 
closer scrutiny, nanophase materials will again demonstrate a benefit. The UV attenuation application 
discussed above is one such example, but many other nanophase material opportunities exist today 
including more efficient catalysts and CFC-free advanced refrigeration based on the magnetocaloric 
effect [15]. The combination of continued scientific and technical interest and short-term commercial 
success create a healthy prognosis for the future of nanophase materials.
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D.
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Debye–Waller factor, 241, 247, 248, 269

Deformation mechanisms, 324

Demagnetization field, 387

Densification, 159, 166, 170, 176, 209, 341

Density of states

electron, 7, 130, 367, 518, 534

phonon, 270

Density matrix, 401

Differential scanning calorimetry (DSC), 103

Differential transmission spectrum (DTS), 417

Diffuse background, 223, 226, 251

Diffusion, 38, 57, 209, 294, 314

distance, 43, 364

flux, 314

Dimensionality effects, 361

Direct access memories, 567

Direct-metal-oxidation (DIMOX), 147

Disclinations, 330
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Dislocation, 92, 102, 107, 117, 203, 207, 241, 245, 324, 337

Burgers vector, 102, 116, 336

cores, 330

densities, 106

misfit, 116, 250

networks, 165

Dispersion, 57, 89, 133, 307, 318

Ductile-to-brittle transition, 323

E

Easy-axis of magnetization, 387

Elastic

deformation, 115, 127, 250

moduli, 137, 235, 270

Elastic scattering, 363

Electrical conductivity, 132, 360

Electrodeposition, 122, 375, 376

Electron beam

evaporation, 37

lithography, 503

Electron cyclotron resonance, 512

Electron diffraction, 5, 66, 93, 119, 223, 231, 248, 350, 379, 466, 483

Electron

–electron interactions, 363

–hole states, 131, 403

Electron hopping, 361, 367

Electron photoemission, 310, 449

Electron reactive ion etching, 512
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Electron wavefunction effect devices, 520

Electronic

band structure 7, 130, 487, 533

shell closings, 28

shell model, 30

structure, 130, 211, 310, 316, 487, 509, 560

Electrostatic stabilization, 58

Energy

activation, 131, 171, 176, 183, 266, 297

anisotropy, 266, 354, 461

barrier, 14, 24, 58, 359, 461, 518

charging, 6, 367, 500, 521

magnetoelastic, 377

stacking fault, 92, 246

strain, 103, 105, 244

surface, 14, 24, 43, 46, 58, 170, 214, 231, 316, 341

Energy dispersive analysis of x-rays (EDAX), 278

Embedded atom method potentials, 8

Epitaxy, 120, 124, 377, 387, 499, 524

Excess free

energy, 231

volume, 103, 258

Exchange coupling, 266, 360, 377, 387

Extended x-ray absorption fine structure (EXAFS), 75, 80, 120, 219, 222, 240, 254, 310, 465

Excimer laser, 21

Exiton, 131

Bohr radius, 131, 395
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F

Ferrites, 360, 377, 382, 390

Ferritin, 4, 460

Ferrofluids, 60, 375, 466

Ferromagnetic materials, 34, 35, 58, 135, 266, 359, 388

Field emission, 509, 555

Finite size effects, 377

Flame synthesis, 37

Fibers, 62, 153, 165, 451, 486

Fluidized bed reactor, 64

Fractals, 148, 265, 464

Fracture toughness, 140, 333

Frank-Read source, 207, 324

Free energy, 14, 27, 58, 96, 117, 231, 336

barrier, 15

Free jet expansion, 6, 18

Freeze drying, 57

Frenkel exciton, 416
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Fuel cell, 311

Fullerenes, 6, 29, 37, 477

G

Gas phase condensation, 14, 38, 574

Gaussian line-shape, 235

Giant magnetoresistance (GMR), 5, 136, 348, 367

Gibbs free energy, 97, 244

phase rule, 126

Glasses, 150

Grain boundary, 89, 210, 220, 225, 250, 260

diffusion, 176, 183, 186, 209, 334

dislocation, 211, 286

energy, 106, 239, 250

grooving, 211

high angle, 210

junctions, 209, 330

segregation, 239

sliding, 100, 138, 207, 215, 336

stress, 106, 233

Grain

growth, 182, 236, 238, 334

size, 203, 219, 238

Granular metal(s), 65, 347

–semiconductor, 349

Green body, 58, 62, 166

H
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Hall–Petch relationship, 100, 323

Hardness, 170, 325, 573

Helium Desorption, 296

Hemochromatosis, 465

Heterogeneous

catalysis, 307, 317

nucleation, 14, 57, 308

Heterostructures, 114, 517

High energy ball milling (HEBM), 90

Hot isostatic pressing (HIPing), 341

Homogeneous chemical vapor deposition (HOMOCVD), 449

Hot-wall reactor, 65

Hydrogen, 31, 61, 261, 309

chemisorption, 310

oxidation, 318

solubility, 269

Hysteresis, 136, 377, 385, 466

I.

Impurities, 61, 239

Inert gas condensation, 38

Interdiffusion

coefficient, 127

patterning, 515

Interface, 100, 215, 219, 360

area/volume, 369

coherent, 115, 117, 126

disordered, 116

free energy, 117, 126
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incoherent, 116, 220

semicoherent, 116

stress, 126

tension, 14

Interference function, 222

Intergrain correlation function, 224

Intermetallics, 59, 92, 327

Interpenetrating networks (IPNs), 161

Interphase boundaries, 4, 89

Interstitials, 106, 204

Ionization

potential, 30, 34, 309

J

Jellium-shell model, 28

K

Kinematical scattering theory, 222

Kinetics, 47, 57, 127, 186, 238, 309, 315

Kondo effect, 363

L

Langevin function, 357, 471

Langmuir–Blodgett film, 78, 120, 510

Laser

ablation, 37, 124

photodissociation, 21

photolysis, 13

vaporization, 20, 38
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Latent heat, 16

Lattice

contraction, 27, 232

dynamics, 269

mismatch, 115, 377

parameter, 6, 27, 115, 230

Lead–acid batteries, 309

Lithography, 317, 503, 557

focused ion-beam (FIB), 506

STM-based electron-beam, 509

Log-normal distribution, 42, 359, 378

Low-energy electron diffraction (LEED), 248

Lyphilic group, 58

Lyophobic group, 58

M

Magic numbers, 6, 28, 489

Magnetic

cluster, 34, 73, 387

dead layers, 135, 376

domain, 267

hysteresis, 355, 377

moments, 34, 136, 266

properties, 35, 135, 352, 381

recording, 137, 375, 569

scattering, 267, 369

sensor, 468

single domain particles, 353, 375, 470
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structure, 266

Magnetization, 376

Bloch T3/2 law, 358

easy axis, 387

remanent, 352

reversal, 387, 464

saturation, 352, 375

shape anisotropy, 469

Magnetocrystalline anisotropy, 352, 353

Magnetoresistance, 5, 367, 572

Magnetostatic interactions, 379

Measuring time, 354, 356

Mechanical

alloying, 89, 375

properties, 3, 138, 323, 545

Mechanical attrition (MA), 89

Melting

temperature, 6, 25, 27, 33, 62, 127

Mesoscopic physics, 397, 499, 511

Metal lift-off, 511

Metal–insulator transition, 349, 361

Metallo-organic chemical vapor deposition (MOCVD), 125, 524

Metastablity, 239

Microcracks, 331

Microelectronics, 5, 130, 497, 551

Microporous monoliths, 155

Minibands, 130
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Mobility, atomic, 238, 250, 317

Model quantum tunneling particle dynamics (MQTPD), 533

Modulation doping, 130

Molecular beam epitaxy (MBE), 124, 499, 549

Molecular dynamic simulations, 33

Monte Carlo simulations, 505

Morphology, 46, 316, 379, 385

Mössbauer spectroscopy, 210, 264, 376, 462

Molluscs, 471

teeth, 4, 471

Multidomain particles, 385

Multilayered

materials, 113

thin films, 120

polymer, 126

Multiply twinned particles, 34

N.

Nabarro–Herring creep, 194

Nanoclusters, 73

Nanoelectronics, 3, 497

Nanoelectro-optics, 532

Nanoindentation, 7, 138

Nanotribology, 4

Near-field optical microscopes, 7
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Near-net shape forming, 147, 341

Nernst equation, 317

Neutron

diffraction, 120

mirrors, 5

Non-bridging oxygen hole center (NBOHC), 451

Nonlinear directional coupler, 426

Nonlinear optical response, 403, 412

Nozzle diameter, 18

Nuclear magnetic resonance (NMR), 211, 483

Nuclear reaction analysis (NRA), 278

Nucleation, 57

heterogeneous, 14, 57, 308

homogeneous, 14, 308

theory, 13

electrochemically induced, 308

O

Optical

characterization, 396

data storage, 431

properties, 133, 308, 395, 442

reflectivity, 347

Ordering temperature, 464

Organized membrane, 65

Organometallic, 63, 318

gel, 159

precursor, 21
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Orowan bypassing mechanism, 328

Ostwald ripening, 212, 297

Oven source, 19

Oxide shell, 360

Oxygen reduction, 311, 318

P

Paramagnetic materials, 35

Particle(s)

chains, 379

coalescence, 318

monodispersed, 63

nucleation, 16, 41

growth, 41

size, 56, 57, 227, 231, 315

Particle-induced emission of x-rays (PIXE), 278

Peak broadening, 225

Pellets, 36

Percolation

critical volume fraction, 350

network, 362

threshold, 369

Phase breaking, 364

Phase separation, 57, 347

Phase transition, 33

Phonon(s), 130, 247, 279, 364

density of states, 270

Photodecomposition, 20, 315
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Photoluminescence, 439, 449

Pigments, 5

Plastic deformation, 250

Plastic flow processing, 575

Point defects, 106

Poisson plate mosaic, 259

Polymer, 60, 318

preceramic, 64

multilayered thin film, 126, 133, 140

Porosity, 153, 258, 263, 312, 379

size distribution, 258

Porous silicon, 439

Positron

annihilation spectroscopy, 207, 279

diffusion coefficient, 283

diffusion length, 283

lifetime, 210, 279, 331

Precipitation, 57

Precursors, 63, 149, 203, 392

Proximal probes, 7, 547, 556

Pseudomorphism, 117

Pulsed laser deposition (PLD), 124

Pyrolysis, aerosol, 377, 389

Pyrolytic graphite, 317
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Q

Quantum

confinement, 73, 395, 567, 578

confined Stark effect, 402

corral, 7

distribution function (QDF), 533

dots, 73, 395, 468, 515, 550, 565

Hall effect, 131, 545

interference, 517

size effects, 73

well, 129, 395

R

Raman spectroscopy, 130, 205, 444

Reaction

kinetics, 57, 315

pathway, 388

Reactive ion etching (RIE), 448, 512

Recombination, 450

Reconstruction, 226

Redox probes, 312

Refinement, 91, 165

Reflection high-energy electron diffraction (RHEED), 124

Residence time, 18

Resonant tunneling, 131, 500, 517

device, 518

transistors (RTTs), 500, 551
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Resists, 501

Rigid body relaxation, 250

Ring-opening metathesis polymerization (ROMP), 79

Rock-salt structure, 34

Ruderman–Kittel–Kasuya–Yosida (RKKY), 135

Rutherford backscattering (RBS), 120

S.

Scaling laws, 18

Scanning electron microscope (SEM), 61, 504

Scanning transmission electron microscope (STEM), 504

Scanning tunneling microscope (STM), 3, 7, 481, 499, 503, 545, 547, 555, 567

Scattering

inelastic, 363

small angle, 225, 258

wide angle, 225, 233

Scherrer equation, 74, 234

Schrödinger equation, 397

Seed crystal, 19

Selection rules, 399

Self-assembling (organized), 4, 29, 43, 120

membranes, 65

monolayers, 503, 509

Self-electro-optic effect devices (SEED), 402, 532

Self-sustained reactions, 63, 128

Shape anisotropy, 469

Shear bands (slip bands), 102

Single domain magnetic particles, 470

Sinter forging, 189, 341
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Sintering, 58, 156, 165, 241

agents, 375

pressure-assisted, 189

Size

broadening, 228, 235

distributions, 42, 227, 236

quantization, 308, 309, 395, 578

Skimmer, 18

Sliding wear, 108

Small angle scattering (SAS), 225, 258

invariant, 260

neutron (SANS), 209, 261, 284, 332

Porod law, 262

x-ray scattering (SAXS), 46

Smoke, 42, 377

Solid state amorphization, 127

Sol–gel process, 62, 147, 149, 546, 576

Solvated metal atom dispersion, 387

Spark erosion, 37, 38, 375

Specific heat, 105
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Spin

canting, 376, 381

–orbit, 364

–spin scattering, 364

Spinwave, 359

Spray drying, 57, 64

Sputtering, 13, 35, 123

Stacking fault, 92, 245

Stagnation

pressure, 18

state, 18

Stark-effect transistor (SET), 526

Steric stabilization, 58

Stokes–anti Stokes shift, 448

Strain, 103, 105, 214

broadening, 235

Strained layer superlattice (SLS), 115

Subbands, 130

Superconducting quantum interference device (SQUID), 381

Superconductivity, 6, 361

Superconductivity fluctuation, 134

Superheating, 33

Superlattice(s), 468

ceramic, 138

magnetic, 135

metallic, 132

photoconductor, 132
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semiconductor, 128

strained layer, 115

Superparamagnetic, 34, 35, 266, 354, 384

blocking temperature, 464

relaxation, 461, 464

Superplasticity, 209, 324, 336

Ashby-Verral model, 336

grain boundary sliding, 336

Superradiance, 415, 416

Supersaturation, 15, 41

Supersonic beam expansion, 13, 16

Surface

controlled process, 315

energy, 46

enhanced Raman effect, 307

excitations, 248

free energy, 14, 231, 232

pinning, 382

plasma excitations, 307

stress, 232

to volume ratio, 26

Syneresis, 155

T

Transport, convective-like, 314

Tensile test, 327

Texture, 203

Thermal
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evaporation, 13, 35

expansion, 233

vibration, 246

Thermally assisted hopping, 363

Thermochemical conversion, 63

Transducer, 468

Transit time, 18

Transistors

field effect (FET), 511

high electron mobility (HEMT), 521, 530

metal oxide semiconductor field effect (MOSFET), 511

modulation doped field effect (MODFET), 130, 511

resonant tunneling (RTT), 500, 551

Transmission electron microscopy (TEM), 40, 45, 56, 93, 203, 219, 349, 376, 443

high resolution (HRTEM), 56, 60, 120, 251, 350, 376, 385, 474

Tribology, 140, 559

Truncated rhombic dodecahedron, 47

Tunneling, 363, 555

Twin boundary, 245

U

Ultramicroelectrode, 309, 315

V

Vesicles, 65, 76
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Van der Waals force, 30, 58

Variable range hopping, 367

Very large scale integration (VLSI), 567

W

Warren–Averbach analysis, 92, 236

Weak localization, 363

Wet compaction, 169

Work function, 31

Wulff construction, 47

Wurtzite structure, 34

X.

X-ray

diffraction, 92, 117, 376

mirror, 113

photoelectron spectroscopy (XPS), 360, 376

Y

Yield strength, 138, 323

Z

Zwitterionic, 58
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MATERIALS INDEX

A

A-15 compounds, 95

Ag, 96, 232, 238, 295

–Al2O3, 347

–Au, 113

–Fe, 96

–Fe0.7B0.3, 117

AgI in zeolite mordenite, 82

Ag2O, 66

Alcohol, 61

Alkoxide, 149

Al2O3, 149, 156, 310

Aluminosilicate zeolite, 80, 308

Al, 15, 25, 95, 104

–Cu, 140

–Ni, 340

–BN, 65

AlF3, 502

AlInAs–GaInAs, 132

Aluminum garnet, 152

Al(OH)3, 152

Aluminum-sec-butoxide (ASB), 152

AlRu, 92, 100, 104,

Ammonium benzoate, 62
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Anthracene-PMDA, 417

Apoferritin, 5, 466

AsS, 19

Au, 66, 232, 247, 315

B.

B, 59

Ba, 63

Barium ferrite, 376, 390

BaO, 390

Bacteria, 460, 468

Be0.8Fe0.2–Pd0.8Si0.2, 117

Benzene (CH6), 310

Bi, 255

BiI3, 74

Bi2Sr2CaCu2O8–Bi2Si2CuO6, 135

BN, 63, 376

Borohydride, aqueous, 59

Boric acid, 65

Bromobenzene, 61

Buckyballs (see Fullerenes), 477

Buckytubes (see Fullerenes), 478

C

C, 60, 269, 309

C60 (see also Fullerenes), 82, 477

C70 (see also Fullerenes), 477

Ca, 29

Cadmium chalcogenides, 307
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Carbides, 63, 90, 99

CaF2, 295

CdS, 66, 74, 76, 395, 400

Cd32S14SPh36DMF4, 85

CdSe, 34, 65, 395

CdSxSe1–x, 79

CdSe–ZnS, 78

CdTe, 76

CH3OH, 31

Co, 31, 33, 34, 61, 92, 104, 255, 375, 377, 379

–Ag, 369

–Cu, 59, 65, 136, 350, 367

–Cr, 135

–Pd, 135

–Pt, 135
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–Ru, 135

CoWC, 546

Co0.2Ag0.8, 368

CoCl2, 61

Cobalt Ferrite, 66

CoO/Co3O4, 379

Cluster (see also Fullerenes),

Al, 20, 31

C, 29

Ca, 29

Co, 34

Cu, 32

Fe, 34

Hg, 30, 34

K, 28

Li, 29

Mg, 29

Na, 29

Nb, 33

Ni, 34

Pb, 29

Pl, 310

S, 30

Sb, 30

Cr, 47, 104, 231, 249, 268, 376

–Au, 136
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CrCl3, 62

Cr2O3, 205

Cu, 32, 61, 63, 104, 209, 210, 232, 255, 327

–Co, 246

–Fe, 96

–Nb, 131, 132, 138

–Pd, 113, 137

–Ta, 96, 97

–V, 96

–W, 96

Cu(Bi), 255

Cu(Co), 255

CuBr, 395

CuCl, 80, 395

CuEr, 95, 104

CuZr, 328

Copper acetate, 61

Colloids, 76, 306

CsH, 40

D

D2O, 31

Diethylene glycol, 61

Dihexadecyl phosphate, 78

Dimethyl ether, 62

Dioctadecyldimethylammonium Chloride (DODAC), 78

Dy, 136

E
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Ethylene glycol, 61

Ethylene–methacrylic acid, 74

F

Fe, 31, 33, 34, 47, 61, 96, 98, 104, 210, 251, 267, 329, 375, 376, 377, 384, 385

–Co, 375

–Co–B, 375

–Cr, 135, 136

–Cu, 59

–ErN, 97

–Li, 388

–Mg, 381, 385

–Ni–B, 375

–SiO2, 357

–Si, 360, 376

–W, 97

Fe3C, 40

FeCl3, 61, 390

FeO, 360

Fe2O3, 376, 377, 381, 571

Fe3O4, 4, 382, 466, 469, 472

Fe73.5Cu1Nb3Si13.5B9, 290

FexMg1–x, 381

FexN–BN, 65

Ferrihydrite, 460

Ferrite,

barium, 376, 390

cobalt, 66
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Fullerenes, 6, 29, 37, 82, 477

G.

GaAs, 19, 74, 117, 503

GaAs–AlxGa1–xAs, 124

GaAs/AlGaAs/GaAs, 518
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GaP, 19

Gd–Y, 136

Garnets, 390

Ge, 80, 97

Glassy matrices, 376

Glutathione peptides, 77

Glycine, 63

Goethite, 472

Graphite, 269

tubes, 6, 478

onions, 478

H

Hexane, 310

Hf, 98, 104

Hg, 30, 34

Hemosiderin, 465

Hydradinium, 62

Hydrides/polysilanes, 449

Hydrocarbons, 33

Hydroorganoborates, 61

Hydroxides, 62

I

In1–xGaxAs–Ga1–yAsy, 124

InGa–GaAsP, 117

InGaAs, 509

InP, 19
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Ir, 95, 104, 310

K

K, 19, 34

L

La, 63

Li, 30

LiBEt3H, 61

LiF, 502

Liposomes, 65

Ludox™, 151

M.

Magnetite (Fe3O4), 4, 382, 466, 469, 472

Met-cars, 6

Mg, 19, 43, 385

MgF2, 502

MgO, 43, 205, 269, 385

Micelles, 65, 76, 306

MnFe2O4, 377, 390

Mo, 47, 63, 98, 231, 259

–cubes, 29

–Ge, 127

–Si, 133

MoCl3, 62

MoCl4, 62

Molecular sorbates, 308

Methylviologen, 315

N
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N-CaF2, 295

N-Cu, 295

Na, 34

NaCl, 502

NaH, 40

Naphthalene, 62

Nb, 31, 47, 104

Nb3Al, 95

Nb3Au, 95

Ni, 31, 61, 104, 267, 270, 329, 375, 376, 377

–Al2O3, 347

–Mo, 135

–Zr, 127

NiAl, 62

Ni3Al, 62

NiO, 360

Ni80P20, 290

NiTi, 95, 104

(NMe4)4Cd10S4SPh16, 82-84

(NMe4)2Cd17S4SPh28, 83

O

Organosilane, 509

P

Pb, 33

–Ge, 127

PbAs, 19

Página 3 de 4Document

11/04/2004http://www.netlibrary.com/nlreader/nlreader.dll?bookid=27445&filename=Page_595.html



   

PbIn, 19

PbI2, 79

PbO2, 309

PbP, 19

PbS, 19, 74, 79

PbSe, 19

PbSr, 19

Pd, 34, 61, 67, 104, 203, 209, 210, 232, 233, 238, 242, 248,
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249, 251, 255, 258, 261, 262, 269, 297, 310, 327

–Zr, 241

PdCu, 61

Palladium acetate, 61

Polymethyl Methcrylaye (PMMA), 501

Poly(phenylenediacetylene), 318

Poly(styrene-acrylonitrile)–polycarbonate, 126

Polysilane, 449

Polystyrene–polyethylene, 126

Polystyrene–polypropylene, 126

Protein, 460

PS, 19

Pt, 31, 33, 310, 315

Pt/KL catalyst, 310

Pyridine, 307

Pyrolytic graphite, 317

R

Rh, 34, 104, 243

Ru, 92, 104

S.

S, 310

Sb, 19

Si, 40, 80, 290, 439, 509

–Au, 264, 265

–Ge, 119

–SixGe1–x, 129
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SiC, 40

SiHx, 449

Si3N4, 40

–SiC, 40

SiO2, 39, 376

SiRu, 104

Siloxene (Si6O3H6), 450

T

Ta, 98

Tetraethyl orthosilicate, 150

Ti, 98, 310

–Pd, 266

TiAl, 328, 333

TiB2, 62

TiBO3, 62

TiCl4, 62

TiO2, 36, 38, 40, 149, 156, 168, 205, 209, 258

TiN–VNbN(100), 138

TiNi–C, 97

U

Urea, 65

V

V, 31, 47, 98

V3Ga, 95

W

W–C, 133
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WC–Co, 63

WCl4, 62

X.

Xerogels, 156

Xylenes, 61

Y

Y, 152

–Fe, 239

Y2O3, 230

Z

Zeolites, 82, 152, 307

aluminosilicate, 80, 308

faujasite, 312

synthetic KL, 310

Zn, 45

ZnO, 76, 205

ZnS, 66

ZnTe, 76, 80

ZnxMn1–xS, 74

Zr, 98, 103

ZrB2, 40

ZrC, 99

ZrO2, 63, 149, 258, 259, 334

–Y2O3, 172
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