Scanning Microscopy
for Nanotechnology



Scanning Microscopy

for Nanotechnology
Techniques and Applications

edited by

Weilie Zhou

University of New Orleans
New Orleans, Louisiana

and

Zhong Lin Wang
Georgia Institute of Technology
Atlanta, Georgia



Weilie Zhou Zhong Lin Wang

College of Sciences Center of Nanotechnology and
University of New Orleans Nanoscience
New Orleans, Louisiana 70148 Georgia Institute of Technology

Atlanta, Georgia 30332

Library of Congress Control Number: 2006925865

ISBN-10: 0-387-33325-8 e-ISBN-10: 0-387-39620-9
ISBN-13: 978-0-387-33325-0 e-ISBN-13: 978-0387-39620-0

Printed on acid-free paper.

© 2006 Springer SciencetBusiness Media, LLC

All rights reserved. This work may not be translated or copied in whole or in part without the written
permission of the publisher (Springer Science+Business Media, LLC, 233 Spring Street, New York,
NY 10013, USA), except for brief excerpts in connection with reviews or scholarly analysis. Use in
connection with any form of information storage and retrieval, electronic adaptation, computer
software, or by similar or dissimilar methodology now known or hereafter developed is forbidden.
The usein this publication of trade names, trademarks, service marks, and similar terms, even if they
are not identified as such, is not to be taken as an expression of opinion as to whether or not they are
subject to proprietary rights.

987654321

springer.com



Contributors

Robert Anderhalt
Ametek EDAX Inc.
91 McKee Drive,

Mahwah, NJ 07430

Anzalone, Paul

FEI

5350 NE Dawson Creek Drive
Hillsboro, OR

97124-5793

P. Robert Apkarian

Integrated Microscopy and
Microanalytical Facility

Department of Chemistry

Emory University

1521 Dickey Drive

Atlanta GA 30322

A. Borisevich

Oak Ridge National Laboratory
P.O. Box 2008

Oak Ridge, TN 37831

Daniela Caruntu

Advanced Materials Research Institute

University of New Orleans
New Orleans, LA 70148

Gabriel Caruntu

Advanced Materials Research Institute

University of New Orleans
New Orleans, LA 70148

M.F. Chisholm

Oak Ridge National Laboratory
P.O. Box 2008

Oak Ridge, TN 37831

Lesley Anglin Compbell

Advanced Materias Research
Institute

University of New Orleans

New Orleans, LA 70148

M. David Frey

Carl Zeiss SMT Inc.

1 Zeiss Drive
Thornwood, NY 10594

Pu Xian Ga

School of Materials Science and

Engineering, Georgia Institute of
Technology

Atlanta, GA 30332-0245

A. Lucille Giannuzzi

FEI

5350 NE Dawson Creek Drive
Hillsboro, OR

97124-5793

Rishi Gupta

Zyvex

1321 North Plano Road
Richardson, Texas 75081



Vi Contributors

David Joy
University of Tennessee
Knoxville, TN 37996

Jianye Li

Department of Chemistry
Duke University

Durham, NC 27708-0354

Feng Li

Advanced Materials Research Institute
University of New Orleans

New Orleans, LA 70148

JieLiu

Department of Chemistry
Duke University

Durham, NC 27708-0354

Xiaohua Liu

Department of Biologic and Materials
Sciences

Division of Prosthodontics

University of Michigan

1011 N. University

Ann Arbor, M1 48109-1078

A.R. Lupini

Oak Ridge National Laboratory
P.O. Box 2008

Oak Ridge, TN 37831

Peter X. Ma

Department of Biologic and Materials
Sciences

Division of Prosthodontics

University of Michigan

1011 N. University

Ann Arbor, M1 48109-1078

Tim Maitland

HKL Technology Inc

52A Federal Road, Unit 2D
Danbury, CT 06810

Joe Nabity
JC Nabity Lithography Systems
Bozeman, MT 59717

Charles J. O’Connor

Advanced Materials Research Institute
University of New Orleans

New Orleans, LA 70148

M.P. Oxley

Oak Ridge National Laboratory
P.O. Box 2008

Oak Ridge, TN 37831

Y. Peng

Oak Ridge National Laboratory
P.O. Box 2008

Oak Ridge, TN 37831

Steve Pennycook

Oak Ridge National Laboratory
P.O. Box 2008

Oak Ridge, TN 37831

Richard E. Stallcup 11
Zyvex

1321 North Plano Road
Richardson, Texas 75081

Scott Sitzman

HKL Technology Inc

52A Federal Road, Unit 2D
Danbury, CT 06810

K. Van Benthem

Oak Ridge National Laboratory
P.O. Box 2008

Oak Ridge, TN 37831

Brandon Van Leer

FEI

5350 NE Dawson Creek Drive
Hillsboro, OR

97124-5793



M. Varela

Oak Ridge National Laboratory
P.O. Box 2008

Oak Ridge, TN 37831

Peng Wang

Department of Biologic and Materials
Sciences

Division of Prosthodontics

University of Michigan

1011 N. University

Ann Arbor, MI 48109-1078

Xudong Wang

Center for Nanoscience and
Nanotechnology (CNN)

Georgia Institute of Technology

Materials Science and Engineering
Department

771 Ferst Drive, N.W.

Atlanta, GA 30332-0245

Zhong Lin Wang

Center for Nanoscience and
Nanotechnol ogy

Georgia Institute of Technology

Materials Science and Engineering

771 Ferst Drive, N.W.

Atlanta, GA 30332-0245

Contributors vii

Guobao Wei

Department of Biologic and Materials
Sciences

Division of Prosthodontics

University of Michigan

1011 N. University

Ann Arbor, M| 48109-1078

John B. Wiley

Department of Chemistry and
Advanced Materials Research
Institute

University of New Orleans

New Orleans, LA 70148

Weilie Zhou

Advanced Materials Research Institute
University of New Orleans

New Orleans, LA 70148

Mo Zhu

Advanced Materials Research Institute
University of New Orleans

New Orleans, LA 70148



Preface

Advances in nanotechnology over the past decade have made scanning elec-
tron microscopy (SEM) an indispensable and powerful tool for analyzing and
constructing new nanomaterials. Development of nanomaterials requires
advanced techniques and skills to attain higher quality images, understand
nanostructures, and improve synthesis strategies. A number of advancements
in SEM such as field emission guns, electron back scatter detection (EBSD),
and X-ray element mapping have improved nanomaterials analysis. In addition
to materials characterization, SEM can be integrated with the latest technol ogy
to perform in-situ nanomaterial engineering and fabrication. Some examples
of this integrated technology include nanomanipulation, electron beam nano-
lithography, and focused ion beam (FIB) techniques. Although these tech-
niques are still being developed, they are widely applied in every aspect of
nanomaterial research. Scanning Microscopy for Nanotechnology introduces
some of the new advancements in SEM techniques and demonstrate their
possible applications.

The first section covers basic theory, newly developed EBSD techniques,
advanced X-ray analysis, low voltage imaging, environmental microscopy for
biomaterials observation, e-beam nanolithography patterning, FIB nanostructure
fabrication, and scanning transmission electron microscopy (STEM). These chap-
ters contain practical examples of how these techniques are used to characterize
and fabricate nanomaterials and nanostructures.

The second section discusses the applications of these SEM-based techniques,
including nanowires and carbon nanotubes, photonic crystals and devices,
nanoparticles and colloidal self-assembly, nano-building blocks fabricated
through templates, one-dimensional wurtzite semiconducting nanostructures,
bio-inspired nanomaterials, in-situ nanomanipulation, and cry-SEM stage in
nanostructure research. These applications are widely used in fabricating and
engineering new nanomaterials and nanostructures.

A unique feature of this book is that it is written by experts from leading
research groups who specialize in the development of nanomaterials using these
SEM-based techniques. Additional contributions are made by application special-
ists from several popular instrument vendors concerning their techniques to



X Preface

characterize, engineer, and manipulate nanomaterials in-situ SEM. Scanning
Microscopy for Nanotechnology should be a useful and practical guide for nano-
material researchers as well as a valuable reference book for students and SEM
specialists.

WEILIE ZHOU
ZHONG LIN WANG
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Fundamentals of Scanning
Electron Microscopy

Weilie Zhou, Robert P. Apkarian, Zhong Lin Wang, and
David Joy

1. Introduction

The scanning electron microscope (SEM) is one of the most versatile instruments
available for the examination and analysis of the microstructure morphology and
chemical composition characterizations. It is necessary to know the basic princi-
plesof light opticsin order to understand the fundamentals of el ectron microscopy.
The unaided eye can discriminate objects subtending about 1/60° visual angle, cor-
responding to a resolution of ~0.1 mm (at the optimum viewing distance of
25 cm). Optical microscopy has the limit of resolution of ~2,000 A by enlarging
the visual angle through optical lens. Light microscopy has been, and continuesto
be, of great importance to scientific research. Since the discovery that electrons
can be deflected by the magnetic field in numerous experiments in the 1890s [1],
electron microscopy has been developed by replacing the light source with high-
energy electron beam. In this section, we will, for a split second, go over the the-
oretical basics of scanning electron microscopy including the resolution limitation,
electron beam interactions with specimens, and signal generation.

1.1. Resolution and Abbe’s Equation

The limit of resolution is defined as the minimum distances by which two struc-
tures can be separated and still appear as two distinct objects. Ernst Abbe [1]
proved that the limit of resolution depends on the wavelength of the illumination
source. At certain wavelength, when resolution exceeds the limit, the magnified
image blurs.

Because of diffraction and interference, a point of light cannot be focused as a
perfect dot. Instead, the image will have the appearance of a larger diameter than
the source, consisting of a disk composed of concentric circles with diminishing
intensity. Thisis known as an Airy disk and is represented in Fig. 1.1a. The pri-
mary wave front contains approximately 84% of the light energy, and the intensity
of secondary and tertiary wave fronts decay rapidly at higher orders. Generally, the
radius of Airy disk is defined as the distance between the first-order peak and
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@)

(b)

<

Ficure 1.1. lllustration of resolution in (a) Airy disk and (b) wave front.

thefirst-order trough, as shown in Fig. 1.1a. When the center of two primary peaks
are separated by adistance equal to the radius of Airy disk, the two objects can be
distinguished from each other, as shown in Fig. 1.1b. Resolution in a perfect opti-
cal system can be described mathematically by Abbe's equation. In this equation:

d=0.612 A/nsin o

where

d = resolution

A = wavelength of imaging radiation

n = index of refraction of medium between point source and lens, relative to free
space

o = half the angle of the cone of light from specimen plane accepted by the objec-
tive (half aperture angle in radians)

n sin o is often called numerical aperture (NA).

Substituting the illumination source and condenser lens with electron beam and
electromagnetic coils in light microscopes, respectively, the first transmission
electron microscope (TEM) was constructed in the 1930s [2], in which electron
beam was focused by an el ectromagnetic condenser lens onto the specimen plane.
The SEM utilizes afocused electron beam to scan across the surface of the spec-
imen systematically, producing large numbers of signals, which will be discussed
in detail later. These electron signals are eventually converted to a visual signal
displayed on a cathode ray tube (CRT).

1.1.1. Interaction of Electron with Samples

Image formation in the SEM is dependent on the acquisition of signals produced
from the electron beam and specimen interactions. These interactions can be
divided into two major categories. elastic interactions and inelastic interactions.
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Elastic scattering results from the deflection of the incident electron by the spec-
imen atomic nucleus or by outer shell electrons of similar energy. This kind of
interaction is characterized by negligible energy loss during the collision and by
awide-angle directional change of the scattered electron. Incident electrons that
are elastically scattered through an angle of more than 90° are called backscat-
tered electrons (BSE), and yield a useful signal for imaging the sample. Inelastic
scattering occurs through a variety of interactions between the incident electrons
and the electrons and atoms of the sample, and results in the primary beam elec-
tron transferring substantial energy to that atom. The amount of energy loss
depends on whether the specimen electrons are excited singly or collectively and
on the binding energy of the electron to the atom. As aresult, the excitation of the
specimen electrons during the ionization of specimen atoms |leads to the genera-
tion of secondary electrons (SE), which are conventionally defined as possessing
energies of less than 50 eV and can be used to image or analyze the sample. In
addition to those signals that are utilized to form an image, a number of other
signals are produced when an electron beam strikes a sample, including the emis-
sion of characteristic x-rays, Auger electrons, and cathodoluminescence. We will
discuss these signals in the later sections. Figure 1.2 shows the regions from
which different signals are detected.

10
Beam

Backscatterred electrons Secondary electrons
Auger electrons

Characteristic x-rays X-ray continuum

Ficure 1.2. lllustration of several signals generated by the electron beam—specimen inter-
action in the scanning electron microscope and the regions from which the signals can be
detected.
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In most cases when incident electron strikes the specimen surface, instead of
being bounced off immediately, the energetic electrons penetrate into the sample
for some distance before they encounter and collide with a specimen atom. In
doing so, the primary electron beam produces what is known as a region of
primary excitation, from which a variety of signals are produced. The size and
shape of this zone is largely dependent upon the beam electron energy and the
atomic number, and hence the density, of the specimen. Figure 1.3 illustrates the
variation of interaction volume with respect to different accelerating voltage and
atomic number. At certain accelerating voltage, the shape of interaction volume
is“tear drop” for low atomic number specimen and hemisphere for specimens of
high atomic number. The volume and depth of penetration increase with an
increase of the beam energy and fall with the increasing specimen atomic num-
ber because specimens with higher atomic number have more particles to stop
electron penetration. One influence of the interaction volume on signal acquisi-
tionisthat use of ahigh accelerating voltage will result in deep penetration length
and a large primary excitation region, and ultimately cause the loss of detailed
surface information of the samples. A close-packed opal structure observed by a
field emission scanning electron microscope (FESEM) at different accelerating
voltagesis shown in Fig. 1.4. Images taken under 1 kV gave more surface details
than that of 20 kV. The surface resolutionislost at high accelerating voltages and
the surface of spheres looks smooth.

1.1.2. Secondary Electrons

The most widely used signal produced by the interaction of the primary electron
beam with the specimen is the secondary electron emission signal. When the pri-
mary beam strikes the sample surface causing the ionization of specimen atoms,

Lower accelerating Higher accelerating

1° °
@) (b) 1

Ficure 1.3. Influence of accelerating voltage and specimen atomic number on the primary
excitation volume: (a) low atomic number and (b) high atomic number.
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@ (b)

500 nm 500 nm

Ficure 1.4. Scanning electron micrographs of a CaF, close-packed opal structure, which
are taken under different accelerating voltages: (a) 1 kV and (b) 20 kV.

loosely bound electrons may be emitted and these are referred to as secondary
electrons. As they have low energy, typically an average of around 3-5 eV, they
can only escape from aregion within afew nanometers of the material surface. So
secondary electrons accurately mark the position of the beam and give topographic
information with good resolution. Because of their low energy, secondary elec-
trons are readily attracted to a detector carrying some applied bias. The Everhart—
Thornley (ET) detector, which is the standard collector for secondary electronsin
most SEMs therefore applies both a bias (+10 kV) to the scintillator and a lower
bias (+300 V) to the Faraday cage, which screens the detector. In order to detect
the secondary electrons a scintillator converts the energy of the electrons into pho-
tons (visible light). The photons then produced travel down a Plexiglas or polished
quartz light pipe and move out through the specimen chamber wall, and into a pho-
tomultiplier tube (PMT) which converts the quantum energy of the photons back
into electrons. The output voltage from the PMT is further amplified before being
output as brightness modulation on the display screen of the SEM.

Secondary electrons are used principaly for topographic contrast in the SEM,
i.e., for the visualization of surface texture and roughness. The topographical
image is dependent on how many of the secondary electrons actually reach the
detector. A secondary electron signal can resolve surface structures down to the
order of 10 nm or better. Although an equivalent number of secondary electrons
might be produced as a result of the specimen primary beam interaction, only
those that can reach the detector will contribute to the ultimate image. Secondary
electrons that are prevented from reaching the detector will generate shadows or
be darker in contrast than those regions that have an unobstructed el ectron path to
the detector. It is apparent in the diagram that topography also affects the zone of
secondary electron emission. When the specimen surface is perpendicular to the
beam, the zone from which secondary electrons are emitted is smaller than found
when the surfaceistilted. Figure 1.5 illustrates the effect of specimen topography
and the position of detector on the secondary electron signals.
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Detector

Ficure 1.5. lllustration of effect of surface topography and position of detector on the sec-
ondary electron detection.

Low voltage incident electrons will generate secondary electrons from the very
surface region, which will reveal more detailed structure information on the sam-
ple surface. More about this will be discussed in Chapter 4.

1.1.3. Backscattered Electrons

Another valuable method of producing an image in SEM is by the detection of
BSEs, which provide both compositional and topographic information in the
SEM. A BSE is defined as one which has undergone a single or multiple scatter-
ing events and which escapes from the surface with an energy greater than 50 eV.
The elastic collision between an electron and the specimen atomic nucleus causes
the electron to bounce back with wide-angle directional change. Roughly
10-50% of the beam electrons are backscattered toward their source, and on an
average these electrons retain 60-80% of their initial energy. Elements with
higher atomic numbers have more positive charges on the nucleus, and as aresult,
more electrons are backscattered, causing the resulting backscattered signal to be
higher. Thus, the backscattered yield, defined as the percentage of incident elec-
trons that are reemitted by the sample, is dependent upon the atomic number of
the sample, providing atomic number contrast in the SEM images. For example,
the BSE yield is ~6% for alight element such as carbon, whereas it is ~50% for
aheavier element such astungsten or gold. Due to the fact that BSEs have alarge
energy, which prevents them from being absorbed by the sample, the region of the
specimen from which BSEs are produced is considerably larger than it is for
secondary electrons. For this reason the lateral resolution of a BSE image is



1. Fundamentals of Scanning Electron Microscopy 7

considerably worse (1.0 um) than it is for a secondary electron image (10 nm).
But with a fairly large width of escape depth, BSES carry information about fea-
turesthat are deep beneath the surface. In examining relatively flat samples, BSEs
can be used to produce a topographical image that differs from that produced by
secondary electrons, because some BSEs are blocked by regions of the specimen
that secondary electrons might be drawn around.

The detector for BSEs differs from that used for secondary electrons in that a
biased Faraday cage is not employed to attract the electrons. In fact the Faraday
cage is often biased negatively to repel any secondary electrons from reaching the
detector. Only those electrons that travel in a straight path from the specimen to
the detector go toward forming the backscattered image. Figure 1.6 shows images
of Ni/Au heterostructure nanorods. The contrast differencesin theimage produced
by using secondary electron signal are difficult to interpret (Fig. 1.6a), but contrast
difference constructed by the BSE signal are easily discriminated (Fig. 1.6b).

The newly developed electron backscattered diffraction (EBSD) technique
is able to determine crystal structure of various samples, including nanosized
crystals. The details will be discussed in Chapter 2.

1.1.4. Characteristic X-rays

Another class of signals produced by the interaction of the primary electron beam
with the specimen is characteristic x-rays. The analysis of characteristic x-raysto
provide chemical information is the most widely used microanalytical technique
in the SEM. When an inner shell electron is displaced by collision with a primary
electron, an outer shell electron may fall into the inner shell to reestablish the
proper charge balance in its orbitals following an ionization event. Thus, by the
emission of an x-ray photon, the ionized atom returns to ground state. In addition
to the characteristic x-ray peaks, a continuous background is generated through
the deceleration of high-energy electrons as they interact with the electron cloud

@ (b)

1um EHT=19.00kV Signal A=QBSD Date :13 Nov 2004

- 3um  EMT=500kV Signal A=InLens Date :13 Nov 2004 _
Mag = 10.00 kx F——y Mag=1000kx |4 Wwp=7mm  PhotoNo.=3889 Time :16:23:31

WD=7mm  Photo No.=3884 Time :16:13:36

Ficure 1.6. Ni/Au nanorods images formed by (a) secondary electron signa and (b)
backscattering electron signal.
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and with the nuclei of atoms in the sample. This component is referred to as the
Bremsstrahlung or Continuum x-ray signal. This constitutes a background noise,
and is usually stripped from the spectrum before analysis although it contains
information that is essential to the proper understanding and quantification of the
emitted spectrum. More about characteristic x-rays for nanostructure anaysis
will be discussed in Chapter 3.

1.1.5. Other Electrons

In addition to the most commonly used signals including BSES, secondary
electrons, and characteristic x-rays, there are several other kinds of signals gen-
erated during the specimen electron beam interaction, which could be used for
microstructure analysis. They are Auger electrons, cathodoluminescence-
transmitted electrons and specimen (or absorbed) current.

1.1.5.1. Auger Electrons

Auger electrons are produced following the ionization of an atom by the incident
electron beam and the falling back of an outer shell electron to fill an inner shell
vacancy. The excess energy released by this process may be carried away by an
Auger electron. This electron has a characteristic energy and can therefore be
used to provide chemical information. Because of their low energies, Auger elec-
trons are emitted only from near the surface. They have escape depths of only a
few nanometers and are principally used in surface analysis.

1.1.5.2. Cathodoluminescence

Cathodoluminescence is another mechanism for energy stabilization following
beam specimen interaction. Certain materials will release excess energy in the
form of photons with infrared, visible, or ultraviolet wavelengths when electrons
recombine to fill holes made by the collision of the primary beam with the spec-
imen. These photons can be detected and counted by using alight pipe and pho-
tomultiplier similar to the ones utilized by the secondary electron detector. The
best possible image resolution using this approach is estimated at about 50 nm.

1.1.5.3. Transmitted Electrons

Transmitted electrons is another method that can be used in the SEM to create an
image if the specimen is thin enough for primary beam electrons to pass through
(usualy lessthan 1 ). Aswith the secondary and BSE detectors, the transmitted
electron detector is comprised of scintillator, light pipe (or guide), and a photo-
multiplier, but it is positioned facing the underside of the specimen (perpendicu-
lar to the optical axis of the microscope). This technique allows SEM to examine
the internal ultrastructure of thin specimens. Coupled with x-ray microanaysis,
transmitted el ectrons can be used to acquisition of elemental information and dis-
tribution. The integration of scanning electron beam with a transmission electron
microscopy detector generates scanning transmission electron microscopy, which
will be discussed in Chapter 6.
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1.1.5.4. Specimen Current

Specimen current is defined as the difference between the primary beam current
and the total emissive current (backscattered, secondary, and Auger electrons).
Specimens that have stronger emission currents thus will have weaker specimen
currents and vice versa. One advantage of specimen current imaging is that the
sampleisits own detector. There is thus no problem in imaging in this mode with
the specimen as close as is desired to the lens.

2. Configuration of Scanning Electron
Microscopes

In this section, we will present a detailed discussion of the major componentsin
an SEM. Figure 1.7 shows a column structure of a conventional SEM. The elec-
tron gun, which is on the top of the column, produces the electrons and acceler-
ates them to an energy level of 0.1-30 keV. The diameter of electron beam
produced by hairpin tungsten gun is too large to form a high-resolution image.
So, electromagnetic lenses and apertures are used to focus and define the electron
beam and to form a small focused electron spot on the specimen. This process
demagnifies the size of the electron source (~50 um for atungsten filament) down
to the final required spot size (1-100 nm). A high-vacuum environment, which
allows electron travel without scattering by the air, is needed. The specimen
stage, electron beam scanning coils, signal detection, and processing system pro-
vide real-time observation and image recording of the specimen surface.

2.1. Electron Guns

Modern SEM systems require that the electron gun produces a stable electron
beam with high current, small spot size, adjustable energy, and small energy dis-
persion. Several types of electron guns are used in SEM system and the qualities
of electrons beam they produced vary considerably. The first SEM systems gen-
erally used tungsten “hairpin” or lanthanum hexaboride (LaBy) cathodes, but for
the modern SEMs, the trend is to use field emission sources, which provide
enhanced current and lower energy dispersion. Emitter lifetime is another impor-
tant consideration for selection of electron sources.

2.1.1. Tungsten Electron Guns

Tungsten electron guns have been used for more than 70 years, and their reliabil-
ity and low cost encourage their use in many applications, especialy for low mag-
nification imaging and x-ray microanalysis[3]. The most widely used electron gun
is composed of three parts: a V-shaped hairpin tungsten filament (the cathode), a
Wehnelt cylinder, and an anode, as shown in Fig. 1.8. The tungsten filament is
about 100 um in diameter. The V-shaped filament is heated to a temperature of
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Ficure 1.7. Schematic diagram of a scanning electron microscope (JSM—5410, courtesy
of JEOL, USA).

more than 2,800 K by applying afilament current i, so that the el ectrons can escape
from the surface of the filament tip. A negative potential, which is varied in the
range of 0.1-30 kV, is applied on the tungsten and Wehnelt cylinder by ahigh volt-
age supply. As the anode is grounded, the electric field between the filament and
the anode plate extracts and accelerates the electrons toward the anode. In
thermionic emission, the electrons have widely spread trgjectories from the filament
tip. A dlightly negative potential between the Wehnelt cylinder and the filament,
referred to “bias,” provides steeply curved equipotentials near the aperture of the
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Ficure 1.8. Schematic of the self-biased thermionic tungsten electron gun. (The effect of
the negative bias of the Wehnelt cylinder on the electron trgjectory is shown.)

Wehnelt cylinder, which produces a crude focusing of electron beam. The focus-
ing effect of Wehnelt cylinder on the electron beam is depicted in Fig. 1.8.

The electron emission increases with the filament current. There is some
“saturation point” of filament current, at which we have most effective electron
emission (i.e., the highest electron emission is obtained by least amount of cur-
rent). At saturation electrons are only emitted from the tip of the filament and
focused into a tight bundle by the negative accelerating voltage. If the filament
current increases further, the electron emission only increases slightly (Fig. 1.9).
It is worth mentioning that there is a peak (known as “false peak”) in beam cur-
rent not associated with saturation, and this character is different from instrument
to instrument, even from filament to another. This false peak is sometimes even
greater than the saturation point. Its cause remains unexplained because it is of
little practical use, but its presence could be the result of gun geometries during
filament heating and the electrostatic creation of the gun’s crossover. Setting the
filament to work at the false peak will result in extremely long filament life, but
it also deteriorates the stability of the beam. Overheating the filament with cur-
rent higher than saturation current will reduce the filament life significantly. The
burnt-out filament is shown in Fig. 1.10. The spherical melted end of the broken
filament due to the overheating is obvious. The filament life is also influenced by
the vacuum status and cleanliness of the gun.
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Ficure 1.9. Saturation of atungsten hairpin electron gun. At saturation point, majority of
the electrons are emitted from the tip of the filament and form a tight bundle by accelerat-

ing voltage.

Ficure 1.10. An SEM image of a “blown-out” tungsten filament due to overheating. A
spherical melted end is obvious at the broken filament.
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2.1.2. Lanthanum Hexaboride Guns

An dternative for tungsten filament is the LaB, filament. This material has alower
work function (2.4 eV) than tungsten (4.5 eV). This means LaB, can provide
stronger emission of electrons at the same heating temperature. Therefore, LaB
electron guns provide 5 to 10x greater brightness and a longer lifetime compared
with conventional tungsten guns[4]. Figure 1.11a shows the emitter of aLaB, sin-
gle crystal 100200 um in diameter and 0.5 mm long. The crystal is mounted on
agraphite or rhenium support, which does not chemically react with the LaB, and
also serves asthe resistive heater to elevate the temperature of crystal so that it can
emit electrons. There are several advantages for the use of LaB electron guns. The
effective emission area is much smaller than conventional tungsten electron guns,
which reduces the spot size of the electron beam. In addition, the electron beam
produced by LaB, electron guns have smaller energy spread, which means a
smaller chromatic aberration and higher resolution of SEM images.

LaB, electron source can replace the tungsten electron guns directly in con-
ventional SEMs. However, LaBy is readily oxidized at elevated temperatures and
the vacuum in gun chamber of conventional electron microscopes is not high
enough to avoid contamination on LaB, cathode. This reduces the lifetime of the
guns significantly. Figure 1.11b shows the details of a used LaB, crystal, several
contamination spots are easily recognized on its surface. To avoid this situation
the chamber electron gun must have a vacuum better than 10-8 Torr. Generally,
differential pumping of the gun region is needed.

2.1.3. Field Emission Guns

Thermionic sources depend on a high temperature to overcome the work function
of the metal so that the electrons can escape from the cathode. Though they are

(a) (b)

Ficure 1.11. () SEM image of LaB electron gun and (b) a higher magnification image,
small contamination spots are easily recognized.
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inexpensive and the requirement of vacuum is relatively low, the disadvantages,
such as short lifetime, low brightness, and large energy spread, restrict their appli-
cations. For modern electron microscopes, field emission electron guns (FEG) are
agood alternative for thermionic electron guns.

In the FEG, a single crystal tungsten wire with very sharp tip, generally pre-
pared by electrolytic etching, is used as the electron source. Figure 1.12aand b
shows amicrograph of atypical field emission tip and the schematic structure of
the FEG. In this system, a strong electric field forms on the finely oriented tip,
and the electrons are drawn toward the anodes instead of being boiled up by the
filament heating. Two anodes are used in field emission system, depicted in
Fig. 1.12c. The voltage V, with afew kilovolts between thetip and the first anode
is used to extract the electrons from thetip, and the V,, is the accel erating voltage.

There are three types of FEGsthat are used in the SEM systems [5]. Oneisthe
cold field emission (CFE) sources. The “cold field” means the electron sources
operate at room temperature. The emission of electrons from the CFE purely
depends on the electric field applied between the anodes and the cathode.
Although the current of emitted electron beams is very small, a high brightness
can still be achieved because of the small electron beam diameter and emission
area. An operation known as “flashing” in which the field emission tip is heated
to a temperature of more than 2,000 K for a few seconds is needed to clean
absorbed gas on thetip. The second classisthermal field emission (TFE) sources,
which is operated in elevated temperature. The elevated temperature reduces the
absorption of gas molecules and stabilizes the emission of electron beam even
when a degraded vacuum occurs. Beside CFE and TFE sources, Schottky emit-
ters (SE) sources are also used in modern SEM system. The performances of SE
and CFE sources are superior to thermionic sources in the case of brightness,
source size, and lifetime. However, SE source is preferred over CFE source
because of its higher stability and easier operation. Because the emitting area of
SE source is about 100x larger than that of the CFE source, it is capable to deliver
more than 50x higher emission current than CFE at a similar energy spread.
Further, a larger size of emission source reduces the susceptibility to vibration.

@ (b) ©

|
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FiGure 1.12. (a) Field emission source with extreme sharp tip; (b) a higher magnification
image; and (c) schematic diagram of a typical field emission electron source. The two
anodes work as an electrostatic lens to form electron beams.
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Also, electron beam nanolithography needs high emission current to perform a
pattern writing, which will be discussed in Chapter 5.

Compared with thermionic sources, CFE provides enhanced electron bright-
ness, typically 100x greater than that for a typical tungsten source. It also pos-
sesses very low electron energy spread of 0.3 eV, which reduces the chromatic
aberration significantly, and can form a probe smaller than 2 nm, which provides
much higher resolution for SEM image. However, field emitters must operate
under ultrahigh vacuum (better than 10~° Torr) to stabilize the electron emission
and to prevent contamination.

2.2. Electron Lenses

Electron beams can be focused by electrostatic or magnetic field. But electron
beam controlled by magnetic field has smaller aberration, so only magnetic field
isemployed in SEM system. Coils of wire, known as “electromagnets,” are used
to produce magnetic field, and the trajectories of the electrons can be adjusted by
the current applied on these coils. Even using the magnetic field to focus the elec-
tron beam, electromagnetic lenses still work poorly compared with the glass
lenses in terms of aberrations. The electron lenses can be used to magnify or
demagnify the electron beam diameter, because their strength is variable, which
resultsin avariable focal length. SEM always uses the electron lenses to demag-
nify the “image” of the emission source so that a narrow probe can be formed on
the surface of the specimen.

2.2.1. Condenser Lenses

The electron beam will diverge after passing through the anode plate from the
emission source. By using the condenser lens, the electron beam is converged and
collimated into arelatively parallel stream. A magnetic lens generally consists of
two rotationally symmetric iron pole pieces in which there is a copper winding
providing magnetic field. There is a hole in the center of pole pieces that allows
the electron beam to pass through. A lens-gap separates the two pole pieces, at
which the magnetic field affects (focuses) the electron beam. The position of the
focal point can be controlled by adjusting the condenser lens current. A condenser
aperture, generally, is associated with the condenser lens, and the focal point of
the electron beam is above the aperture (Fig. 1.13). As appropriate aperture size
is chosen, many of the inhomogeneous and scattered electrons are excluded. For
modern electron microscopes, a second condenser lens is often used to provide
additional control on the electron beam.

2.2.2. Objective Lenses

The electron beam will diverge below the condenser aperture. Objective lenses
are used to focus the electron beam into a probe point at the specimen surface and
to supply further demagnification. An appropriate choice of lens demagnification
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Ficure 1.13. A diagram showing how the electrons travel through the condenser lens and
condenser aperture. Many of the nonhomogeneous or scattered electrons are excluded by
the condenser aperture.

and aperture size results in a reduction of the diameter of electron beam on the
specimen surface (spot size), and enhances the image resol ution.

Three designs of objective lenses are shown in Fig. 1.14 [5]. The asymmetric
pinholelens (Fig. 1.14a) isthe most common objective lens. Thereisonly asmall
bore on the pole piece, and this keeps the magnetic field within the lens and pro-
vides a field-free region above the specimen for detecting the secondary elec-
trons. However, this configuration has a large lens aberration. For the symmetric
immersion lens (Fig. 1.14b), the specimen is placed inside the lens, which can
reduce the focal length significantly. This configuration provides a lowest lens
aberration because lens aberration directly scale with the focal length. But the
specimen size cannot exceed 5 mm. The Snorkel lens (Fig. 1.14c) produces a
strong magnetic field that extends to the specimen. Thiskind of lens possessesthe
advantages of the pinhole lens and the immersion lens, combining low lens aber-
ration with permission of large specimen. Furthermore, this configuration can
accommodate two secondary electron detectors (the conventional and in-lens
detector). The detail detector configurations will be discussed | ater.

2.3. Column Parameters

It is easy to imagine that spot size and the beam convergence angle o directly
relate to the resolution and the depth of focus of the SEM images, but they are
influenced by many other parameters such as electron beam energy, lenses
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Ficure 1.14. Objective lens configurations: (a) asymmetric pinhole lens, which has large
lens aberration; (b) symmetric immersion lens, in which small specimen can be observed
with small lens aberration; and (c) snorkel lens, where the magnetic field extends to the
specimen providing small lens aberration on large specimen (Adapted from [5]).

current, aperture size, working distance (WD), and chromatic and achromatic
aberration of electron lenses. In this section, several primary parameters that are
significant for the image quality will be discussed and a good understanding of
all these parameters is needed because these parameters are interdependent.

2.3.1. Aperture

One or more apertures are employed in the column according to different designs
of SEM. Apertures are used to exclude scattered electrons and are used to control
the spherical aberrations in the final lens. There are two types of aperture: oneis
at the base of final lens and is known as real aperture; the other type is known as
virtual aperture and it is placed in the electron beam at a point above the final
lens. The beam shape and the beam edge sharpness are affected by the real aper-
ture. The virtual aperture, which limits the electron beam, is found to have the
same affect. The real aperture is the conventional type of aperture system and
the virtual aperture is found on most modern SEM system. Because the virtual
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aperture is far away from the specimen chamber it can be kept clean for along
time, but the aperture alignment becomes a regular operation, as its size is very
small. Decreasing the aperture size will reduce the beam angle o for the same
WD, resulting in an enhancement of the depth of field (shown in Fig. 1.15) and a
decrease of the current in the final probe. Figure 1.16 shows the electron micro-
graph of branched grown ZnO nanorods taken with different aperture size.
Increase of depth of field due to change of aperture sizeis easily observed, which
is emphasized by circles. An optimum choice of aperture size can also minimize
the detrimental effects of aberrations on the probe size [6].

2.3.2. Stigmation

The lens defects (machining errors and asymmetry in lens winding), and con-
tamination on aperture or column can cause the cross section of the electron beam
profileto vary in shape. Generally, an elliptical cross section isformed instead of
acircular one. As aresult during operation, the image will stretch along different
direction at underfocus and overfocus condition. This imperfection on the elec-
tromagnetic lensis called astigmatism. A series of coils surrounding the electron
beam, referred to as “ stigmator,” can be used to correct astigmatism and achieve
an image with higher resolution.

Figure 1.17a shows an SEM image with extreme astigmatism. When moving
through focus the image stretches first in one direction (Fig. 1.17b) and when the
image is in the in-focus position the stretch is minimized (Fig. 1.17a) before it
is stretched to another direction (Fig. 1.17c). The astigmatism correction cycle

Electron Electron
(@) beam (b) beam
‘ “ ‘ ¢
DF DF
t 4

Ficure 1.15. Small aperture (b) provides enhanced depth of field compared with large
aperture (a).



1. Fundamentals of Scanning Electron Microscopy 19

(a) (b)

1um 1um

Ficure 1.16. Electron micrograph of branch grown ZnO nanorods taken with different
aperture sizes: (a) 30 um and (b) 7.5 um. The enhancement of depth of field is emphasized
by circles.
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Ficure 1.17. Comparison of SEM images of opal structure with astigmatism and after
astigmatism correction. (a) SEM image with astigmatism in in-focus condition; (b) SEM
image with astigmatism in underfocus condition; (c) SEM image with astigmatism in over-
focus condition; and (d) SEM image with astigmatism correction. The inset figures are the
schematic diagrams of the shapes of probe spots.
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(x-stigmator, focus, y-stigamator, focus) should be repeated, until ultimately the
sharpest imageis obtained (Fig. 1.17d). At that point the beam cross section will be
focused to the smallest point. Generaly the compensation for astigmatism is
performed while operating at the increased magnification, which ensures the image
quality of lower magnification even when perfect compensation is not obtained.
However, the astigmatism is not obvious for low magnification observation.

2.3.3. Depth of Field

The portion of the image that appears acceptably in focus is called the “depth of
field” [7]. Figure 1.18 shows the effect of a limited depth of field in an SEM
image of a SnO, nanojunction sample [8]. Only middle part of theimageisin the
focus, and the upper side and underside of the image show underfocus and over-
focus, respectively. An electron beam with a smaller convergence angle o pro-
vides a larger depth of field, because the change of spot size is less significant
aong the beam direction for a sharper electron beam. Besides the aperture size, the
WD will aso influence the depth of field, which is demonstrated in Fig. 1.19. At
ashort WD the sample will be scanned with awide cone of electrons resulting in
an image with little depth of field. By contrast, at alonger WD, corresponding to
anarrow cone of electron beam results in an enhanced depth of field. However, a
long WD does not mean a high resolution. Depth of field is important when we
observe a specimen with large topographical variation. In this case, we prefer to
use along WD so that we can bring as much of the image into focus as possible.

Ficure 1.18. SEM image of SnO, nanojunctions showing depth of field.
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Ficure 1.19. Beam diagram showing enhancement of depth of field (DF) by increasing
working distance (WD). (&) Short working distance and (b) long working distance.
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Ficure 1.20. Well aligned Co-doped ZnO nanowires array fabricated by chemical vapor
deposition, showing the enhancement of depth of field by increasing the working distance
from (&) 3 mm to (b) 12 mm, which is emphasized by circles.

But if the topography of the specimen isrelatively flat, a shorter WD is preferred
as depth of field islessimportant and higher resolution can be achieved by using
a shorter WD. Figure 1.20 is the SEM image of well-aligned Co-doped ZnO
nanowire arrays fabricated by a chemical vapor deposition method [9], showing
the influence of WD on depth of field. The figures are focused on the middle part
of the images. By comparing circled part of the two images, the enhancement of
depth of field is obvious by increasing the WD from 3 to 12 mm.
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2.4. Image Formation

Complex interactions occur when the electron beam in an SEM impinges on the
specimen surface and excites various signals for SEM observation. The second-
ary electrons, BSEs, transmitted electrons, or the specimen current might all be
collected and displayed. For gathering the information about the composition of
the specimen, the excited x-ray or Auger electrons are analyzed. In this section,
we will give abrief introduction about the interactions of the electron beam with
the specimen surface and the principle of image formation by different signals.

2.4.1. Signal Generation

The interaction of the electron beam with a specimen occurs within an excitation
volume under the specimen surface. The depth of the interaction volume depends
on the composition of the solid specimen, the energy of the incident electron
beam, and the incident angle. Two kinds of scattering process, the elastic and the
inelastic process, are considered. The electrons retain all of their energy after an
elastic interaction, and elastic scattering results in the production of BSEs when
they travel back to the specimen surface and escape into the vacuum. On the other
hand, electrons|ose energy in theinelastic scattering process and they excite elec-
trons in the specimen lattice. When these low energy electrons, generally with
energy less than 50 eV, escape to the vacuum, they are termed “secondary elec-
trons” Secondary electrons can be excited throughout the interaction volume;
however, only those near the specimen surface can escape into the vacuum for
their low energy and most of them are absorbed by the specimen atoms. In con-
trast, the BSEs can come from greater depths under the specimen surface. In addi-
tion to secondary electrons and BSES, x-rays are excited during the interaction of
the electron beam with the specimen. There are also several signalsthat can be used
to form the images or analyze the properties of specimen, e.g., Auger electrons,
cathodoluminescence, transmitted electrons, and specimen current, which have
been discussed in Sections 1.1.5 and 1.1.6.

2.4.2. Scanning Coils

As mentioned in the previous sections, the electron beam is focused into a probe
spot on the specimen surface and excites different signals for SEM observation.
By recording the magnitude of these signals with suitable detectors, we can
obtain information about the specimen properties, e.g., topography and composi-
tion. However, this information just comes from one single spot that the electron
beam excites. In order to form an image, the probe spot must be moved from
place to place by a scanning system. A typical image formation system in the
SEM is shown in Fig. 1.21. Scanning coils are used to deflect the electron beam
so that it can scan on the specimen surface along x- or y-axis. Several detectors
are used to detect different signals: solid state BSE detectors for BSES; the ET
detector for secondary and BSEs, energy-dispersive x-ray spectrometer and
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Ficure 1.21. Image formation system in atypical scanning electron microscope.

wavelength-dispersive x-ray spectrometer for the characteristic x-rays; and
photomultipliers for cathodoluminescence. The details of secondary electron
detectors will be discussed in Section 2.4.3. The detected signal is also processed
and projected on the CRT screen or camera. The scanning process of CRT or
camera is synchronized with the electron beam by the scanning signal generator
and hence a point-to-point image for the scanning area is produced.

2.4.3. Secondary Electron Detectors

The original goal in building an SEM was to collect secondary electron images.
Because secondary electrons are of low energy they could come only from the
surface of the sample under the electron beam and so were expected to provide a
rich variety of information about the topography and chemistry of the specimen.
However, it did not prove to be an easy task to develop a collection system which
could detect a small current (~10*2 A) of low energy electrons at high speed
enough to allow the incident beam to be scanned, and which worked without
adding significant noise of its own. The only practical device was the electron
multiplier. In this, the secondary electrons from the sample were accelerated onto
a cathode where they produced additional secondary electrons that were then in
turn accelerated to a second cathode where further signal multiplication occurred.
By repeating this process 10 or 20 times, the incident signal was amplified to a
large enough level to be used to form the image for display. Although the elec-
tron multiplier wasin principle sensitive enough, it suffered from the fact that the
cathode assemblies were exposed to the pump oil, water vapor, and other con-
taminants that were present in the specimen chambers of these early instruments
with the result that the sensitivity rapidly degraded unless the multiplier was
cleaned after every new sample was inserted.
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The solution to this problem, and the development that made the SEM a
commercia reality, was provided by Everhart and Thornley [10]. Their device
consisted of three components: a scintillator that converted the electron signal
into light; alight pipe to transfer the light; and a PM T that converts the light sig-
na back into an electron signal. Because the amount of light generated by the
scintillator depends both on the scintillator material and on the energy of the elec-
tronsstriking it, abias of typically 10 kV isapplied to the scintillator so that every
electron strikes it with sufficient energy to generate a significant flash of light.
Thisisthen conducted along the light pipe, usually made from quartz or Perspex,
toward the PMT. The use of alight pipe makes it possible to position the scintil-
lator at the place where it can be most effective in collecting the SE signal while
still being able to have the PM T safely away from the sample and stage. Usually
the light pipe conducts the light to a window in the vacuum wall of the specimen
chamber permitting the PMT to be placed outside the column and vacuum. The
conversion of SE first to light and then back to an electron signal makes it possi-
ble to use the specia properties of the PMT which is aform of an electron mul-
tiplier, but is completely sealed and so is not affected by external contaminants.
The PMT has a high amplification factor, alogarithmic response which alows it
to process signal covering a very large intensity range, is of low noise, responds
rapidly to changesin signal level, and islow in price.

This overall arrangement not only offers high efficiency and speed, but is flex-
ibleinitsimplementation, is cheap to construct, and needs little routine attention
to maintain peak performance. Consequently, it has been present, in one form or
another, in every SEM built since that time. The classic form of the ET detector
isthat shown in Fig. 1.22a where the sample is placed beneath the objective lens
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€electron microscope with below-lens ET detector;
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Ficure 1.22. (Continued) (b) condenser/objective (in-lens) scanning electron microscope
with above-lens ET detector; and (c) high-resolution (near-lens) scanning electron micro-
scope with above-lens ET detector.

of the SEM and the ET detector is positioned to one side. Because of the +10 kV
bias on the front face of the scintillator there is an electrostatic field, of the order
of afew hundred volts per millimeter, which attracts the SE from the specimen
and guides them toward the detector. At low beam energies, however, a field of
this magnitude is sufficient to deflect the incident beam off axis, so a Faraday
screen in the form of awidely spaced metal grid is often placed over the scintil-
lator itself to shield the beam. The Faraday screen itself is biased to just 250 or
300 V positive, which is enough to attract many of the emitted SE, but istoo low
to deviate the beam.
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Secondary emission from a horizontal specimen is isotropic about the surface
normal, and with the maximum intensity being emitted normal to the surface.
Experimental measurements [11] show that this form of the ET detector typically
collects about 15-30% of the available SE signal. This relatively poor perform-
ance is the result of the fact that many of the SE escape through the bore of the
lens and travel back up the column, and also because the asymmetric positioning
of the detector only favors collection from half of the emitted SE distribution with
avelocity component toward detector. In general this performance is quite satis-
factory because of the way in which secondary electron images are interpreted
[5]. The viewpoint of the operator is effectively looking down aong the beam
direction onto the specimen, which is being illuminated by light emitted from the
detector assembly. An asymmetric detector geometry therefore results in an
image in which topography (e.g., edges, corners, steps, and surface roughness) is
shadowed or highlighted depending on the relative position of the feature and the
detector. This type of image contrast is intuitively easy and reliable to interpret
and produces aesthetically pleasing micrographs.

The main drawback with this arrangement, also evident from Fig. 1.22a, isthat
the detector will be bombarded not only by the SE1 and SE2 secondary €electrons
from the specimen carrying the desired specimen information, but also by BSEs
from the specimen, and by tertiary electrons (SE3) created by BSE impact on the
lens and the chamber walls. Typically at least half of the signal into the detector
is from direct backscatters or in the form of SE3 generated by scattering in the
sample area. As aresult the fraction of SE content from the sampleis diluted, the
signal-to-noise ratio is degraded, and image detail is reduced in contrast.
Although for many purposes it is simply sufficient that the detector produces an
adequately large signal, for many advanced techniques it is essential that only
specific classes of electrons contribute to the image and in those cases this first
type of SE isfar from optimum.

In basic SEMsthe WD istypically of the order of 12-20 mm so the ET detec-
tor can readily be positioned close to the specimen and with a good viewpoint
above it. In more advanced microscopes, the WD is often much smaller in order
to enhance image resolution and locating the detector is therefore more difficult.
Such SEMs often employ a unipole or “snorkel” lens configuration, which pro-
duces a large magnetic field at the specimen surface. This field captures a large
fraction of the SE emission and channels it back through the bore of the lens and
up the column. In order to provide efficient SE imaging the arrangement of
Fig. 1.22b is therefore often employed. A standard ET detector is provided as
before, for occasions when the sample is imaged at a high WD, or for imaging
tilted samples. A second detector is provided above the objective lens to exploit
the SE signal trapped by the lens field as first described by Koike [12]. This
“upper” or “through the lens (TTL)" detector is a standard ET device and is posi-
tioned at 10-15 mm off the incident beam axis. In early versions of TTL detec-
torsthe usual 10 kV bias on the scintillator was used to extract the SE signal from
the beam path, but at low incident energies the field from the detector was often
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sufficiently high to misalign the beam. Several SEM manufacturers have now
overcome this problem, and introduced an important degree of flexibility and
control into the detector system, by positioning a Wien filter just above the lens.
The Wien filter consists of amagnetic field (B) at 90° to the direction of the elec-
tric field (E) from the detector. This combination of electric and magnetic fields
can be adjusted so that the incident beam remains exactly on axis through the
lens. However, the returning SE is deflected by the “ExB” fields in a direction,
and by an amount, that depends on their energy. By providing el ectrodes between
the ExB field region and the detector, different energies of electrons can be
directed by the operator on to the scintillator so that one detector can efficiently
collect secondary electrons, BSES, and all electrons in between those limits.

The upper detector typically collects 70-80% of the available SE signal [10]
from the specimen. Because SE3 electrons, generated by the impact of BSE on
the lens and chamber walls, are produced well away from the axis of the lens they
are not collected by the lens field and do not reach the TTL detector. The upper
detector signal is therefore higher in contrast and information content than the
signal from the lower detector because the unwanted background of nonspecific
SE3 has been eliminated. If the signal is in the upper detector, then the desired
contrast effect can in many cases be greatly enhanced by comparison with that
available using the lower detector. In most SEMs that use this lens arrangement,
both the upper and lower detector can be used simultaneously, because the total
budget of SE is fixed by the operating conditions and by the sample, if 80% of
the SE signal is going to the TTL detector then only 20% at most is available for
the in-chamber ET detector. However, at longer WDs the ability to utilize both
detectors can often be of great value. For example, the TTL detector is very sen-
sitive to sample charging effects, but the in-chamber ET detector is relatively
insensitive because of the large contribution to its signal from SE3 and BSEs, so
mixing the two detector outputs can suppress charging artifacts while maintain-
ing image detail. Similarly, the TTL detector has a vertical and symmetric view
of the sample, while the in-chamber detector is asymmetrically placed at the level
of the sample. The upper detector therefore is more sensitive to yield effects (e.g.,
chemistry, electronic properties, and charge) and less sensitive to topography,
while the in-chamber detector has the opposite traits.

In the highest resolution SEM s (including TEM s equi pped with a scanning sys-
tem) the specimen is physically inside the lens and is completely immersed
within the magnetic field of the lens, so the only access to the SE signal isto col-
lectit using thelensfield [11] as shownin Fig. 1.22c. The properties of this detec-
tor will be the same as those of the TTL detector described above, but in this
configuration there is no opportunity to insert an ET detector at the level of the
specimen. The fact that the signal from the TTL detector is ailmost exclusively
comprised of SE1 and SE2 electrons results in high contrast, and high signal-to-
noise images that are optimum for high-resolution imaging. The ExB Wien filter
discussed above also is usually employed for this type of instrument so that BSE
images can also be acquired by appropriate adjustment of the controls.
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2.4.4. Specimen Composition

The number of secondary electrons increases as the atomic number of the speci-
men increases, because the emission of secondary electrons depends on the elec-
tron density of the specimen atoms. The production of BSES also increases with
the atomic number of the specimen. Therefore, the contrast of secondary electron
signal and BSE signal can give information about the specimen composition.
However, BSE signal produces better contrast concerning composition variation
of the specimen. Figure 1.23 is a secondary electron micrograph of an electrode-
posited nickel mesh on a CaF, close-packed opal membrane. The bright spotsin
theimage are nickel [13]. The strong secondary electron emission of nickel isdue
to its relatively high atomic number.

2.4.5. Specimen Topography

In the secondary electron detection mode, the number of detected electrons is
affected by the topography of the specimen surface. The influence of topography
on the image contrast is the result of the relative position of the detector, the spec-
imen, and the incident electron beam. A simple situation is depicted in Fig. 1.5,
in which the interaction volume by the electron beam and the detector is on the
same or on the different sides of a surface island. For the situation illustrated in
left side of Fig. 1.5, many of the emitted electrons are blocked by the surface
island of the specimen and thisresultsin adark contrast in theimage. In contrast,
a bright contrast will occur if the emitted electrons are not blocked by the island
(right side of Fig. 1.5). A bias can be applied on the detector so that the second-
ary electrons from the shadow side can reach the detector.

Surface topography can also influence the emission efficiency of secondary elec-
trons. Especially, the emission of secondary electrons will enhance significantly on
the tip of a surface peak. Figure 1.24a illustrates the effective emission region of
the secondary electrons with respect to different surface topography. Figure 1.24b

FiIGurRe 1.23. Secondary electron
1um micrograph of an electrodeposited
nickel mesh on a CaF, close-packed
opal membrane.
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FiGuRrE 1.24. Enhanced emission on the sharp tips. (a) Schematic of emission enhancement
on thetip of apeak; and (b) SEM image of ZnO nanoneedles (emission is enhanced on the
tips of the needles).

is a secondary electron micrograph of bundles of ZnO nanoneedles. The
enhanced emission is obvious on the tips of the nanoneedles.

Tilting of the specimen, which will change the incident angle of electron beam
on the specimen surface, will change the excited region and also alter the effec-
tive emission region of secondary electrons. Generally a large tilting angle will
contribute to enhanced emission of secondary electrons. The emission enhance-
ment of tilted specimen can be easily understood by Fig. 1.24a at which a slope
surface causes the electron beam strike the specimen surface obliquely and
enlarges the effective secondary electron emission area.

2.4.6. Specimen Magnification

Magnification is given by the ratio of the scanning length of the CRT imageto the
corresponding scanning line on the specimen. A change of the size of the scan-
ning area, which is controlled by the scanning coils, will result in the change of
the magnification.The WD and the accel erating voltage on the electron beam will
also affect the scanning area. However, for many electron microscopes, only the
scanning signal is related to the magnification gauge. Therefore, additional cali-
bration is required if accurate magnification is needed.

2.5. Vacuum System

An ultra high vacuum system is indispensable for SEMs in order to avoid the
scattering on the electron beam and the contamination of the electron guns and
other components. More than one type of vacuum pump is employed to attain the



30 Weilie Zhou et al.

required vacuum for SEM. Generally, a mechanical pump and a diffusion pump
are utilized to pump down the chamber from atmospheric pressure.

2.5.1. Mechanical Pumps

Mechanical pumps consist of a motor-driven rotor. The rotating rotor compresses
large volume of gas into small volume and thereby increases the gas pressure. If
pressure of the compressed gas is large enough, it can be expelled to the atmos-
phere by a unidirectional valve. A simplified schematic diagram of this type of
pump is shown in Fig. 1.25. As the pressure of the chamber increases, the effi-
ciency of the vacuum pump decreases rapidly, though it can achieve a vacuum
better than 5 x 107° Torr. Avoiding the long pump down times, diffusion pumps
are used to increase the pumping rate for pressures lower than 1 x 1072 Torr.

2.5.2. Diffusion Pumps

Thetypical structure of adiffusion pumpisillustrated in Fig. 1.26. The vaporized
ail circulates from top of the pump to bottom. The gas at the top of the pump
is transported along the vaporized oil to the bottom and discharged by the

To
atmosphere From chamber

Qil reservoir

Valve

Rotator

Vane

Stator

Ficure 1.25. Schematic of atypical mechanical pump.
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FiGure 1.26. Schematic of a diffusion pump.

mechanical pump. The heater and the coolants are utilized to vaporize and cool
down the oil so that it can be used circularly. The diffusion pump can achieve 5 x
10°° Torr rapidly; however, it cannot work at the pressure greater than 1 x 1072
Torr. The mechanical or “backing” pump is used to pump down the chamber to
the pressure where the diffusion pump can begin to operate.

2.5.3. lon Pumps

lon pumps are used to attain the vacuum level at which the electron guns
can work, especially for the LaB, guns (10°-10~ Torr) and field emission guns
(10°-10'° Torr). A fresh surface of very reactive metal is generated by sputter-
ing in the electron gun chamber. The air molecules are absorbed by the metal
surface and react with the metal to form a stable solid. A vacuum better than
10 Torr is attainable with an ion pump.

2.5.4. Turbo Pumps

The basic mechanism of turbo pump is that push gas molecules in a particular
direction by the action of rotating vanes. The schematic diagram in Fig. 1.27
shows asmall section of one stage in aturbo pump. Asthe vanesrotate, they push
the molecules from the chamber side to the backing pump side and finally go to
front pump system. On the one hand, if the molecules were incident from the
backing pump side to the chamber side, it will be pushed to the backing pump
side. In this way, a preferred gas flow direction is created and a pressure differ-
ence is maintained across vane disk. A typical turbo pump contains several rotat-
ing disks with the vane angle decreasing at each stage. The pumping speed of the
turbo pump decreases rapidly at pressure above a certain level (near 10-2 Torr).
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A front pump (generally a mechanical pump) is needed for pumping the vacuum
before the turbo pump begins to operate.

3. Specimen Preparation

Most nanomaterials, e.g., carbon nanotubes, nanowires, nanoparticles, and nanos-
tructured materials, can be observed by SEM directly through loading them on
carbon tape. The sample preparation is quite simple. Some nonconductive nano-
materials, especially bioorganic nanomaterials need metal coating and compli-
cated sample preparation process. In this section, a detailed procedure on
bioorganic specimen will be discussed.

3.1. Procedures for High-Resolution SEM of
Bioorganic Specimens
The SEM column, gun, and specimen chambers all maintain a vacuum of 106

Torr or better for performance of the electron optics. The exception to this
condition is the specimen chamber of an environmental SEM. High vacuum
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environments are alien to most forms of life due to the nearly 80% water content
of cells and tissues. Even small biomolecules need a hydration shell to remainin
a natural state. This incompatibility of specimen fluids such as water with the
electron microscope vacuum system necessitates rendering the sample into
the solid state, devoid of fluids that would degas in high vacuum and contaminate
the microscope. Therefore, all samples placed in an SEM must be dried of fluids
in order to be stable for secondary electron imaging. When nanostructural stud-
iesof biological or solvated organic systems are planned for the SEM, the science
of fluid removal greatly influences the observed structures. The exception to the
condition of dried sample preparation is cryofixation and low temperature imag-
ing (cryo-HRSEM) which maintains the water content in the solid state. This
topic is covered in Chapter 15.

In this section we will consider necessary steps to render a biological sample
preserved in the solid state (dried) with minimal alteration. The preparation needs
to be gentile enough so that “significant” structural detail, in the nanometer range,
of the solid components can be studied by SEM. During solvent evaporation from
afluid sample into a gaseous atmosphere as in air drying, surface tension forces
on the specimen surface are severe. It leads to shrinkage and collapse of structures
in the 102-10-% m size range making any SEM assessment on a 1-10 nm range
impossible. During normal air drying of blood cell suspensions from water, the
surface tension forces are great enough to flatten a white blood cell such that no
surface features are visible. An interesting exception, the red blood cell has an
extremely smooth surface that does not exhibit major structural changes in
the submicrometer range after air drying. However, molecular features in the
1-10 nm range are obliterated by surface tension forces.

3.2. Specimen Fixation and Drying Methods

Particularly for life sciences, SEM serves to record topographic features of the
processed sample surface. Inorganic solids are easily deposited or planed onto a
sample support and directly imaged at high magnification exhibiting nanostruc-
tural details. The more complex strategy of immobilizing the molecular com-
ponents and structural features of organisms, organs, tissues, cells, and
biomolecules is to chemically fix them into arigid state with cross-linkers and
then treatment with heavy metal salts to enhance the mass density of the compo-
nents. Biological samples are first “fixed” with glutaraldehyde, a dialdehyde that
contains five—carbon atoms. When this molecule is buffered and the biological
sampleiseither perfused or immersedin it, it reacts with the N terminus of amino
acids on adjacent proteins thereby releasing 2H,0 molecules and cross-linking
the peptide chains. Thus, movement of all protein components of the cellsand tis-
sues are halted. Biological samples are then “postfixed” with osmium tetroxide
(Os0O,) that is believed to interact with the unsaturated fatty acids if lipids serve
to halt molecular rotation around these bonds and liberating 2H,0. Since OsO,
contains the heaviest of all elements, it serves to add electron density and scat-
tering properties to otherwise low contrast biological membranes. OsO, also



34 Weilie Zhou et al.

serves as a mordant that interacts with itself and with other stains. The use of
mordants for high-resolution SEM is not recommended because it binds addi-
tional elements to membranes such that at structural resolution of 1-10 nm the
observed structures are artificially thickened and the features dimensions not
accurately recorded. Mordant methods have been very elegantly employed for
intermediate magnification of cellular organelles [14].

3.3. Dehydration and Air drying

Subsequent to fixation, the aqueous content of the sample is replaced with an
intermediate fluid, usually an organic solvent such as ethanol or acetone before
drying. A series of solvents, e.g., hexamethyldisilazane (HMDS), Freon 113,
tetramethylsilane (TMS), and PELDRI 11, are sometimes employed for air drying
because they reduce high surface tension forces that cause collapse and shrinking
of cellsand their surface features. Solvent air drying methods are employed in the
hopes of avoiding more time-consuming methods. These solvents have very low
vapor pressure and some solvents provided reasonabl e results for white blood cell
preservation observed in the SEM at intermediate magnification. However, this
method is not appropriate for high-resolution SEM of nanometer-sized structures.
Since the drying procedure removes the hydration shell from bioorganic mole-
cules, some collapse at the 1-10 nm range is enviable. The topic of biomolecular
maintenance of a hydration shell is covered in Chapter 15.

The most common dehydration schedule is to use ethanol or acetone in a
graded series such as 30%, 50%, 70%, 80%, 90%, and 100%, and several washes
with fresh 100% solvent. Caution should be exercised not to remove too much of
the bulk fluid and expose the sample surface to air. Although biological cells are
known to swell at concentrations below 70% and shrink between 70% and 100%,
these shape change can be controlled by divalent cations used in the fixative
buffers or wash. A superior dehydration method is linear gradient dehydration
that requires an exchange apparatus to slowly increase the intermediate fluid con-
centration [15,16] and serves to reduce osmotic shock and shape change to the
specimen.

3.4. Freeze Drying

An outline of processing procedures will now be considered for HRSEM record-
ings of biologically significant features in the 1-10 nm range. A tutorial on the
pros and cons of freeze drying (FD) vs. critical point drying (CPD) was presented
when these processes were first being scrutinized for biological accuracy in SEM
structural studies[17]. In summary, FD of fixed specimens usually involves addi-
tion of a cryoprotectant chemical (sucrose and DM SO) that reduces ice crystal
formation but itself may interact with the sample. The fixed and cryoprotected
sample is plunge frozen in a cryogen liquid (Freon-22, propane, or ethane) and
then placed in an evacuated chamber of 10-2 Torr or better and maintained at tem-
peratures of —35°C to 85°C. If FD method is employed it is best to use ethanol as
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the cryoprotectant because it sublimes away in a vacuum along with the ice. The
FD and subsequent warming procedure that takes place under vacuum requires
severa hours to a couple of days and produces greater volume loss than with
CPD.

3.5. Critical Point Drying

The most reliable and common drying procedure for biological samplesis CPD
by Anderson 1951 [18]. In this process, samples that have been chemically fixed
and exchanged with an intermediate fluid (ethanol or acetone) are then exchanged
with atransitional fluid such as liquid carbon dioxide (CO,), which undergoes a
phase transition to gas in a pressurized chamber. The CPD process is not without
specimen volume and linear shrinkage; however, there is no surface tension force
at the temperature and pressure (T = 31.1°C, P = 1,073 y for CO,) dependent crit-
ical point. Studiesin the 1980s showed that linear gradient dehydration followed
by “delicate handling procedures’ for CPD can greatly reduce the shrinkage
measured in earlier studies. Flow monitoring of gas exhausted from the CPD
chamber during intermediate transitional fluid exchange and thermal regulation
of the transitional fluid from the exchange temperature (4-20°C) to the transi-
tional temperature (31.1°C) greatly reduces linear shrinkage and collapse.
Subcellular structures such as 100 nm diameter surface microvilli or isolated
calathrin-coated vesicles retain their near native shape and size. The diversity of
biological samplesimaged in the SEM is great and therefore the necessary steps
for processing isolated molecules with 1-10 nm features may be different than for
imaging 1-10 nm structures in the context of complex biological organization
such as organelles, cells, tissues, and organs. It is prudent to employ CPD for all
HRSEM studies involving bulk specimens; however, FD may serve best for
molecular isolates. Following the discussion of appropriate metal coating tech-
niques for nanometer accuracy in HRSEM, a CPD protocol is presented for imag-
ing ~50-60 nm organelles containing 1-10 nm fine structures within the context
of a bulk sample (>1 mmq) by HRSEM and correlate these images with fixed,
embedded sectioned STEM materials.

3.6. Metal Coating

Bioorganic specimens are naturally composed of low atomic number elements
that naturally emit a low secondary and BSE yield when excited by an electron
source. These hydrocarbon specimens also act as an insulator and often lead to
the charging phenomena. Since the beginning of biological SEM, precious met-
als were evaporated onto the specimen in order to render the specimen conduc-
tive. Such metals produced conductive specimens, but the heat of vaporization
leads to hot metals impinging into the sample surface. Sputter coating these
metals (gold, silver, gold/palladium, and platinum) in an argon atmosphere
reduced bioorganic specimen surface damage, but still lead to structural decora-
tion with large grain uneven film thicknesses. Precious metals are not suitable for
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high-resolution SEM because of large grain size and high mobility. That is, as
grains of gold or other precious metals are sputtered they tend to migrate toward
other grains and enucleate building up the metal film around the tallest features
of the sample surface leading to “decorations.” Some structures would be over-
coated whereas other regions of the sample surface may have no film coverage
whatsoever thereby creating discontinuous films. In addition to decorative effects
of large grain (2-6 nm) metal films, the grain size of large grain precious metals
increase the scattering effect of the primary electrons resulting in a higher yield
of SE2 and SE3. See Section 2.4.3 for discussion.

In contrast to decorative metal films, ultrathin fine grain metals (Cr, Ti, Ta, Ir,
and W) have very low mobility and monatomic film granularity [19]. These met-
as form even “coatings’ rather than “decorations’ because the atomic grains
remain in the vicinity of deposition forming an ultra thin continuous film with a
small “critical thickness’ often <1 nm [20]. The small granularity of these metals
greatly increases the high resolution SE1 signal yield because the scattering of the
primary electrons within the metal coating is restricted. The resultant images
reveal remarkable structura resolution down to a few nanometers with great
accuracy because the film provides a continuous 1-2 nm thick coating over all the
sample contours [20,21].

3.7. Structural HRSEM Studies of Chemically Fixed
CPD-Processed Bulk Biological Tissue

High-resolution SE1 imaging of diaphragmmed fenestrae from blood capillaries
have been performed using perfusion fixation and delicate CPD procedures in
order to correlate with low-voltage (LV) (25 kV) STEM data [22]. Fenestrae are
50-60 nm wide transcapillary “windows’ spanned by a thin filamentous
diaphragm and clustered together (sieve plate) within the thin attenuated cyto-
plasm of capillary endothelial cells. These dynamic structures have been the sub-
ject of structural TEM studies using thin section and platinum replica methods
and have been implicated in gating and sorting molecular metabolites into and out
of certain tissues [23].

Since the human eye can resolve a 0.2-0.3 mm pixel, a minimum magnifica-
tion of 50,000x is necessary for a 0.5 mm image pixel to be easily recognized.
A 0.5 mm feature would be equal to 10 nm in an HRSEM image and would enter
the range of SE1 signal (Fig. 1.28). Bulk adrenal specimens staged in-lens of an
FESEM would produce images with various SE1/SE2 ratios based on the nature
of the applied metal film [15,21,24]. At higher magnifications, images containing
1-10 nm surface features, evenly coated with Cr, will contain SE1-dominated
contrasts. A high magnification SEM image (Fig. 1.29) reveals the luminal cell
surface of afenestrated adrenocortical endothelial cell after deposition of a3 nm
thick metal film of 60/40 Au/Pd. Such an image lacks significant high resolution
SE1 contrast information and structural features in the 1-10 nm range are
unavailable because 3 nm grain sizes produce significant electron beam scatter-
ing resulting in a higher SE2 signal. Additionally image accuracy is diminished
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Ficure 1.28. Intermediate magnification HRSEM (25 kV) of aluminal capillary surface
coated with 2 nm Cr film. Note accurate display of numerous 50-60 nm diaphragmmed
fenestrae.

Ficure 1.29. High magnification SEM (25 kV) of luminal capillary surface decorated with
a 3 nm Au/Pd film. Note the uneven film results in a range of fenestral open dimensions
and atotal lack of 1-10 nm particle contrast.
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because the mobility of the metal film during sputtering decorated the fenestrae
resulting in alarge variation of diaphragm widths.

Thin section specimens of adrenocortical capillaries display thin filamentous
diaphragmmed fenestral openings in the 50-60 nm range when imaged by LV-
STEM (Fig. 1.30) similarly as those displayed in conventional TEM images.
However, little topographic contrast is available to interpret the 3D contours of

Ficure 1.30. Low voltage (25 kV) STEM of fenestrae in cross and grazing sections. A thin
filamentous structure spans the fenestral opening. Note the lack of topographic contrast or
particul ate surface features.

Ficure 1.31. High magnification HRSEM (25 kV) of the Cr coated (2 nm) fenestrated
endothelial cell surface. Openings display various flower-like shapes spanned by a
diaphragm and central density. SE1 contrasts provide direct observation of 1-10 nm par-
ticulate macromolecular features. These particulate structures probably represent mem-
brane ectodomains that collapse on an atomic level due to the removal of the hydration
shell during CPD.
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the fenestral walls. Although TEM images of freeze fracture platinum replicas
subjected to photographic augmentation suggest fenestral contours have eightfold
symmetry, direct recordings of fenestral wall shape were lacking and limited the
usefulness of transmitted electron images [23,24].

High magnification (200,000x) HRSEM images collected from 2 nm Cr-
coated specimens directly displayed sieve plates containing flower-like ~50 nm
fenestral openings were shown in Fig. 1.31. Spherical surface structuresin the 5
nm range are easily recognizable. From this example of a bulk CP-dried and Cr-
coated specimen, capillary fenestrae were assessed by HRSEM and structural
data supported and extended the analysis of fenestral shape by TEM. Caution
should be exercised not to overinterpret biologica significance of the fine (1-10
nm) surface features in the context of a dried specimen. The hydration shell is
removed from the molecular ectodomains of the capillary surface such that there
is most certainly atomic collapse within the fine structure. Is the cell surface
really covered by fine spherical structures as observed in Fig. 1.31? Most likely
not, and structural accuracy in the single nanometer range is therefore limited by
the chemical fixation and drying technique.

4. Summary

This chapter gives a quick review of fundamentals of scanning electron
microscopy using the nanomaterials as examples. It can help SEM users and nano-
meaterials researchers to master the basic techniques to study nanomaterials in a
short time. With the understanding of the basics and knowing the configurations
of the microscope, users can easily learn other advanced techniques in this book,
such as BSE, advanced x-ray analysis, low voltage imaging, e-beam lithography,
focused ion beam, and scanning transmission electron microscopy. Since nanoma-
terials do not need complicated sample preparation procedure, nonconductive
nanomaterials, especially bioorganic nanomaterials, are explicated in this chapter.
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Electron Backscatter Diffraction
(EBSD) Technique and Materials
Characterization Examples

Tim Maitland and Scott Sitzman

1. Introduction

The term “electron backscatter diffraction” (EBSD) is now synonymous with
both the scanning electron microscope (SEM) technique and the accessory sys-
tem that can be attached to an SEM. EBSD provides quantitative microstructural
information about the crystallographic nature of metals, minerals, semiconduc-
tors, and ceramics—in fact most inorganic crystalline materials. It reveals grain
size, grain boundary character, grain orientation, texture, and phase identity of
the sample under the beam. Centimeter-sized samples with millimeter-sized
grains, to metal thin films with nanograins may be analyzed. The nominal angu-
lar resolution limit is =0.5° and the spatial resolution is related to the resolution
of the SEM, but for modern field emission SEMs (FE-SEMs), 20 nm grains can
be measured with reasonable accuracy [1]. The macroscopic sample size is
dependent on the ability of the SEM’s stage and chamber to orient a sample at
70° tilt at an appropriate working distance, usually in the range 5 to 30 mm.

1.1. History

The discovery of the fundamental diffraction on which EBSD is based can be
traced back to 1928, when Shoji Nishikawaand Seishi Kikuchi (Fig. 2.1) directed
a beam of 50 keV electrons from a gas discharge on a cleavage face of calcite at
a grazing incidence of 6°. Diffraction patterns were recorded on photographic
plates placed 6.4 cm behind and in front of the crystal, respectively, normal to the
primary beam. The patterns were described as “...black and white lines in pairs
due to multiple scattering and selective reflection” [2] (Figs. 2.2 and 2.3).

Shinohara [3] and Meibohm and Rupp independently saw the same phenome-
non shortly after Kikuchi. Boersch [4], in 1937, produced some excellent patterns
(Fig. 2.4) on film. Boersch studied both transmission and backscatter Kikuchi
patterns (at 20 kV, ~5° of incidence and up to 162° of acceptance angle) obtained
from cleaved, polished, respectively, etched NaCl, KCI, PbS, CaCO,, CaF,,
guartz, mica, diamond, Cu, and Fe surfaces.

Y|
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Ficure 2.1. Seishi Kikuchi (standing). Thanks to Professor Shun Karato, Yale University,
Geology Department. Originally published in Scientific American. Photo credit Nishina
Memorial Foundation, courtesy of Hiroshi Ezawa.

Ficure 2.2. Kikuchi P-pattern from calcite cleavage.
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Ficure 2.3. Kikuchi P-pattern from mica.

FiGure 2.4. Boersch 1937 Iron Kikuchi patterns.

Alam et a. [5] in 1954 published their paper entitled “High-Angle Kikuchi
Patterns” Both Boersch and Alam et al. used purpose-built vacuum chambers for
their work.

The introduction of the commercial SEM, in 1965, allowed greater progress dur-
ing the decade 1969-1979 with three notable discoveries: selected area channeling

43



44 Tim Maitland and Scott Sitzman

patterns (SACP) by Joy et a. at Oxford [6], Kossel diffraction by Biggin and
Dingley at Bristol [7], and electron backscatter patterns (EBSP) by Venables and
Harland at Sussex [8], the latter where a phosphor screen and TV camerawere first
used to record the patterns. The term used by Venables, EBSP, has been universally
adopted today to refer to the Kikuchi pattern used in an EBSD system. Figure 2.5
shows an early EBSP from Venables [9], showing the ingenious method used to
determine the pattern center, critical to accurate analysis of the pattern. The pattern
center isdefined as the shortest distance from point where the beam strikes the sam-
ple to the phosphor screen of the camera. Here Venables arranged three spheres
inside the chamber between the sample and the camera. The shadows of the spheres
projected onto the camera were elliptical and their major axes could be extrapo-
lated. The intersection of these lines defined the pattern center.

The cross shows the position of the pattern center as predicted by current com-
puter software. Figure 2.6 shows the solution to this EBSP, where the orientation
of the BCC cubic unit cell is shown.

Ficure 2.5. Venables' early EBSP showing ellipitcal shadows of spheres placed between
the sample and the recording TV camera. The intersection of the black lines shows the
empirically measured location of the pattern center.
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FIGURE 2.6. Venables' early EBSP indexed by modern software. The cross shows the com-
puted location of the pattern center. Graphic inset shows approximate orientation of the
crystal with respect to the sample surface.

In 1984, Dingley continued Venables earlier work with a phosphor screen and
TV camera but added computer-aided indexing. This was a mgjor step forward
and became the model for modern-day EBSD systems.

In 1986, Niels Schmidt (Denmark) wrote software to index electron-channel-
ing patterns (ECP) for all seven-crystal systems when he was a student at Aarhus
University, before he went to Risoe National Laboratories. The year 1986 also
saw the launch of the first commercial product by Link Analytical (now Oxford
Instruments) using Dingley’s software and hardware.

ECPs were limited to a spatial resolution of about 10 um; were difficult to
implement (the SEM needed the ability to rock the beam about a point without
the need for post lens deflection coils); and were slow. Schmidt adapted his gen-
eral indexing solution for ECP along with the Dingley/Venables CCD technique
to create software to index all seven-crystal systems using EBSPs instead. With
this, he founded HKL Technology in 1990.

In 1992, Schmidt’s colleagues Krieger-Lassen, Conradsen, and Juul-Jensen
made one of the most important breakthroughs in the utility of this technique, the
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use of the Hough transform. Without this, the ability to automatically detect
bands reliably would not be available, relegating the technique to a slow, manual
process. The Hough transform was developed in 1962 by Hough [10] as part of a
patent to track high-energy particles [11]. Krieger-Lassen et a. used it to auto-
matically identify Kikuchi bandsin EBSPs.

In 1993, Brent Adams of Yae coined a new term, orientation imaging
microscopy (OIM), to describe the technique of creating an orientation map (OM)
of asample. This is analogous to an EDX map, where instead of using color to
represent the spatial distribution of each element present in the sample, it is used
to show points of similar orientation.

Shortly thereafter, Dingley and Adams founded TexSEM Laboratory (TSL) in
Utah. Thermo (then Noran) were retained to distribute the TSL system, and were
responsible for significant numbers in the USA and Japan.

When Dingley and Adams formed TSL, Link/Oxford continued by offering
their own EBSD system, as is the case today.

In 1999, EDAX acquired TSL as a part of their strategy to expand their line of
analytical instruments. At this time, Thermo Noran had to look elsewhere for an
EBSD solution. They turned to two independent players. Robert Schwarzer, of
TU Clausthal, who had developed an independent solution for orientation and
texture measurements, and Joe Michael, a pioneer of Phase Identification using
EBSD at Sandia National Laboratory. Dingley had proposed using EBSD for
phase identification in 1989, but Michael and Goehner coupled a slow-scan, high
resolution CCD camera to their SEM to obtain sufficient resolution to aid in the
indexing of patterns from unknown phases. In this technique, a database of pos-
sible phasesis used to index the patterns, with the unknown phase being consid-
ered identified as the phase from the database that best fits the experimental
pattern. Filtering of the database using chemistry and d-spacing is often used to
reduce the number of candidate phases to a reasonable number on which to run
the indexing agorithm.

Jarle Hjelen, Trondheim, Norway, created many camera designs over these
years increasing in sensitivity and speed. Combining his cameras and Schmidt's
software, HKL became a key supplier of EBSD systems especialy to the geo-
logical sciences community who required the low-symmetry indexing algorithms
of Schmidt for their mineral studies.

John Sutliff’s pioneering work in the industrial application of the EBSD tech-
nique at GE Schenectady should not go unmentioned. Using HKL software,
Sutliff was one of the first to see the practica utility of the technique in a
modern industrial R& D environment.

1.2. How It Works?

EBSD operates by arranging a flat, highly polished (or as-deposited thin film)
sample at a shallow angle, usually 20°, to the incident electron beam (Fig. 2.7)
(since the SEM stage is often used to tilt the plane of the sample to this shallow
angle, the value of stage tilt is often referred to and is typically 70°). With an
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FIGURE 2.7. Schematic arrangement of sample orientation in the SEM. (Adapted from [13].)

accelerating voltage of 10-30 kV, and incident beam currents of 1-50 nA, elec-
tron diffraction occurs from the incident beam point on the sample surface.
With the beam stationary, an EBSD pattern (EBSDP) emanates spherically
from this point.

When the primary beam interacts with the crystal lattice (Fig. 2.8) low energy
loss backscattered electrons are channeled and are subject to path differences that
lead to constructive and destructive interference. If a phosphor screen is placed a
short distance from the tilted sample, in the path of the diffracted electrons, adif-
fraction pattern can be seen. There are several discussions of the electron inter-
actions involved; in particular Wells, “Comparison of Different Models for the
Generation of Electron Backscattering Patterns in the SEM,” Scanning 21,
368-371 (1999) gives a good descriptions of the competing theories.

The spatial resolution of the technique is governed by the SEM electron optics
as in conventional backscattered electron imaging. For high resolution imaging
on nanograins, high-performance FE-SEMs are required, along with small sam-
ples and short working distances.

The EBSP detector attaches to a free port on the SEM chamber. Idedlly, the
port will be orthogonal to the stage tilt axis so that the sample may easily betilted
toward the detector at =70°, although other orientations are possible. Typically,
the port will alow the detector to have a nomina working distance of ~20 mm,
since a highly tilted sample necessitates moderate working distances. For small
samples, shorter WDs may be attained if the EBSP detector and SEM port allows
close proximity to the objective lens. Specia detectors are available for less
favorable port positions.

The detector is in fact a digital camera. Its CCD chip is illuminated by the
phosphor screen that intersects the spherical diffraction pattern. The phosphor



48 Tim Maitland and Scott Sitzman

Electron
beam

(022)

EBSP (202)

10

(220)

Silicon
unit cell

~3°

Ficure 2.8. Electron interaction with crystalline material. (Adapted from [13].)

converts the diffracted electronsinto light suitable for the CCD camerato record.
With a stationary beam on a point on the sample, an EBSP (Fig. 2.9) is analyzed
and in some cases stored. The EBSP is uniquely defined by the lattice parameters
of the particular crystal under the beam; by the crystal’s orientation in space; the
wavelength of the incident of electron bean (which is proportional to the acceler-
ation voltage) and the proximity of the EBSP detector to the sample.

Specialized computer software analyzes the EBSP by detecting a number of
Kikuchi bands using an optimized Hough transform. With a priori information
about the candidate phases under the beam, the software determines al possible
orientations with each phase and reports the best fit as the identified phase and
orientation. The EBSP is then considered indexed when its orientation and phase
are known.

Most SEMs are equipped with EDX spectrometers for chemical analysis by
characteristic x-rays produced by the incident electron beam. Today, EDX sys-
temstake control of the beam location on the sample using the external scan inter-
face on most SEMs (Fig. 2.10). EBSD requires the same interface to the SEM and
thus, for most retrofits to existing systems, a simple electronic method to share
this external interfaceis required. An intelligent switch box is placed between the
EDX and the SEM and this arbitrates between the EDX and EBSD systems
access to the SEM. In addition to beam control, for large sample area coverage,
integrated stage motion is required. SEM motorized stages are often accessible
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Ficure 2.9. Example EBSP from Quartz.

EDX H/W

EBSP SEM Ext scan
detector Ethernet Ve

or serial
port

Scan
Digital generator

frame
grabber

EBSD PC

Ficure 2.10. Schematic of SEM interface.

through an RS232 serial computer interface or Ethernet connection, which can be
addressed by the operating software.

As the technique has developed in automated accuracy and overall speed, the
ability to scan the beam over multiple points on the sample to create an OM has
become practical, and is now the most common method for a microstructural
investigation with EBSD. A map is defined by its location, size, and by the sam-
pling step size between points. In this way, the resolution of the map may be
adjusted to reveal the grain structure and grain boundary character, depending on
the electron beam resolution under the sampling conditions, time available and
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size of the sample area required. Improvement in speed has been made over the
years, from manual indexing rates to 100 automatically indexed patterns/second
(Fig. 2.11) [12]. The rate of change approximates an exponential increase since
inception (Fig. 2.12).

Detectors used in normal SEM imaging produce a single dimensional output
signal. With the beam at a given point on the sample, a signal is recorded and
interpreted as the brightness in the output image. However, EBSD givesriseto a
3D pattern emanating from a point that is recorded in 2D on the phosphor screen.

=200 um; Orientation + boundaries; Step=1 um; Grid 600x480

FiGURE 2.11. Brass map acquire at 100 indexed datapoints per second. (Adapted from [12].)
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FiGuRrE 2.12. Mapping speed by year.
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Hence, for every point analyzed on a sample, a 2D image of the diffraction pat-
tern is analyzed. Imagine that a 512 x 512 pixel sample area is analyzed using
EBSPs of 512 x 512 x 8 hit pixelsin size, = 512* = 64 GB of uncompressed raw
data for one map! In practice, this amount of information is not always stored.
Only the position, phase, orientation and some data quality information are stored
at each point.

2. Data Measurement

As can be seen in Fig. 2.13, the data set produced by scanning the beam in areg-
ular grid over the sampleis comparatively simple. It isasimple database of meas-
urements with each row being a point in the map and each column one of several
measured parameters. To create this database, the beam is steered to each pixel
point in the map. An EBSP is captured, analyzed, and either the phase and orien-
tation derived or a zero-solution recorded, if the system was unable to measure
the orientation. Zero-solutions can come from points where no EBSP is available,
where overlapping EBSPs cannot be resolved, or when a new phase is encoun-
tered. EBSPs may not be produced when the sample surface deformation is so
high that there is no coherent diffraction or when a noncrystalline material is
encountered. Overlapping EBSPs occur at grain boundaries when the electron
beam diameter is large enough to produce EBSPs from two grains simultane-
ously. When an EBSP can be solved, its Phase, XY position, orientation, good-
ness of fit, pattern quality, and other values are recorded.

2.1. Phase

If more than one match unit has been specified by the user, the best fit is listed
here. Each match unit contains the information necessary to model the EBSP pro-
duced by the expected phase in the sample. The best fit between each match unit

FiGURE 2.13. Database of mapped datapoints.
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and the experimental EBSP determines the phase and orientation of the point on
the sample under the beam.

2.2. Match Unit

A lookup tableis used to match the experimental datato a set of crystallographic
lattice planes with similar characteristics during crystallographic indexing. The
match unit contains the crystallographic indices of Bragg-diffracting lattice
planes (“reflectors”), the interplanar angles, the lattice spacing (d) and the inten-
sity of the particular reflectors. The “match unit” is produced utilizing the
Kinematical electron diffraction model and contains the following crystallo-
graphic parameters:

hkl: The crystallographic indices of Bragg-diffracting lattice planes (“reflec-
tors’).

d, - The lattice plane spacing of the particular reflectors.

n,,- The normal vectors to the reflectors.

.- Theintensity of the reflectors.

nn;: The interplanar angles between the reflectors.

From these parameters the interplanar angles (n, nj) are primarily used for index-
ing. The lattice plane spacing (d,,,) can optionally be applied, whereas the inten-
sity of the reflectors (l,,,) is only used as a threshold value to select the number
of reflectors in the match unit.

2.3. Orientation

Orientation is recorded using the Euler angle convention (Euler 1775). Three
Euler angles describe a minimum set of rotations that can bring one orientation
into coincidence with another. During a measurement, this is the relationship
between the EBSP detector and the particular point on the sample being measured
under the beam. There is more than one convention but that of Bunge is most
common. The three Euler angles. ¢,, ®, ¢, represent the following rotations,
which are shown schematically in Fig. 2.14.

1. A rotation of ¢, about the z-axis followed by
2. arotation of @ about the rotated x-axis followed by
3. arotation of ¢, about the rotated z-axis.

? @ ?,
Zz Z z z

y y
X y X y X

X

Ficure 2.14. Euler angle rotations according to Bunge's convention. (Adapted from [13].)
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2.4. Mean Angular Deviation

A number that expresses how well the simulated EBSP overlays the actual EBSP,
The mean angular deviation (MAD) is given in degrees specifying the averaged
angular misfit between detected and simulated Kikuchi bands.

2.5. Band Contrast

Band contrast (BC) isan EBSP quality factor derived from the Hough transform that
describesthe averageintensity of the Kikuchi bands with respect to the overdl inten-
sity within the EBSP. The values are scaled to a byte range from 0 to 255 (i.e., low
to high contrast). With this scale mapped to a grayscale from black to white, image-
like maps can be plotted. These “images’ show the microstructure in a qualitative
fashion that were used to seeing either in the SEM or light microscope. Because
EBSPs adong grain boundaries tend to show poor BC they appear dark in a map.
Conversely, EBSPs in undeformed regions of agrain appear light (see Fig. 2.15).

2.6. Band Slope

Band slope (BS) is an image quality factor derived from the Hough transform that
describes the maximum intensity gradient at the margins of the Kikuchi bandsin
an EBSP. The values are scaled to a byte range from 0 to 255 (i.e., low to high
maximum contrast difference), i.e., the higher the value, the sharper the band.

=100 pum; BC; Step=1 um; Grid 389x286

Ficure 2.15. Band contrast map on Ni superalloy.
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3. Data Analysis

Interrogation and analysis of the acquired data set is often performed away from
the SEM with related data processing software that allows a great variety of
analyses to be performed: grain size analysis, textural (preferred crystallographic
orientation) analysis, and many modes of microstructural visualization and analy-
siswith OMs.

3.1. Grain Size Analysis

EBSD grain size analysis uses changes in crystallographic orientation between
neighboring grid points of greater than a defined minimum, typically 10°, to
determine the position of grain boundaries (Figs. 2.16 and 2.17). Since the phase
and orientation is known at each indexed point on the grid, the exact location and
character of each grain boundary is known. Thus, certain grain boundary types
such as twins or low-angle grain boundaries may be included or excluded, at the
discretion of the analyst.

Classical linear intercept/grain segment detection analyses may be performed
by the data processing software on map grids or by using dedicated line scans.
Dedicated line scans allow large numbers of grain segments to be included in the
analysis using a relatively short EBSD job time (<1 h), while still providing

=100 um; GB10; Step=1 um; Grid 389x286

FiGURE 2.16. Band contrast map with 10° random grain boundaries shown as black 2 pixel-
wide lines.
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=100 pm; BC+GB10+SB; Step=1 um; Grid 389x286

FiIGURE 2.17. Band contrast, 10° random grain boundaries and white sigma 3 special
boundaries (twins).

robust grain size statistics. Grain area determination from EBSD maps is a more
comprehensive method of grain size and shape analysis. Here, the software
determines the position of all grain-delimiting boundaries, again using the crite-
ria specified by the operator, and calculates several characteristics of each grain,
including area, equivalent circle diameter, aspect ratio (of afitted ellipse), num-
ber of neighbors, and internal deformation by lattice rotation.

3.2. EBSD Maps

As with conventional SEM and optical imaging techniques, EBSD maps can be
used to convey visualy the basic character of the material’s microstructure with
2D information about grain size and shape. However, because the phase and ori-
entation at each pixel in the map is also known, EBSD data processing software
can generate an enormous variety of additional visual and analytical information,
including overall preferred orientation (texture), prevalence and distribution of
grains in specific orientations, phase distribution, state of strain and local varia-
tionsin residual strain, and character and distribution of grain boundaries.

Maps in EBSD are comprised of “components,” or schemes used to color map
pixels or boundaries between pixels based on the underlying data recorded. The
properties used may be extracted from EBSD-derived properties of the pixel
itself, properties of the local group of pixels to which the pixel in question
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belongs (such as a grain), or information about the pixel by comparison to a
neighbor or nonadjacent reference (such as its orientation relative to a reference
orientation). In composing an EBSD map, the operator may choose a single com-
ponent or mixture of components, the latter of which may be combined to form
an additive color scheme, such as orientation coloring with the brightness or dark-
ness controlled by the underlying pattern quality. The most commonly used com-
ponents are pattern quality, phase, orientation, grain boundaries, special grain
boundaries, and texture-related components. Other components are used when
the materia dictates, such as components for displaying state of strain. The basic
components are described in more detail below.

3.2.1. Pattern Quality

The most typical is BC, a scalar value measured for each diffraction pattern col-
lected regardless of index result. Essentially, BC is related to the brightness level
of diffraction bands above a normalized background, and is affected by the dif-
fraction intensity for a phase, dislocation/crystallographic defect density and ori-
entation. Pattern quality maps are generally grayscale maps that appear similar to
coarse SEM images, in part because every point on the map is assigned a bright-
ness based on the pattern quality for that point. Grain boundaries are normally
visible as low pattern quality (dark) linear features, and the highly sensitive ori-
entation dependence of BC gives adjacent grains different grayscale values for a
clear, SEM micrograph-like microstructural image at the resolution of the EBSD
grid. Figure 2.15 is an example of a BC map.

3.2.2. Band Slope

Band slope (BS) is an alternative pattern quality parameter generated when band
edge detection is used. Thisisameasurement of the intensity gradient at the edge
of diffraction bands, as determined from peaks in Hough space. BS maps are not
as clear as BC in depicting general microstructure because BS is not as sensitive
to small orientation changes between grains, but it is more sensitive in general to
the state of strain and has been used as a strain differentiator, e.g., to discriminate
ferrite from near-cubic but deformed martensite in steels.

3.2.3. All-Euler Orientation Component

The All-Euler (AE) is a basic OM component that uses an Euler angle-based
color scale. Euler angles are a set of three angles used to describe the crystallo-
graphic orientation of crystals relative to a reference coordinate system (usually
defined by the primary SEM stage axes). Here, the value of each Euler angle is
individually set to a color scale (normally red, green, and blue for Euler angles
¢,, @, and ¢, respectively), and the three are combined into a single RGB color
(seeFig. 2.18). In general, similar colorsindicate similar orientations, so the AE-
bearing OM is commonly used as a display of general microstructure, since the
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=100 um; BC+E1—-3+GB+SB; Step=1 um; Grid 389x286

Ficure 2.18. Ni superalloy showing grain boundaries and all-Euler coloring (see color
insert).

basic grain structure and a general idea of strength of texture may be discerned at
aglance. However, it is not intuitive to understand the relationship between spe-
cific colors and their corresponding orientations, and the AE component is sub-
ject to the “wraparound” effect. This happens when one or more of the Euler
anglesis near alimit, causing the R, G, or B component to vary between maxi-
mum and minimum, and showing color speckling where little or no actual orien-
tation change exists. Because of these liabilities, some researchers prefer
alternative coloring schemes for the primary EBSD display, most notably the
inverse pole figure-based scheme, although all orientation coloring schemes have
advantages and disadvantages.

3.2.4. Inverse Pole Figure

Inverse pole figure (IPF) orientation component uses a basic RGB coloring
scheme, fit to an inverse pole figure. For cubic phases, full red, green, and blue
are assigned to grains whose <100>, <110> or <111> axes, respectively, are par-
allel to the projection direction of the IPF (typically, the surface-normal direc-
tion). Intermediate orientations are colored by an RGB mixture of the primary
components, as seen in Figs. 2.19 and 2.20.

Although the IPF orientation map is not susceptible to “wraparound” color
speckling as in the total Euler scheme, it has its own limitations. Most notable is
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FiGuRrE 2.19. Inverse pole figure colored map (see color insert).

the coloring of pixels only by the projection-parallel crystallographic axis, inde-
pendent of rotation about that axis. Thus grains with identical axes parallel to a
specified 1PF projection direction will have the same color in the |PF-based
scheme, but may bein significantly different orientations. For example, two grains
with <100> paralle to the surface normal are both colored red, but possess 30° of
relative rotation about that axis. |PF-based orientation maps are most useful for
displaying materials with strong fiber-textures and for understanding preferred ori-
entations parallel to a sample direction of interest.

3.2.5. Texture Component

Texture component (TC) map is another OM component, but unlike AE and 1PF,
TC employs a user-determined orientation coloring scheme relative to a specific
orientation of interest. Texture components use ideal orientations as references
and color each pixel on a map relative to the misorientation between the orienta-
tion at that point and the reference. The reference may be set by the analyst to a
fiber-texture definition, crystallographic definition (e.g., plane/direction pair), or
a set of Euler angles from any point on the map. Commonly, a rainbow scale is
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=100 um; BC+IPF_Z1; Step=1 um; Grid 389x286

Ficure 2.20. Surface normal-projected inverse pole figure orientation map (see color
insert).

fit to the range of misorientations, the maximum of which may be set by the ana-
lyst. These components are used to visually and quantitatively understand the
conformity between orientation in the sample and an orientation of interest to the
analyst, for example, a deformed primary grain’s orientation is the reference and
the recrystallized daughter grains within the deformed grain are colored by
degree of closeness to that orientation.

3.2.6. Grain Size Coloring Component

Entire grains are colored by their size relative to the range of grain sizes in the
map, commonly using arainbow scale. Aswith all grain size-related functionsin
EBSD, the analyst may include or exclude any grain boundary type, such as spe-
cial boundaries (CSLs, twins) and/or subgrain boundaries, in the grain size analy-
sis and resulting grain size map. An example of the usefulness of this map isin
grain reconstructions in Cu thin films for the electronics industry. Here, anneal-
ing twins may be disregarded and the nontwinned microstructure revealed and
analyzed.
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3.2.7. Grain Internal Misorientation Component

Here, grain boundaries are determined and orientation relationships within grains
are analyzed. Intragranular lattice rotation is a common response of many mate-
rials to deformation. It is an expression of plastic strain where dislocation recov-
ery has occurred, forming subcells, and if the subcell sizeis approximately within
the spatial resolution of the SEM and EBSD system, the resultant small changes
in orientation may be visualized and analyzed quantitatively. Although the degree
of rotation between neighboring pixels depends on the step size used in the EBSD
grid as well as the intragranular rotation in the sample, cumulative rotations may
be discerned. There are several variations of this map, using different measures of
intragranular lattice rotation. Two of the most common are: (a) the kernel-type,
whereby each pixel in the map is colored as a function of the degree of orienta-
tion change with respect to its neighbors; and (b) the coloring of pixels within
grains by the degree of their rotation with respect to areference orientation within
the grain. Quantitative strain analysis by EBSD is not yet common in the materi-
als and geology communities, but studies have shown that this measurement is a
strong indicator of degree of plastic strain, and with certain limitations quantita-
tive strain analysis by EBSD may be possible.

3.2.8. Grain Boundary

Grain boundary (GB) component draws grain boundaries between map pixels
wherethereisan interpixel change of orientation greater than an user-defined min-
imum, usually 2-5° this is because the angular resolution of the technique is lim-
ited to ~0.5 at best. When mapping asample at high speed, thislimit may be higher
and in some cases reach several degrees. Typically, grain boundaries with misori-
entations between 2° and 10° are considered subgrain or low-angle grain bound-
aries and given a specific color, such as silver, whereas boundaries with
misorientations >10 are considered random high-angle grain boundaries and are
typically colored black. Tools allow percentages of grain boundaries in each cate-
gory to be compared, and maps possessing this component allow the concentration
and distribution of low angle grain boundaries to be determined. If the neighbor-
ing pixels are from different phases, phase boundaries may be displayed instead.

3.2.9. Special Boundaries

Special boundaries (SB) are individua user-defined boundaries using an axis-angle
definition to identify specific types of boundaries. For example, the £3 CSL/twin
typical in copper and nickel-base alloys may be described by a 60° rotation about
<111> between neighboring crystallographic domains. Tools are also available to
determine the character, prevalence and distribution of special boundarieswherethe
axislangle definition is not known for a material or processing method.

Most of these map types are demonstrated in the section “Applications.”
Quantitative analysis of the information depicted in an EBSD map is also usually
possible. For a map made of a mixture of pattern quality and grain size coloring
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components, histograms may be generated describing the overall frequency dis-
tribution of the pattern quality parameter, as well as the grain size distribution
within the area of analysis. Numbers and percentages of grains and grain areas
within different ranges of grain size are easily extracted. These histograms can
also display the coloring scheme used for the range of values in the map.

Subsetting is another powerful tool of EBSD, in which selected areas of maps,
ranges of measured values or ranges of orientations may be extracted from the
complete set of data and independently analyzed and compared. For example, if
the grain size analysis indicates a bimodal grain size distribution, the two popu-
lations can be analyzed separately with any of the texture or mapping tools
available.

4. Applications

Five applications examples are presented, two on samples with grain sizes on the
micron-scale, and three with grain sizes on the nanometer scale. The micron-scale
group is presented to demonstrate some of the unique analytical capabilities of
the technique on strained samples: a strained aluminum aloy and a strained
Fe-Al intermetallic aloy, using mapping grid resolutions of 0.7 and 1.0 um,
respectively. The nm-scale group includes samples with grain sizes on the order
of tens to hundreds of nanometers: a Pt thin film, a Cu thin film pattern, and an
Al thin film using 5, 5 and 10 nm grid resolutions, respectively.

4.1. Friction-Stir Welded Aluminum Alloy

A friction stir welded aluminum aloy (AA2024) was cross-sectioned, polished,
and analyzed by EBSD. This analysis used a 772 x 235 point grid at 0.7 mm
steps, placed on the interface between the “nugget” and thermo-mechanically
affected zone (TMAZ).

Figure 2.21 is a basic OM with grain boundaries; the “nugget” region is the
finer-grained area on the left, the TMAZ is the coarser-grained area on the right.
Grain size analysis of these areas gives an average of 4.9 and 13.5 um, respec-
tively. The orientation colors are related to the surface normal-projected 1PF,
again where points on the sample with a <111> axis paralel to the surface nor-
mal are blue, <110> green, <100> red (see legend) and intermediate orientations
have intermediate colors. The variety of colors in the map implies no significant
surface-normal parallel texture, verified by the contoured |PF for this projection
direction. However, inspection of the orientation distribution function (ODF)
indicates a strong brass texture (Fig. 2.22). Grain boundary character and distri-
bution on this map give an indication of the strain state difference between the
“nugget” and TMAZ. The TMAZ grains possess considerable subcell structure,
indicated by the presence of subgrain boundaries in silver. In contrast, the
“nugget” grains are relatively free of subgrain boundaries, with few grains subdi-
vided by silver lines.
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Ficure 2.21. All euler map of Friction Stir Welded Al AA2024 showing advancing side
microstructure. The “nugget” region is the fine grained area left, the TMAZ is the coarser
grained area on the right. Scale bar = 100um.

01 =90°
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OUTRWNEF

©2=0 ® = 90°

Ficure 2.22. Slice of ODF at ¢, = 0". Strength and position of contouring indicates strong
brass texture.

A map containing an intragranular lattice rotation-based strain analysis com-
ponent is displayed in Fig. 2.23. Here, the EBSD postprocessing software
detected grains, found the most logical reference point within each grain, and col-
ored every pixel by the degree of orientation change (rotation) relative to the ori-
entation of the reference pixel for that grain. The coloring scheme is a blue-to-red
rainbow scale, with blue indicating orientations closest to the reference, red fur-
thest, and the range set by the maximum for the map, in this case. The map shows
that the TMAZ grains contain a wider variation in color than most “nugget”
grains, indicating a higher state of strain on an average, and an interesting subcell
structure within the TMAZ grains, bounded by the silver subgrain boundaries.
Note that in general it is not known if smaller grain sizes cause seemingly lower
degrees of indicated deformation in this type of map, either because of smaller
volume per grain or different deformation mechanisms (such as grain boundary
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FiGure 2.23. Grain internal deformation map, based on intragranular lattice rotation relative
to areference point in each grain. Coloring scheme follows a rainbow scale, where blue =
smallest rotation from reference orientation, red = 10° of rotation. Scale bar = 100 um (see
color insert).

sliding). However, examinations of strained samples with a range of grain sizes
have not yielded a clear correlation between grain size and average intragranular
mi sorientation.

4.2. Deformed Fe-Al Intermetallic Alloy

This example is a single-phase alloy that has been cast, extruded, hot rolled, and
cold rolled by 80%. It contains two populations of grains, deformed, and recrys-
tallized, which are differentiated by grain size, orientation, and state of strain. The
EBSD mapping used a 563 x 1097 point grid at 1 um steps.

Figure 2.24 is a basic BC map with grain boundaries where high angle (>10°)
boundariesare black, low anglered, and very low angle yellow. Thetwo populations

ND
RD

X um; Grid XXX X XXX

= XX LM} XK XXX

FIGURE 2.24. Pattern quality (band contrast) map, high angle boundaries in black, low
angle grain boundariesin red, very low angle in yellow. Vertical black scale bar on right =
200 um (see color insert).
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can be clearly seen in smaller equant grains between large, elongated grains. The
abundance of red and yellow boundaries within the larger (deformed) grains and
lack of same in the smaller (recrystallized) grains is one indication of a higher
degree of strain-related substructure in the deformed grain popul ation.

For Fig. 2.25, dl grains have been classified as deformed or recrystallized, in red
and blue, respectively. To do this, the EBSD software determines the average intra-
granular orientation spread for each grain; the larger this metric for an individual
grain, the more substructured the grain is and the more residual strain the grain may
be assumed to contain. In the case of this EBSD job, examination of the frequency
spread of this value clearly indicated the two populations, and each grain was thus
classified. Grain size could also have been used here, but for any given sample,
grain size done may not be a good discriminating factor. Once the grains are clas-
sified into asubset, other comparative analyses may be performed, such as area per-
centage and texture. Here, the recrystallized grains make up 31% of the area of
analysis. Comparison of the degree of preferred orientation is shown in the polefig-
uresin Fig. 2.26. Figure 2.27 shows an |PF-based OM, where the |PF projection
direction is parallel to therolling direction (RD). Immediately noticeable istherel-
aive variety of coloring in the smaller grains, implying aweaker or nonexistent pre-
ferred orientation, whereas the larger grains have a greenish hue, indicating a
stronger <110> || RD fiber texture and corroborating the RD-parallel {110} peak for
the deformed grainsin the { 110} pole figure.

4.3. Platinum Thin Film

This experiment characterized a small section of a Pt thin film on a Si substrate
(with intermediate SiO, and TiO, layers), with tens-of-nanometer scale Pt grains.
A therma FE-SEM was operated under high resolution, low probe current

Ficure 2.25. Map with two classifications of grains: red = deformed, blue = recrystallized,
based on degree of internal lattice rotation. High angle grain boundaries are also shown in
black. [Adapted from [14].) (see color insert).
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(a) Deformed

{100} RD {110} {111}
1
2
T 3
4
5
6
7
(b) Recrystallized
{100} RD {110} {111}
1
T 2

FiGure 2.26. (8) and (b) Contoured pole figures for the deformed and recrystallized grains,
respectively, shown in Fig. 2.25.

RD

x um; Grid XXX x XXX

= XX M XX; XXXX

Ficure 2.27. Rolling direction-projected |PF-based map. Green deformed (large, in this
case) grains indicate a strong <110> RD texture not shared by the smaller recrystallized
grains. Vertical black scale bar on right = 200 um.
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conditions (25 kV, 0.5 nA) at afairly small working distance (10 mm) to achieve
the required spatial resolution. Further, a high sensitivity digital detector was
used. The EBSD grid was 50 x 50 at 5 nm steps.

Figure 2.28a is a pattern quality map of the acquisition area, showing the
mostly equiaxed microstructure. Grain boundaries are seen as low pattern quality
(darker) regions surrounding higher pattern quality grain cores.

An IPF-based OM is given in Fig. 2.28b projected parallel to the surface nor-
mal, with high angle grain boundaries in black and low angle (2-10°) boundaries
in silver. The preponderance of blue in the map indicates a strong <111> || sur-
face normal texture, and the lack of consistent coloring in the X-projected
(Fig. 2.28c) and Y-projected (Fig. 2.28d). |PF-based maps all indicate that thisis
a surface normal-parallel fiber texture, meaning there is no strongly preferred
(rotational) orientation about the primary <111> texture peak. The surface nor-
mal-projected | PF and { 111} polefiguresin Fig. 2.29 corroborates a<111> || sur-
face normal fiber texture.

@ (b) © (d)

=008 u; BC; S1ep=0.005 um; Grid 55x4 =0.08 um; MapG; Step=0.005 um; Grid 55 =0.08 m; t-y+GB; Step=0.005 um; Grid =0.08 m; GB+i-x; Siep=0.005 jm; Grid

Ficure 2.28. EBSD maps of Pt thin film. (a) Band contrast (pattern quality) map showing
basic grain structure independent of indexing; (b) surface normal-projected | PF-based ori-
entation map, blue color indicating strong <111> || surface normal texture; (c) and (d) are
surface plane horizontal and vertical-projected | PF maps, respectively, and show no strong
texture in these directions. Scale bar = 80 nm. (Adapted from [15].) (see color insert).
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Ficure 2.29. (a) Surface normal-projected IPF and (b) {111} pole figures, showing strong
{111} | surface normal texture. (Adapted from [15].)
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The ODF also indicates close compliance of the texture in this area with the
{111} || surface normal (gamma) fiber texture definition. ODFs are 3D represen-
tations of “Euler space,” with the three Euler angles (¢,, @, and ¢,) that describe
the orientation of acrystal forming the axes. A crystal’s orientation is represented
as apoint within that space. Although not asintuitive to most analysts as the con-
ventiona polefigure, the ODF may more clearly reveal subtle and compound tex-
tures. Figure 2.30a gives the contoured (coefficient) for this job, showing the
strongest texture in a tube-like feature close to centered on the @ — ¢, plane and
elongated parallel to the ¢, Euler angle, corresponding with the gamma-fiber tex-
ture. Offsets between the actual and ideal peak concentration positions, aswell as
variations in intensity along the length of the tube, can be used to understand the
actual texture peak orientation and clustering of orientations within the gamma
fiber texture definition, respectively. Figure 2.30b shows a ® — ¢, cross section,
which is a dlice along the length of the gamma fiber “tube.” The nonuniformity
along the length of the “tube” cross section indicates some rotational orientation
clustering about the texture peak. These features of the ODF correspond with the
peak offset seen in the pole figure in Fig. 2.29b and the nonuniform {111} peak
distribution in the ring structure in the pole figure. These conclusions, however,
are primarily for demonstration, as the grain sampling in this job istoo small for
astatistically valid textural anaysis.

Although grain boundary positions in this map correspond with the positions of
anticipated grain boundaries in the BC map, many are low-angle grain bound-
aries, colored green (Fig. 2.31). See for example the relatively large grain just to
the left and below the center of the map. The BC information seemingly clearly
shows that this area comprises 6-7 separate grains, however, the low angle grain
boundaries in the OM reveal the orientation relationships between neighboring
grains in this area to be <10°, forming a typica subgrain-divided primary grain.
Although strong fiber textures (strongly preferred orientation of a single crystal-
lographic axis) constrain the possible range of disorientations between grains,
increasing the likelihood that random neighboring grains will have low-angle

@) _ (b)
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o "N 5 0° o, 90° ¢ =45°
10
[ 15
20 1)
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30

Max = 34.5
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Ficure 2.30. (@) Orientation distribution function (ODF) coefficient. Tube-shaped feature
parallel to ¢, indicates strong <111> || surface normal texture. (b) ® — ¢, parallel slice
through ODF at ¢, = 45°. Discontinuities along “tube” length may be analyzed to detail pre-
ferred orientations about <111> within the primary fiber texture. (Adapted from [15].)
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=0.1 um; BC+GB+SB; Step=0.005 pum; Grid 55x49

Ficure 2.31. EBSD map of Pt thin film showing high-angle and low-angle grain bound-
ariesin black and white respectively. Note step size of 5 nm shows that grains of size down
to 20 nm in diameter (4 pixels) can be reliably distinguished.

grain boundaries between them, in cubics the <111> fiber texture definition
allows the maximum range of 60° for grains to perfectly conform to the textural
definition.

Disregarding low angle grain boundaries but including the £3 twins (red grain
boundaries in Fig. 2.31) as grain-delimiting boundaries, EBSD grain size analy-
sis in this small area revealed 16 grains with a 35 nm grain equivalent-circle
diameter average.

4.4. Copper Thin Film

EBSD analysis of thin film copper sheets and interconnects comprises an impor-
tant and growing segment of modern EBSD use. As the width of interconnectsis
miniaturized below the single-grain scale, grain boundary character, grain size,
and overall texture become increasingly important factors dictating circuit life in
service. Each of these characteristics are easily extracted and examined with
EBSD. In this example, a set of 500 nm-wide copper lines is examined at two
EBSD resolutions, using athermal FEG-SEM operated at 20 kV, with 1 nA probe
current and a 5 mm working distance.

Two jobs are discussed here. The first job used a 537 x 770 point grid at 20 nm
steps. Figure 2.32 isan All-Euler OM with random high-angle grain boundariesin
black and X3 CSLs in red. This shows a typica annealing-twinned copper
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=2 um; BC+GB+SB+E1-3; Step=0.02 um; Grid 537x770 ]

Ficure 2.32. All-Euler orientation map with grain boundaries. Most grains are heavily
twinned and span the length of interconnect lines. Drawn box shows location of higher-
resolution run. Scale bar = 2 um (see color insert).

structure, with single grains spanning entire interconnect widths. A strong gamma-
fiber (<111> || surface normal) texture is seen in the pole figure set in Fig. 2.33.

Figures 2.34 and 2.35 are grain size maps, in which the smallest detected grains
are colored blue, the largest red, and intermediate-sized grains colored with inter-
mediate rainbow colors. Figure 2.34 shows the crystal domain structure using this
method where all twins are counted as grain-delimiting boundaries. Figure 2.35
ignoresthese boundariesin detecting grains, and the resultant “bamboo” structure
isrevealed, with most grains much larger than interconnect widths, incorporating
multiple twin domains.

A second acquisition job wasrun in thisareaat a5 nm step size, using a 395 x
385 point grid. Although some drift/instability caused the lines to appear wavy, the
grain and twin domain structures are revealed. Figure 2.36a is a pattern quality
map showing the general grain structure and position of grain boundaries. The
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FiGURE 2.33. Contoured pole figure set, displaying strong <111> || surface normal texture
(see color insert).

Grain diameter (um)
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FiGUrRe 2.34. Grain size (equivalent-circle diameter) map, with all X3 twins as grain-
delimiting boundaries. Scale bar = 2 um (see color insert).

All-Euler OM in Fig. 2.36b gives the nature of these boundaries, with all bound-
aries on the right interconnect in red (twins), and a pair of relatively small grains
in the left interconnect bounded by a black (random) high angle grain boundary.
The green grain in this pair has grain boundaries in the positions expected from
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FiGure 2.35. Grain size (equivalent circle diameter) map, disregarding X3 twins as grain-
delimiting boundaries. Scale bar = 2 um (see color insert).

the pattern quality map, but one of them isafinely divided twin domain, the other
alow angle grain boundary. Note that twin domains <30 nm wide are resolved in
this map.

4.5. Aluminum Thin Film

EBSD data acquisition on this 100 nm-thick film used athermal FEG SEM oper-
ated at 10 kV. Fine-grained aluminum presents a special challenge compared to
platinum and copper because of its lower density and lower electron scattering
efficiency, impacting both spatial resolution and acquisition speed. Since drift is
commonly a factor in high-resolution EBSD, a fast acquisition rate was neces-
sary, so arelatively high beam current (>5 nA) was used at the expense of spatial
resolution. These conditions, along with the high sensitivity digital detector,
allowed data acquisition in a minimum of timeto mitigate the effects of drift. This
job used a 500 x 400 point grid at 10 nm steps.
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(@ (b)

=0.5 um; BC:; Step=0.005 um; Grid 389x286 =0.5 um; BC; Step=0.005 um; Grid 389x286

Ficure 2.36. (a) Pattern quality (band contrast) map; (b) All-Euler orientation map.
Wavyness due to instability during acquisition. Note <30 nm twin domain at bottom of left
interconnect. Scale bar = 500 nm (see color insert).

The pattern quality map in Fig. 2.37 shows a fine-grained microstructure, with
alarge proportion of the map dark, indicating poor pattern quality likely associ-
ated with arelatively large probe and electron scattering at grain boundaries. The
larger grains in the mapping area show as higher pattern quality “islands”
Visually, the higher pattern quality grains are ~100 nm in diameter.

I -1 |:M; BC; Step=0.01 um; Grid 500x400 |

FiGure 2.37. Pattern quality (band contrast) map, showing higher pattern quality grain
cores and lower pattern quality (darker) finer grained regions.
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Figure 2.38 is a surface normal-projected IPF map. As with the other metal
films discussed in this chapter, blue grains are dominant indicating a strong
<111> || surface normal texture. Again, the pole figures in Fig. 2.39 corroborate
this, and a comparatively uniform <111> ring at 70° from the texture peak indi-
cates good compliance to the ideal gamma fiber texture.

Figure 2.40a further examines this texture. Here, grains with {111} poles
within 20° of the surface normal are plotted in color, all others are colored in the

| I -1 |\m; PF_Z1; Step=0.01 um; Grid 500x400 |

Ficure 2.38. Surface normal-projected |PF-based orientation map, legend in Fig. 2.17.

Predominance of blue grains implies a strong <111> || surface normal texture (see color
insert).
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FiGuRrEe 2.39. Standard cubic pole figure set, contoured, showing strong <111> || surface
normal fiber texture.
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FiGurE 2.40. (a) Orientation map with grain coloring by degrees of misorientation relative
to a perfect <111> || surface normal parallelism, with blue = closest to parallel, red = 20°
from parallel. (b) Legend showing rainbow scale fitted to 020" range (see color insert).

background pattern quality grayscale. Grains oriented most closely to the ideal
texture are colored blue, others are colored along the rainbow scale to red with
increasing misorientation. The legend, Fig. 2.40b, shows a histogram of the dis-
tribution of this misorientation, and indicates that 38% of the map areais within
20° of the ideal orientation.

5. Current Limitations and Future

5.1. Spatial Resolution

At present, spatial resolution of this techniqueislimited to grain sizes of ~20 nm
in diameter. This assumes that a map is created at a sampling step size of 5 nm,
and therefore is reasonably conservative in needing 4 pixels to represent a 20 nm
grain diameter. The spatial resolution is primarily determined by the SEM and
geometry of the sample/lensEBSD detector relationship. As FE-SEM resolution
has improved, so has the minimum grain size visible in EBSD maps. With the
advent of aberration corrected FE-SEMs, a concomitant benefit in resolution
should be seen.
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5.2. Angular Resolution

Angular Resolution is presently limited to ~0.5°. Thisis dictated by the resolution
of the EBSD detector and its position with respect to the sample. Although it is
possible to operate at this resolution, current cameras sacrifice speed for additional
angular resolution. Since most standard textural analyses need only to resolve a
few degrees to determine a grain boundary, the need for improved angular resolu-
tion might only be required for strain and small lattice rotation measurements.

5.3. Speed

Speed has improved greatly over the years since automatic mapping was intro-
duced. Speeds of up to 100 indexed points per second are now achievable on well-
prepared cubic materials. It is expected that advancesin camera design will allow
mapping speeds to continue to increase.

6. Conclusion

EBSD isapowerful, quantitative SEM technique that has moved from the province
of university materials and geology departments to industrial production control.
While its penetration has yet to reach its full potentia, the technique is well on the
way to becoming yet another detector situated on the chamber of an SEM.
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3
X-ray Microanalysis in
Nanomaterials

Robert Anderhalt

1. Introduction

Traditionally, energy dispersive x-ray spectroscopy (EDS) in the scanning elec-
tron microscope (SEM) has been called microanalysis, implying its suitability for
materials of micrometer dimensions. EDS was generally performed with a sam-
ple matrix and electron beam energy that would produce an interaction volume
and resolution which was generally of the order of afew cubic micrometers [1].
Nanoscale structures have one or more features that are an order or magnitude
less than a micrometer (<100 nm). Thin-film analysis can provide thickness and
chemical data on layers with thicknesses considerably less than 100 nm. The thin
film may have one dimension less than 100 nm but the other two dimensions may
effectively approach infinity. The analysis of features with two or three dimen-
sions less than 100 nm is considerably more difficult and requires that we mod-
ify our analytical procedure or sample preparation. Several case studies are
presented in this chapter.

It is possible to reduce our beam interaction volume to less than 100 x 100 x
100 nm by a variety of methods. Reducing the beam energy to 5 keV or less will
generally produce the required small interaction volume, but the lower beam
energies will produce a spectrum with a lower energy range and more peak over-
laps to consider. When an SEM equipped with atungsten filament sourceis oper-
ated at accelerating voltages that are less than 5 kV, the beam diameter may itself
become significantly larger than 100 nm and can become a controlling factor on
the relatively poor resolution of the analysis. The SEM with a field emission
source would be preferred because beam diameters considerably lessthan 100 nm
are easily attained at low beam energies [2].

The substrate for small or nanoscal e particles may contribute much more x-ray
information to the spectrum than the particle or feature of interest. If the substrate
has no elementsin common with a small feature of interest, it may be possible to
do a qualitative analysis without ambiguity. Common substrates could include
various carbon materials such as adhesives or filters of varying compositions.
Carbon thin films on transmission electron microscope (TEM) grids can
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minimize the contribution of the substrate if the grid is mounted over ahole or is
placed in a holder of a detector optimized for scanning transmission electron
microscopy (STEM) [2]. Because the substrate is reduced and the sample is
extremely thin, many beam electrons will pass through the sample without scat-
tering or being affected in any way and the result may be a very low x-ray count
rate. These transmitted beam electrons may produce backscattered electrons
(BSEs) or x-rays from surfaces below the sample, which can secondarily excite
other areas of the sample, grid, or of the sample holder itself, and it should be pos-
sible to separate the stray radiation from the x-rays generated in the feature of
interest. Another method to improve the x-ray resolution is to reduce the sample
thickness with afocused ion beam (FIB) instrument. Sections may be cut, which
have thicknesses of 100 nm or less. Beam spreading is reduced and many, per-
haps most, beam electrons will pass through the sample without scattering.

1.1. X-ray Signal Generation

Theinteraction of the electron beam with the specimen produces a variety of sig-
nals. Some signals are used for imaging (secondary electrons, BSES, transmitted
electrons, etc.), but it isthe x-ray signal that will be discussed here.

X-ray signals are typically produced when a primary beam electron causes the
gjection of an inner shell electron from the sample (Fig. 3.1). An outer shell elec-
tron makes the transition to fill this vacancy but gives off an x-ray whose energy
can be related to the difference in energies of the two electron orbitals involved.
Most commonly we see K, L, or M series x-rays and the series name refer to the
orbital from which the original vacancy occurs. It is quite possible that x-rays can
occur as aresult of avacancy inthe N orbital. N series x-rays are generally very
low inintensity and energy (0.15-0.3 keV), and almost never appear as adistinct
peak in the spectrum.

The K aphax-ray results from aK shell electron being gjected and an L shell
electron moving into its position. A K betax-ray occurs when an M shell electron
makes the transition to the K shell. The K betawill always have a dlightly higher
energy than the K alpha and is always much smaller in intensity.

A simplified representation of the electron orbitals is shown in Fig. 3.1 in
which asingle orbital each isshown for theK, L, M, and N orbitals. The K orbital
isrelatively simple but the L orbital consists of three suborbitals, the M has five,
and the N can have as many as seven suborbitals. When a vacancy occurs in one
of thethree L suborbitals, an electron can make the transition from any of the five
M or seven N suborbitals. Many of these suborbitals have only a few electrons,
which means that the x-ray peak will be quite small and will probably be lost in
the noise and not detectable by EDS techniques. Some suborbitals that are
involved in the creation of the vacancy or which provide the transition electron
are only dlightly different in their electron energies from an adjacent suborbital.
Theresult isthat the x-ray peak is only sightly different from another peak in the
spectrum and might not be discernible or resolvable from another larger peak in
the spectrum.
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Ficure 3.1. X-ray generation in a sample from the interaction of high-energy electronsin
an electron microscope. The atom has been simplified to show a single orbital for the K
through N electron orbitals. Assuming that the primary beam electron has more energy
than the K orbital electron, it is possible for an interaction to occur in which the K orbital
electron leaves the atom in an ionized and excited state. The vacancy in the K orbital is
filled by an electron that makes the transition from an outer orbital. An x-ray with an
energy that is characteristic of the element is created and has an energy that is equal to the
energy difference of the electrons in the two orbitals. The primary beam electron experi-
ences a loss of energy and a change of direction.

The L series of x-ray peaks result from a vacancy that occurs in the L shell.
There can be avariety of beta and gamma peaks that occur at higher energies than
the alpha peak. It isno longer so simple asin the K series of x-rays where we can
say that the beta peaks originate from electrons making the transition from two
orbitals away (e.g., the N suborbitals in this case), but it is always true that the
beta peaks will occur at higher energies than the alpha peaks and that the gamma
peaks will occur at higher energies than the beta peaks. In the EDS spectrum, the
L serieswill have as many as six resolved peaks. The L apha x-ray results from
avacancy occurring in the L3 (or the third L suborbital) and the transition elec-
tron coming from the M4 or M5 suborbital. It is also possible for the transition
electron to come from the M1 suborbital to give what is called the L L peak,
which will actually occur at alower energy than the L alpha. Because the M 1 gen-
erally has fewer electrons than the M4 or M5, the L L peak will have a lower
intensity than the L alpha. Thereisthe special case when the atomic numbers that
we might be considering will not have a full compliment of electrons in the M4
or M5 and this means that the L L peak will appear to grow at the expense of the
L alpha—in redlity, the L apha becomes smaller. When the M4 and M5 orbitals
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are almost empty, the L L can be larger than L apha. Thereis also the case where
the L L peak exists but the L alphais no longer present because the M4 and M5
orbitals are empty.

The M series of x-ray peaksin the EDS spectrum will originate from avacancy
occurring in one of the M suborbitals. The M seriesis similar to the L seriesin
many ways except that most observers of EDS spectrawill not see M series peaks
at energies greater than 3.2 keV. The M apha for uranium (atomic number = 92)
has an energy of 3.165 keV. In theory we could expect greater separation between
the M series peaks if there were common elements with atomic numbers greater
than 100, but this is not the case in nature. In most instances we may be able to
resolve the M alpha, M gamma, and M Z peaks in the EDS spectrum. There are
M beta x-rays, but they are generally not resolved from the M alpha peak and
make the M alpha appear to be somewhat asymmetric. The M a pha peak occurs
as a result of a vacancy in the M5 suborbital with a transition electron coming
from the N6 or N7. The M Z results from a vacancy in the M5 with a transition
electron coming from the N3, or from a vacancy in the M4 with the transition
electron coming from the N2. The M Z peak issimilar tothe L L inthe L series
in that it is generally lower in intensity but occurs at a lower energy than the M
alphapeak. Also, for elements with atomic numbers lower than 70, theM Z to M
alpha intensity ratio increases and the M alpha disappears for atomic numbers
less than 57 because the N6 and N7 suborbitals become partially filled and
eventually become empty.

Inthe K, L, and M series of x-ray peaks in the EDS spectrum there are some
consistent trends with energy. The alpha and beta peaks become much closer to
each other with decreasing energy. Below 2—-2.5 keV we might not be able to sep-
arate the beta peak from the alpha peak. The beta peak will also become smaller
in proportion to the alpha peak at lower energies.

1.2. X-ray Signal Detection

Some portion of the x-rays generated in the sample will escape from the sample.
A small fraction of the x-rays leaving the sample will travel toward the EDS
detector and be detected as shown in Fig. 3.2. An optimum detector-sample
geometry and parameter setup will ensure the best efficiency of spectral data
collection with the fewest artifacts.

Once the x-rays are generated in the sample they will have to travel through the
sample and whatever coating is on the sample to escape, pass through the detec-
tor window, and pass through the thin films on the surface of the detector (the
metal layer and the silicon dead layer). Each materia or film will effectively fil-
ter the x-ray signature by absorbing some part of the signal and allowing other
parts to pass through. In most cases the lowest energy part of the signal has the
greatest chance of being absorbed. The effects of absorption of the low-energy
part of the signal can be minimized by selecting one of the lower beam voltages
or a voltage that is not higher than it needs to be. The takeoff angle can also be
made higher to increase the sensitivity for the low-energy part of the spectrum.



80 Robert Anderhalt

Detector
Electron b
beam a
*“a\;
) Field
Sample Window effect
transistor
Al Cu
(@)
391 electrons 2,116 electrons
(b)
(©)
0 200 700
Time (us)

FiGure 3.2. Signal detection with an EDS detector. The top portion of the figure (Courtesy
of EDAX Inc., Mahwah, NJ) is a simplified view of the EDS detector showing the x-ray
generated from the sample, which travels through the detector window and then generates
electron-hole pairs within the detector. A negative voltage is applied to the front of the
detector, which drives the electrons to the back contact and into the FET. The signal leaves
the FET and continues to the rest of the amplifier circuitry. (A) The number of generated
electrons is shown for two x-rays (Al K aphaand Cu K apha) that are generated within
500 ps of each other. The location within the detecting unit is shown between the detector
and FET aspoint ‘a in thetop figure. (B) The electronic signal without noise showing the
detection of each x-ray as a ramp after the FET (the point labeled ‘b’ in the diagram
above). The vertical axisis a voltage (millivolts). (C) The electronic signal without noise
showing the two x-rays as amplified triangular pulses whose voltages are measured in mV
(not shown with the same scale asin part b). The signal shown is at the moment just before
the height of each pulse is converted into energy units (eV). The time axis for each x-ray
event has been significantly expanded or amplified as well.
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These parameters will be discussed in Section 1.3. Other parts of the detector
system that control its sensitivity are effectively constants and these include the
window itself aswell asthe metal layer and dead layer. Their effects on the mate-
rial phase identification or on the quantification are known and can be corrected.

A simplified view of the detector is shown in Fig. 3.2. Ultimately, there isa
preamplifier and an amplifier, which prepare the signa by increasing the signal-
to-noise ratio and then calculating its energy from a pulse height based upon the
system calibration of peak energies. In the example shown in Fig. 3.2, we are con-
sidering the case where an x-ray of aluminum (1.486 keV) is detected and thisis
followed 500 us later by an x-ray of copper at an energy of 8.04 keV. If x-rays
could be detected consistently at 500-us intervals, this would be equivalent to a
count rate of 2,000 cps (counts per second).

The x-rays that strike a Li-drifted silicon detector will generate one electron-
hole pair within the detector for every 3.8 €V of energy of the x-ray. A negative
bias voltage is applied to the metal layer to force the electrons to the back con-
tact of the detector and to the input to the field effect transistor (FET). Thus the
Al x-ray will create 391 electrons and the Cu x-ray will create 2,116 electrons
asshownin Fig. 3.2. Thisassumesthat all electronswill make it to the back con-
tact and that none will recombine with the vacancy or hole, or that none will be
lost as a result of detector crystal defects, or be conducted away near the
dead layer, or at the sides of the detector active area. The effects that prevent col-
lection of all the generated electrons is collectively referred to as incomplete
charge collection, which might be obvious in the spectrum as a low-energy tail
of the peaks.

The signal that leaves the detector and entersthe FET as a number of electrons
(Fig. 3.2 part a) will leave the FET as an electronic signal or ramp (part ‘b’) and
continue to the rest of the amplifier circuitry. The sharp rise or ramp that corre-
sponds to each x-ray event is a very brief event—only of the order of 50 ns.
However, the noise has not been shown in Fig. 3.2 (part b), and it must be pointed
out that the signal is very small and the noise is very large making it impossible
to measure the x-ray energy at this point. A preamplifier/amplifier circuit is used
to increase the strength of the signal simultaneously increasing the signal-to-noise
ratio. In order to accomplish both purposes, the signal is converted to a triangu-
lar pulse whose amplitude is greater but which is now stretched out in time—the
horizontal axisin Fig. 3.2. The signal shown is at the moment just before each
pulse is converted into energy units and is done using a formula to convert pulse
height (mV) to energy (eV or keV), which is learned by the system during the
energy calibration procedure.

1.3. EDS Parameters

A number of parameters that are used in collecting EDS spectra are effectively
variables that should be controlled in order to efficiently collect data with the
fewest artifacts.
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1.3.1. Count Rate/Dead Time/Time Constant

The count rate (in counts per second (cps)), dead time, which is generally
expressed as a percentage, and the time constant (also known as amplifier time,
pulse processing time, shaping time, etc.) are dependent on each other and should
be discussed at the same time. The most straightforward of these three parameters
is the count rate and is measured in cps. The count rate is controlled by adjusting
the SEM to the proper or optimum conditions such as working distance, gun tilt,
and shift, perhaps by additionally adjusting and aligning the aperture and finally
by adjusting the spot size. Thereal time or clock time used to collect spectral data
isdivided into live time and dead time. The live time is that time when the detec-
tor/amplifier system is not busy and could collect and process x-ray events. The
dead time is the time when the detector/amplifier system cannot collect or process
x-rays because it is busy processing an x-ray event or rejecting multiple x-ray
events. At 0% dead time (or 100% live time), no spectrum is collected because the
system is always available and probably indicates that no x-ray counts are being
received. At 100% dead time the system is busy all the time processing, but more
likely rgjecting x-ray events—this will probably provide no spectrum. At 100%
dead time or at high dead times (above 60%), one solution would be to lower the
count rate and another would be to change to a faster time constant or amp time.
Thex-ray counts stored in the spectrum reach amaximum at about 67% dead time.
Increasing the count rate beyond this dead time actually yields fewer counts into
the spectrum for the same clock time (Fig. 3.3).
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Ficure 3.3. Plot of input count rate vs. stored counts in a spectrum for one specific time
constant. As the count rate increases, the dead time will also increase. The peak in the plot
occurs at 67% dead time. The vertical axis represents the total number of counts stored in
a spectrum in 10 clock seconds.
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For a good-quality spectrum (i.e., good resolution and fewest artifacts), it
is best to use one of the longer time constants with a count rate that produces a
moderately low dead time—perhaps 20-40%. Extremely high dead times
(e.g., >60%) will generate artifacts in the spectrum such as sum peaks, which are
also known as pulse pileup events. When some of the older, more analog ampli-
fiers are used at high dead-time conditions, a degradation of resolution, distor-
tions of peak shapes, and aloss of calibration can be expected.

In some instances, higher throughput is more important than good resolution
and then it makes sense to use one of the faster time constants with a count rate
to provide 20-40% dead time. One of these instances would be when collecting
x-ray maps and another might be when doing trace-element analysis without
overlapping peaks.

The distribution of pulses shown in Fig. 3.2 (part c) displays two x-ray events
where one arrives 500 ps after the other. Thisis equivalent to 2,000 cps and will
probably give a dead time of about 35% using a time constant or amp time of 102
us. At first, viewing of this situation would appear that the system should be able
to process al x-ray events if they arrive at the detector every 500 pus. This would
be true if we could somehow schedule the x-ray eventsto be so regular. Thereisa
substantial component of randomness to when the x-rays will be detected and a
certain percentage of them will arrive within 10, 50, or 100 ps of each other, which
means that these x-rays will be discarded and will contribute to our dead time.

1.3.2. Accelerating Voltage

The accelerating or beam voltage used should be at least 2x the energy of the
highest energy linein our spectrum and no more than 10 to 20x the lowest energy
line of interest. The number 10 is used for quantitative applications while the
number 20 is relevant for the strictly qualitative applications.

For example, if oneisinterested in the analysis of a phase containing Fe, Mg,
and Si and would like to use the K lines for each, then 15 kV will probably work
reasonably well. If, however, the analyst needs to analyze the same three elements
plus oxygen as well, then he or she might use 5-10 kV, but it would be best to
consider using the L line for the Fe. An alternative might be to use 15 kV but to
allow the software to cal cul ate the oxygen by stoichiometry when the sample type
warrants this approach.

Why should the beam voltage be at least 2x the highest energy element?
Because at lower overvoltages the fraction of the interaction volume where the
element can be excited becomes very small and it isnot possible to generate many
x-rays of that energy—in other words, the result will be a small peak and also a
poor sensitivity for that element.

Why should the beam voltage be less than 10 to 20x the lowest energy peak?
When the overvoltage number is excessive, the proportion of the interaction vol-
ume for which the low-energy x-rays can escape without being absorbed also
becomes small. The result is a small peak and in the case of the quantification
there will be a strong absorption correction that will magnify the statistical and
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background-fitting errors in our analysis. Again, the sensitivity of the analysis
will not be very good as well if the selected beam voltages are very high.

1.3.3. Sample-Detector Geometry and TakeOff Angle

EDS detectors will typically have a collimator that restricts the view of the detec-
tor so that it will not detect x-rays that come from parts of the SEM or sample far
removed from where the electron beam strikes the sample. If the detector view or
its “line of sight” is considered, a parameter that will be relevant to most detec-
tors can be defined as the “detector normal”—a line drawn through the center of
the detector that is perpendicular to the detector surface (Fig. 3.4). The detector
normal intersects the electron beam at a specific distance in millimeters below the
pole piece. This intersection distance should be the ideal working distance (in
millimeters) for collecting x-ray data.

The angle between the intersection of a horizontal plane and the detector nor-
mal gives the detector angle or elevation angle. If the sampleis at the intersection
distance and is not tilted, the detector angle will be equal to the takeoff angle. The
takeoff angle can be changed by changing the tilt. When the tilt is changed it
becomes essential to know the direction of tilt as compared to the detector normal

Pole piece

Electron
beam

. \Y
Intersection 0‘6\?’
distance oot

Detector angle

Ficure 3.4. Detector geometry for an inclined detector and the electron beam. The detec-
tor normal intersects the electron beam at a specific distance in millimeters below the pole
piece. Thisintersection distance should be the ideal working distance (millimeters) for col-
lecting x-ray data. The angle between the intersection of a horizontal plane (or line in the
figure) and the detector normal gives the detector angle. If the sampleis at the intersection
distance and is not tilted, the detector angle will be equal to the takeoff angle. The takeoff
angle can be changed by changing the tilt. When the tilt is changed, it becomes essential
to know the azimuth angle or the direction you are tilting as compared to the detector nor-
mal as viewed from above. (Courtesy of EDAX Inc., Mahwah, NJ.)
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as viewed from above. This angle may be referred to as the azimuth angle and it
must be taken into account to calculate the takeoff angle for tilted samples.
Typical takeoff angles will be between 30° and 35°. This angle is a combination
of the detector angle, the detector position, sample working distance, and sample
tilt. The sensitivity for very low-energy x-rays and/or signals characterized by
high absorption can be enhanced by increasing the takeoff angle, which is gener-
ally done by increasing the tilt of the microscope. Some inclined detectors (e.g.,
a detector angle of approximately 35° above the horizontal) do not require sam-
ple tilt for most analyses. Horizontal-entry detectors require that the sample be
tilted to achieve an optimum takeoff angle.

1.4. X-ray Artifacts

The most significant x-ray artifacts in the EDS spectrum are those that will cause
what might be interpreted as a peak. The consequence of interpreting the artifact
peak as an element can be severe or embarrassing at a minimum. The major arti-
facts to be discussed here are the escape peaks, sum peaks, and stay radiation.
Because nanomaterials are commonly thinned, or examined as thin films, very
fine particles, or wires, the stray radiation can be extremely significant. In nano-
materials, the primary beam electrons may still have high energies as they exit
from the sample and can create a variety of signals from other parts of the sample
or holder.

An escape peak can form when an x-ray striking the detector will cause the flu-
orescence of asilicon x-ray. This may result in an x-ray having the energy of sil-
icon (1.74 keV) and another signal having the difference between the origina
X-ray energy minus the silicon energy (Fig. 3.5). If the silicon x-ray remainsin
the detector, the two signals are summed and the correct energy is assigned to the
peak in the EDS spectrum. If the silicon x-ray escapes from the detector, then the
x-ray detected is called an escape peak, which has an energy that is 1.74 keV less
than the original x-ray. Only x-rays with energies greater than the critical excita-
tion energy of silicon (1.84 keV) can cause the fluorescence of silicon. The size
of the escape peak relative to its parent peak (typically not more than 1% or 2%)
actually diminishes at higher atomic numbers as a result of the higher energy
x-rays tend to deposit their energy deeper in the detector where the silicon x-rays
(if generated) have more difficulty escaping from the detector.

A sum peak can occur if two Xx-rays are detected at nearly the same time (less
than afew tens of nanoseconds) by the EDS detector. It is possible, especialy at
very high count rates, that two x-rays of the same energy will enter the detector
within this time period and be counted as a single x-ray of twice the energy.
Compounds can give rise to sum peaks that are the sum of two different energies
(aand b of Fig. 3.6). Sum peaks are typically problems at higher count rates and
when a spectrum is dominated by a single element. To confirm that the peak in
question is really a sum peak, it is possible to overlay our spectrum with sus-
pected sum peaks with a spectrum collected at a lower count. The lower count-
rate spectrum might be collected at one fourth to half the count rate of the original
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FiGure 3.5. Escape peaks may form from any peak in the spectrum with energy greater
than 1.84 keV. The incoming x-ray into the EDS detector may fluoresce a Si x-ray, which
will reduce the total energy of the detected event if the Si x-ray leaves the detector.

spectrum. The peak in the first spectrum is regarded as a sum peak if it is no
longer present or diminished in the lower count-rate spectrum. If the peak is undi-
minished, it represents areal part of the sample. Sum peaks are not very likely in
nanomaterials, because we do not expect to have very high count rates from such
athin sample (<<100 nm).

Stray x-rays are those that originate anywhere other than where the primary
beam interacts with the specimen and may be produced by a variety of processes.
In nanomaterials, stray radiation can be a significant problem because the sample
may be relatively thin. This resultsin alow count rate from the sample itself and

FIGURE 3.6. Sum pesks in an EDS
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FicURE 3.7. Stray radiation from a Stray x-rays
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in an energetic primary beam electron that has left the sample or particle. The
energetic beam electron can then strike other parts of the sample holder as shown
in Fig. 3.7 and create an x-ray or BSE that will strike other parts of the holder that
can be viewed by the EDS detector. The peaks in our EDS spectrum that origi-
nate from stray radiation when an STEM detector or holder isused will generally
be the same even for different types of samples. There are avariety of metals used
to create grids and a metal should be chosen that is not expected to be present in
the sample, and if possible a metal should be chosen that does not overlap with
the elements of interest.

2. Monte Carlo Modeling of Nanomaterials

Itispossibleto predict the electron beam interaction volume in bulk materials and
many other sample types using Monte Carlo simulations [2]. When relatively
thick samples (>>1 um) are analyzed at beam voltages greater than 15 kV, the
interaction volumes are typically significantly larger than nanoscale (Fig. 3.8).
The dimension of the interaction volume increases with the beam energy and has
an inverse relationship with the density and average atomic number of the sam-
ple. For very dense materials, nanoanalysis is possible with beam energies in the
range of 5-10 keV. For the analysis of less-dense materials, it may be necessary
to use beam energies that are 5 keV or less. An inherent difficulty with analysis
at such low voltagesisthat we are forced to use x-ray lines with energies that are
typicaly less than 3 keV where the peak overlaps are significant and some ele-
ments will have no alpha lines (Table 3.1), making quantitative and qualitative
analysis extremely difficult.

Thin films offer another possibility to image and analyze nanomaterials. Film
samplesthat are approximately 100-nm thick can be created from thicker samples
using an FIB instrument. Higher beam energies become practical in low-density
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Ficure 3.8. Monte Carlo simulations of bulk samples of C, Cu, and Au at beam voltages
of 3, 5, 10, and 20 kV. The maximum depth shown in all cases is the same (1 wm) and all
distances are shown in micrometers.

TaBLE 3.1. Atomic numbers (Z) having alpha lines visible by energy range in the EDS
spectrum. If abeam voltage of 5 keV isused we cannot reliably expect to excite peakswith
energy greater than 3 keV. This means we would see K series peaks from atomic numbers
41018, L series peaks from 21 to 47, and the M series peaks from 57 to 90. Some atomic
numbers will not be viewable in the spectrum (19-20 and 48-57)

Energy range (keV) K alpha(Z) L apha(2) M apha (2)
0-1 4-10 21-29 57-60
1-2 11-14 30-39 61-77
2-3 15-18 40-47 7890
34 19-20 48-53 91-98
4-5 21-23 54-58

56 24-25 59-63

6-7 26-27 6468

7-8 28 69-72
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samples because the amount of horizontal scattering of beam electrons is effec-
tively reduced with a thin sample—we are obtaining our x-ray data from what is
really just the top portion of our interaction volume in the bulk sample case.
Resolution is greatly enhanced with thin samples (Fig. 3.9) even at higher volt-
ages. Absorption is significantly decreased and many to most primary beam elec-
trons travel through the sample without scattering or scattering only to a low
angle. However, because many beam electrons do not scatter at al, our x-ray
count rates are relatively low—perhaps only one tenth of what would have been
obtained with a bulk sample at the same beam energy.

It is often desirable or necessary to analyze submicrometer particles. The primary
beam will generate x-rays from our particle and also from the substrate—quite
often the substrate contribution to the spectrum will be dominant. In the analysis of
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Ficure 3.9. Monte Carlo simulations of afilm (100 nm or 1000 A thick) of C, Si, and Cu
at beam voltages of 5, 10, 20, and 30 kV. All beam electrons are transmitted through the
C film at 20 and 30 kV, and through the Si film at 30 kV. All distances are shown in
angstroms.
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particles we sometimes have the ability to choose our substrate. Idedlly, the sub-
strate should not have the same elements that are of interest to usin our particles,
should offer contrast to our particles when using the BSE detector, and perhaps
have alow x-ray yield. A carbon substrate is often advantageous because carbon is
commonly conductive and may also serve as an adhesive. Filters are often used to
trap particles and can be used as the substrate; however, they should be smooth and
need to be made conductive. Small particles on a thin film have the advantage of
offering good contrast, and if the particles and films are thin enough, the conduc-
tivity issues may be ignored. Because the substrate is very thin and largely absent,
the peak-to-background ratio of the spectrum is quite good. Fig. 3.10 gives severa
examples of small particles (100 nm) on a 100-nm substrate. TEM grids can be pur-
chased with carbon film of thicknesses about 3-60 nm.

Some carbon filmsreferred to as “lacey” films have some open pores or spaces
that will allow some particles to adhere to the carbon fibers but may project over

Particle C Cu Au
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Ficure 3.10. Monte Carlo simulations of a particle of C, Cu, and Au on afilm of Si at
beam voltages of 5, 10, 20, and 30 kV. All distances are shown in angstroms.
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an open space meaning that the particle has no substrate at all. X-rays generated
by the carbon film will be minimal due to the reduced thickness and low density
of the carbon film, and x-rays generated under, or sometimes near, the particle
will tend to be absorbed by the particle itself.

3. Case Studies
3.1. A Computer Chip

A computer chip has been selected as a sample to illustrate some of the concepts
described earlier in the Monte Carlo simulations. A series of x-ray maps at vary-
ing beam voltages illustrates very well the decrease in interaction volume and
enhanced resolution with lower beam voltages (Fig. 3.11).

Although the resolution of the images and maps is significantly enhanced by
using alower beam voltage in Fig. 3.11, there are still some disadvantages asso-
ciated with using the lower beam energies. For one, at 5 kV we do not have a suf-
ficient energy to excite Cr K (5.41 keV), which is aso present in the sample in
the bright areas in the BSE image. It is possible to use the peak for Cr L, but its
L apha (0.57 keV) and L L (0.50 keV) lines are significantly overlapped by the
OK line (0.52 keV). Although the higher beam voltages are not as sharp, they do
provide a sense of what is in the subsurface. The mapsin Fig. 3.11 were created
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Ficure 3.11. Series of image (BSE) and x-ray maps at beam voltages of 5, 10, 15, and
25 kV. The maps collected at the lower beam voltages clearly show an enhanced resolu-
tion of surface features.
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using an SEM with atungsten source, and at 5 kV the beam diameter can be quite
large (>>100 nm). We are probably in the situation where the beam diameter is
actually larger than the interaction volume, which means that the resolution in
this caseis controlled by the beam diameter/spot size and is less controlled by the
beam energy and sample density. We can eliminate many of these associated dis-
advantages by the use of athin section created by an FIB instrument and by imag-
ing with afield emission gun scanning electron microscope (FEG SEM).

A careful examination of the maps in Fig. 3.11 will allow us to make some
interpretations of what features are on the surface of the chip and which arein the
subsurface. The Al lines tend to overwrite or obliterate the pattern of the Si and
O maps indicating that the Al is on top of the SiO, and Si. Some very basic
knowledge of computer chip construction allows us to realize that Si underlies
these structures and so we might hypothesize that at some point on the sample
(Fig. 3.12) we can expect a sequence from the surface downward of Al overlying
SiO,, which overlies Si. When a spectrum is collected from the point shown in
Fig. 3.12, we have these elements (O, Al, and Si) as well as avery small peak of
Ti. It islikely that the Ti forms a boundary layer to prevent interaction between
the Al and the Si, and we can verify its existence by looking at a cross section cre-
ated in an FIB, which is discussed later. Now, we are concerned with determin-
ing the thickness of the Al line, the hypothesized Ti layer, and the SiO,,.

Thin-film analysis [2,3] can be used to construct an estimate of the film thick-
nesses, assuming that we know the sequence of layers and that we can provide an
estimate of the density of each layer. We must also have at |east one unique ele-
ment for each layer. In our case we have Si in the substrate as well asin the SiO,
layer, but we will assume that we can determine the SiO, using the O peak and

Al
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Ti
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Ficure 3.12. Spectrum collected from the spot shown in the BSE image at 15 kV. The
spectrum contains elemental information from multiple layers.
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will calculate the Si in that layer by stoichiometry using the usual valences of Si
(+4) and O (—2). Some of the O present in the spectrum will probably be derived
from a surface oxidation of the Al line and will detract from our measurement
accuracy as well. The accuracy of the thickness estimates is also influenced by
our knowledge or lack of knowledge of the densities of the phases present. It is
further assumed that the assumptions do not totally invalidate the analysis or that
they will at least be a constant in most analyses of this type which will allow for
a relative comparison between analyses of different samples of similar film
sequences. The K-ratios from the spectrum above (Fig. 3.12) are entered into the
thin-film software [3] to provide the results shown in Table 3.2. The Al layer is
estimated at 648 nm, the Ti layer at 9 nm, and the SIO, layer at 414 nm. The Ti
layer is clearly a nanoscale feature but still resolved using thin-film analysis.

An FIB section was created from the chip sample, which is estimated to be
about 100-nm thick. The section was mapped at a beam voltage of 20 kV in an
FEG SEM (Fig. 3.13). The section was mounted over a hollow cavity to prevent
substrate contribution to the map. An area of the image above the uppermost Al
layer is tungsten. Before creating the FIB section, the tungsten layer was
deposited on the surface to ensure that the surface was preserved during the sec-
tioning process. The tungsten areais shown as the bright area at the top of the SE
image. The maps shown were processed from a spectral map data set in order to
remove the overlaps as much as possible using deconvolution to produce net
intensity maps. The Si map in aconventional intensity or region of interest (ROI)
map would have had the overlap with the W M, which islargely removed by this
processing. The O map would have an overlap with the Cr L line and this has been
significantly diminished but not entirely removed. Because we are able to use a
relatively high beam voltage (20 kV), the map for Cr K is shown rather than
Cr L. Theresult is that the Cr map shows no overlap whereas if Cr L had been
used, we would expect to have an overlap with the O K.

The Ti map isnot shown in Fig. 3.13 but information from the Ti map is shown
in the linescan extracted from the spectral map data set in Fig. 3.14. The linescan
was selected in a vertical orientation through the map data set such that the line
is perpendicular to the interfaces between the various layers. It then becomes pos-
sible to sum data from a horizontal array of 9 pixels perpendicular to the linescan
to produce the data shown for Al, Ti, Cr, and Pt in the plot in Fig. 3.14. Adding
the spectra from the 9 pixels at each point of the linescan has the effect of reduc-
ing noise in the data and enhancing the quality of the data displayed.

In the maps (Fig. 3.13), it might look like the Cr layer overlies the Pt layer but
thisis somewhat ambiguous. It is also difficult to measure the thickness of the Cr
and Pt layers, but these ambiguities are largely resolved by plotting the linescan
of these data (Fig. 3.14).

The Cr clearly lies on top of the Pt and it is possible to attempt a measurement
of these layers by an examination of the width of the half maximum of the Cr and
Pt layers. The Cr layer appears to be about 78 nm and the Pt layer about 92 nm.
Titanium was hypothesized to underlie the Al in our thin-film example, which
was derived from an area of lesser complexity. It would appear that we have Ti at
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TaBLE 3.2. Analysis of the layer thicknesses of the chip sample using thin-film software [3]

Ficure 3.13. X-ray maps (O K, Al K, Si K, Pt M, and Cr K) of the chip FIB section
collected at a beam voltage of 20 kV. The section was placed over alarge cavity or ahole
to prevent substrate contribution to the maps.

the base of the Al in the FIB section. It also appears that the Ti forms a boundary
in this case separating the Pt and Cr and may also underlie the Pt layer.

3.2. Nanowire

A nanowire sample consisting of ZnO was examined. Spectra were collected at
several voltages, and maps were collected at 10, 15, and 25 kV. The ZnO sample
consists of wires, which taper from a base that is as much as 2.5 um in diameter
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to 100 nm at the thinnest. Most of the wires have a balloon-shaped tip that is
about 0.5-um wide by 1.0-um long (Fig. 3.15). Spectra shown in Fig. 3.15 were
collected at 10 and 15 kV. At the point the spectra were collected, the wires are
about 500 nm in diameter. The 10-kV spectrum shows much less beam penetra-
tion in that the carbon peak is significantly smaller.

The maps of the nanowire sample are shown in Fig. 3.16. Although the maps
were collected at a variety of beam voltages (10, 15, and 25 kV), the Zn L maps
look quite similar and all of the maps show the thinnest part of the wire. At this
point the sample is much like a thinned sample or an FIB section, and the spatial
resolution is very good. The sample is mounted on a carbon background and at
lower voltages appears like a very accurate inverse Zn map with excellent reso-
lution. However, at 25 kV most of the primary beam electrons are transmitted
through the wire and strike the carbon background. No pattern (inverse) of the Zn
wires is observable in the 25 kV carbon map.

3.3. Nanopatrticles

Nanoparticles and submicron particles, in general, are difficult to analyze because
we often derive most of the data in their spectra from the substrate or from adja-
cent areas. Aswas shown in Fig. 3.10, we may be able to help ourselves by select-
ing a substrate with a unique composition that is dissimilar from our particles of
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Ficure 3.15. Secondary electron image of ZnO nanowire sample on carbon tape with
spectra collected at 10 and 15 kV. The location of the spectra is shown with crosshairs.
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Ficure 3.16. Maps of ZnO nanowire sample collected at beam voltages of 10, 15, and
25 kV.
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interest. When carbon is not significant in our particles, we have many choices
including carbon planchets, carbon tape, and filters of many types. For the ultra-
fine particles and for the nanoparticles, we can place the particleson a TEM grid
with athin (<<100 nm) polymeric substrate and possibly a discontinuous, lacey
carbon film substrate. The grid is suspended over alarge cavity, which effectively
eliminates the substrate. Because most electrons will be transmitted through the
particle and still retain relatively high energies, they will strike whatever surface
is below the sample and create x-rays and BSE. Some of these BSE and x-rays
will strike the sample, its grid, and parts of the grid-holding mechanism that is
viewable by the EDS detector. Stray radiation contributions to our spectrum can
be minimized by having alarge, deep cavity and some researchers have made the
cavity below the grid the entire sample chamber, which provides a spectrum with
very little scatter [5].

Nanoparticles of TiO, were analyzed manually using a copper grid with alacey
carbon film. The sample grid was placed over a large cavity similar to the setup
shown in Fig. 3.17. In this case the metal grid was Cu and “metal A” is alu-
minum—both contribute to the spectra of the particles on the film. “Metal B”
may be a different composition and it typically will not produce a recognizable
peak in the spectrum. It is possible to construct such a holder in which metal B
will be carbon or some relatively low atomic number material, because this will
decrease the yield of x-rays and BSE from this surface. It may also be a good
practice to coat al metal surfaces with carbon paint to make it more likely that
the high-energy electrons will be absorbed rather than generate x-rays and BSE
that will be seen by the EDS detector or that will fluoresce stray x-rays from
somewhere else in the sample, grid, or holder. The geometry of the holder shown
in Fig. 3.17 does not show a mechanism for holding the grid in place. The grid
can be held in place with some carbon paint or carbon tape, which can make the
sample semipermanently attached to the holder or it can mean that the sample and
grid might be somewhat damaged during the removal of the sample. Some clamp-
ing mechanism above the grid can be used to hold the grid in place, but it must

Carbon film Particles

Metal grid

Metal A

Ficure 3.17. An STEM holder for

the SEM. A cavity is shown below

themetal grid. Itispossiblethat there

will be some contribution to the

spectrum from the grid and perhaps

from metal A if the EDS detector can Metal B
see some part of the sample holder.



98 Robert Anderhalt

alow a clear path to the EDS detector for the x-rays and it should not be a
significant source of x-rays that will make interpretation of our particle spectra
more difficult.

Many SEMs today have a dedicated STEM detector that will produce a high-
resolution bright field image similar to a TEM by capturing the unscattered elec-
trons below the grid, and it is also possible to construct a similar device [2]. The
bright field image is inverted or is a negative image of the sample. Some STEM
detectors have aso been constructed to provide a dark field image, which cap-
tures only the scattered electrons passing through our sample and provides an
image with a more normal contrast like the SE or BSE image (the particles are
bright and the carbon film tends to be dark).

The TiO, particles are shown below on the Cu grid substrate and also on a
lacey carbon film (on a Cu grid) as well as their EDS spectra (Figs. 3.18 and
3.19). Even though the TiO, particles on the Cu substrate are severa particles
thick, the Cu L peak isthe largest peak in the spectrum. By comparison, the TiO,
particles on a lacey carbon film have a much larger Ti peak though we still see
some Cu and Al from stray radiation.

(@) (b)

Ficure 3.18. TiO, particles on a Cu substrate (a) and on alacey carbon film (b).

(a) (b)

Cu Ti

0 Cu 4
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FicurE 3.19. Spectra collected for TiO, particles on a Cu substrate (a) and on alacey carbon
film (b). The lacey carbon film was on a Cu grid underlain by Al (see metd A in Fig. 3.7).
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The area shown in Fig. 3.18b was mapped at a beam voltage of 15 kV
(Fig. 3.20). The Ti and O maps are derived from the particles directly and show a
strong and sharp contrast between the particles and the area surrounding the parti-
cles. This map quality is significantly better than what could be expected from
maps of the particles on a substrate.

In the C map of Fig. 3.20 the texture of the lacey carbon film is clearly shown,
but the carbon displayed at the location of the particles themselves is a result of
stray radiation and scattering of the primary beam electrons. The transmitted pri-
mary beam electrons create BSE and x-rays from the holder and the area around
the particles that ultimately strike the carbon film. The bright areas in the Al map
are from the scatter from parts of the holder and detector. The contrast in the Cu
map is stray radiation from the Cu grid and also from parts of the sample holder
mechanism.

The strong contrast in the Ti and O mapsin Fig. 3.20 ultimately originates from
atremendous difference in x-ray count rates between particle (~1350 cps), open
space (25 cps), and carbon fiber (70 cps). We can also examine the cps for spe-
cific elements in different areas of the sample. The contrast in cps was most
extreme in the ROI, which specified the Ti K and was 353 cps on the particle, 1
cps in the open area, and 3 cps on the carbon fiber. The stray radiation was also
quite high while the beam was on the particle in that the Cu K ROI was 159 cps.
The stray radiation could be minimized further if we increase the depth of the
cavity in Fig. 3.17 and aso if the diameter of the cavity could be made larger.
Another step to improve the quality of the STEM holder would be to use a low
atomic number material for metal A and metal B. It might be easiest to use car-
bon or to coat all metallic surfaces under the sample with carbon paint. This
would reduce both the BSE and the x-ray yield from the transmitted electrons and
would minimize the presence of x-rays from stray radiation in our spectrum.

Ficure 3.20. X-ray maps of TiO, particles on alacey carbon film.
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4. Summary

X-ray analysis by EDS in SEM will easily allow us to resolve micrometer-scale
features. It is possible for us to reduce our resolution still further by using lower
beam energies. However, with the lower beam energies there are also some dis-
advantages, such as a reduced energy range of the EDS spectrum, more peak
overlaps, and incompl ete coverage of the periodic table. Another strategy to allow
x-ray analysis of nanoscale features would be to reduce the sample thickness (to
100 nm or less), which can be done by preparing FIB sections. The reduced thick-
ness will also reduce the beam spreading and allow us to use higher beam volt-
ages that will also provide a more complete coverage of the periodic table in the
EDS spectrum. The FIB section and other nanomaterials such as particles and
wires can be mounted on TEM grids, which have a minimal substrate and permits
analysis of the nanoscale feature itself with relatively few artifacts.
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Low kV Scanning Electron
Microscopy

M. David Frey

1. Introduction

The voltages typically associated with low-voltage scanning electron microscopy
are within the range of 5 kV and lower. The low end cutoff is typically the low-
est value at which a user’s microscope can achieve a usable image. The author of
this chapter would like to see a new definition of low kV-accelerating voltage
begin within the realm of 2—1 kV. With the advent of new column designs,
through the lens (TTL) secondary electron (SE) detectors and the use of electro-
static lens, and similar techniques, the low end of the low kV range is typically
reaching well below 500 V, and is often approaching 100 V. These new and tried
true techniques are illustrated in Figs. 4.1 and 4.2. A recent development is the
use of aretarding field to modulate the landing energy of the primary electrons.
By simply applying a negative potential (\Vb) to the specimen, a retarding field
can be generated between the specimen and a grounded el ectrode above the spec-
imen (the cold finger or the objective lens in a semi-in-lens type FEG-scanning
electron microscope [SEM] instrument). In this simple configuration, the speci-
men itself is part of a “cathode lens” system. The landing energy (E ) of the
incident electrons can be varied by changing the applied potential:

E,=E,~ eVb.

where E, is the energy of the primary electron beam. The nature of the elec-
tron—specimen interactions is determined by the electron landing energy E, .
When eVb is equal to or larger than E,, the incident €lectrons will not enter the
specimen at al; in this particular configuration a mirror image may be formed.
Therefore, by varying the potential applied to the sample, we can conveniently
extract useful surface information of the sample. The ultimate resolution of ultra-
low voltage (ULV) SEM images is determined by the combined properties of the
probe-forming lens and the cathode lens [1]. The highest resolution secondary
images are being obtained using TTL secondary detectors commonly referred to
as TTL detectors. These TTL detectors often involve a strong magnetic field pro-
jected into the chamber, or a mild electrostatic field. This field is generally used

101
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FiGure 4.1. Secondary electron image of resist on Si at 1 kV uncoated.

FIGURE 4.2. Secondary electron image of resist on Si at 0.1 kV uncoated.
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to collect the low-energy SEs, which help to provide the highest resolution
images. The type of field and detector positioning above the final lens will often
depend upon the manufacturer of the system. Often this field type and detector
positioning will have a great effect on image quality, as well as overall system
performance. To further this point Joy wrote Through-the-Lens (TTL) Detectors,
which use the postfield of the lens to collect the secondary signal, have not only
a much higher efficiency (DQE ~0.8), but also are more selective in the energy
spectrum of the electrons that they accept. In the most advanced design the TTL
detector can, in effect, be tuned so as to collect either a pure SE signal or a
backscattered signal or some mixture of the two. This provides great flexibility in
imaging, and avoids the necessity of a separate BSE detector, and permits
backscattered operation at very short working distances. The ultimate goa
remains a detector that is both efficient and can be used to select any arbitrary
energy window in the emitted spectrum for imaging [2]. Low kV SEM can aso
have profound effect on the results achieved during elemental analysis. To quote
Boyes form of microscopy and microanalysis: the use of lower voltages (Boyes,
1994, 1998) to generate x-ray data for elemental chemical microanalysis
improves substantially the relative sensitivity for surface layers, small particles,
and light elements. The reduced cross sections for x-ray yield can be partialy
compensated with improved analysis geometries. There remains a need to
achieve a critical excitation energy plus afactor of 20-40% (or overvoltage U, of
1.2 < U < 1.4), and this limits analysis of complete unknowns to about 6 kV; 5
kV isinadequate for the elements I, Cs, and Ba. The main light elements (B—F)
and those 3d series transition metals with strong L lines are till accessible at 1.5
kV and this can be especially important for the analysis of the smallest particles
and thinnest overlayers [3].

This chapter will try to address the concepts and practices of low kV SEM, and
its use to attain high-resolution micrographs. (What does the term “high resolu-
tion” refer to? In the case of current production SEMs, high resolution would be
better than 2 nm.)

2. Electron Generation and Accelerating Voltage

The first thing that should be addressed is what exactly is “low kV?’ To truly
understand the term “low kV” the reader must understand how kV is controlled
or set. Thiswill require an understanding of an “electron gun.” The basic princi-
ples and design of an electron gun and an electron optical column do not vary
much from SEM to SEM. The basic design consists of a cathode and anode
arrangement. Within this basic design thereis an electron source. This source will
normally consist of either tungsten or lanthanum hexaboride (LaB6). The elec-
trons are generated by one of a couple of methods. They are either generated ther-
mally or through the use of field emission. In the case of systems where
high-resolution imaging is going to be done in the lower kV ranges, the user will
more than likely be using a field emission source rather than a thermal source.
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In the case of thethermal emitter, the electron source is heated by running a current
resistively through a wire. As the current is increased the heating temperature
increases. By increasing the temperature of the source, the electrons are liberated
due to lowering of the work function of the electron donor material to a point
where the electrons are in essence boiled off from the wire. The wire is subjected
to temperatures at or close to 2,700 K. This cloud of electrons is gathered up in
the Wehnelt cylinder. This Wehnelt cylinder contains the cathode (filament) of the
electron gun. The Wehnelt is kept dightly negative in relation to the filament,
which provides a focusing effect for the cloud of electrons. The cathode is set to
ground potential, 0 V. The voltage of the anode is set to the voltage desired to be
the accelerating voltage (e.g., 20 or 1 kV). The anode plate contains an aperture
through which the electrons will pass. This difference in voltage provides the
potential for acceleration of the electrons down the column [4]. This scenario is
called thermal emission (Fig. 4.3). Normally this type of electron emission pro-
vides a stable source of electrons, but is frequently associated with lower resolu-
tion SEMs (an ultimate resolution of ~3 nm at 2030 kV).

SEMs that are used at |ower accelerating voltages and produce high-resolution
images at these “low kV” settings produce their electron beam through the use of
one of the two categories of field emission. The two varieties of field emission are
thermal and cold. Both have advantages and disadvantages. Generally both are
very capable for “low kV,” high-resolution imaging. The basic concept behind
field emission is an electron source that has been attached to atungsten wire. This
electron sourceitself isa piece of tungsten. It has atip radius smaller than 100 nm.
As a negative potential is applied to the source, the small tip concentrates this
potential. This concentration of potential at the tip subjectsit to ahigh field. This
high field allows the electrons to escape from the source material. The two types
of field emission guns, cold and thermal (illustrated below), function in more or

Wehnelt
cylinder

Tungsten filament

Anode

FiGure 4.3. Thermal emitter.
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FIGURE 4.4. Schottky field emission gun. (Drawing adapted from Carl Zeiss SMT
Literature.)

less the same way in respect to the field generated at the tip. If thetipisheld at a
negative 3-5 kV relative to the first anode, the effective electric field F at the tip
is so strong (>107 VV/cm) that the potential barrier for electrons becomes narrow
in width as well as reduced in height by the Schottky effect. This narrow barrier
alows electrons to “tunnel” directly through the barrier and leave the cathode
without requiring any thermal energy to lift them over the work function barrier.
Tungsten is the cathode material of choice since only very strong materials can
withstand the high mechanical stress placed on the tip in such a high electrical
field. A cathode current density as high as 10° A/cm? may be obtained from
a field emitter compared with about 3 A/cm? from a tungsten hairpin filament.
In afield emitter, electrons emanate from a very small virtua source (~10 nm)
behind the sharp tip into a large semiangle (nearly 20° or about 0.3 rad), which
still gives a high current per solid angle and thus a high brightness [5]. A second
anode is used to accelerate the electrons to the operating voltage. The only real
differences fall into the categories of vacuum requirements are long-term source
stability and overall I-probe (probe current) that can be generated by a source.
Other considerations in regard to column design will have an effect over low kV
performance. Figure 4.4 illustrates Schottky field emission source. Table 4.1
compares the different types of electron sources.

3. “Why Use Low kV”?

There are many interesting reasons why a microscopist or researcher might use
low kV. First and foremost would be charge reduction. SEM users have often
fought the charging influences of an electron beam. Often users coat their sam-
ples with a conductive coating if the samples happen to be of a nonconductive
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TABLE 4.1. Electron source comparison
Electron source performance comparison
Cold field Schottky field

Emitter type Thermionic ~ Thermionic ~ emission emission
Cathode material w LaB, W (310) ZrO/W (100)
Operating temperature (K) 2,800 1,900 300 1,800
Cathode radius (nm) 60,000 10,000 <100 <1,000
Effective source radius (nm) 15,000 5,000 25(@ 15 (a)
Emission current density (A/cm?) 3 30 17,000 5,300

Total emisson current (UA) 200 80 5 200
Normalized brightness (A/cm?'sr'kV) 1 x 104 1x10° 2x 107 1x107
Maximum probe current 1,000 1,000 0.2 10

Energy spread at the cathode (eV) 0.59 0.4 0.26 0.31

Energy spread at the gun exit (eV) 15-25 1.3-25 0.3-0.7 0.35-0.7
Beam noise (%) 1 1 10 1

Emisson current drift (%/h) 0.1 0.2 5 <0.2
Minimum operating vacuum (hPa) <1x10° <1x 106 <1x10% <1x 108
Cathode life (h) 200 1,000 >2,000 >2,000
Cathode regeneration Not required  Not required Every 6to8 Not required
Sensitivity to external influences Minimal Minimal High Low

Source: Adapted from Carl Zeiss SMT Literature.

variety. The advantages and disadvantages of coating have long been argued and
this author does not wish to wade into this discussion. Many samplesthat are non-
conductive often have a point where they reach equilibrium. This equilibrium is
the point where the charge into the sample equals the charge out of the sample.
The charge out of the sample will be from SEs, backscattered electrons (BSE),
Auger electrons, x-rays, and whatever current is absorbed and then transmitted
through the sample to ground. This is referred to as a state of unity. Charging
comes in several species, and often exhibits several characteristics. These species
are either positive or negative charging. When the sample charges positively the
image will appear bright, and when there is a negative charge the image will
appear dark. Charging can also be frequently seen as streaks of light or dark on
an image. As the charge of a sample changes a user will often also see the image
drift across the screen. Users frequently attribute this to stage or sample instabil-
ity. These two causes can be ruled out as a cause by raising or lowering the kV. If
the drift either stops or changes direction, charge balance is the culprit, not stage
instability or poor sample mounting. The effect that is being seen as image drift
isin fact the buildup of charge in the sample pushing the electron beam away
from the area to be imaged; hence the appearance of drift. If the charge on the
sample becomes great enough, the result can be a reflection of the primary e-
beam by the charged sample causing a scan of the chamber to result. This will
happen when the charge of the sample is greater than the charge of the primary
beam (e.g., aprimary beam of 2.5 kV and a charge on the sample of 20 kV). The
SE image that is produced as a result of the excessive charge on the sample (a
plastic sphere) can be seen in Fig. 4.5.
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Ficure 4.5. A secondary electron image formed by charging a plastic sphere at 20 kV, and
then imaging the sample at 2.0 kV. The resulting image is formed by the low kV primary
beam being reflected about the chamber by the sample that has been charged to a higher kV.

The use of low kV leads to reduced beam interaction volume. It has been noted
by Joy and Newbury [6] that as the energy (E,) of the incident beam is reduced
the range (R) of the electrons falls significantly (R~k.E;*%°). This reduced inter-
action volume resultsin the production of an SE signal from closer to the surface
of the sample. Signal development from closer to the surface leads to more sur-
face information. Low kV operation also benefits image quality of low atomic
number (low Z) samples. At low kV the penetration depth of the electrons into
low Z materials is much less than higher kV electrons on the same samples.
Frequently low Z samples will have a ghost-like or semitransparent look at higher
accelerating voltages. By lowering the kV of the beam, the resulting image will
be less transparent, and display more information about the material. Often this
reduction of interaction volume has the result of improving the resolution of
x-ray microanalysis. The user must make sure that there is sufficient overvoltage
to excite the peaks required for analysis of the samples of interest. It is advisable
to do the analysis at higher kV settings to identify the materials present. If the
spatial resolution is not satisfactory, alowering of the accelerating voltage is rec-
ommended provided that peaks for elements required for either the mapping or
line scans are available. Boyes mentions that the use of low kV and high kV for
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microanalysisis convergent analysis and will lead to a better understanding of the
3D structure and chemistry. Figures 4.6, 4.7, 4.8, and 4.9 are SiO, nanoparticles
and Figs. 4.10, 4.11, 4.12, and 4.13 are a Ti fracture sample. These imagesillus-
trate how lowering the kV can reveal more surface information. This reduction of
interaction volume a so has some other effects on the signal being produced. One
of these effects is the increase of SE emission. This increase in the emission of
SEsisthe direct result of the shrinking of the interaction volume. As the interac-
tion volume is brought closer to the surface, the SEs have a better opportunity to
escape from the sample since they are being produced in aregion where they are
more likely to escape than to be reabsorbed by the sample. It is important to
remember that SEs are “defined purely on the basis of their kinetic energy; that
is, all electrons emitted from the specimen with an energy of less than 50 eV ...
are considered as SE.” SEs are produced as a result of the interaction of the pri-
mary electron beam and electrons within the elements of the sample. This inter-
action is generally acollision between a high-energy electron of the beam, and an
electron within the specimen. There is a transfer of energy from the beam elec-
trons to the specimen electrons. This energy transfer resultsin the final energy of
the SE that escapes from the sample. Most SEs have an energy, whichislessthan
10 eV. SEs are of two types: SE1 and SE2 electrons. The SE1 electrons are gen-
erated closer to the surface by the interaction of the primary e-beam and speci-
men electrons. The SE2 electrons are generated by the interaction of BSES and

20 nm ~ EHT =20.00kV  signal A = Inlens
| Mag = 125.00 K X ZEISS WD = 4mm o

Date :23 Feb 2005

FiGure 4.6. SIO, nanoparticle at 20 kV or an Al stub.
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FiGure 4.7. SIO, nanoparticle at 10 kV or an Al stub.
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FIGURE 4.8. SiO, nanoparticle at 5 kV or an Al stub.
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FIGURE 4.9. SIO, nanoparticle at 1 KV or an Al stub.
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Ficure 4.10. Ti fracture sample at 15 kV.
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Ficure 4.11. Ti fracture sample at 2 kV.
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Ficure 4.12. Ti fracture sample at 0.25 kV.
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200 nm EHT = 0.25 kV Signal A = Inlens
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FiGURE 4.13. Ti fracture sample at 0.25 kV.

specimen electrons. The SE2 electrons are of higher kinetic energy, which allows
them to escape from deeper within the sample due where they are being gener-
ated. These SE2 electrons result in a somewhat lower resolution image when
compared with an image with a higher number of SE1 electrons [4]. Another
interesting point made by Millerova and Frank must also be considered:

The active depths of SE and BSE signals become similar and hence both signals are sen-
sitive to the surface cleanliness. Also the widths of the response functions and hence the
image resol utions approach each other. The SE signal grows relatively to the BSE one and
exceedsthis, and at some critical energy no charge is dissipated in the specimen. When the
penetration depth of primary electrons approaches, somewhere between 150 and 700 eV —
the escape depth of SE—the edge effect disappears together with signal enhancement on
inclined facets. Consequently, micrographs appear more “flat,” with limited perception of
the third dimension. The topographic contrast is more surface-sensitive and from among
relief details those just filled by the upper half of the interaction volume are the brightest.
Surface films of so defined (or smaller) thickness become opaque, including contamina-
tionislands. [7]

4. Using Low kV

The actual practice of using lowered accelerating voltages is not much unlike
using high kV. The user of the microscope will have several things they will have



4. Low kV Scanning Electron Microscopy 113

to consider. These considerations include no specific order: sample preparation
and microscope preparation.

Sample preparation will include the choice of whether or not to coat the sam-
ple to make it more conductive, if it is not conductive. A user will aso need to
consider what type of analysis or imaging they are trying to achieve from the sys-
tem. Often users will decide on a type of mounting that will accommodate the
type of sample they are evaluating. It should be thought that the sample needs to
be further processed down the line after evaluation, or is this destructive testing.
Are ultra high-resolution images the goal, or are low to moderate resolution
images acceptable for this project. Frequently, all of the questions will influence
auser’s choice of mounting and preparing a sample.

To mount a sample severa techniques can be offered. For high-resolution
images a user needs to select the most mechanically stable mounting media. The
best suggestion isto avoid any type of tape or “ sticky tabs.” These will often pres-
ent an image that will display adrift at high magnifications as the tabs or tape out
gas in the vacuum. Often the material from which they are made rebounds after a
sample has been pressed into the tab or tape. They are not mechanically stable.
They do provide a quick mounting solution, and are often excellent for quick and
dirty microscopy when an answer is required immediately. An excellent choice
for mounting samples well isacarbon paint/dag or silver paint/paste. These types
of mounting media do take some time to dry and are not perfect for all samples,
but when it comesto arigid, stable mount they do provide agood solution aslong
as speed is not of the essence. There are also many different mechanical sample
holders such as vices, and spring-loaded holders that are excellent for bulk type
samples. When it comes to mounting samples such as particles, carbon nan-
otubes, and liquid suspensions which can be dried down, the author has found that
carbon-coated formvar TEM grids provide an excellent solution. They provide a
nice even black background without the topography often encounter with Al or C
graphite sample stubs, by mounting the sample on a grid and by placing it into a
sample holder that suspends the sample. Artifacts from an SE or BSE signal being
returned from the mounting stub will not influence the image being produced of
the sample. Theimage in Fig. 4.14 is on a carbon-coated formvar TEM grid, the
image in Fig. 4.15 is on a piece of Si wafer, and the image in Fig. 4.16 ison an
Al stub.

The question of coating is one that inspires agreat deal of discussion. Thefirst
topic iswhether or not to coat the sample. If the decision is made to coat the sam-
ple, the next topic of discussion will often be what should be used. Often users
arerestricted to the type of specimen coater they currently own. In most situations
this coater will not always be the latest state of the art coater with all of the bells
and whistles. This fact frequently influences a user, to make the decision not to
coat their sample because of the perceived poor quality of their coater. Thereisa
rational fear of overcoating the sample, and thus obscuring the beautiful details
thereafter at the “low kV” settings. The argument can be made that in many cases
auser can flash down 1-5 s of a coating with their old out dated coater and still
get excellent high resolution results without the artifacts commonly associated



114 M. David Frey

30 nm EHT =1.20kV  Signal A = Inlens

— Mag = 100.00 K X ZEISS WD =4 mm mdf
Date :23 Feb 2005

FiGURE 4.14. SIO, nanoparticles on a carbon-coated formvar TEM grid mounted on an
STEM sample holder imaged at 1.2 kV.

Signal A = Inlens
100 =
nm EHT = 1.20 kv Signal B = Inlens

Mag =100.00K X WD =2 mm Signal =1.000
Date :11 Jan 2005  Cycle time =25.1s Mixing = Off mdf

FiGURE 4.15. SIO, nanoparticles on a piece of Si, imaged at 1.2 kV.
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100 nm _ EHT =1.00kV  Signal A = Inlens
— Mag = 100.00 K X ZEISS WD = 2 mm -
Date :22 Feb 2005

FIGURE 4.16. SO, nanoparticles on an Al stub, imaged at 1.0 kV.

with overcoating a sample. This thin or light coating is used to stabilize the
sample enough in order to take the sample from impossible to possible. | aways
suggest a user attempt to image a sample uncoated first, and when all else fails
then coating is an apt solution. The user will still have to employ many of the strate-
giesfor “low kV” and “low probe current” imaging which have yet to be outlined.
Most important will be the proper adjustment of their electron optical column. This
of course varies from column to column. In the smplest set of adjustments a user
will need to adjust, focus, stigmation and aperture alignment. On more complex
columns, user will need to contend with gun alignments, condenser lens adjust-
ments, aperture alignments, biases of the samples, and other adjustments that may
influence the landing energy of the beam. To run a microscope at “low kV” and to
produce the best quality high-resolution images it is important to be very familiar
with the system'’s controls, and the parameters that need to manipulated to produce
the type of image required to tell the specimen’s story. Looking to the manufacturer
for thisinformation is often the best place to begin.

When approaching an unknown sample, one that the user has never before
imaged, it is agood ideato pick an arbitrary starting point. Often thisis either a
set of conditions where the user has had success with a similar sample, or a con-
figuration where the user feels comfortable with the performance of their micro-
scope. A good choice for the operation of afield emission SEM at low kV might
be 1 kV. If the user knows that there are requirements to do x-ray analysis this
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type of “low kV” setting might not be desired. It is always a good idea to ask if
the sample is conductive, or nonconductive. Isit beam or charge sensitive? These
types of questions will also have an effect over starting parameters. If the sample
is charge or beam sensitive a user will often need to reduce the I-probe (probe cur-
rent). Thiswill be done in most systems by changing condenser lens settings. On
certain microscope designs changing condenser settings can be disregarded, and
a smaller aperture will often be all that is needed. Once the baseline for starting
conditions has been established, and the sample has been prepared and inserted
into the microscope, the user can begin to work out the best conditions for imag-
ing the sample. Thisisarelatively unglamorous process, one that amountsto trial
and error. Beginning with the baseline settingsiit is good to decide whether or not
to increase or decrease the kV setting in response to a less than perfect image.
Once this decision has been made the user can experiment with the kV settings
until the state of equilibrium has been reached. This experimentation amounts to
changing the kV, and observing the response of the sample. If thereis more charg-
ing of the sample as aresult of the choice to increase or decrease the kV setting
the user should reverse course, and find a point that is halfway between the start-
ing point, and the last adjustment. If his adjustment does not yield better results
then the user may consider going to a point that is greater or less than the start-
ing point by the amount adjusted (e.g., 1, 0.5, 0.75, and 1.5 kV). If the charge
appears to be negative, then an increase in kV is what is required, and if the
charge appears to be positive, then a reduction in kV is the answer. Often very
small difference in kV can result in a charge balance being reached. A good
example is shown in Figs. 4.17 and 4.18. These images are of uncoated latex
spheres. The difference in kV is 390 V. This point of charge equilibrium was
found by stepping through the kV range in 10 V steps until the charge is dissi-
pated. Frequently this trial and error will be a cycle that will eventualy result in
a charge balance on the sample. Sometime a reduction in I-probe will aso be
required once the equilibrium has been reached. If it is hard to find this point of
equilibrium, coating may be the answer to imaging the sample provided that it is
an option. Figures 4.19 and 4.20 illustrate how a small amount of coating can
improve the image significantly without influencing the sample. One of the other
parameters that often influences the sample charge balance and must be consid-
ered is the dwell time of the beam on the sample. Dwell time will often have an
effect on the charge balance of the sample. The shorter the dwell time the better
for samples which is nonconductive, or suffer from poor conductivity. A draw-
back to a shorter dwell time is a reduction in the signal produced by the interac-
tion of the beam with the sample. When deceasing the dwell time leads to an
image considered unusable to illustrate the characteristics of the sample a user
will need to find an appropriate method to improve the image being produced.
Normally this will require the use of features specific to the microscope in use.
Many systems have the ability to do noise reduction. This is when the image is
filtered through the use of averaging to remove the noise that results from the
lowered signal production.
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10 um LEO SUPRA 55 Signal A = Inlens EHT =1.47 kv

WD =2 mm

FIGURE 4.17. Uncoated latex spheres at 1.47 kV.

10 um LEO SUPRA 55 Signal A = Inlens EHT =1.08 kV

WD =2 mm

FIGURE 4.18. Uncoated latex spheres at 1.08 kV. A difference of 390 V.
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200 nm Mag = 25.00 K X EHT =0.25 kv S!gnal A = Inlens
Cycle time = 12.8 s ZEISS WD =3 mm Signal B = Inlens
4 : Mixing = Off Signal =1.000
Date :31 Mar 2005 mdf
Ficure 4.19. Uncoated filter sample at 0.25 kV.
200 nm _ EHT = 1.00 kV Signal A = Inlens
Mag = 25.00 K X
— Cac?le m:eog 251 ZEISS WD =3 mm Signal B = Inlens
4 = Mixing = Off Signal =1.000
Date :31 Mar 2005 mdf

FiGuRrE 4.20. Filter sample coated for 5 s with Pt/Pd, imaged at 1 kV.
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5. Conclusion

Low kV isnot arealm where users should fear to tread. It is a gateway to the rev-
elation of new and interesting features. It will help users discover new properties
of their nanomaterials, which have been hidden by the overpowering of high kV,
high beam penetration, and high-resolution SEM. Dr. Oliver Wells in the
May/June 2002 Microscopy Today wrote about Jack Ramsey’s principle, “ There
is no best way of doing anything” [8]. Thisis avery fair statement, and one that
is very accurate when it comes to the idea of performing scanning electron
microscopy at low kV. Low kV is not always the answer to the best possible imag-
ing of every sample. Samples often give the user clues as to where to go for the
best imaging and analytical conditions. Users need to keep their eyes open for
these clues, take the time to investigate the sample, and be very familiar with the
controls and performance of their particular SEM. This familiarity with their sys-
tem will allow them to exploit relationships of electron microscopy so as to pro-
duce the results that will best tell the story of their samples and research. After all
the SEM isatool for making the invisible, visible. Without the skills and under-
standing of the relationships the results will not help to elucidate the hidden
world.
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5
E-Beam Nanolithography

Integrated with Scanning Electron
Microscope

Joe Nabity, Lesely Anglin Campbell, Mo Zhu, and Weilie Zhou

1. Introduction

1.1. Basics of Microscope-Based Lithography

Electron beams have been used for lithography for decades [1,2] and a lithog-
raphy system can easily be added to nearly all modern electron or ion micro-
scopes, including scanning electron microscope (SEM), scanning transmission
electron microscope (STEM), focused ion beam (FIB), and dual SEM/FIB
microscope models. Nearly every microscope model will have inputs for exter-
nal control of the XY beam position and most microscopes will have options
for adding a fast beam blanker, which is an optional accessory for lithography.
In most cases, the standard microscope stage will be used for lithography appli-
cations, and most stages can be controlled through a digital interface.
Microscopes with adigital interface will also typically allow external control of
column parameters, such as magnification, beam current, and focus as shown in
Fig. 5.1.

A very important point is that adding a lithography system does not degrade or
limit the functionality or performance of the microscope for imaging applica-
tions, because no customization of the microscope is typicaly required.
Consequently, electron microscopes can become very versatile tools for micro
and nano fabrication, since the same microscope used for the fabrication can aso
be used to view the resulting structures.

An SEM isthe most common type of microscope used for lithography; how-
ever, nearly any system that allows external XY control of a point exposure can
be used. Work with scanning tunneling microscope (STM) and atomic force
microscope (AFM) lithography has been done [3,4]; however, these micro-
scopes have not been widely used for lithography. In recent years, dual electron
and ion beam microscopes have started to become more common for litho-
graphy, because a single lithography system can control either the e-beam or
the ion beam, thus providing more fabrication capabilities than a single beam
system.

120
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1.1.1. Electron Source

There are two classifications for the sources in el ectron microscopes:. (1) conven-
tional sources use either tungsten hairpin filaments or lanthanum hexaboride
(LaBy) single crystal tips, and (2) field emission (FE) sources use either a cold
cathode or a Schottky emitter (see Chapter 1). The latter is also known as a ther-
mal FE source. Because of the lower cost, microscopes with conventional sources
have traditionally been the models most widely used for lithography; however,
microscopes with thermal FE sources provide both better imaging and better
lithography.

When selecting between the two types of conventional sources for lithography,
the main considerations are cost, convenience, brightness, and stability. The tung-
sten filaments have alifetime of typically 40-200 h, while LaB sources typically
last significantly longer. Although the replacement cost for atungsten filament is
less than aLaB, source, the overall cost remains more or less the same. As LaB
source will have ~3 to 10x more current than a tungsten filament in the same spot
size, lithography can be written faster; however, the stability of aLaB, source is
~3% per hour compared to ~1% per hour or better for tungsten. The ultimate
lithography linewidths are basically the same for these sources; but a microscope
with a LaB, source is easier to optimize because the higher brightness allows a
higher beam current to be used, while a tungsten source will be more stable.

When selecting a cold cathode FE source vs. athermal FE source for lithogra-
phy as the primary application, the choice is simple. A thermal FE source will
typicaly have astability of ~1% over 3-10 h, while acold FE sourceisinherently
unstable and can change +5% in minutes to £20% or more per hour. Also, a cold
FE source requires “flashing” periodically and the beam requires 1-2 h before
becoming relatively stable and then typically becomes increasingly unstable as
the vacuum in the gun degrades. While the imaging resolution of acold FE source
may be better than a thermal FE source, the instability of a cold FE sourceis a
significant disadvantage for lithography applications. Even so, it can still be
worthwhile to use a cold FE SEM for lithography when no other microscope is
available. Table 5.1 shows the properties for different SEM electron sources.

1.1.2. Finest Linewidths

The finest linewidths achieved using conventional processing techniques with
e-beam lithography typically range from ~10 to ~100 nm, where the microscope
isthe primary factor that determines the performance. The smaller linewidths are

TaBLE 5.1. Comparing properties for common SEM electron sources

Property Tungsten LaB, Cold FE Therma FE
Source lifetime 40-300 h 1,000 h to 12 months 4-5 years 1-2 years
Imaging resolution (nm)  3.0-3.5 2.0-25 1.0 1.0-15
Max. probe current 0.1-10 uA 10 uA 2-10nA 10-200 nA

Drift (%/h) ~1-2% 2-4% ~5-20% 0.05-1%
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commonly produced with a 30 kV FE SEM, a 40 kV tungsten or LaB, SEM, or
a>100 STEM, while low performance, low-cost SEMs may have aminimum fea-
ture size of 50-100 nm.

Besides the microscope performance, the main factors that determine the ulti-
mate resolution are the choice of resist and substrate, accelerating voltage and
beam current, writing field size, and the user’s optimization of the microscope.
These topics will be discussed in detail in the following sections.

1.1.3. SEM vs. Beam Writer

The typical SEM-based lithography system has many advantages over a dedi-
cated electron beam writing system when research applications are the primary
use. The advantagesinclude cost, ease of use, maintenance, and versatility. A typ-
ical SEM can produce an accelerating voltage from ~200 eV to 30 kV, and can
easily be changed as needed for different applications. Most microscopes can be
successfully run by most graduate students after a reasonably short training
period, and microscope service contracts generally keep a microscope running
well with very little downtime. Commercial beam writers have the advantage
when high volume and/or large area applications are required, since they have
been specifically designed for such applications.

1.2. SEM Lithography System Considerations
1.2.1. Vector or Raster Writing

During normal image acquisition by an SEM, the beam is rastered from top to bot-
tom of the full image area, where each line in the image is scanned from left to
right. It ispossibleto do lithography with asimilar raster if the beam can be blanked
as needed as it scans across each raster line. However, the typical microscope-based
lithography system uses a vector writing approach, where the beam moves in any
direction and scans only the areas to be exposed. In afully implemented vector writ-
ing system, the beam scan direction for sloped lines and circular arcs are along the
line or arc and filled areas are not limited to simple XY scanning. In addition, for
maximum flexibility, a microscope-based lithography system may provide two
independent exposure point spacing parameters, where one will be along the line or
arc that is being written, while the second will be in the perpendicular direction.

For amicroscope-based lithography system, using a vector writing mode greatly
increases the overal writing speed, since the exposed areas only need to be
scanned. Using a vector writing mode can significantly reduce the demands on the
beam blanker, since only two beam-on/beam-off events are needed for each pattern
element. In contrast, a raster writing mode requires very precise blanking, espe-
cialy when writing narrow lines perpendicular to the raster line scan direction.

A unique capability of the vector writing mode is that pattern writing can be
accomplished even when the microscope does not have any blanker at all. Thisis
possible, since the lithography system can jump the beam quickly enough between
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pattern elements so that only an insignificant doseis applied to the path of the beam
during the jump. Writing without a beam blanker is discussed in more detail below.

1.2.2. Writing Speed

Fundamentally, the overall writing speed for any direct write system depends on
the beam current, sensitivity of the resist, and the maximum speed at which the
beam can be moved across the exposure area. For most SEM systems, the beam
current can be varied from ~10 pA to ~10 nA or more, and the current to be used
must be selected based on the characteristics of the microscope. For example,
some SEMs may write 50 nm lines with 1 nA of current while others may need
to be run with less than 50 pA to achieve the same linewidths.

Most commercial microscope-based lithography systems have a maximum
step rate for the beam of 3 MHz or higher. However, the typical microscope scan
circuitry may be limited to a lower frequency. In generd, if the lithography sys-
tem is faster than the microscope scan coils, the ultimate writing speed will be
limited by the materials, exposure conditions, and microscope, not the lithogra-
phy system. In cases where pattern distortions are caused by the scan coils not
“keeping up” with the lithography system, the solution is to reduce the beam cur-
rent so that a slower writing speed can be used to provide the desired dose.

1.2.3. CAD Interface

A well-designed microscope-based lithography system will provide a powerful
CAD program for pattern design. Also, when the GDSII and CIF formats are not
the native format of the lithography system, support for importing patterns from
these file formats will often be included, since these formats are standard for dedi-
cated e-beam writing systems. In addition, microscope-based lithography systems
will often include support for file exchange with DXF and DWG file formats, which
are the formats used by AutoCAD and other general purpose CAD programs.

For the greatest flexibility, a microscope-based lithography system will allow
ASCII pattern files to be created by any means. Some systems include a pro-
gramming language that allows the users to write custom programs to automate
any complex patterning requirements. For example, if a research application
requires a structure to have a shape that is defined by a mathematical function,
such asalogarithmic spiral, aprogramming language built into the CAD program
can make it easy to create a custom function that produces the desired pattern in
response to the parameters entered by the user.

1.2.4. Alignment

An advanced microscope-based lithography system provides both manua and
fully automated alignment. The alignment is performed by imaging selected areas
within the writing field and then registering the lithography coordinate system to
marks on the sample. Generally, a2 x 2 transformation matrix and XY offsets are
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calculated based on the alignment results. Once calculated, these parameters are
used to transform the exposure, so that the exposed pattern elements will be regis-
tered to the marks on the sample. Typical alignment accuracies range from 1:1,000
of the writing field to ~1:5,000, with accuracies down to ~20 nm being possible.

When a microscope-based lithography system includes a robust automated
alignment feature, the system can use a standard automated microscope stage to
get close to the desired location and then automatically align to much higher pre-
cision by scanning the registration marks. This allows “step-and-repeat” expo-
sures to be processed with fully automated alignment at each field for tens,
hundreds, or even thousands of fields, while using only the standard automated
stage found on most modern SEMs.

1.3. SEM Connections

As stated earlier, almost any SEM, STEM, or FIB system can be used for lithog-
raphy. The basic necessity is that the microscope must have analog inputs for
external control of the beam position, where the typical input voltage range will
be from ~+5 to £10 V. Options for microscope-based lithography include an
image signal output, a fast beam blanker, automated stage control, and a digital
interface to the microscope.

Table 5.2 shows some of the more common electron microscope models that
have been used for lithography. Other less common brands that have not been
listed include Amray, Camscan, 1SI, and Topcon. All models shown have the XY
interface as a standard feature or available as an option.

1.3.1. Required: XY Interface and Beam Current Reading

Most modern microscopes have the required XY inputs either as standard or
available as an extra cost option. For microscopes that do not have XY inputs,
they can usually be added, if the schematics for the microscope are available. In
this case, the basic procedure is to add relays to select between the internal scan
generator and the external lithography system.

The only other required connection is for reading the beam current. Most
microscopes have a single electrical connection to the specimen holder, which
can be used to read the current that hits the sasmple. A Faraday cup can easily be
made on most sample holders by drilling a blind hole ~2 mm wide, ~2 mm deep
and covering it with a ~3 mm aperture with a 10-100 um diameter hole. The
aperture can be an inexpensive copper aperture or even a used SEM aperture.

A Faraday cup that inserts into the beam path either directly above the sample
or higher in the column can be used, but is not required. An advantage of such a
mechanism is that the current can be measured without moving the sample; how-
ever, care must be taken to ensure that the measured beam current in the cup is
the same as the current measured at the sample. For example, a Faraday cup in
the column may collect the primary beam and a significant current from stray
electrons. In such a case, the excess current collected may be many times higher
than the current measured at the sample.
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1.3.2. Optional: Image Signal

Nearly every microscope will have an image signal output that can be used by
the lithography system for image acquisition. While it is not required to have an
image signal for basic pattern writing, the image signal is required when the
lithography system is used to align to existing marks on the sample. When an old
analog microscope is used for lithography, the lithography system can often be
used to acquire digital images. This capability will improve the functionality
of an older microscope for imaging, in addition to allowing it to be used for

lithography.

1.3.3. Optional: Beam Blanking

A microscope will ideally have a beam blanker that has a fast repetition rate, fast
rise/fall times, and minimal on/off propagation delays. For most electron micro-
scopes, such blankers are available either from the microscope manufacturer or
from third-party vendors. Typical parameters for electrostatic blankers used for
e-beam lithography are: repetition rate >1 MHz, rise/fall times <50 ns, and prop-
agation delays <100 ns; however, slower blankers can still be useful. In general,
an electrostatic blanker will be completely independent from the microscope user
interface and be controlled directly by the lithography system with a TTL com-
patible on/off voltage.

While a fast beam blanker is certainly desirable for lithography, it is not
required to have any blanker at all when using a vector writing system. When no
blanker is available, the lithography system can jump the beam between pattern
elements fast enough that a negligible dose is received along the path of the
beam between the pattern elements. However, when no blanker is used, there are
two main issues. One is that between pattern locations the beam will always be
hitting the sample. Consequently, care must be taken to consider where the beam
is hitting while the stage is being moved. The other is that when the beam is
jumped between pattern elements, the scan coils will take some time to settle to
the correct position after along jump. This can result in distortions in the pat-
terns at the starting point of each pattern element, if the beam has jumped a sig-
nificant distance. In most SEMs, little to no distortion will be seen after a jump
of 3-10 um, but a significant distortion may be observed for longer jumps. A
well-designed lithography system can allow the user to minimize the distortions
by defining locations where the beam can settle, so that the lengths of the jumps
to the desired pattern elements can be minimized. The settle areas will get a
dose, however, aflexible lithography system will allow the user to select where
the locations are, so that the functionality of the pattern being written will not be
degraded.

When a microscope only has a slow beam blanker, the slow blanker can be
used during stage moves between exposure fields. Many SEMs have a gun cail
blanker that is a standard feature, which can be used this way if the microscope
alows external control of the magnetic blanker.
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1.3.4. Optional: Automated Stage

In general, having an automated stage for microscope-based lithography is not
required. However, for most modern electron microscopes, the standard micro-
scope stage will be automated and can be controlled through a digital interface,
such as a serial or Ethernet connection. The advantages of using the standard
microscope stage are that there is no additional expense and the versatility and
functionality of the microscope are not degraded. Typically, a standard micro-
scope stage will provide an absolute positioning accuracy of a few microns and
an “over and back” repeatability of ~0.5-0.1 um. When coupled with the aign-
ment capability in awell-designed lithography system, a standard SEM stage can
get close enough to the desired location for the lithography system to align accu-
rately to marks on the sample.

When patterns must be “stitched” together without any imaging of registration
marks in each field, a very accurate stage is required. In that case, most newer
microscopes can be retrofitted with stages that use laser interferometer feedback
to provide higher accuracy stage positioning. The disadvantages of such stages
are that the cost is significant, i.e., around one half the cost of anew FE SEM and
more than many W or LaB, models, and rotation, tilt, and often height adjustment
will not be available.

1.3.5. Optional: Digital Interface

All newer SEM, STEM, and dual beam microscopes will have a digital interface
for external control of the microscope parameters. The interface will typically be
based on RS232 serial or Ethernet. A well-designed lithography system can take
advantage of the digital interface and provide automated control of column
parameters, such as magnification, focus, and beam current. Advanced control of
microscope accelerating voltage can be possible, however, changing the kV
typically requires the user to reoptimize the microscope, thus limiting the useful-
ness for fully automated control.

A well-designed microscope-based lithography system will also alow any exe-
cutable to be automatically run at controlled points during the lithography process-
ing, thus giving the user the ability to automate any function of the microscope that
can be remotely controlled. For example, automated control of a gas handling sys-
tem on aFIB microscope could be incorporated into anovel lithography application.

2. Materials and Processing Preparation

2.1. Substrates

Electron beam lithography is widely used to generate submicron or nanoscale
structures and the choice of substrate is determined by the application. Normally,
any solid substrate can be used with electron beam lithography, including
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semiconductors (e.g., silicon, Ge, and GaAs), metals (e.g., Au, Al, and Ti), and
insulators (e.g., SIO,, PSG, and Si,N,). These materials can either be the sub-
strates themselves or additive thin films on the substrates.

The electron beam lithography technique is most often employed to fabricate
electronic or electro-related devices and structures, so silicon is currently the
dominant substrate material for fabrication due to its inherent features: (a) well-
characterized and readily available; (b) multitude of mature processing tech-
niques available; and (c) intrinsic properties for electrica and electronic
applications [5].

When electron beam lithography is performed on an insulating substrate, sub-
strate charging may generate distortion overlay errors [6]. In addition, resist
charging may prevent SEM inspection [7]. A simple solution to avoid pattern dis-
tortions from charging at high energies (~30 kV) is to deposit a thin layer of
metal, such as gold, chrome, or aluminum, on the top of the resist. Electrons
travel through the metal layer and expose the resist with reduced scattering [8].
After exposure, the metal layer isremoved with the appropriate etchant before the
development of the resist. A second method to provide charge dissipation is to
coat a layer of conducting polymer under or over the resist [8-10]. Another
approach is to apply a plasma process to the resist to increase its electrical con-
ductivity by surface graphitization [11]. The advantage of this approach is its
compatibility with industrial processes compared to the first two methods.

2.2. Resists

Electron beam resists are sensitive and are able to be developed by certain devel-
opers after exposure. The resists may produce either a positive or negative image
compared to the exposed areas. Similar to photoresist, electron beam resists play
two primary rolesin lithography: (a) precise pattern transfer and (b) formation and
protection of the covered substrate from etching or ion implantation [12]. The
resistswill normally be removed with the completion of these functions. However,
in some cases the resists are also employed as a part of device and structure.
Important properties of electron beam resists include resolution, sensitivity, etch
resistance, and thermal stability [12], which are introduced in this section.

2.2.1. Resolution and Intrinsic Properties

In the process of electron beam lithography, the electrons will travel through the
resist and lose energy by atomic collisions which are known as scattering. But,
some of the electrons will be scattered back into the resist from the substrate. This
phenomenon is known as backscattering. Scattering and backscattering will
broaden lines scanned by the electron beam and will contribute to the total dose
experienced by the resist.

The effects of scattering will vary with the electron beam energy. At low ener-
gies, electrons scatter readily, but travel only small distances after scattering.
With higher energies, the scattering rate is lower, while the range after scattering



5. E-Beam Nanolithography 129

increases. Therefore, two approaches to high resolution can be obtained by high
energy with arelatively low applied dosage or low energy with a relatively high
applied dosage [13]. In either case, a very tightly focused beam is necessary to
obtain small feature sizes.

Another issue for some electron beam lithography applications is the writing
speed, which is primarily determined by the sensitivity of the resist and the mag-
nitude of the current used during the writing. The highest resolution resists are
usually the least sensitive [8].

The ultimate resolution of the resist is not set by electron scattering [14], but a
combination of (a) the delocalization of the exposure process as determined by
the range of the Coulomb interaction between the electrons and the resist mole-
cules [15], (b) the straggling of secondary electrons into the resist [16], (c) the
molecular structure of the resist, (d) the molecular dynamics of the development
process (the tendency of the resists to swell in the developers), and (e) various
aberrations in the electron optics. The resolution of resists is aso influenced by
the proximity effect, which is contributed by the adjacent features during the
exposure. In some cases, this effect can significantly degrade exposure patterns
which include a large number of closely spaced fine features, or small features
placed near larger ones.

Mechanical and chemical properties such as etch resistance, thermal stability,
adhesion, solid content, and viscosity are important to pattern transfer. Among
these properties, the etch resistance is the most important when using the resist as
an etch mask. Etch resistance specifies the ability of aresist to endure the etch-
ing procedure during the pattern transfer process. Another important property
thermal stability meets the requirement for some specific process like dry etching
[13]. As discussed before, e-beam resists are deposited on a variety of substrates
including semiconductors (Si, Ge, GaAs), metals (Al, W, Ti), and insulators
(S0, Si;N,). Good adhesion is necessary to obtain good pattern transfer. Various
techniques are used to increase the adhesion between resist and substrate includ-
ing dehydration bakes before coating [12]: adhesion promoters such as hexa-
methyl-di-silazane (HMDS) and trimethylsilyldiethylamine (TMSDEA), vapor
priming systems, and elevated temperature postbake cycles.

2.2.2. Positive Resists

For positive electron beam resists, the pattern exposed by the electron beam will
be removed during development. These resists are usually high molecul ar-weight
polymersin aliquid solvent, and undergo bond breakage or chain scission when
exposed to electron bombardment. As a result, patterns of the positive resist
exposed become more soluble in the developer solution.

Polymethyl methacrylate (PMMA) is one of thefirst resists devel oped for elec-
tron beam lithography and still the most commonly used low-cost positive electron
beam resist. PMMA has high molecular weight, 50,000-2.2 million molecular
weight (MW) (Nano PMMA and Copolymer, PMMA Resist Data Sheet,
MicroChem Corp.), and existsin powder form dissolving in chlorobenzene, or the
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safer solvent anisole. The thickness of the baked resist can be controlled by the
coating speed and solid concentration. For example, PMMA (950,000 MW) with
3% concentration in chlorobenzene spun at 4,000 rpm will yield a thickness
around 0.3 um. The specific datafor individua resists can be found in their mate-
rial data sheets regarding different molecular weights, spin speed, concentration,
and so on. The exposure dose for atypical electron acceleration voltage of 30 kV
isin the range of 50-500 uC/cm? depending on the radiation source/equipment,
developer, developing time, and pattern density. A common developer is a mix-
ture of methyl isobutyl ketone (MIBK) and isopropyl alcohol (IPA). MIBK/IPA
(1:3) is used for the highest resolution and MIBK/IPA (1:1) for the highest sensi-
tivity. The developing time is typically 10-90 s depending on the applications.

The exposure process generates a natural undercut profile in the resists yield-
ing a good geometry for the lift-off technique. More pronounced lift-off geome-
tries may be achieved by using PMMA hilayers composed of two layer of PMMA
with different molecular weight. The additional underlying layer of lower molec-
ular weight PMMA requires a lower electron dosage for dissolution and thus
gives more undercut. Even more extensive undercut may be achieved by replac-
ing the lower PMMA with a layer of copolymer methyl methacrylate, P(MMA-
MAA), or polydimethylglutarimide (PMGI), which are more sensitive to electron
dosage. With very high electron dosages, PMMA will be cross-linked and
insoluble in acetone, yielding a negative exposure process with acetone as the
developer [17].

The ultimate resolution of PMMA has been demonstrated to be lessthan 10 nm
[18]. However, PMMA has relatively poor sensitivity, poor dry etch resistance,
and moderate thermal stability [19]. The assistance of the copolymer (PMMA-
MAA) results in the better sensitivity image and thermal stability.

Another example of chain-scission resists is poly(1-butene sulfone) (PBS).
PBS is a common positive resist for mask making due to its high sensitivity,
around 3 uC/cnm? at 10 kV [20]. However, PBS has poor etch resistance and needs
tight control of processing temperature and humidity [21]. Poly(2,2,2-trifluo-
roethyl-o-chloroacrylate) (EBR-9) [22] is also used for mask making due to its
long shelf life, lack of swelling in developer, and large process latitude [8].

ZEP is a new chain-scission positive resist developed on poly (methyl-o-
chloroacrylate-co-o-methylstyrene) by Nippon Zeon Co. ZEP provides a high
resolution and contrast comparable to PMMA but relatively low dose (8 uC/cm?
at 10 kV). ZEP dso has better etch resistance than PMMA.

The chemically amplified (CA) [23] resists have been developed recently for
their high resolution, high sensitivity, high contrast, and good etch resistance
[24-28]. Unlike the chain-scission process for PMMA during exposure, positive-
tone CA resists are usually functionalized by the acid-catalyzed cleavage of labile
blocking groups which protect the acidic functionalities of an inherently base-
soluble polymer. Acid is generated in the exposed regions of theresist by radiation-
sensitive photoacid generators (PAGS). As an example, a reported CA resist KRS
containing a partially ketal-protected poly(p-hydroxystyrene) (PHS) has resolution
less than 100 nm, sensitivity 12 uC/cm? at 50 kV, and contrast larger than 10 [20].
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2.2.3. Negative Resists

Negative electron beam resists will form the reverse pattern as compared to pos-
itive resists. Polymer-based negative resists generate bonds or cross-links
between polymer chains. The unexposed resists is dissolved during development
while exposed resists remain, thus the negative image is formed.

Microposit SAL601 is a commonly used negative-tone chemicaly amplified
electron beam resist with high sensitivity (6-9 uC/cm?), good resolution (less
than 0.1 um), high contrast, and moderate dry etch selectivity (http://snf.stanford.
edu/Process/Lithography/ebeamres.html). The main drawbacks of SAL601 are
scumming and bridging between features, particularly in dense patterns, poor
adhesion, and a very short shelf life.

An epoxy copolymer of glycidyl methacrylate and ethyl acrylate (COP) is
another frequently used negative resist. COP shows very high sensitivities, 0.3
uC/em? at 10 kV [8], because only one cross-link per molecule is sufficient to
insolubilize the material. Although COP shows good thermal stability, its resolu-
tion isrelatively poor, 1 um, due to strong effect from the solvent swelling of the
cross-linked region; and its plasma-etching resistance is also poor [29].

NEB-3lisarelatively new resist for electron beam lithography from Sumitomo
Chemical, Inc. NEB-31 exhibits high resolution, 28 nm structures, high contrast,
good thermal stability, good dry etch resistance, and long shelf-life [30].

Hydrogen silsesquioxane (HSQ) is a spin-on dielectric material for inter-metal
dielectrics and shallow trench isolation in integrated circuit fabrication. Upon elec-
tron irradiation, inorganic 3D HSQ undergoes cross-linking via Si—-H bond scis-
sion. This cross-linking results in an amorphous structure in HSQ similar to SIO,
which isréelatively insoluble in alkaline hydroxide devel opers [31]. HSQ has been
employed as a negative resist for electron beam lithography, nanoimprint, and
extreme ultraviolet (EUV) lithography [32—35]. As a competitive resist, HSQ has
demonstrated high resolution, high contrast, moderate sensitivity, minimum line
edge roughness, good etch resistance, high degree of mechanical stability [36,37],
etc. A linewidth of about 7 nm with an aspect ratio of 10 has been reported for
HSQ with 100 kV electron beam lithography. Dow Corning Corporation provides
aseries of commercial HSQ named as FOx®-1x and FOx®-2x [38].

Calixarene derivative is another example of high resolution negative resist.
Although the dosage required is relatively high, ~20x as that of PMMA, cal-
ixarene derivatives are able to generate under 10 nm structures with little side
roughness and high durability to halide plasma etching [39]. Calixarene also
works with low energy: an optimal resolution (10 nm) at 2 keV is obtained with
areduced electron dose compared to high energy exposure [40].

SU-8 is a chemically amplified epoxy-based negative resist. Due to its good
chemical and mechanical properties, SU-8 isnormally employed to fabricate high
aspect ratio 3D structures and serve as a permanent part of the device with the
LIGA (a German acronym that stands for deep-etch x-ray lithography, electro-
plating, and molding) technique. As an electron beam resist, SU-8 is able to gen-
erate sub 50 nm structures with 0.03 nC/cm electron dose [41].
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Most photoresists can be exposed by electron beam, athough the chemistry is
quite different from that of UV exposure [8]. Shipley UV-5 (positive) and UVN-2
(negative) are popular choicesfor their good resolution and excellent tech resistance.

2.2.4. Other Resists

In addition to the resists mentioned above, a number of metal halide resists are
employed to achieve extremely high resolution, including LiF, AlF,, MgF,, FeF,,
CoF,, StF,, BaF,, KCl, and NaCl. For example, LiF, has demonstrated a high res-
olution of under 10 nm with line dose of 200-800 nC/cm [42].

A number of nanoscale structures have been made using the carbonaceous or
silicaceous contaminants as the electron beam resist. The contaminations can be
deposited on the surface due to (@) oil in the vacuum pumps, (b) organic residue
on the sample surface, or (c) delivery to the point of impact of the beam via a cap-
illary needle. With the third method, direct delivery of vapor via a capillary, it is
possible to maintain a constant writing rate [43]. Under all deposition conditions,
the required electron dose is very high, 0.1-1 C/cm?. The contamination can be
easily cleaned by heating the substrate to about 100°C [8].

Self-assembled monolayers (SAMs) are also used as the resists in electron
beam lithography to obtain a high resolution. Since the thickness of the SAM is
in the order of 1-2 nm, the scattering effects are negligible in the SAM resists.
The molecules composing the SAM can be divided into three different functional
parts: a head group that strongly binds to a substrate, a tail group that forms the
outer surface of the monolayer, and a spacer linking head and tail [44]. However,
the SAM resists demonstrate poor wet or dry etch resistance [45].

2.3. Spin Coating

The electron beam resists are normally applied to the substrates by the spin coating
technique. A typical spin coating procedure typicaly involves (a) a dispense step
(static or dynamic), and (b) spinning the substrate at high speed. Static dispense is
to deposit a small amount of resists on the center of the substrate while stationary,
and dynamic dispense is to apply the resists to the rotating substrate at low speed.
Static dispense is simple, while dynamic dispense is more effective. After the dis-
pense step, the substrates are accelerated to the final spin speed quickly. A high
ramping rate generates better film uniformities than alow one[12]. Given a certain
resist and substrate, the resist thickness after spin coating is determined by the spin-
ning parameters including spin speed, spin time, etc. A separate drying step is gen-
erally needed after spin coating to further dry the film and improve the adhesion.

3. Pattern Generation

The complete pattern generation process extends from the initial concept for the
pattern to the actual writing with the microscope. While the pattern design isrel-
atively straightforward using a CAD interface to define the shapes, sizes, and
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positions of the pattern elements, there are certain limitations of the writing sys-
tem that should be considered during the layout. In addition to the design, there
are anumber of microscope parameters that need to be adjusted in order to prop-
erly configure the system such as working distance, accelerating voltage, and
beam current or spot size. Thefinal step before writing isto set up the microscope
correctly by proper optimization and sample placement.

3.1. Design Guidelines

Using a design program, most commonly a CAD type, any shape can be con-
structed and interfaced with the writing software. As previously discussed,
there are some constraints to the pattern design, such as the size of the writing
field and the features themselves. It is also important to consider how the beam
is actually exposing the resist and the limits that imposes. Another considera-
tion while designing a pattern is the density of the features. As the beam
exposes a region, secondary electrons can partially expose surrounding areas.
This phenomenon is known as the proximity effect and is an important factor
when writing high density patterns. A high density dot array, for example, will
require a lower exposure dose than writing an individual dot or a low density

array.

3.1.1. Field Size

Field size is one of the most important restrictions to pattern design, where the
size of the writing field is determined by the magnification of the microscope.
Fine features can usually be achieved with awriting field size of 50 x 50 un? to
200 x 200 um?, depending on the type of microscope, where each microscope
model will typically have certain magnification values that provide the best
signal-to-noise ratio within the electronics of the microscope.

If alarge area of fine features is desired, several fields can be positioned so
that the field edges align with each other, which is commonly known as stitch-
ing. Unless care is taken, the edges of the pattern will mismatch due to irregu-
larities in the stage movement. However, using alignment procedures as outlined
in Section 1.2.4, these irregularities can be minimized to as little as 20 nm.
Without the alignment, the mismatch can be as great as several microns.
Depending on the purpose of the pattern this is often an acceptable amount of
error.

3.1.2. Feature Size

Another important restriction to pattern design is the size of the features, which
is limited by the resolution of the resist and the optimization of the microscope.
Proper microscope optimization and a high resolution resist can routinely yield
50 nm features with most W or LaB, SEM models, while 20 nm and smaller are
routinely produced with thermal FE SEMs.
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3.1.3. Point Spacing

To obtain the best results from any lithography system, especially for demanding
research applications, it isimportant to understand how the beam is moved to pro-
duce the pattern. To produce the finest lines, asingle pass of the beam istypically
used, which is composed of adjacent exposure points with a defined center-to-
center distance. In this case, the center-to-center distance must be set to produce
adequate overlap of the adjacent exposure points, which will typically be one
fourth to half of the final linewidth. For wide lines or filled areas, a separately
defined line spacing parameter will be used to control the spacing between adja-
cent passes of the beam.

In a sophisticated lithography system, the user will be able to independently
adjust the center-to-center and line spacing parameters, while amore limited sys-
tem will provide only a single parameter for both. Figure 5.1 shows a schematic
of center-to-center distance and line spacing. An application that makes use of
independent spacing is when the exposure points are intentionally defined to pro-
duceisolated dotsin arectangular array. Using this approach, the dotsin the array
will be the smallest dots that can be achieved given the system configuration and
microscope setup.

3.2. System Configuration

In addition to the design of the pattern, there are system settings that need to be
adjusted based on the application. Working distance can have an effect on many
aspects of the writing process, such as spot size, interference, and magnification
settings. Also, while considering design configurations and material properties,
the accelerating voltage and current will be adjusted to define the beam for the
intended application.

Microscope Lithography
System
Beam blanker Blanking Output
Scan coils XY Outputs
Image signal Image Input
Automated stage Digital I/0

Digital SEM control

Specimen holder or Picoammeter
Faraday cup

Ficure 5.1. Bold arrows show required connections, medium arrows show typical con-
nections, and thin arrows show optional connections.
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The type of substrate and resist used will have an effect on the optimal expo-
sure dose. For each type and molecular weight of a resist, the typical required
dose will vary as shownin Table 5.1. A high Z substrate will have more backscat-
tered and secondary electrons near the surface which will contribute to the over-
all dose affecting the resist.

3.2.1. Working Distance

The working distance influences the minimum spot size that is achievable; the
susceptibility to external interference, and on some microscopes, the optimal
magnification setting that should be used. A shorter working distance will
improve the resolution of the microscope and will reduce the susceptibility of the
beam to externa interference. In cases where the microscope environment has
magnetic fields, using a shorter working distance may have a dramatic effect on
the writing quality. For most microscopes, a working distance between 5 and 10
mm is appropriate for writing fine features.

The working distance can also affect the optimal magnification settings. In all
SEMs, the total magnification range will be divided into smaller ranges, where
each range will use a different circuit within the microscope scan control elec-
tronics. When the scan control electronics change from one subrange to ancther,
it will generally produce a small temporary image distortion and/or an audible
click from a mechanical relay. The best signal-to-noise within the scan control
electronics will be found at the higher magnification value after a transition. In
some microscope models, the magnification values where the transitions occur
depend both on the working distance and the accelerating voltage of the beam.
For these models, it is often beneficial to use the same working distance for all
fine lithography, so that the magnification value of the transition and the optimal
magnification will not change.

3.2.2. Accelerating Voltage

Increasing the accelerating voltage will produce a greater electron penetration
depth, thus lowering the number of scattered electrons in the resist, which will
result in finer linewidths. The accelerating voltage can aso affect the magnifica
tion settings in conjunction with the working distance previously mentioned. Most
SEMs will have a maximum accelerating voltage of 30 kV, which will be the volt-
age used for most fine writing. When using an STEM, and accelerating voltage of
100 kV to ~300 kV may be used; however, these models typically alow only a
very limited sample size, which reduces their versatility for lithography.

3.2.3. Beam Current (Spot Size)

A lower beam current will produce a smaller spot size on the sample than alarger
beam current. The smallest spot size can be achieved by using the highest avail-
able accelerating voltage and a reasonably low beam current. The typical range
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of beam current used for fine lithography is 5-50 pA, where the optimal value
will vary depending on the model of SEM as well as the filament type. Some of
the common ranges are: 5-10 pA for aW filament, 10-20 pA for aLaB, filament,
and 20-50 pA for a FE microscope. In general, the goa isto use a beam current
that is small enough to produce the desired feature sizes, but is also large enough
to make the microscope reasonably easy to optimize.

3.3. Microscope Setup

Microscope setup is the final step before writing begins and it consists of two
parts. microscope optimization and sample positioning. Fine lithography requires
that the microscope be carefully optimized to ensure that the beam has the most
favorable settings. The positioning of the sample affects the exposure positioning
and axis alignment.

3.3.1. Microscope Optimization

Out of the settings that need to be optimized, focus and stigmatism are the most
difficult adjustments to make for novice users. Thus, it is important to be famil-
iar with the microscope and how to properly optimize for normal imaging before
attempting to write patterns, where the optimization of the microscope is typi-
cally the easiest when using a gold resolution standard. Beginning with a low
magnification, the focus and astigmatism should be alternately adjusted until a
clear image can be achieved at afield size of approximately 1 x 1 um? or smaller.
If a good image cannot be achieved, the adjustment technique and/or the micro-
scope should be improved before attempting to write the smallest feature sizes. In
addition, issues such as filament current, gun alignment, aperture centering
(commonly referred to as “wobble”), and lens clearing (also known as hysteresis
removal) should be addressed. Since these will depend on the specifics of the
microscope model being optimized, it is beyond the scope of this chapter to pro-
vide a comprehensive procedure for all microscopes.

After the beam has been optimized on the gold resolution standard, the stage
should be so that the surface of the resist is viewed on the edge of the sample
away from the writing area. It isrecommended to use the stage Z control to focus,
since this will physicaly raise or lower the sample to the proper height without
changing the settings of the microscope electronics. This technique removes the
reguirement that the gold resolution standard be at the same height as the writing
surface. A final electronic focus adjustment can be done after the height has been
adjusted, since by then only a small change should be necessary, which should
not have any adverse effect on the beam optimization.

3.3.2. Sample Positioning

When first learning how to do lithography it is useful to write patterns near some
obvious mark, such as a small, thin scratch made by a diamond scribe on the
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substrate. Placing the pattern near the end the scratch will make the pattern easier
to locate after development. Controlling the precise placement of a pattern in ref-
erence to other features is described in Section 1.2.4. Also, care must be taken
when the patterns are placed far away from the last optimized location because
the beam will become defocused if the stage motion significantly changes the
height of the sample.

The orientation of the sample relative to the writing axes will affect the posi-
tions of the patterns on the sample, thus it is important to align the writing axes
with and edge of the sample. This can be achieved by changing the rotation of the
stage, adjusting the scan rotation, and/or using positioning features of the lithog-
raphy software. When moving from one side of the writing sample to ancther, the
vertical position should change less than 1 um for every millimeter. Without this
adjustment, patternswill be written with correct relative position to each other but
without proper placement in relation to the sample.

4. Pattern Processing

After a pattern has been exposed in the resist, the subsequent processing will
transfer the pattern either to the substrate or to alayer added after the lithography.
The processing that is used will depend on the material system and thefinal struc-
ture that is desired. The sections below describe the common processing, as well
as common problems that may be encountered. As with any multi-step lithogra-
phy process, afailurein alater step will always be more significant than afailure
in an early step, so avoiding problems becomes increasingly important.

4.1. Developing

During exposure, molecular bonds in the resist are created or broken depend-
ing on whether the resist is negative or positive, respectively. In either case, the
developing agent dissolves the more soluble areas to produce the desired pattern.
If the resist is |€eft in the developer for too long, the less soluble resist areas will
also dissolve; however, it is easy to have reasonably consistent results when the
development time is on the order of a minute. In addition, the development rate
will depend on the developer temperature, so maintaining a controlled devel oper
temperature is recommended. The developer chemicals and development timing
will depend on the type of resist used, however, the overall procedureis basically
the same. After exposure, the resist-coated substrate is covered with a devel oping
agent for a certain amount of time, rinsed, and dried, typically by blowing with
dry N.,.

4.2. Coating and Liftoff

The two common methods of coating are sputtering and evaporation. A significant
difference between sputtering and evaporation is the control over the direction of
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the deposition material. In atypical sputtering system, the deposition is intended
to strike the substrate with a wide range of incident angles, while evaporation is
usualy nearly collimated. This difference is significant because of the shape of
the pattern cross section, as shown in Fig. 5.2. The shape is trapezoidal because
of forward scattering of the incident beam and because some of the electrons scat-
ter from the substrate and expose the bottom of the resist.

Liftoff is the process of removing the resist and the material that has been
coated on top of theresist. The material that has adhered to the substrate will then
be |eft, thus producing the desired pattern. The success of liftoff depends prima-
rily on the adhesion of the coating to the substrate and whether or not the coating
covers the sidewalls of the resist. Generally, an evaporated beam will be colli-
mated enough to leave the sidewalls uncoated, while sputtering is much more
likely to coat the sidewalls and make the liftoff step more difficult. For liftoff, it
isimportant to know the thickness of the resist and to keep the coating thickness
less than approximately two thirds of the resist thickness.

For PMMA, acetone is the solvent typically used during liftoff. The liftoff step
with PMMA and acetone can be accomplished in many ways. In general, it isrec-
ommended to use the most gentle liftoff process that produces consistently good
results. The simplest approach is to let the sample soak in room temperature ace-
tone for about 20 min, or until it can be seen that the coating is floating off.
Increasingly aggressive methods include using a squirt bottle, syringe, or ultra-
sonic cleaner to help remove the metal coating, or even to scrub the sample with
a small brush. Heated acetone is sometimes used, however, this should only be
done with the proper safety precautions.

4.2.1. Sputtering

In a plasma-magnetron sputtering system, the impact from ions from a plasma
cause atoms from ametallic target to be gjected at all angles. The sputtered mate-
rial coats the specimen which is placed below the target. The wide range of tra-
jectories of the sputtered material is desirable for coating SEM specimens, since
the metal will cover most surfaces and prevent charging during imaging.
However, for lithography, it is generally undesirable to coat the sides of the resist
walls that define the pattern, because this can cause ragged edges after liftoff or
sections of the pattern may not lift off at all if the edges are coated with too thick
of alayer. For larger patterns, having rough edges may not be a significant issue,
however, having clean sidewalls becomes very important when doing liftoff with
the very small features. Figure 5.3 shows a schematic representation of sputtering
process and a cross section view of a pattern after sputtering has been done.

Photoresist

FIGURe 5.2. Schematic showing an undercut Substrate
cross section of positive resist after exposure.
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Ficure 5.3. (8) Is a schematic representation of the sputtering process; and (b) shows a
cross section view of a pattern after sputtering coating.

4.2.2. Evaporation

During thermal evaporation, the source material is placed in aboat or afilament
coil, which is heated using an electrical current as shown in Fig. 5.4. Electron
beam sputtering systems can also be used, which heat a localized spot in the
source material using an electron beam. The sample can be placed either above
or below the source material depending on the equipment being used. The evap-
orated material will be nearly collimated, so it is less likely to coat the sides of
the pattern as compared to sputtering. This yields cleaner edges after removal of
the resist, which is critical in high-resolution patterning. However, even with a
collimated deposition, care must be taken to ensure that the deposited material
hits at near normal incidence, otherwise the deposited material may coat some of

@ (b)
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Sample
Stage

Ficure 5.4. (a) Shows a schematic of afilament-style evaporation process; aboat is simi-
lar except that the sample is above the source material; and (b) shows a cross section view
of the pattern after it has been coated using evaporation.
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the sidewalls and/or may not reach the bottom of narrow features that have a high
aspect ratio between the resist thickness and the feature size.

4.3. Etching

A variety of etching methods can be utilized, including wet chemical etching and
reactive ion etching, and the etch may be isotropic or nonisotropic, depending on
the method. In general, the resist will be used to protect parts of the substrate,
while the exposed areas will be etched away. An important issue when etching is
the relative etch rate of the substrate compared to the etch rate of the resist. In
some cases When aresist cannot be used as an adequate etch mask, an extra layer
will be used as the final etch mask, while the resist will be used to pattern the
intermediate layer.

4.4. Pattern Checking and Common Errors

For beginners, it is useful to write a standard pattern on every sample, at least
until consistently good results are obtained. The examples to follow are created
using the same “wheel” pattern, which isavery effective diagnostic tool, because
it allows pattern problems that are caused by poor focus and/or astigmatism in the
beam to be easily identified.

4.4.1. Proper Writing

When a pattern is exposed correctly, lines should be straight with crisp edges and
have a uniform thickness throughout. The final linewidth from a single line pass
of the beam will depend primarily on the resist, beam focus/astigmatism during
writing, and the applied line dose. An example of the wheel that has been done
correctly is shown in Fig. 5.5. The dightly darker wedges inside of the “wheel”
indicate that the area is becoming charged while viewing. This shows that the
coating has not covered the sides of the pattern and will most likely lift off cleanly
when the resist is removed.

Ficure 5.5. An example of the wheel pat- lum
tern that has been written correctly.
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4.4.2. Common Problems

Several types of errors can be determined by viewing a diagnostic pattern. Three
of the most common errors during pattern generation are astigmatism in the
beam, poor focus, and over- and underexposure. Typically, for new users pattern
exposure problems are caused by a poor optimization of the beam, but the situa-
tion will improve as the user becomes better at running the microscope.
Systematic problems, such as line noise, ineffective beam blanking, or general
problems with the microscope itself, will usually have a distinctive effect on the
outcome of the pattern.

Astigmatism is when the electron beam has an elongated cross section, repre-
sented as an oval in Fig. 5.6, as opposed to the ideal circular shape. Asthe beam
moves from point to point forming aline in the direction of the long axis of the
oval (vertical in Fig. 5.6a), all of the applied dose hits along the narrow path of
the beam. However, when the beam steps in the direction of the short axis of the
oval (horizontal in Fig. 5.6a), the dose is applied to a wider area along the line.
This effect will produce a90° asymmetry in the patterns, which is especially easy
to identify in the wheel pattern. A schematic showing the dose distribution along
the long axis and short axis directions is shown in Fig. 5.6a. An actual exposure
of thewhed pattern writtenin PMMA isshown in Fig. 5.6b. In this case, the elon-
gated beam lines up between the 5-11 o'clock and 6-12 o' clock spokes of the
wheel, and the 90° asymmetry is very obvious. This is the classic sign of a pat-
tern written with astigmatism in the beam.

When the beam is not well focused on the surface of the resist, large features
will have only a small effect, where the radius on corners will be larger than
expected. However, significant changes are caused when narrow lines are written
with abeam that is out of focus. In general, poor focus will cause the applied dose
for anarrow line to be spread over a larger area than desired. If the line dose is
close to the critical dose for writing the smallest line, this broadening will effec-
tively make the line underexposed. When the line dose is sufficiently above the

(@) (b)
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1um

Ficure 5.6. (8) Schematic showing how the shape of the beam affects the applied dose; and
(b) the whedl pattern showing the effect of a beam with astigmatism.
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critical dose, the broadening of the beam will make the exposed line larger than
desired. In both cases, any junctions of single passes of the beam will effectively
receive a double dose, and will generally appear to be “bloomed” out compared
to the nearby lines. A picture of the wheel pattern that has been writtenin PMMA
with aslightly degraded focusis shown in Figure 5.7. In this case, the lines of the
pattern are slightly underexposed, while the junctions are overexposed. Thisisthe
classic sign of a poorly focused beam.

Overexposure causes patterns to become enlarged or in extreme cases a posi-
tive resist will receive enough dose to make it cross-link and develop like a neg-
ative resist. An image of an enlarged pattern and a positive/negative pattern is
shown in Fig. 5.8. In this case, the center white dot is where the PMMA has
become cross-linked due to the 12x dose where the 12 lines start at the center, and
the entire central area has enlarged from the high dose. When the applied dose is
too small, the lines of the resulting exposure will be shallow and/or discontinuous.

Ficure 5.7. A wheel pattern that has been
written when the beam was out of focus.

FIGURE 5.8. The wheel pattern written with 1um
a high dose.
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In general, it is very useful to write an array of a pattern where the applied doses
systematically step from a dose that is too low to a dose that is too high. In this
way, anew operator can quickly identify the range of resulting structures that are
caused by the range of applied doses.

Interference from sources external to the microscope, such as acoustic noise,
physical vibrations, or electromagnetic fields, can cause wavy or interrupted
lines. In general, the solution is to identify and eliminate the source of the inter-
ference or to shield the microscope from the noise. Acoustic noise can be reduced
by using acoustic foam on the walls and/or by adding a sound dampening enclo-
sure around the entire column of the microscope. Physical vibration can be min-
imized by using an air support system for the entire column or simply by adding
foam or rubber padding between the column and the floor. Electromagnetic fields
that interfere with the beam are often caused by equipment in other rooms or elec-
tric lines running through ceilings or floors. These fields can cause the electron
beam to deflect at the field frequency, thus causing distortions in the pattern writ-
ing. Solutions include moving the microscope to a better location, moving or
shielding the source of the interference, installing magnetic shielding (mu-metal)
around the column and/or chamber, and installing an active field cancellation
system that introduces a magnetic field to cancel the external noise.

5. E-beam Nanolithography Applications in
Nanotechnology

Due to its versatility, electron beam lithography is the most common technique
used for precise patterning in nanotechnology. Applications include quantum
structures, transport mechanisms, solid-state physics, advanced semiconductor
and magnetic devices, nanoelectromechanical system (NEMS), and biotechnol-
ogy. In this section, the applications of electron beam lithography in nanotech-
nology are demonstrated by four examples in different fields. For each example,
the fabrication procedure and device characteristics are discussed.

5.1. Nanotransistors

In the last decade, nanoscale 1D materials and structures have been widely inves-
tigated. These structures include semiconductor or metallic nanowires or nan-
otubes. Electron beam lithography is often involved in either defining the 1D
structures directly through top-down nanofabrication [46], forming the catalyst to
assist the growth [47], or patterning and wiring the nanowires to nanodevices[48].

As an example, the scanning electron micrograph of a fabricated nanowire
Schottky diode is shown in Fig. 5.9. N-type semiconductor ZnO nanowires are
synthesized by the vapor phase transport method [49]. A detailed fabrication pro-
cedure of thisdeviceis shown in Fig. 5.10. The fabrication starts from the Si/SiO,
substrate. Au electrodes for interconnections are first patterned by photolithogra-
phy. Then ZnO nanowires are deposited on the substrate by IPA dispersion. Inthe
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Ficure 5.9. Scanning electron micrograph of a fabricated ZnO nanowire-based Schottky
diode.

SiOZ_ Substrate
Si
Au Photo it .
lithography nterconnection
3‘2 ng;,;ltlilfn ZnO in IPA Active
" dispersions materials
Pt
Au E-Beam
lithography Electrode

Ficure 5.10. Step-by-step fabrication procedure of ZnO nanowire Schottky diode.

final step, e-beam lithography is used to connect small leads to the nanowires
after aligning to registration marks defined by the photolithography. The Pt elec-
trode deposited over ZnO nanowire forms the Schottky contact with ZnO. The
other two electrodes are made by Cr/Au which forms the Ohmic contact with
ZnO. Figure 5.11 demonstrates the rectifying characteristics of fabricated
Schottky diodes, which shows arectifying factor around 1.9. Recently, aresearch
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Ficure 5.11. The |-V characteristics of fabricated ZnO nanowire Schottky diode.

group at Harvard assembled nanowires arrays on patterned electrodes for large
size nanoel ectronic transistor fabrication [50,51].

5.2. Nanosensors

Semiconducting metal oxides can be used in gas sensing devices and have been
extensively studied due to their properties, such as sensitivity to ambient condi-
tions and simplicity in fabrication [52]. Applications in many fields include envi-
ronmental modeling, automotive applications, air conditioning, and sensor
networks. The commercialy available gas sensors are made mainly from SnO, and
In,O, in the form of thick films, porous pellets, or thin films. However, poor long-
term stability has prevented wide application of this type sensor. Recent research
has been directed toward nanostructured oxides since reactions at grain boundaries
and complete depletion of carriersin the grains can strongly modify the materials
transport properties [53,54]. Nanowires made of semiconducting metal oxides
with a rectangular cross section in a ribbon-like morphology are very promising
for sensors because the surface-to-volume ratio is very high [55-57]. Also, the
oxide is single crystalline, the faces exposed to the gaseous environmenta are
aways the same, and the small size is likely to produce a complete depletion of
carriers inside the nanowires and make the sensor more sensitive.

A ZnO nanowire-based gas sensor is shown in Fig. 5.12a, where the opposite
electrodes and comb electrodes are patterned by photolithography and e-beam
lithography, respectively. During the second e-beam lithography step, a resist
(PMMA) window is opened upon the comb electrodes (Fig. 5.12b). After the dep-
osition of ZnO nanowires from IPA dispersions by the Langmuir-Blodgett tech-
nique (Fig. 5.12c), the final liftoff process removes the ZnO nanowires outside the
window region aong with the PMMA. In this device, the resistance of the
nanowires changes with the gas condition and is detected by the |-V characteristics
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Ficure 5.12. The optical micrograph of gas sensor: (a) pattern of electrodes; (b) PMMA
window between two electrodes; (c) deposition of nanowires by the Langmuir-Blodgett
technique; and (d) liftoff process.

between the two electrodes. Due to the small features of the comb electrode struc-
tures that are written by e-beam lithography and the usage of nanowires, the sur-
face-to-volume ratio is largely increased, resulting in an improved sensitivity
compared to thin film-based gas sensors. Using the electron beam lithography
technique, similar nanoscale sensors have also been fabricated with very high
resolution, sensitivity, and density [58-60].

5.3. Magnetic Nanodevices

Magnetic nanostructures have become a particularly interesting class of materials
for both scientific and technological explorations. To obtain different magnetic
nanostructures, e-beam lithography has been used in combination with other
lithography processes. One of the main advantages of this approach is its ability
to fabricate well-defined shapes for arbitrary elements and also array configura-
tions. A variety of magnetic elements have been achieved such as dots and lines
[61,62], rectangles, triangles