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Preface

State-of-the-art silicon devices and integrated process technologies are covered in
this book. The eight chapters represent a comprehensive discussion of modern
silicon devices, their characteristics, and the relationship between their electrical
properties and processing conditions. The material is compiled from industrial and
academic lecture-notes and reflects years of experience in the development of sili-
con devices.

The book is prepared specifically for engineers and scientists in semiconduc-
tor research, development and manufacturing. It is also suitable for a one-semester
course in electrical engineering and materials science at the upper undergraduate or
lower graduate level.

The chapters are arranged logically, beginning with a review of silicon properties
that lays the groundwork for the discussion of device properties, including mobility-
enhancement by straining silicon.

Junctions and contacts are inherent to practically all semiconductor devices.
Chapter 2 covers junctions under forward and reverse characteristics, including
high-level injection and high-field effects. Understanding the properties of contacts
has become increasingly important as the contact size is reduced to deep submicron
and nanoscale dimensions. The last part of Chap. 2 discusses ohmic and rectifying
contacts.

Chapter 3 begins with bipolar fundamentals and moves to an advanced treat-
ment of bipolar enhancements with silicon–germanium (SiGe). This chapter is par-
ticularly important to analog and mixed-signal applications where complementary
metal-oxide semiconductor (CMOS) and bipolar transistors are integrated in a BiC-
MOS process. It also benefits engineers in understanding important bipolar effects
in CMOS-only applications, such as subthreshold current and parasitic latch-up.

The metal-oxide silicon (MOS) capacitor is a key part of a metal-oxide semicon-
ductor field-effect transistor (MOSFET) and a powerful process and device charac-
terization tool. The physics and characterization of MOS structures are detailed in
Chap. 4, beginning with an ideal stack of a conductor, an insulator and silicon, and
gradually moving to real structures and quantum effects.
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Chapter 5 deals with the insulated-gate field-effect transistor. It begins with a
description of the modes of transistor operation and the different transistor types.
Transistor current–voltage characteristics are detailed, followed by a discussion of
scaling the structure to smaller dimensions, scaling limitations, short-channel, re-
verse short-channel, narrow-channel, and reverse narrow-channel effects. Mobility
enhancement techniques are described, including strained silicon and optimization
of crystal orientation. The discussion extends to ultra-thin gate-oxide, high-K di-
electrics, advanced gate-stacks, and three-dimensional structures.

Analog devices and passive components are introduced in Chap. 6. As an exten-
sion of bipolar transistors detailed in Chap. 3, the properties of junction field-effect
transistors are described, followed by optimization of MOSFETs for analog appli-
cations. The design and properties of integrated precision resistors, capacitors, and
varactors are then detailed. The chapter concludes with the important topics of com-
ponent matching and noise.

Chapter 7 covers advanced enabling processes and process integration. It be-
gins with integrated CMOS and BiCMOS processes to illustrate typical sequences
of processing steps. Crystal growth and wafer parameters, including properties
of silicon-on-insulator (SOI), relevant to modern integrated processes are dis-
cussed. Front-end of the line unit processes include short-duration thermal pro-
cesses, atomic-lay deposition (ALD), ionized physical-vapor deposition (IPVD),
optical proximity correction (OPC), double exposure and patterning, immersion
lithography, and new silicides. Back-end of the line processes include copper in-
terconnects and low-K dielectrics.

The last chapter reviews selected CMOS and BiCMOS digital and memory ap-
plications. The inverter is used to analyze the important parasitic latch-up effect
and methods to suppress it. The second part covers memory cells, including dy-
namic random-access memory (DRAM), static random-access memory (SRAM),
and nonvolatile memory (NVM).

It would not have been possible for me to complete this book in its present
form without the continuous invaluable help with corrections and suggestions for
improvement and encouragement from Dr. Wendell Noble, independent consul-
tant, retired IBM semiconductor physicist, Professor Carlton Osburn of the North
Carolina State University, and Dr. Albert Puttlitz, IEEE-Components, Packaging
and Manufacturing Technology Society, VP of Education. I also thank my former
colleagues at IBM, Russell Houghton and Ashwin Ghatalia, for their reviews and
inputs. My special thanks to the personnel of the University of Texas library for
their kind support in my research.

August 18, 2008 Badih El-Kareh
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Chapter 1
Silicon Properties

1.1 Introduction

A review of silicon properties is important to understanding silicon components,
in particular modern components such as strained-silicon MOSFETs and hetero-
junction bipolar transistors. Several books cover this subject in detail. The objective
of this chapter is to highlight those features that are most important to silicon device
operation and characteristics.

1.2 Valence-Bond and Two-Carrier Concept

The valence-bond model is frequently used to qualitatively describe the properties of
semiconductors [1]. In this model, the covalent bond between two adjacent atoms
formed by two valence electrons, one from each atom contributing to the bond,
is visualized as localized bars along which electrons shuttle back and forth with
opposite spins (Fig. 1.1).

When a pure silicon crystal is near 0 K, all valence electrons remain locally bound
to their covalent bonds since they do not have sufficient energy to break loose. In
this case, no quasi-free electrons are generated and the crystal behaves like a perfect
insulator. As the temperature is increased, the amplitude of vibration of lattice atoms
increases around their equilibrium positions. A fraction of the vibrational energy
is transferred to valence electrons. Some electrons can acquire sufficient energy to
break loose from their bonds and move quasi freely in the crystal. Hence, the number
of quasi free electrons and holes (missing bond electrons) in the crystal increases as
the temperature is increased.

The energy required to break a silicon bond is an ionization energy (∼1.1eV)
which differs from the ionization energy of an isolated silicon atom (∼8eV) because

B. El-Kareh, Silicon Devices and Process Integration: Deep Submicron 1
and Nano-Scale Technologies,
c© Springer Science+Business Media, LLC 2009



2 1 Silicon Properties

Fig. 1.1 Three dimensional
representation of the silicon
crystal. Dark atoms define
the unit cell. Lattice constant
a = 0.54307nm

aa

a/2

it is influenced by other forces in the crystal.1 When ionization occurs, the crystal
as a whole remains neutral, although locally the ion becomes positively charged. A
vacancy is left where an electron breaks loose from a bond. It behaves as a positive
free carrier that is referred to as a hole (or “defect electron”) with a mass comparable
to that of the electron. The hole can move while, under normal operating conditions,
the positive ion remains fixed.

To visualize the motion of holes, imagine the lattice sites to be occupied by only
bound electrons and disregard the ions [2]. Suppose that one lattice point is void of
an electron, that is, a hole is created. If now a field is applied to such an “electron
crystal,” the electron that is on the negative side of the hole will move into the hole,
thus creating another hole. The hole moves as if it were a positively charged particle,
although it is the bound electron that has moved in the opposite direction. Imagine
now that in this “thought electron crystal” an electron is set free from its lattice
site by some external force, for example, thermal agitation, and wanders around
independently along interstitial sites. This quasi-free electron will be repulsed by all
other electrons but not by the hole. The hole will appear to the interstitial electron
as a positive charge. During its random motion, the interstitial electron may fill
the hole, thus annihilating a positive and a negative charge simultaneously. In pure
silicon, the concentration of electrons and holes are equal since they are generated
and annihilated in pairs. In this case, silicon is said to be intrinsic and

n = p = ni cm−3. (1.1)

n and p are the electron and hole concentrations, respectively, and ni the intrinsic
carrier concentration (∼1.4×1010 cm−3 at 300 K).

1 One electron-Volt (eV) is the energy dissipated or acquired by one electron that goes through a
potential difference of one Volt. Since the charge of one electron is 1.6×10−19 Coulomb, 1eV =
1.6×10−19 Joule. In this book, eV and cm are frequently used in place of J and m, as a convenient
departure from SI units.
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1.2.1 Doping

Intrinsic silicon has very limited use in device applications since the conductivity
is very low and conduction of electrons and holes essentially occurs in pairs. One
can, however, modify the type and magnitude of conductivity by adding small and
controlled amounts of certain elements to the otherwise pure silicon. The crystal
can be doped to have more conduction electrons than holes and vice versa. To be
active, the dopants must occupy substitutional sites, that is, occupy a lattice site
normally occupied by silicon. The doping process is described in more detail in [3].
Of particular importance to silicon devices is doping with elements from the third
and fifth columns of the periodic table (Fig. 1.2).

1.2.1.1 Dopants from the Fifth Column: Donors

Phosphorus, arsenic, antimony and bismuth are elements of the fifth column. They
differ mainly in their diffusivity and solid solubility in silicon [3]. These elements
have five electrons in their outer shell, that is, five valence electrons. When they
occupy a substitutional site in silicon, only four of the valence electrons are needed
to complete the covalent bonding in the crystal. The fifth electron does not contribute
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Fig. 1.3 Simplified model for dopants in silicon. a Quasi-free electron liberated from donor.
b Nearby bound electron transferred to acceptor to complete bond, hole created

to the bonding and is set free, or “donated” (Fig. 1.3). The ionization energy required
to set the fifth electron free is considerably smaller than the energy required to break
a silicon bond.

Most of donor atoms remain ionized even at temperatures as low as 100 K. Each
positive ion left behind has four bound valence electrons, the same as the original
silicon atom. Note that by ionizing the donor, a free electron is generated without
creating a hole. Thus, for a donor concentration ND, the free electron concentration
is n ∼= N+

D , where N+
D
∼= ND is the ionized donor concentration. Ionized donors are

fixed positive charges that do not contribute to conduction. The crystal becomes rich
in electrons, n-type, but as a whole remains neutral. At temperatures below ∼100K,
the probability for electrons to break loose from donors begins to decrease and an
increasing fraction of electrons remains “frozen” to donors.
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One can estimate the energy required to ionize a donor by treating the fifth
electron as the electron in a hydrogen atom [4]. The electron moves around the
central field of the donor core with a net charge of q. The central force is

F = − q2

4πε0εSir2 ,

and the ionization energy of hydrogen is

Ei(H) = − m0q4

32π2ε2
o h̄2 = −13.6 eV, (1.2)

where q is the electronic charge (1.60218 × 10−19 C), r the radius of the impu-
rity atom, ε0 the permittivity of free space (8.85418× 10−14 F/cm), εSi the rela-
tive dielectric constant of silicon (11.7), and m0 the free electron mass (9.1095×
10−31 Kg).

The ionization energy of the donor can be estimated from the ratio

Ei(D)

Ei(H)
=
ε2

0

ε2
Si

m∗

m0
,

where Ei(D) is the donor ionization energy and m∗ the effective mass of electron in
silicon. The effective mass is a quantum-mechanical value that takes into account
internal forces exerted on the electron by the various atomic cores and other carriers
in the crystal. It is a measure of the ease with which an external field can accelerate
electrons and holes along an axis in the crystal and allows the use of a relation
between force and momentum that is similar to the classical Newton’s law. The
effective mass is further discussed in Sect. 1.3.5. Assuming an electron effective
mass of 0.26m0 and substituting the values for Ei(H), ε0, and εSi into (1.2) gives
Ei(D) = 0.025eV [5]. The actual measured donor ionization energy ranges from
0.044 to 0.067 eV for different group V elements in silicon [1].

1.2.1.2 Dopants from the Third Column: Acceptors

Boron and indium are acceptor elements from group III in the periodic table. When
substituted for silicon, the three available valence electrons in the outer shell take
part in the bond structure, leaving one vacancy since the fourth bond is not filled.
The vacancy is “attractive” to an adjacent bound electron that easily moves to fill
it. Boron or indium “accepts” the fourth electron, creating a hole where the filling
electron came from without producing a free electron (Fig. 1.3b). When silicon is
doped with boron, holes become the majority carriers and silicon is said to be p-type.
For an acceptor concentration NA, the hole concentration at room temperature is
p ∼= N−

A , where N−
A
∼= NA is the ionized acceptor concentration. Acceptors are fixed,

negatively charged ions that do not contribute to conduction. As for donors, the
ionization energy for acceptors can be estimated in terms of the ionization energy for
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hydrogen by using the conductivity effective mass of holes in silicon and assuming
that the hole is “liberated” from the acceptor. The acceptor ionization energy is
estimated as Ei(A) ≈ 0.05eV, compared to the actual measured ionization energy
of 0.045 eV for boron [4].

1.3 Energy Bands in Silicon

The properties of semiconductors are more accurately described with the quantum-
mechanical energy-band model than with the over-localized valence-bond model
discussed in the previous section. Energy bands in semiconductors are discussed
extensively in reference books on solid-state physics [4–6]. The sole objective of
this section is to highlight, in simple terms, the energy-band model concepts that are
most pertinent to understanding the properties of silicon devices.

1.3.1 Energy Band Model

A free electron is allowed to occupy a continuum of energy levels, similar to the
classical case of molecules in an atmospheric column that can occupy any energy
level without restrictions. From quantum mechanics it is known that when an elec-
tron is bound to, for example, an isolated hydrogen atom, it is allowed only discrete
energy levels separated by energy gaps. When two hydrogen atoms are far from
each other, they behave as two isolated entities with independent, identical sets of
discrete energy levels. As the atoms are brought close to each other, their wave
functions begin to overlap so that the electrons of the two atoms begin to interact.
Electrons in the first atom can also occupy energy levels in the second and vice
versa. A study of energy levels shows that, in the limit, when a hydrogen molecule
is formed, each energy level of the isolated hydrogen atom splits into a pair of levels
when the atoms are bound to form the molecule. The total number of energy levels
in the molecule is the same as in the system of two isolated atoms. A mechanical
analogy may help illustrate this situation [2]. Consider, for example, the coupling
of two identical pendulums that are connected by an elastic band and can oscillate
with negligible friction in planes normal to the paper (Fig. 1.4a). When not coupled
by the band, each pendulum can be treated as a harmonic oscillator of constant am-
plitude. Coupled with the band, when one pendulum is made to oscillate while the
other starts at rest, the oscillation energy of the first pendulum is gradually trans-
ferred to the second pendulum. The second pendulum in turn gradually transfers the
oscillation energy to the first, and so on. This results in an oscillation pattern similar
to that of beats (Fig. 1.4b). When one pendulum loses all its energy to the other, it
comes to rest while the other reaches its maximum amplitude. Beats are thus pro-
duced by the coupling of two oscillating systems that have exactly the same natural
frequency when they are isolated from each other.
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a

b

Fig. 1.4 Mechanical analogy of energy splitting. a Model of coupled pendulums to visualize
the splitting of energy levels in coupled atomic systems. b Schematic representation of resulting
beats [2]

The result is similar to beats caused by tuning two separate forks of equal ampli-
tude but slightly different natural frequencies. Thus, when two oscillating systems
of equal natural frequencies are brought to coupling, the result is similar to the reso-
nance of two oscillating systems of equal amplitudes but frequencies that are slightly
different [2]. This suggests that coupling two oscillating systems of the same natu-
ral frequency results in the splitting of the initially undisturbed frequency into two
slightly different frequencies, one higher and one lower than the natural frequency.
The difference between the two new frequencies increases as the coupling-strength
increases, that is, as the frequency of amplitude exchange between the two pendu-
lums increases. This is not surprising since the oscillation frequency of the coupled
system is lower when the pendulums are in phase and higher when they are out of
phase. The pendulums move toward each other when they oscillate in phase and
away from each other when they are out of phase.

One can project the above observations to atomic systems. When two atomic
systems are brought in proximity of each other, coupling of the Ψ -waves in
Schrödinger’s wave function results in an amplitude-exchange of Ψ -oscillations
between two atomic systems, with an exchange frequency Δν . Since the square of
Ψ represents the probability of finding an electron (electron density), Δν represents
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the electron–exchange frequency between the two systems. This exchange results
in a split of energy levels ΔE = hΔν , where h is Planck’s constant.

In a crystal of N identical lattice atoms, there exists the possibility of exchange
of every valence electron with valence electrons of the remaining N −1 atoms. One
expects then that each energy level of the isolated atom would split in the crystal into
N energy levels that can be distinguished by a quantum number k, and each of which
can be occupied by two electrons of opposite spins. Since N is a very large number
(∼1023 cm−3), the levels are too close to each other to be distinguished. They are
thus described by a band of energy levels, bounded by a maximum and minimum
level. The difference between maximum and minimum energy levels (the width of
the band) depends on the degree of coupling of wave-functions between atoms, that
is, on the distance between atoms and probability of electron exchange which is
a function of temperature, pressure and stress, and independent of N. One expects
therefore that the energy levels of innermost electrons remain sharp because the
probability for them to interact is very small, and that the band-width increases as
the principal quantum number increases, as shown schematically in Fig. 1.5. The
number of quantum states in the energy band is the same as the number of states
from which the band was formed.

Of primary interest for conduction are the uppermost two bands, the conduction
band of quasi-free electron energy levels, and the band just below the conduction
band, referred to as the valence band of bound electrons. It will be shown that for
silicon (and germanium) at crystal temperatures near absolute zero, the valence band

Innermost electrons
essentially undisturbed 

Energy gap Eg, forbidden gap = 1.1 eV for Si
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Fig. 1.5 Simplified energy-band diagram illustrating the increase in band-width with increasing
principal quantum number
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is full (all bound electrons in place) and the conduction band is empty; the crystal
behaves like a perfect insulator. As the temperature increases, some electrons ac-
quire sufficient energy from crystal vibrations to overcome the energy gap Eg and
are elevated from the valence band to the conduction band where they are quasi-free
to move. Holes are created in the valance band where electrons are missing.

A simplified one-dimensional representation of the energy bands relative to the
periodic potential in the crystal is shown in Fig. 1.6. It will be shown later that most
of the transitions occur between the upper edge of the valence band and the lower
edge of the conduction band. In such situations only the edges of the conduction and
valence bands are drawn, as indicated with dashed lines in Fig. 1.5.

A theoretical analysis of energy levels as a function of atomic space in the di-
amond structure, to which C, Si and Ge belong, was made by varying the atomic
spacing, in a thought experiment, from infinity to below the actual spacing in the
crystal, as illustrated for carbon in Fig. 1.7 [7, 8]. At large spaces, the s(l = 0) and

Lattice constant

Electron energy

Position
of nuclei 

Energy gap, Eg (forbidden zone)Valence band (conduction by holes)

Conduction band (conduction by free electrons) Strong overlap of valence electrons

Surface
potential 

~ 0 overlap
of orbitals

Fig. 1.6 Schematic one-dimensional representation of energy bands relative to the periodic poten-
tial in the crystal
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Fig. 1.7 Schematic representation of theoretical energy levels for carbon versus assumed inter-
atomic spacing. a: actual spacing (Adapted from [1, 6])
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p(l = 1) levels of the valence shell (n = 2) in carbon are sharp. For N atoms, the
2s level contains 2N allowed states and is fully occupied by 2N electrons while the
2p level has 6N states and is partially occupied by the remaining 2N valence elec-
trons. As the atomic space is theoretically reduced below ∼1.2nm, the atoms begin
to interact with each other and the energy levels split in bands that contain the same
number of energy levels as for the isolated atoms.

As the space is further reduced, the bands merge. The energy gap disappears and
there is no distinction between the two levels. This merger is not predicted from
the discussion in the preceding section and cannot be explained in simple terms.
The total number of available states remains as the sum of states in both levels
(8N), and the total number of occupied states remains 4N. At the actual space of
about 0.37 nm, however, the bands split again, exhibiting an energy gap Eg and a
repartitioning of energy levels into 4N in the lower band (the valence band) and 4N
in the upper band (the conduction band). The lower band is now filled with the 4N
electrons and the upper band completely empty.

1.3.2 Metals, Semiconductors and Insulators

The simplified energy-band model is now used to distinguish between metals, semi-
conductors and insulators. A solid conducts electricity only if carriers are free to
move under the influence of an electric field, that is, if the carriers can acquire ki-
netic energy from the field and be accelerated in the solid. When an electric field is
applied to the crystal, electrons can gain electric energy only if they can be placed
at a higher energy level in the band. If the band is completely filled with electrons,
the carriers cannot gain energy from the field since there is no “place” for higher-
energy electrons to be placed. Therefore, if we assume that electrons do not get
enough thermal or optical energy to make the transition from the completely filled
band to a high-level empty or partially-filled band, the solid behaves like an insula-
tor. A crystal can therefore conduct electricity only if its highest energy band is not
completely filled.

It was shown in the preceding section that in a metal crystal of N atoms, the bands
consist of N levels that can each be occupied by two electrons of opposite spins. The
band, therefore, has 2N available states. For monovalent metals only half the band is
filled since the metal can only provide one electron per atom (Fig. 1.8a). The metal,
therefore, exhibits good conductivity. One would expect divalent metals to be in-
sulators since the 2N available states in the upper band would be completely filled
with 2N electrons. The strong coupling between valence electrons, however, results
in an overlap of the upper bands, so that the net is a band that is not completely full
and the metal behaves as a good conductor (Fig. 1.8b). A solid in which the upper
band is not completely filled exhibits metallic character.

It can be shown that in silicon, germanium and carbon the valence band contains
4N states that are completely filled by 4N electrons when the temperature is near
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Eg > ∼ 3 eV
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Eg ∼ 1 eV

 a  b  c   d 

Fig. 1.8 Energy-band model for a A monovalent metal, for example, Na b Divalent metal, for
example, Beryllium, c Semiconductor, for example, Si, Ge d Insulator, for example, Carbon

0 K, so the crystal behaves like an insulator. What distinguishes silicon and germa-
nium from carbon is the magnitude of the energy gap. At near 0 K, the band-gap
of germanium, silicon and carbon is, respectively, ∼0.74, ∼1.17eV, and ∼5.48eV.
When the bandgap is small, of the order of 1 eV, as for silicon and germanium, the
crystal exhibits semiconductor properties (Fig. 1.8c). In this case, as the tempera-
ture is raised above 0 K, an increasing number of electrons can gain sufficient en-
ergy from crystal vibrations to be excited from the valence band into the conduction
band, increasing the crystal conductivity. If, however, the energy gap is larger than
∼3eV, as for carbon, the probability of raising one electron from the valence band
to the conduction band becomes negligible and the crystal behaves like an insulator
at normal temperatures (Fig. 1.8d).

1.3.3 Band Model for Impurities in Silicon

When shallow donors such as arsenic (As), phosphorus (P), antimony (Sb) or bis-
muth (Bi) are incorporated into substitutional sites in the silicon crystal, their “fifth
electron” is not bound sufficiently tight to be in the valence band. It is almost free to
move in the conduction band. At low to moderated concentrations (<∼1017 cm−3),
donor levels are represented by short bars, indicating localized energy states ED
that do not interfere with each other, just below the conduction band (Fig. 1.9).
The numbers next to the bars are ionization energies measured from the conduction
band edge. It will be shown by statistical analysis in Sect. 1.4.4 that for low to mod-
erate concentrations at a temperature not too far below ∼100K, practically all donor
atoms are positively ionized. Thus, the probability that their energy levels are not
occupied by electrons is almost 100%.

Similarly, when an electron occupies an acceptor level to complete its bond struc-
ture, it is only a little less tightly held from being free than in a normal bond. Accep-
tor levels are thus represented by short bars, indicating discrete energy states EA just
above the valence band. The numbers below the bars are ionization energies mea-
sured from the valence band edge. Statistical analysis shows that for lightly doped
silicon with shallow acceptors, such as boron and indium, the probability for their
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Fig. 1.9 Measured ionization energies (meV) of donors and acceptors in silicon (Adapted from
[9]). Diagram is not to scale

EV

EC

EA

ED

EV

EC

EA

ED

ba

Fig. 1.10 Schematic representation of partially compensated impurities. a ND > NA, n ≈ ND −
NA; b NA > ND, p = NA −ND

energy levels to be occupied by electrons from the valence band is almost 100% at
temperatures above ∼100K. Thus, practically all acceptors are negatively ionized,
each creating a hole in the valence band.

In most cases, both donors and acceptors are present in the same region of the
crystal. Since acceptor levels are below both the conduction band and the donor
levels, any donor or conduction band electron will tend to fill an acceptor level.
Both donors and acceptors will then be ionized, but only the difference between their
concentrations will be available for conduction (Fig. 1.10). The crystal is said to be
compensated. In case donors and acceptors are equal in concentration, all donors
would be positively ionized without contributing free electrons, and all acceptors
negatively ionized without contributing holes for conduction.

As the donor or acceptor concentration increases above ∼1018 cm−3, the impu-
rity atoms come closer to each other, their wave functions begin to overlap and they
begin to share each other’s electrons. Because of this coupling, the levels begin to
split and form bands. The donor ionization energy decreases because the field that
binds the fifth electron to a particular donor atom is reduced by the charged donor
neighbors [1]. Similarly, the acceptor ionization energy decreases at high concen-
tration. Properties of heavily doped silicon are further discussed in Sect. 1.4.4.

1.3.4 Energy Band Theory

The characteristics of most silicon devices can be adequately described with the sim-
plified energy band model presented in the preceding section. There are, however,
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several situations where a more in-depth discussion of the band theory would be
beneficial. For example, the dependence of carrier mobility on crystallographic di-
rections and the modulation of mobility by mechanical stress in silicon can be best
understood with a more detailed energy band diagram than shown in Figs. 1.6–1.8.

The potential energy of a free electron is arbitrary within a constant which is set
to zero for convenience. Thus, the time-independent one-dimensional Schrödinger
wave equation simplifies to

d2ψ
dx2 +

8π2m
h2 Eψ = 0, (1.3)

where E is the fixed total energy. Solutions to the above differential equation are
periodic traveling plane waves of the form

ψ(x) = eikx. (1.4)

Substituting for ψ gives

k =
2π
h

√
2m0E =

2π p
h

=
2π
λ

, (1.5)

where m0 is the electron mass, p the electron momentum, h Planck’s constant, λ the
electron De Broglie wavelength, and 2π/λ the wave number. k is therefore propor-
tional to the electron momentum and inversely proportional to the electron wave-
length. The relation between E and k is then

E =
h̄2

2m
k2. (1.6)

The E–k diagram should therefore be a parabola, as shown in Fig. 1.11. The free
electron can acquire a continuum of energy levels without restrictions.

In a crystal, electrons are not quite free but move in the periodic potential of
lattice ions and the E–k plot of Fig. 1.11 does not quite apply. One can, however,
make the approximation of a free electron in which the electron wave functions are

Fig. 1.11 E–k diagram for a
free electron

E

k
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traveling plane waves, and treat their interaction with the crystal as a diffraction
of waves. The crystal behaves then as a three-dimensional diffraction grating. This
approximation is only valid for metals. It can be seen, for example, that when the
electron De Broglie wavelength λ approaches the critical value 2a/n and k = n π/a,
where a is the lattice constant (Fig. 1.1) and n = 1,2,3, . . ., the waves are reflected
in phase by all lattice points, with 180◦ phase-shift relative to the incident wave.
Because of this reflection, referred to as Bragg reflection, standing waves are pro-
duced for critical values of λ and hence k, where electrons will be Bragg-reflected
and cannot propagate in the crystal [2, 4, 5, 7, 9]. The standing waves can be rep-
resented as a combination of two waves traveling in opposite directions, in one di-
mension as

eikx = cos(kx)+ i sin(kx) and e−ikx = cos(kx)− i sin(kx) (1.7)

The sum of the above equations is 2cos(kx) and the difference 2i sin(kx), both
representing standing waves. Either cos(kx) or sin(kx) can represent the electron at
the critical De Broglie wavelength of 2a/n. The probability of finding an electron is
in one dimension

ψ2
1 = cos2 π x

a
and ψ2

2 = sin2 π x
a

. (1.8)

The cos-function shows a maximum of electron density over the positive lattice
ions while the sin-function shows the maximum mid-way between the ions. The
energy has therefore a large negative value q2/x in the first case, since x is small and
a smaller value in the second case, that is, a higher potential energy, since x is larger.
The difference between the two potential energies is the energy gap (Fig. 1.12).

The E–k diagram in Fig. 1.12 is plotted for the region between k = −π/a and
+π/a. The plots are shown flat at the critical values k = π/a and −π/a because the
electron velocity, and hence the slope dE/dk, is zero at those points.

E

k
π/a–π/a

E-k plot for
Free electron  

Energy gap

cos2

sin2

Fig. 1.12 E–k diagram for a free electron (dashed line) and an electron in the periodic crystal (solid
line) showing the energy gap for critical values of k [10]
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Fig. 1.13 E–k diagram for silicon along the 〈100〉 direction [6]

The actual E–k diagram for a silicon crystal is, however, more complicated than
in Fig. 1.12. For example, the E–k plot obtained for silicon along the 〈100〉 axis
exhibits a multi-valley band diagram as shown in Fig. 1.13. From this figure, several
important observations can be made:

(a) There exist three valence bands, V1, V2, and V3 whose band maxima occur at
k = 0. V1 and V2 meet at k = 0 while the maximum of V3 is about 0.04 eV below
that of the other two bands. Their relative population depends on temperature.

(b) There are two equivalent minima along the kx, equally spaced on opposite sides
of k = 0. Similarly, there are equivalent minima along the ky and kz axes.

(c) The actual energy gap Eg is measured from the maximum of the valence band to
the minimum of the conduction band. Eg decreases with increasing temperature
because the crystal expands and the average distance between atoms increases.

The temperature dependence of Eg is approximated by [11]

Eg = Eg(0)− αT 2

(T +β )
≈ 1.17− 4.73×10−4T 2

T +636
eV, (1.9)

where Eg(0) is the energy gap at near 0 K and T the absolute temperature. Another
useful approximation is [12]

Eg = 1.187−3.6×10−4T eV. (1.10)

Electron transitions between bands are governed by the laws of conservation of
energy and momentum. Since photons have practically zero momentum, a direct,
vertical transition from the valence band to the conduction band occurs without a
change in momentum when an electron absorbs a photon larger than 3.4 eV. Since
the minimum of the conduction band does not occur at k = 0, but at a distance Δk
from k = 0, the generation of an electron–hole pair by an indirect transition from the
valence-band maximum to the conduction-band minimum must be accompanied by
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Fig. 1.14 Schematic representation of the conduction band and valence band structure in sili-
con [13]

the gain of momentum Δk. Similarly, the electron–hole recombination process must
involve the loss of momentum Δk. Since a phonon (crystal vibration modes) has a
large momentum, the transitions can occur by absorption or emission of phonons.
At very low temperature only few phonons are present and indirect transitions are
improbable. As the temperature increases, transitions become possible through an
increase in the number of phonons. The constant energy surfaces near the band
minima and the valence band maxima are shown in Fig. 1.14.

In Si there are six conduction band valleys, two along each of the 〈100〉 crys-
tallographic directions. In the vicinity of the minima, the surfaces of the six valleys
can be approximated by ellipsoids of revolution. The constant energy surfaces of va-
lence bands are more complicated because of the existence of multiple bands. They
can be approximated as spheres although they appear somehow “warped” [13].

1.3.5 Effective Mass

When an electric field is applied to a crystal, carriers do not only feel the external
electric force but also forces that originate at the atomic cores and other carriers in
the periodic crystal array. The effect of all these internal forces can be represented
by a quantum-mechanical parameter that has the unit mass and is known as the
effective mass, m∗. The effective mass is inversely proportional to the curvature of
the E–k curve and defined as [6]:

m∗ =
h̄2

∂ 2E/∂k2 . (1.11)
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The motion of electrons in a perfect crystal can then be treated in a manner similar
to the free electrons provided m∗ is used rather than the actual free-electron mass,
mo. The acceleration a of a free electron by the external electric field is expressed
by Newton’s law as

a =
F
m

=
qE
m

. (1.12)

In a perfect crystal, the acceleration of the electron can now be expressed by a
similar relation

a =
qE
m∗ . (1.13)

Since the curvature of the E–k plot depends on the crystallographic orientation, the
effective mass should be treated as a tensor. It can be seen from Figs. 1.11 and 1.12
that the curvature of the first valence band near k = 0 is smaller than that of the other
two bands. Holes near that point have therefore a larger effective mass than holes
created in V2 and V3. Holes in V1 are referred to as “heavy holes,” and holes in V2
as “light holes.” The density of holes in V3 is negligible because of the large energy
offset.

Choosing one of the conduction minima in Fig. 1.11 as the origin, the surface of
constant energy can be represented by an expression of the form [6]:

E(k) =
h̄2

2

(
k2

l
m∗

l
+

k2
t

m∗
t

)
(1.14)

where the subscripts l and t represent the longitudinal and transverse components
of the wave vector k and effective mass m∗, that is, the components parallel and per-
pendicular to the major axis of the constant-energy ellipsoid. For silicon at 4.2 K,
the longitudinal and transverse effective masses for electrons near the bottom con-
duction band edge are found in term of the electron rest mass mo as [14]:

m∗
nl = 0.9163mo; m∗

nt = 0.1905mo (1.15)

The effective mass of heavy and light holes near the top of the valence bands is
reported for T = 4.2K as [15]:

m∗
p(V1,V2) = m∗

heavy = 0.537mo; m∗
p(V3) = m∗

light = 0.153mo (1.16)

1.4 Thermal Equilibrium Statistics

Thermal equilibrium is a dynamic state whereby every detail of one process is bal-
anced by its own inverse, on the average at exactly the same rate. This is known
as the principle of detailed balance. This section discusses the thermal equilibrium
distribution of free electrons and holes in silicon.
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1.4.1 The Boltzmann Distribution Function

From the kinetic theory of gases, it is known that the mean kinetic energy asso-
ciated with the motion of one particle is proportional to temperature. At a given
temperature, the average energy of each particle is 3kT/2, where T is the absolute
temperature and k the Boltzmann constant = 8.625× 10−5 eV/K. From statistical
mechanics, the probability Pi of finding a particle in an energy state Ei relative to
the probability P0 being in an energy state E0 is found for a given uniform tempera-
ture T as

Pi

P0
=

e−Ei/kT

e−E0/kT , (1.17)

which for a large number of particles is the same as

Ni = N0e−(Ei−E0)/kT , (1.18)

where Ni is the number of particles at energy Ei, N0 is the number of particles at
energy E0, E0 is the energy level chosen as reference, and Ei the energy at a level i
above or below the reference energy.

The inverse exponential dependence indicates that at a given temperature the
number of particles at energy Ei decreases as Ei increases above E0. This means
that it is more probable to find particles at low energies than at high energies. The
relation also indicates that the probability that a particle “occupies” an energy level
increases as the temperature is increased. One classical example is the distribution
of molecules in a column of an idealized atmosphere at a uniform temperature. The
number of molecules at a height Δh above a reference height h is

Nh+Δh = Nhe−mgΔh/kT = Nhe−ΔE/kT (1.19)

where Nh is the number of molecules at reference height h, m is the molecule mass,
and g is the acceleration of the earth gravity, assumed constant. A relation of the
form of (1.19) is referred to as the Boltzmann distribution function.

1.4.2 Fermi-Dirac Distribution and Density of States

The Boltzmann distribution function applies only to the classical case of noninter-
acting, indistinguishable particles. It does not apply to particles that obey Pauli’s ex-
clusion principle, such as electrons and holes. If, for example, we apply Boltzmann’s
distribution law to quasi-free electrons in a metal, we would find that at near 0 K all
electrons would occupy the single lowest energy state. This, however, violates the
exclusion principle. As the result of Pauli’s principle, each of the 4N states in the
valence band or conduction band in Fig. 1.6 can be occupied by only one electron.
At a given temperature, the number of electrons in a small energy interval of a band
depends on two factors: the probability that an electron will have this energy, and
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the number of available energy states in that interval. At thermal equilibrium, the
probability that an energy E be occupied by an electron is given by the Fermi-Dirac
distribution function

f (E) =
1

1+ e(E−EF)kT
, (1.20)

where EF, referred to as the Fermi level, is a normalizing parameter that is deter-
mined by the requirement that the total expectation number of electrons is equal to
the actual number of electrons involved [6]:

∞∫

0

n(E)dE =
∞∫

0

f (E)N(E)dE = n, (1.21)

where N(E)dE is the density of allowed states in the energy interval dE. The prob-
ability that a level E is not occupied by an electron is then given by

1− f (E) =
1

1+ e(EF−E)kT
. (1.22)

At E = EF, f (E) = 0.5 and there is an equal probability that the level is occupied
or vacant. This is sometimes used to define the Fermi level in a system. At thermal
equilibrium, the Fermi level must be constant throughout a system even if the sys-
tem consists of different materials in contact with each other. In a metal, EF has a
straightforward physical meaning: it is the energy of the highest occupied state near
absolute zero (Fig. 1.15).

Near absolute zero, all levels below EF are filled since the probability f(E) of
finding an electron below EF is 100% (Fig. 1.16). At energies above EF, f(E) is
∼0%. qφm is the minimum energy required to free an electron at the Fermi level
from the metal.2 It is referred to as the work function of the metal. Near 0K, the
probability function shows an abrupt discontinuity between the values 0 and 1. It
becomes more and more gradual as the temperature increases. For energies above or

qφm

EF

Vacuum level

Fig. 1.15 Fermi level in a metal at absolute zero

2 Unless otherwise stated, E, EF, Ei, EC, EV, and Eg, are energies expressed in eV; φ, ψ, χ, are
potentials expressed in V. Thus, energies and potentials have the same numerical value but different
units.
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Fig. 1.16 Probability function f (E−EF) at two temperatures. As the temperature approaches 0 K,
the function becomes a discontinuous step

below the Fermi level EF such that |E−EF| > 3kT , the Boltzmann approximation
can be made by neglecting the “1” in the denominator of (1.22) and the relation
becomes similar to (1.19).

1.4.3 Density of States and Carrier Distribution in Silicon

In a semiconductor, the interpretation of the Fermi level is not as simple as for a
metal. In most cases, EF will be located within the forbidden gap. In this section,
several simplifying assumptions are made to determine the position of EF and cal-
culate the concentration of electrons and holes in intrinsic silicon.

From spectral analysis, it is found that the distribution of energy states N(E)
within a band can be approximated by two half-parabolas peaking near the center of
the band (Fig. 1.17) [2].

Of primary interest is the effective density of states (states per unit volume) near
the band edges since most transitions occur between these two regions. Near the
lower edge EC of the conduction band, the density of states is approximated by

NC(E) ∝
√

(E −EC) cm−3, (1.23)

and near the upper edge EV of the valence band

NV(E) ∝
√

(EV −E) cm−3. (1.24)

The effective density of states is found as [4–7]

NC or NV = 2
(

2πmokT
h2

)3/2(mD

mo

)3/2

cm−3, (1.25a)
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N(E)

EE

Fig. 1.17 Schematic representation of the energy-level distribution within a band and density of
states N(E) [2]

or

NC or NV = 4.82×1015T 3/2
(

mD

mo

)3/2

cm−3, (1.25b)

where mo is the electron rest mass and mD the density-of-state effective mass. For
the silicon conduction band with six minima, mD is given in terms of the longitudinal
and transversal effective masses as

mDe

mo
= 62/3[m∗

l (m
∗
t )

2]1/3 ∼= 1.06 (at 4.2 K). (1.26)

At 300 K, the ratio increases to ∼1.18 [15]. For the valence band, mD is given in
terms of the heavy- and light-hole effective masses

mDp

mo
=

[(m∗
light)

3/2 +(m∗
heavy)

3/2]2/3

mo
∼= 0.59 (at 4.2 K). (1.27)

At 300 K, the ratio increases to ∼0.80 [15]. In the temperature range 200–400 K,
the effective density of states for electrons and holes can be approximated as

NC ∼= 2.80×1019
(

T
300

)1.5

cm−3, (1.28)

NV ∼= 1.02×1019
(

T
300

)1.5

cm−3. (1.29)

NC and NV in (1.28) and (1.29) are convenient values to estimate the density of
conduction electrons and holes. It should be emphasized, however, that the values
are only approximations.

The equilibrium number of conduction-band states that are occupied by elec-
trons, that is, the number of conduction electrons n̄ near EC, is found by multiplying
the probability function f (E) by the number of available states NC

n̄ =
NC

1+ e(EC−EF)/kT
cm−3. (1.30)
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Similarly, the equilibrium number of unoccupied levels in the valence band, that
is, the number of holes p̄ near EV, is

p̄ =
NV

1+ e(EF−EV)/kT
cm−3. (1.31)

The bars over n and p identify them as equilibrium levels. For moderately to
low dopant concentrations, the Fermi level EF is several kT away from the band
edges so that the Boltzmann approximation can be made for f (E) and 1− f (E).
The expressions for carrier concentration can then be simplified to:

n̄ = NCe−(EC−EF)/kT , (1.32)
⇀̄p = NVe−(EF−EV )/kT . (1.33)

Employing the fact that in intrinsic silicon at thermal equilibrium, n̄ = p̄ = ni,
where ni is the intrinsic carrier concentration, it follows that in intrinsic silicon

EF =
EV +EC

2
− 1

2
kT ln

NC

NV
eV. (1.34)

At near 0 K, the Fermi level is exactly half-way between EC and EV, that is, in
the middle of the energy gap since the second term in (1.34) goes to zero. Also, the
valence band is completely full and the conduction band completely empty (n =
p = ni = 0). As the temperature increases, EF moves slightly toward the valence
band because of the difference in the effective mass and hence effective density of
states. At room temperature, for example, EF is about 8 meV below mid-gap. For all
practical purposes, however, EF is assumed to be at mid-gap in intrinsic silicon. It is
also referred to as the intrinsic energy level, Ei. The intrinsic carrier concentration
is then

ni = NCe−(EC−Ei)/kT cm−3. (1.35)
ni = NV e−(Ei−EV )/kT cm−3. (1.36)

From (1.32)–(1.36) it is found that, at thermal equilibrium, the product of
electron and hole concentrations depends only on the energy gap

pn = n2
i = NCNV e−(EC−EV )/kT = NCNV e−Eg/kT cm−6. (1.37)

At room temperature n2
i
∼= 2× 1020 cm−6. Equations (1.10), (1.28), and (1.29)

can be combined to give a practical relation for ni

ni ∼= 2.63×1016T 1.5e−6885/T . (1.38)

A plot of ni as a function of temperature is shown in Fig. 1.18.
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Fig. 1.18 Temperature dependence of intrinsic carrier concentration ni

1.4.4 Doped Silicon

The thermal-equilibrium pn product in (1.37) is extremely useful in device analysis.
While derived for intrinsic silicon, it also applies to doped silicon since it depends
only on temperature and energy gap. The principle of mass action shows that when
the concentration of one type of carriers increases, the concentration of other type
must decrease so that the product remains constant.

As discussed in Sect. 1.2.1, the concentration of free electrons can be increased
by doping silicon with donors, such as arsenic, phosphorus, antimony or bismuth.
Donors become positively ionized when they create free electrons. Similarly, the
concentration of holes can be increased by doping silicon with acceptors, such as
boron or indium. Acceptors become negatively ionized when they create holes.

At low concentrations, practically all dopants are ionized at room temperature.
Consider, for example, silicon doped with 1016 phosphorus atoms per cm3. Near
absolute zero, all donor levels would be filled with electrons, that is, all phosphorus
atoms are not ionized. As the temperature increases slightly above 0 K, a fraction
of donors becomes ionized as some “fifth” donor electrons gain sufficient energy
to “make it” to the conduction band. The temperatures is, however, still too low for
electrons to be excited from the valence band to the conduction band, so the presence
of the valence band can be disregarded in this analysis. Assuming the Boltzmann
approximation, the free electron concentration is estimated by (1.32) as

n̄ = NC e−(EC−EF )/kT .

Since all these electrons come from donors, the neutrality principle requires that
their density be equal to the density of positively ionized donors, that is, to the
density of donors not occupied by electrons defined by
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N+
D = ND e−(EF−ED)/kT . (1.39)

Combining (1.31) and (1.38) gives a relation for EF that is similar to (1.34)

EF =
EC +ED

2
− 1

2
kT ln

NC

ND
. (1.40)

Near 0 K, EF lies exactly halfway between the donor level and the conduction band
edge. As the temperature is increased, EF moves downward toward mid-gap. At
300 K, NC∼2.8×1019 cm−3 and EF lies about 80 meV below the phosphorus level.
Therefore, for ND = 1016 cm−3, the probability for phosphorus to be ionized is
∼96%. One can then assume

n̄ = N+
D
∼= ND. (1.41)

A similar analysis for lightly doped p-type silicon gives

p̄ = N−
A
∼= NA. (1.42)

When the Boltzmann approximation is valid, the Fermi level can also be deter-
mined from (1.32) and (1.35). Taking the ratio, one finds

EF −Ei = kT ln
n̄
ni

eV. (1.43)

Similarly, (1.33) and (1.36) give

Ei −EF = kT ln
p̄
ni

eV. (1.44)

Neglecting the contribution to carriers by thermal generation and utilizing the
neutrality principle, (1.43) and (1.44) can be written as

EF −Ei

q
= φb =

kT
q

ln
N+

D
ni

V, (1.45)

Ei −EF

q
= −φb =

kT
q

ln
N−

A
ni

V. (1.46)

Noting that kT and kT/q are numerically equal, EF and Ei in (1.45) and (1.46) are
divided by q to convert the values from energy (eV) to Volt. φb is referred to as
the Fermi potential. For n-type silicon, EF lies above the intrinsic level Ei and φb is
positive. For p-type silicon, EF lies below Ei and φb is negative (Fig. 1.19).

For temperatures above ∼100K and low dopant concentrations (ND or NA less
than ∼1017 cm−3), impurities are assumed to be fully ionized and (1.44) and (1.45)
can be approximated as

φb ∼=
kT
q

ln
ND

ni
∼= −kT

q
ln

NA

ni
V. (1.47)
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Fig. 1.19 Definition of Fermi potential

For concentrations or temperatures where the Boltzmann approximation is not
valid, the Fermi-Dirac distribution function must be used to give a better approxi-
mation of carrier concentrations. At thermal equilibrium, the Fermi level will “settle
down” to a value that satisfies two conditions, namely the neutrality of the system
as a whole and the statistical distribution for all energy levels involved.

For the general case where the crystal is doped with both donors and acceptors,
the neutrality principle requires that

p̄+N+
D = n̄+N−

A . (1.48)

The Fermi-Dirac distribution for all energy levels involved is

p̄ =
NV

1+ e(EF−EV )/kT
, (1.49)

N+
D =

ND

1+2e(EF−ED)/kT
, (1.50)

where it is noted that the donor is ionized when it is not occupied by an electron and
the factor of 2 in the denominator is due to the fact that when the donor is positively
charged, an electron can be replaced in the level in two ways, spin up and spin
down. After the electron occupies the donor level, it is not possible to place another
electron there. For electron and negatively charged acceptors, the distributions are:

n̄ =
NC

1+ e(EC−EF )/kT
, (1.51)

N−
A =

NA

1+4e(EA−EF )/kT
. (1.52)

The 4 in the denominator comes from the fact that the valence band is two-
degenerate and the impurity can accept one hole of either spin. The third valence
band, V3 in Fig. 1.14 is sparsely populated and neglected in this analysis.

The distribution functions in (1.49)–(1.52) are substituted in the neutrality
expression 1.47. The Fermi level is then calculated by iteration or determined
graphically. When both donors and acceptors are present, silicon is said to be
“compensated” and the net concentration is the difference between ND and NA. An
example of graphical determination of EF is shown in Fig. 1.20. The concentra-
tions of electrons, holes and ionized impurities are plotted as a function of EF for
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Fig. 1.20 Graphical determination of the Fermi level for ND = 1018 cm−3, T = 300K (solid line),
and T = 100K (dashed line)

phosphorus (ionization energy 45 meV at low concentrations). The plot is made for
a phosphorus concentration of 1018 cm−3 at 300 K (solid lines) and 100 K (dashed
lines). The reference energy level is chosen as EV = 0. Since it is assumed that only
donors are present and the hole concentration is practically zero, EF is defined at
the point where n̄ = N+

D .

1.4.4.1 Heavily Doped Silicon

As the dopant concentration increases above ∼1018 cm−3, several phenomena oc-
cur that require extensive modifications to the above relations. This section is not
intended, however, to discuss high-doping effects in detail but to briefly discuss the
mechanisms involved and summarize empirical relations for energy-gap lowering at
high concentrations. Specifically:

1. As the Fermi level approaches the impurity levels and the probability for nonoc-
cupancy of donor levels or occupancy of acceptor levels decreases, an increasing
fraction of impurities become de-ionized.

2. At a concentration of ∼3× 1018 cm−3, the impurity sites can no longer be con-
sidered as discrete because their electron wave functions overlap. This increases
the probability for electrons to be shared between dopant sites and their levels
ED or EA split into a set of allowed energy levels [16].

3. As the dopant concentration is further increased, the energy levels broaden into
bands, as schematically shown in Fig. 1.21 for compensated silicon (both NA and
ND present) [17, 18]. As a consequence of band broadening of impurities, their
ionization energy decreases until it vanishes completely. This occurs at a concen-
tration of ∼3×1019 cm−3 [16]. At this point, it is assumed that all impurities are
ionized.
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Fig. 1.21 Broadening of impurity levels and “band-tailing” shown for compensated silicon at high
concentrations. Eg0 is the low-concentration energy gap [17]

4. Interactions between majority carriers themselves, for example, electron–
electron interactions in the conduction band and between majority carriers
and impurity levels, can no longer be disregarded. These interactions distort
the band structure and create “band-tails” extending into the band-gap, which
reduce the energy gap, as shown schematically in Fig. 1.21 [17]. At still higher
concentrations, the impurity bands merge with the conduction or valence band,
forming single broad bands.

Bandgap Lowering, ΔEg

An increase in the intrinsic carrier concentration ni above the value given in Fig. 1.18
is observed at high dopant concentrations. This is attributed to the lowering of the
energy gap as impurity concentrations are increased (Fig. 1.21). Although exten-
sive theoretical work has been done on heavily doped silicon, there is no agreement
yet on a unified bandgap narrowing model [18–23]. There is, however, considerable
data on ΔEg reported in the literature that can be utilized in device analysis, in par-
ticular bipolar structures, where ΔEg becomes important [24–31]. A typical method
to extract bandgap narrowing is to derive the actual intrinsic-carrier concentration
from minority-carrier injection parameters in the base and emitter of the bipolar
structure (Chap. 3). The bandgap narrowing, ΔEg, is then derived by assuming that
the increase in ni can be fully attributed to ΔEg. Modifying (1.35) and (1.36) yields

n2
i = n2

ioeΔEg/kT cm−6. (1.53)



28 1 Silicon Properties

B
an

d
g

ap
 lo

w
er

in
g

, D
E

g
 (

m
eV

)

Dopant concentration, ND or NA (cm–3)

0

20

40

60

80

100

120

1018 1019 10201017

1017

N
DEg (N ) = 9 +ln

300 K

1017

N
2

+ 0.5ln

Fig. 1.22 Bandgap narrowing versus dopant concentration in the range 1017 to 3 × 1019 cm−3

[24, 25]

In (1.53) ni is the actual intrinsic-carrier concentration and nio is the value for
lightly to moderately doped silicon. The most widely used expression for bandgap
lowering was obtained by fitting the measured ΔEg as a function of acceptor or
donor concentration N into an empirical relation given by [24, 25]

ΔEg(N) = 9

⎧
⎨

⎩
ln
(

N
1017

)
+

√√√√
[

ln
(

N
1017

)2
]

+0.5

⎫
⎬

⎭
meV. (1.54)

The above relation is valid for dopant concentrations below ∼3× 1019 cm−3. A
plot of ΔEg versus dopant concentration is shown in Fig. 1.22.

Experimental values for ΔEg obtained from other sources are reproduced in
Fig. 1.23 [27]. The “apparent bandgap narrowing” in the figure is the value that
would account for an increase in ni if no other heavy doping effects occurred. A fit
that describes the collection of points is given in [27] as

ΔEapp
g = 18.7ln

ND

7×1017 meV. (1.55)

Considerable scattering in the extracted values is, however, still present.

1.5 Carrier Transport

Electric current is defined as the number of charged carriers transported per unit
time across a given surface in a direction normal to it. The transport of carriers can
occur in two ways:
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Fig. 1.23 Apparent bandgap narrowing versus phosphorus concentration (Adapted from [27])

(a) Under the influence of an electric field. The field forces the otherwise randomly
moving carriers to drift in the direction of the field.

(b) Under the influence of the gradient of carrier concentration. In this case carriers
diffuse from regions of high concentration to regions of low concentration.

Both drift and diffusion are involved in different degrees in the transport of carriers.
In both cases, the electric current density depends on the concentration of charged
carriers free to move and their velocities in the direction of current. For electrons

j = qn〈v〉 A/cm2, (1.56)

where: j = current density in A/cm2, n = electron concentration (cm−3),
q = electron charge, 1.60218 × 10−19 C, 〈v〉 = average velocity in the direction
of current (cm/s).

1.5.1 Carrier Transport by Drift: Low Field

At a given temperature, both the free carriers and crystal atoms are in random mo-
tion. The free carriers fly in all directions at their thermal velocity making ran-
dom collisions with lattice atoms. Without external disturbances, electrons and holes
share their thermal motion with the crystal and the carriers, as a group, do not carry a
net current in any direction because, on the average, as many move in one direction
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Fig. 1.24 Exaggerated representation of random carrier motion. a No field: random motion at
thermal velocity, average current is zero. b Applied field: organized velocity component (drift
velocity) superimposed upon thermal velocity component

as in the other. This is illustrated in Fig. 1.24a. Each carrier acquires a thermal
energy of 3kT/2 that is lost after collisions. At thermal equilibrium

1
2

m∗ v2
th =

3
2

kT, (1.57)

where: m∗ = carrier effective mass, vth = carrier thermal velocity, k = Boltzmann
constant, T = Absolute temperature.

Substituting the values for m∗ in (1.57), the room temperature thermal velocities
are found as:

Electrons vth ∼= 1.0×107

Holes vth ∼= 1.3×107 cm/s. (1.58)

The lattice atoms vibrate about their mean positions without contributing to the
current. The vibrations, however, cause collisions to carriers, randomly deflecting
their motion.

A field applied to the crystal causes a departure from thermal equilibrium. For
small electric fields (<5× 103 V/cm), however, the disturbance is very small so
that the thermal equilibrium carrier distribution can be assumed. Holes organize
themselves in the direction of the field and electrons in a direction opposite to the
field (Fig. 1.24b). Since the electron charge is negative, the total current is the sum
of electron and hole current. An exaggerated two-dimensional representation of the
influence of a small electric field on the carrier velocity is shown in Fig. 1.25 which
illustrates the superposition of a drift velocity component upon the thermal velocity.

The force exerted by the field on an electron is F = qE, where q is the charge
of the electron. For a given field, this force is constant. From mechanics, it is
known that when a constant force is applied to a particle, the particle is uniformly
accelerated. Consequently, the drift velocity and hence the current density in (1.56)
would be expected to increase indefinitely under the influence of a constant electric
field. This is in disagreement with Ohm’s law that specifies a constant current at a
given field:
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Fig. 1.25 Exaggerated two-dimensional representation of the influence of an electric field on the
electron velocity distribution

j = σ E A/cm2, (1.59)

where σ is the conductivity of the material, assumed to be constant.
Obviously, there must be frictional forces in a direction opposite to the acceler-

ating force and a balance between forces must be reached rapidly so that the drift
velocity settles at a constant average value. The motion of carriers in the crystal un-
der the influence of a constant field can be compared with the fall of a steel ball in
a viscous medium such as heavy oil. While the constant force of gravity accelerates
the steel ball, the frictional force that the viscous medium exerts on it slows it down.
The friction increases as the velocity of the steel ball increases. Eventually, a point
is reached where the force of gravity and the frictional forces cancel each other. At
this point there will be no net force exerted on the ball that now falls at a constant
limiting velocity. The work done by frictional forces produces a small rise in the
temperature of the medium.

The average electron drift velocity can be expressed by combining (1.56) and
(1.59) as

〈vdn〉 =
σn

qn
E cm/s. (1.60)

The term σn/qn is a material constant that is defined as the electron mobility, μn, in
the crystal. Equation (1.60) can be written as

vdn = μnE, (1.61)

where, for simplicity, the average velocity is defined as vdn instead of 〈vdn〉. Simi-
larly, the drift velocity of holes is expressed as

vd p = μpE, (1.62)
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where μp is the hole drift mobility. From (1.61) and (1.62) it can be seen that the
unit for mobility is cm2/Vs. Electron and hole mobilities are a measure of the ease
with which the carriers move in the crystal. They are very important parameters that
play a key role in device analysis.

It should be noted that electrons and holes move in opposite directions but, since
their charges are opposite their sum is the total current

jn + jp = q(vdnn+ vd p p) = qE(μnn+μp p) A/cm2. (1.63)

The conductivity of the crystal is then3

σ = σn +σp = q(μnn+μp p) S/cm. (1.64)

The resistivity is defined as:

ρ =
1
σ

=
1

q(μnn+μp p)
Ohm− cm. (1.65)

If only donors at a concentration ND are present, then ρ can be approximated as

ρ ∼= 1
qμnND

. (1.66)

Similarly, for only NA

ρ ∼= 1
qμpNA

. (1.67)

In the case where both donors and acceptors are present at different concen-
trations, one type is totally compensated by the other. The carrier concentration is
approximated as the net difference in concentration between the two impurities. The
mobility, however, is affected by the sum of both impurities. For ND = NA, silicon
becomes intrinsic.

1.5.1.1 Scattering Mechanisms

If the crystal were perfect and the atoms not vibrating, there would be no scattering
of carriers by the lattice because the presence of the atoms in the periodic lattice is
already taken into account in the effective mass [6]. Only a departure from ideality
and periodicity acts as a scattering mechanism that obstructs the motion of carri-
ers, reducing their mobilities. The most important scattering mechanisms are lattice
(phonon) scattering and ionized impurity (Coulomb) scattering. Other mechanisms,
such as scattering by neutral atoms at low temperature, crystal-defect scattering,
carrier-carrier scattering, are less important and will be discussed only where appli-
cable. Stress-induced mobility enhancement or degradation is covered in Chap. 5.

3 The unit Siemens (S) is used for 1/Ohm.



1.5 Carrier Transport 33

The carrier mobility is limited by the rate of scattering events along its path.
The scattering events are referred to as collisions. Between collisions, carriers gain
energy from the electric field and transfer this energy to the atoms of the crystal
upon collision. The energy transfer increases the oscillations of crystal atoms and
causes Joule heating. It is also assumed that upon collision a carrier loses all the
energy it gained from the external field and starts over again with a random velocity
after collision. In other words, after collision, the carrier has no memory of what
happened before collision.

Let the probability for a carrier to collide during a small time dt be dt/τ , where
τ is the mean-free time between collisions, assumed to be constant for simplicity.
The gain and loss of energy can now be expressed in one dimension as

∂vdx

∂ t
=

qEx

m∗ (Gain from field) (1.68)

∂vdx

∂ t
= −vdx

τ
(Loss by collisions) (1.69)

In steady state, there is a balance between loss and gain and the net change in
drift velocity is zero

dvdx

dt
=
∂vdx

∂ t
(Field)+

∂vdx

∂ t
(Collisions) = 0. (1.70)

The drift velocity is obtained from (1.68) and (1.70) as

vdx =
qτ
m∗ Ex = μEx cm/s, (1.71)

where the mobility is now defined in terms of the mean-free time between collisions
τ and effective mass m∗. The drift velocity can be increased by increasing τ and
reducing m∗ (Chap. 5).

Suppose that for a given field E the carriers have a certain drift velocity vdx and
that, at time t = 0, the field is instantaneously turned off. Because of collisions, the
carriers will lose their kinetic energy and vdx will rapidly approach zero. The rate of
change by collisions alone is given in (1.68) and the decay follows the relation

〈vdx(t)〉 = 〈vdx(0)〉e−t/τ , (1.72)

where vdx(0) is the average drift velocity at t = 0. The time constant τ is then defined
as the relaxation time for vdx to return to zero when the electric field is turned off,
or to reach its steady state value when the field is turned on. It can be shown that τ
in (1.72) is the same as the mean free time between collisions in (1.68).
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Lattice Scattering

In the presence of thermal vibrations, lattice atoms are compressed or pulled apart
over small regions. Such displacements cause a disturbance to the periodic poten-
tial, creating additional local electric fields that modify the momentum and direction
of carriers. This scattering mechanism is called lattice scattering. The probability of
collisions with the lattice increases with temperature because the number of vibra-
tional modes and the amplitude of oscillations increase with temperature. As the
oscillation amplitude increases, the cross-sectional area for collisions increases. By
treating the lattice atoms as harmonic oscillators, it can be shown that their collision
cross-section, Ac, increases linearly with temperature

Ac ∝ T. (1.73)

For a collision event to be completed, the carrier must find a vacant energy level
to be placed after collision. Therefore, the collision probability will not only depend
on the collision cross-section but also on the number of vacant states available for
the carrier to occupy after collision. In Sect. 1.4.3 it was found that the density of
states slightly above the conduction band edge, EC, or below the valence band edge,
EV , is approximated to be proportional to the square root of energy (1.23 and 1.24).
Since energy is proportional to temperature, it is concluded that the probability of
finding a vacant state in which to place the carrier after collision increases with the
square root of temperature. The collision probability can therefore be assumed to
be proportional to T 3/2. Since the mobility is inversely proportional to the scatter-
ing probability, one can approximate the temperature dependence of lattice-limited
mobility as

μ ∝ T−3/2 cm2/V.s. (1.74)

The measured temperature dependence of mobility does not exactly follow a
T−3/2 rule. Instead, careful measurements show the following dependence for elec-
tron and hole mobilities [32]

μln ∼= 2.10×109T−2.5 cm2/Vs, (1.75)
μl p ∼= 2.34×109T−2.7 cm2/Vs, (1.76)

where μln and μlp are the lattice limited electron and hole mobilities, respectively.
The results do not fully agree with the temperature dependence in (1.74) but this
is not surprising since several simplifying assumptions were made to obtain the
T 3/2 model.

Ionized Impurity Scattering

A carrier moving in the vicinity of an ionized impurity is deflected by the Coulomb
field of the ion. When the crystal is doped with both donors and acceptors, the sum
of all ionized impurities contribute to scattering. In their path near the ion, electrons
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are attracted by donors and repelled by acceptor while holes are attracted by accep-
tors and repelled by donors. The scattering probability can be approximated from a
simplified Rutherford model where it is found that the scattering cross-section Ac is
inversely proportional to the square of temperature [33]

Ac ∝ T−2. (1.77)

The mean free path λ between collisions is defined as

λ =
1

AcNI
, (1.78)

where NI is the concentration of ionized impurities. Combining the above two rela-
tions gives

λ ∝
T 2

NI
. (1.79)

Since the average time between collisions, τ , is the ratio of mean free path to
average velocity and the average velocity is proportional to the square root of tem-
perature (1.57), it follows that

τ ∝
λ
v
∝

T 3/2

NI
. (1.80)

Also, since mobility is proportional to mean free time between collisions, then

μI ∝
T 3/2

NI
, (1.81)

where μI is the ionized-impurity limited mobility. From (1.74) and (1.81) one
would expect the ionized impurity scattering to dominate at low temperature and
the lattice scattering to dominate at high temperature. An analysis based on the
Rutherford scattering model gives the following relation for the ionized-impurity
scattering-limited mobility as a function of temperature and ionized impurity con-
centration [33]

μI =
(8/π)(

√
2/π)((ε2

0ε2
Si(kT)3/2)/q3√m∗)

NI ln[1+(3ε0εSikT/q2N1/3
I )2]

cm2/Vs, (1.82)

where: μI = ionized− impurity limited mobility (cm2/Vs), εSi = relative dielectric
constant of silicon, 11.7, ε0 = permittivity of free space, 8.85418×10−14 F/cm, k =
Boltzmann constant = 8.618 × 10−5 eV/K = 1.38066 × 10−23 J/K, T = absolute
temperature (K), NI = ionized impurity concentration (cm−3), q = 1.60218 ×
10−19 C, m∗ = effective mass (Kg).

Substituting all the numerical values for the physical and material constants,
(1.82) can be written in the simple form
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μI =
AT 3/2

NI ln[(1+B(T 2/N2/3
I ))]

cm2/Vs, (1.83)

With, A ∼= 1.5× 1016 for electrons, A ∼= 7.3× 1015 for holes, B ∼= 2.81× 106 for
electrons and holes.

The dependence of ionized-impurity mobility on temperature can be intuitively
understood by considering that elevating the temperature increases the carrier ther-
mal velocity. This reduces the time a carrier spends in the vicinity of the ionized im-
purity and hence its deflection when it passes the ion, which increases the mobility.

1.5.2 Matthiesson’s Rule

In a simple model, the probabilities for scattering are additive and proportional to the
reciprocals of the relaxation times. The lattice and ionized impurity scattering can
therefore be combined statistically to estimate the effective relaxation time (mean
free-time between collisions)

1
τe f f

=
1
τl

+
1
τI

, (1.84)

where τl and τI are the lattice- and impurity-limited mean free time, respectively.
Since μeff is proportional to relaxation time (1.71),

1
μe f f

=
1
μl

+
1
μI

. (1.85)

The combination of different mobilities in the form of (1.85) is referred to as the
Matthiessen’s rule. The electron and hole mobilities obtained from (1.75), (1.76),
(1.83), and (1.85) are plotted in Fig. 1.26 for 25 ◦C as a function of dopant concen-
tration N. It should be noted, however, that there is appreciable spread in mobility
data in the literature, particularly at higher concentrations [34–39]. Figure 1.27 com-
pares room-temperature mobilities as function of N using the following empirical
expression derived from experimental data by [34], and modified slightly by [35–38]

μ =
μmax −μmin

1+(N/Nref)α
+μmin cm2/Vs. (1.86)

The values for μmax, μmin, (cm2/Vs), Nre f (cm−3) and α are shown in Table 1.1.
The temperature dependence of mobilities is shown in Fig. 1.28 for N = 1015,

1016,1017 and 1018 cm−3. The plots agree fairly closely with those reported in [39].
When combined with the mobility, (1.66) and (1.67) provide a good approximation
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Fig. 1.27 Comparison of electron and hole mobilities at 25 ◦C

of resistivity as a function of impurity concentration and temperature. Figure 1.29
compares the resistivity obtained from the above equations (dashed lines) with mea-
sured results from [40, 41] (solid lines).

1.5.3 Carrier Transport by Drift: High Field

The drift velocity of electrons and holes in silicon is shown as a function of electric
field in Fig. 1.30. The plots are constructed from the following empirical relation
that constitutes a best fit to measured data at 27 ◦C [34]:
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Table 1.1 Values for parameters in (1.86), μ in cm2/Vs, N in cm−3

Reference Electrons Holes

μmax μmin NRe f α μmax μmin NRe f α

[34] 1330 65 8.5×1016 0.72 495 47.7 6.3×1016 0.76
[35] 1360 92 1.3×1017 0.91
[36] 495 47.7 1.9×1017 0.76
[37] 468 49.7 1.6×1017 0.70
[38] 1330.1 88.3 1.295×1017 0.891 461.2 54.3 2.35×1017 0.88
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vd = vm
E/Ec

[1+(E/Ec)β ]1/β cm/s. (1.87)

The values for the fitting parameters are summarized in Table 1.2 [34].
At fields below ∼5×103 V/cm, the drift velocity is proportional to electric field.

The proportionality factor is the mobility, as defined in (1.61) and (1.62). In the
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Table 1.2 Values for fitting parameters in (1.87)

Ec(V/cm) vm(cm/s) β

Electrons 8×103 1.1×107 2
Holes 1.95×104 9.5×106 1

 a  b 

Fig. 1.31 Schematic representation of oscillation modes in a crystal. a Atoms in phase, acoustical
phonons. b Atoms out of phase, optical phonons

range between 5×103 and 5×104 V/cm, the drift velocity increases approximately
with the square root of electric field, that is, the mobility decreases. As the field
increases above ∼5×104 V/cm, the drift velocity begins to saturate to a value close
to the thermal velocity.

The departure from linearity and saturation of velocity can be qualitatively ex-
plained in terms of different vibration mechanisms in the crystal.

Oscillations in the crystal can be visualized by comparing the crystal lattice with
a three-dimensional periodic set of mass-points, spaced at distance a apart and each
attached by identical springs to six adjacent springs. In such a system, a multitude
of standing waves of different wavelengths can be generated at a frequency that
depends on the force-constant of the springs. The minimum meaningful oscillation
wavelength is λ = 2a. Standing waves of any wavelength between 2a and the total
length of the crystal are allowed, with nodes appearing at the system boundaries. In
one dimensional set of N mass-points, for example, one would expect the possible
wavelengths to be

λ =
Na
n

n = 1,2,3, . . .N/2.

In a crystal, there are two modes of oscillation of different frequencies associated
with each wavelength, one in which the two atoms in a unit cell oscillate in phase
and the other where they move out of phase (Fig. 1.31). As in the case of elec-
trons and photons, an oscillation in the crystal has a frequency ν and an associated
quantum of energy E = hν called phonon. When atoms oscillate approximately in
phase, the relative displacement between atoms is very small and the restoring force
is small. Therefore, the frequency associated with such oscillations is small and the
phonon energy is also small. The wave propagation corresponds to ordinary sound
waves in the crystal so they are referred to as acoustical phonons. When the atoms
move in approximately opposite directions, they are characterized by high frequen-
cies, hence high energies, because of the large restoring force associated with the
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opposite motion of atoms. This mode of oscillation is called optical because, if the
atoms were oppositely charged, such as in NaCl crystals, the vibrations give rise
to oscillating electric dipole moments and electromagnetic radiation is emitted or
absorbed during the process.

When a field smaller than ∼5× 103 V/cm is applied to the crystal, the carri-
ers interact predominantly with acoustical phonons because their kinetic energy
is not sufficiently large to generate optical phonons. When the field is varied
in this range, the carriers rapidly exchange energy with acoustical phonons and
reach a new steady-state average velocity that is proportional to the field, that is,
dvd/dE = constant = μo, where μo is the low-field mobility (1.71). In this region,
the carrier temperature does not increase appreciably over the crystal temperature.
As the field increases above ∼5×103 V/cm, the carrier energy increases to a level
where the probability for generation of optical phonons becomes significant. An
increasing fraction of energy gained from the electric field is now lost by generation
of optical phonons and the rate of change in drift velocity decreases: dvd/dE 	=
constant = μ < μo. Therefore, as the field increases above a “critical level” the car-
rier mobility begins to decrease below its low-field value. As the field is increased
above ∼5× 104 V/cm, a point is reached where the carriers lose to the crystal all
the kinetic energy gained by increasing the field. The drift velocity does not further
increase but saturates to its maximum value, vsat . This means that dvd/dE ap-
proaches zero. In this range, the energy imparted by the electric field is transferred
to the crystal and increases the number of carriers at velocity saturation instead of
increasing the carrier drift velocity. In the range above ∼5× 104 V/cm, the carrier
temperature increases above the lattice temperature and carriers are said to be hot.

The effective mobility as a function of electric field can be extracted as the ratio
of velocity to field from (1.87) with the parameter constants defined in Table 1.2 [34]

μe f f =
μo

[1+(E/Ec)β ]1/β cm2/Vs, (1.88)

where μo is defined as vm/Ec. From the values in Table 1.2, μo = 1375cm2/Vs for
electrons and 487cm2/Vs for holes.

When a field is applied to the crystal, there is also the probability that carriers
gain sufficient energy from the field to generate electron–hole pairs by breaking
valence bonds. This process is referred to as impact ionization. When the field is
low, the probability for breaking bonds is extremely small and the generation of
electron–hole pairs by impact ionization can be neglected. As the field is increased,
the probability for impact ionization increases and eventually results in avalanche
breakdown (Chap. 2). Depending on impurity concentration, impact ionization be-
comes significant in the field range 8×104−9×105 V/cm. As the field approaches
∼106 V/cm, the probability for direct band-to-band tunneling increases (Chaps. 2
and 5). Hot-carriers are key device parameters that have become increasingly im-
portant as device dimensions are reduced in deep-submicron and nano-scale tech-
nologies. They will be discussed in more detail in subsequent chapters.
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1.5.4 Carrier Transport by Diffusion

Free particles are in constant random thermal motion. When the particle concen-
tration is uniform and no external disturbance is present, on the average, as many
particles move in one direction as in the other and the net number of particles pass-
ing through a unit area per unit time, the carrier flux in any direction, is zero. In the
presence of a concentration gradient, however, the probability per carrier to move
in one direction can be the same everywhere but since there are more carriers in
a region of high concentration than outside that region, there will be a net flux of
carriers moving outward from the high-concentration region. The flow of particles
in response to a concentration gradient is referred to as diffusion. It is the same pro-
cess that spreads smoke in air. In a semiconductor, electrons and holes are carriers
of charge and their transport by diffusion gives rise to diffusion current. A thorough
analysis shows that the electron diffusion current density in one dimension is

jn(di f ) = qDn
dn
dx

A/cm2. (1.89)

The gradient dn/dx is negative since it points in the direction of decreasing concen-
tration. Since for electrons q is negative, jn is positive. Similarly, the hole current
density in one dimension is

jp(di f ) = −qDp
dp
dx

A/cm2, (1.90)

where Dn and Dp are, respectively, the electron and hole diffusion constants. The
total current density in three dimensions is

j(di f ) = jn(di f ) + jp(di f ) = q(Dn∇n−Dp∇p) A/cm2, (1.91)

where

∇=
∂
∂x

+
∂
∂y

+
∂
∂ z

.

The average carrier velocity in one direction can be obtained from (1.56), (1.90)
and (1.91) as

vn(di f ) = Dn
dn
dx

1
n

cm/s, (1.92)

vp(di f ) = −Dp
dp
dx

1
p

cm/s. (1.93)

1.5.4.1 Total Current Density

Both drift and diffusion contribute in varying degrees to the total current density. In
most cases the two mechanisms may be assumed to be independent events and can
be combined to give the total current density. In one dimension this gives
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jn = jn(drift) + jn(dif) = qμnnE +qDn
dn
dx

A/cm2, (1.94)

jp = jp(drift) + jp(dif) = qμp pE −qDp
dp
dx

A/cm2. (1.95)

The drift terms in the above equations have the same algebraic sign because
the electric field produces conventional current in the same direction for opposite
charged particles.

1.5.4.2 Nonuniform Profile

When the crystal is not uniformly doped, which is the typical case in silicon devices,
the bulk Fermi potential φb in (1.47) becomes a function of position, as illustrated
for n-type silicon at thermal equilibrium in Fig. 1.32. Since the crystal is at thermal
equilibrium, there is no net current and the Fermi level is shown flat with respect
to a reference level, Eref that is chosen to be any convenient value. The energy gap
EC −EV remains constant, but the bands are bent.

The electron electrostatic potential is

V (x) = −EC(x)−Eref

q
V. (1.96)

Because of dopant nonuniformity, there is a built-in electric field

E = −dV
dx

=
1
q

dEC

dx
=

1
q

dEV

dx
=

1
q

dEi

dx
= −dφ

dx
V/cm. (1.97)

This built-in field induces a drift current component that, at thermal equilibrium,
is balanced by a diffusion current component in the opposite direction. This can be

fb

Ei

Eref

EF

EC

EV

Fig. 1.32 Simplified band diagram for nonuniformly doped silicon at thermal equilibrium
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visualized by considering that the concentration gradient in Fig. 1.32 causes elec-
trons to diffuse from right to left but as they diffuse, electrons leave uncompensated
positively charged donor ions behind creating a field that forces electrons to drift
from left to right. At equilibrium, drift is exactly balanced by diffusion for each
type of carrier and the net current is zero. In this case, (1.94) and (1.95) can be
expressed as

qμnn̄E = −qDn
dn̄
dx

, (1.98)

qμp p̄E = qDp
dp̄
dx

. (1.99)

where n̄ and p̄ are the equilibrium electron and hole concentrations.

1.5.4.3 Einstein Relation

In the above equations, the carrier mobility and diffusion constant are both con-
trolled by scattering mechanisms in the crystal. They are independent of each other
and in most cases connected by an equation known as Einstein’s relation [1, 4, 42]

Dn = μn
kT
q

cm2/s, (1.100)

Dp = μp
kT
q

cm2/s. (1.101)

Substituting the above expressions for Dn and Dp in (1.98) and (1.99), respec-
tively, gives important relations between the built-in field and gradient in dopant
concentration as

E = −1
n̄

kT
q

dn̄
dx

= − 1
ND

kT
q

dND

dx
V/cm, (1.102)

E =
1
p̄

kT
q

dp̄
dx

=
1

NA

kT
q

dNA

dx
V/cm. (1.103)

1.6 Nonequilibrium Conditions

When the crystal is at thermal equilibrium, the rate of thermal electron–hole pair
generation in a volume element is balanced by a statistically equal rate of electron–
hole pair recombination. In this case (1.37) is valid

p̄n̄ = n2
i cm−6. (1.104)

A disturbance to this condition occurs when a change in the carrier concentra-
tion is induced by an external stimulus, such as light or applied voltage. When the
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equilibrium concentration is upset, the new concentrations can be larger or smaller
than in (1.104). When the carrier concentrations are reduced

pn < n2
i . (1.105)

If excess carriers are created
pn > n2

i . (1.106)

When the stimulus is removed, the system always tends to restore equilibrium, in the
first case by an excess in thermal generation over recombination and in the second
case by an excess recombination over generation. The next section discusses the
mechanisms involved in the generation-recombination processes.

1.6.1 Carrier Lifetime

Excess carriers can be created, for example, by illuminating the crystal with photons
of energy above ∼1.1eV. If the intensity of light is kept constant, a nonequilibrium
steady-state condition is achieved where the electron and hole concentrations are
larger than their thermal equilibrium values and a new rate of generation is balanced
by a new rate of recombination. Let Δp and Δn be the excess carrier concentrations.
The steady-state concentrations are

p = p̄+Δp, (1.107)
n = n̄+Δn. (1.108)

Since the crystal as a whole must remain neutral, Δp = Δn. In p-type silicon,
holes are the majority carriers and electrons the minority carriers. In this case, Δp
is negligible when compared to p but can be considerably larger than n. Similarly,
in n-type silicon Δn is negligible when compared to n but can be much larger than
the minority p. Assume, for example, p-type silicon with NA = 1016 cm−3. At room
temperature, the hole concentration is ∼1016 cm−3 and, from (1.104), the electron
concentration is ∼2×104 cm−3. If the sample is illuminated with light of intensity
such that Δn = Δp = 1012 cm−3, the percentage increase in the hole concentration is
0.01% while the minority electron concentration increases by eight orders of mag-
nitude. Excess increases in carrier concentrations at such levels are referred to as
low-level minority-carrier injection. The word “injection” describes the increase in
minority carrier concentration above its thermal equilibrium value. Injection param-
eters are central to the operation of bipolar structures, as discussed in Chap. 3.

Excess majority carriers will remain present to neutralize excess minority car-
riers. If, by some means, excess majority carriers could be created in silicon
without a simultaneous increase in minority carriers (such as in accumulated sur-
faces, Chap. 4) and the stimulus instantaneously removed, the excess carriers
would dissipate in an average time, the dielectric relaxation time, that is extremely
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small when compared to the time it takes minority carriers to dissipate (See also
Problem 8). It is the minority-carrier lifetime that plays a key role in device appli-
cations.

At low level injection, one can assume that the rate of recombination of excess
minority carriers is proportional to their concentration

dΔn
dt

= −CΔn, (1.109)

where C is a constant. The decay of excess carriers can then be expressed as

Δn = Δn0e−t/τ cm−3. (1.110)

In (1.110) Δn0 is the excess minority concentration at the time the stimulus was
stopped and τ is the average minority carrier lifetime. This is the time when the
excess minority carrier concentration has decayed to 1/e of its value at the time t = 0.
The minority carrier lifetime is determined by the rate at which excess electrons and
holes recombine, or annihilate. Recombination processes are discussed next.

1.6.1.1 Direct Band-to-Band Transitions

Band to band recombination is a direct transition of an electron from the bottom of
the conduction band to the top of the valence band whereby an electron–hole pair
is annihilated. The rate of this recombination process is expected to be proportional
to the electron and hole concentrations. Such a transition not only involves a loss
in energy but also a loss in momentum (Fig. 1.13). When it does occur, a photon
of energy ∼1.1eV is emitted. The photon, however, cannot handle the momentum
change and the transition becomes very unlikely without assistance of other mecha-
nisms that absorb the excess momentum.

1.6.1.2 Transitions Involving Intermediate States

The minority carrier lifetime in silicon crystals is found to be considerably smaller
than the lifetime expected from the direct band-to-band transition probability. In
low-level injection and for low to moderately doped silicon (1014–1017 cm−3), this
can be explained by the presence of recombination centers in the crystal. These are
energy states distributed within the bandgap and created by impurities other than
dopants and faults in the crystal. The minority carrier can orbit for a short time
around the center with an energy intermediate between the valence and conduction
band edges and give its energy to the crystal in a two-step process, transferring to
the crystal a smaller amount of energy in each step. The different transitions through
intermediate steps are shown schematically in Fig. 1.33 [42]. The centers are shown
at mid-gap for simplicity, but in real crystals this is not the case as can be seen from
Fig. 1.34.
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Fig. 1.33 Schematic model for transitions through intermediate states. Arrows represent direction
of electron transition (Adapted from [42])
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Fig. 1.34 Measured ionization energies for selected deep-level impurities in silicon. Levels above
Ei are referenced to EC and levels below Ei are referenced to EV (Adapted from [43])

From statistical analysis it can be shown that the efficiency of a center to act as
a recombination or generation site is at a maximum when its energy level is exactly
at mid-gap [44, 45].

By assuming an effective density of centers, Nt, located at mid-gap, the rate of
recombination (and generation) of minority carriers can be approximated as

U = σvthNtΔn (electrons) cm−3/s, (1.111)
U = σvthNtΔp (holes) cm−3/s. (1.112)

In (1.111) and (1.112), U = recombination rate (cm−3/s), σ = capture cross
section, assumed same for electrons and holes (cm2), vth = thermal velocity
(∼= 107 cm/s), Nt = effective density of recombination-generation centers (cm−3).

The capture cross section is typically in the range of 10−15 cm2 and assumed
for simplicity to be the same for electrons and holes. The density of intermediate
states depends on the crystal properties and processing conditions. In good crystals
Nt ranges typically from 1011–1012 cm−3. In case of n-type silicon, the hole lifetime
can now be approximated as
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τ =
Δp
U

=
1

σvthNt
s. (1.113)

A similar relation is found for minority-carrier electrons. Generation-
recombination through intermediate states is referred to as the Shockley-Read-Hall
(SRH) process [44, 45].

1.6.1.3 Auger Recombination

Another mechanism for minority carriers to recombine is to transfer its excess en-
ergy and momentum to a third carrier available in its vicinity. This recombination
process is known as Auger recombination and illustrated in Fig. 1.35. Auger re-
combination requires a cluster of free carriers and becomes significant, even dom-
inates, in heavily doped regions (∼1019–1021 cm−3) where free carriers are abun-
dant. Auger recombination plays a key role in bipolar current gain, as discussed
in Chap. 3. In the presence of Auger recombination the effective carrier lifetime is
defined as

1
τn−eff

=
1

τSRH
+ rA(n)n

2 s−1, (1.114)

1
τp−eff

=
1

τSRH
+ rA(p)p2 s−1, (1.115)

where, τSRH = Shockley-Read-Hall lifetime as approximated by (1.114), rA =
Auger recombination rate (cm6/s), n,p = majority carrier electrons and hole con-
centration (cm−3).

The room-temperature electron and hole Auger recombination rates are found
as [46]

rA(n) = 2.8×10−31 cm6/s, (1.116)

rA(p) = 9.9×10−32 cm6/s. (1.117)

3
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3

AfterBefore

Fig. 1.35 Illustration of Auger recombination. A third carrier in the vicinity absorbs the excess
energy and momentum
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1.6.2 Diffusion Length

The equation of continuity for each type of carrier relates the net time-rate of change
of the number of carriers in a volume element to the flow of carriers into and out of
the volume element. It is defined for electrons and holes as

dn
dt

= G− Δn
τn

+
1
q
∇. jn, (1.118)

dp
dt

= G− Δp
τp

− 1
q
∇. jp, (1.119)

where G is the generation rate of carriers per unit volume and time. The second term
in the equations describes the recombination rate and the last term defines the flow
of carriers in and out of the volume element.

Consider, for example, n-type silicon in which electron–hole pairs are generated,
e.g., by light in an elemental region of the crystal [7]. Under steady-state conditions,
the rate of change in the minority carrier concentration is

dp
dt

=
dΔp
dt

= 0. (1.120)

The one-dimensional form of (1.119) can be written in the form

1
q

d jp

dx
= G− Δp

τp
cm−3s−1. (1.121)

If a point is chosen far away from the source of generation, G = 0 and

1
q

d jp

dx
= −Δp

τp
cm−3 s−1. (1.122)

The current density jp has a drift and a diffusion component. Since holes are
minority carriers, they do not contribute appreciably to the total drift current. In
this case, only the diffusion component of hole current is significant and can be
approximated as

jp = −qDp
dΔp
dx

A/cm2. (1.123)

Substituting the above expression in (1.122) gives

d2Δp
dx2 =

Δp
Dpτp

. (1.124)

For regions very far away from the source of generation, one can set x = ∞ and
Δp = 0. The solution of (1.124) with this boundary condition has the form

Δp = Δp0e−x/
√

Dpτp cm−3, (1.125)
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Fig. 1.36 Excess minority-carrier concentration versus distance for three diffusion lengths

where Δp0 is the excess hole concentration at the point of reference x = x0. The
square root term in the exponent is the average distance an excess hole travels be-
fore it recombines. It is the distance at which the excess carrier concentration has
decayed to 1/e of its value at the reference point x = 0 (Fig. 1.36). This value is
referred to as the diffusion length, Lp:

Lp =
√

Dpτp cm. (1.126)

Similarly, for minority carrier electrons

Ln =
√

Dnτn cm. (1.127)

From (1.125) and (1.126), it is concluded that a shorter minority-carrier lifetime
reduces the average distance carriers travel before they recombine.

1.7 Problems

1. The region between source and drain of a MOSFET is uniformly doped with 1018

boron atoms/cm3. Assume a distance of 50 nm between the two regions and find the
average number of boron atoms along a straight line between source and drain.

2. What is the percentage of covalent bonds broken in pure silicon at 100◦C?

3. Silicon is doped with 1016 phosphorus atoms/cm3. At what temperature would
the hole concentration be equal to 10% of the ionized impurity concentration?
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4. Silicon is doped with 1015 phosphorus atoms/cm3. At what temperature is
n = 0.9ND?

5. Calculate the conductivity of pure silicon at 25◦C and for silicon doped with 1016

boron atoms/cm3 plus 1016 arsenic atoms/cm3.

6. The sheet resistance RS of a film is defined as the resistance measured between
two opposite sides of a square of the film. Show that for a film thickness x

RS =
ρ̄
x

where ρ̄ is the average film resistivity.

7. The boron profile in the base of a bipolar npn transistor can be approximated by
an exponential function of the form

NA(x) = 5×1018e−90x

where x is the depth in μm.
Assume a base width of 0.1μm and 25◦C and

(a) Calculate the average base sheet resistance at 25 ◦C.
(b) Show that the built-in field is constant in the base.
(c) Calculate the electron current density for a steady-state injected electron con-

centration of 1015 cm−3 at x = 0.

8. In a homogeneous conductor of conductivity σ and dielectric permittivity ε ,
the mobile charge concentration at time t = 0 is ρ(x,y,z). From electromagnetism
we have

∇.D = ρ;D = εE;J = σE;∇.J = −dρ
dt

.

(a) Show from the above relations that

ρ(x,y,z, t) = ρ(x,y,z, t = 0)e−t/(ε/σ)

(b) Use this result to show that mobile charge cannot remain in the bulk of uniform
material, but must accumulate at surfaces of discontinuity.

(c) Calculate the “dielectric relaxation time” ε/σ for a typical metal and for p-type
silicon with NA = 1015 cm−3 and n-type silicon with ND = 1017 cm−3 [Adapted
from 1].

9. Assume that the n-type emitter of a bipolar transistor is uniformly doped with
1020 cm−3 with all impurities ionized. Estimate the hole diffusion length in the emit-
ter at 25◦C.
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Chapter 2
Junctions and Contacts

2.1 Introduction

A junction is formed when two dissimilar materials come in contact with each other.
The junction between a p-type and n-type semiconductor is called a pn junction. A
heterojunction is formed when the semiconductors on both sides of a pn junction are
not the same. An example of a heterojunction is when one side is made of silicon
and the other of a silicon–germanium alloy. A junction formed between a metal, or a
material of metallic character, and a semiconductor is called a contact. The contact
is ohmic if it exhibits no barrier to majority carriers in either direction, resulting
in a symmetrical current–voltage characteristic with respect to the zero origin. A
rectifying contact is asymmetrical, the resistance to current being much larger in
one direction than in the other.

The pn junction is the fundamental building block for other silicon devices. The
junction shape, profile and characteristics have a direct impact on device parameters.
A thorough understanding of the properties of pn junctions is therefore essential to
the understanding of the operation of transistors and integrated circuits.

Semiconductor device terminals are brought to the “outside world” by means of
contacts and wires. The most important feature of an ohmic contact is its resistance.
Reducing the contact resistance becomes increasingly important as the contact size
is scaled down. Rectifying contacts, in particular Schottky-barrier diodes are used
in specific applications where switching speed is important.

This chapter discusses the physics, technology and characterization of pn junc-
tions and contacts and the relation of their properties to the integrated process.

2.2 PN Junction

Consider two uniformly doped n-type and p-type silicon regions and assume for
simplicity that NA = ND (Fig. 2.1a). Since the regions are uniformly doped, the
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tact. c Donor and acceptor profiles near metallurgical junction. d Space charge (depletion) region
at equilibrium; E: Electric field

electric field inside each region is zero; electrons neutralize positively charged
donors in the n-regions and holes neutralize negatively charged acceptors in the
p-region.

In a thought experiment, let the two regions be instantaneously brought in con-
tact (Fig. 2.1b). Initially, one would expect to find an infinitesimally thin transition
region from p-type to n-type material. In reality, however, such abrupt transitions do
not exist because, as the junction is formed, the large acceptor and donor concentra-
tion gradients at the boundary will cause impurities to diffuse across the boundary.
The transition will then have a finite width within which donors and acceptors are
partially compensated (Fig. 2.1c). The locus of points where donors and accep-
tors exactly cancel each other is called the metallurgical junction. Because of the
large concentration gradients in electrons and holes, electrons diffuse away from
the n-region, where they are majority carriers, into the p-region where they become
minority carriers. Similarly, holes diffuse from the p-region to the n-region. The
diffusion of electrons leaves behind a space charge of uncompensated, positively
charged, fixed donor ions in the n-region. Similarly, the diffusion of holes leaves a
negative space charge of uncompensated, fixed acceptor ions in the p-region.

The charges face each other across the boundary. An electric field is thus created
causing a drift current in a direction opposite to the diffusion current. At equilib-
rium, drift and diffusion current components cancel each other for each carrier type.
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Although there is a constant traffic of carriers in both directions, the net current is
zero. A space charge region is left straddling the metallurgical junction as shown
schematically in Fig. 2.1d. This region is also referred to as the depletion region
since it contains a negligible number of free carriers compared to the neutral re-
gions. Since the crystal as a whole must remain neutral, the positive space charge
must be neutralized by an equal space charge of opposite polarity. This is illustrated
in Fig. 2.1d with field lines drawn crossing the metallurgical junction, emanating
from positive ions and ending on negative ions.

2.2.1 Junction Profiles and Shapes

Junctions of the form in Fig. 2.1 are only found is special cases such as growing a
uniformly doped n-type epitaxial layer on a uniformly doped p-type substrate. Most
modern junctions, however, are formed by diffusion or implantation followed by
an anneal cycle to activate or redistribute impurities and are hence non-uniformly
doped. The resulting junction profile and geometrical shape can be complex, requir-
ing sophisticated two-dimensional or even three-dimensional analytical techniques
and numerical simulation tools to predict their impurity profiles and electrical prop-
erties. These tools must take into account important effects such as concentration-
dependent diffusivities, interaction of dopant species with each other, impact of
process-induced point defects on diffusivity, and segregation effects near surfaces.
There are, however, approximations that can be made on the shape of the impu-
rity profile near the metallurgical junction, depending on the method the junction
is formed. These approximations provide a fast and excellent insight into junction
properties.

2.2.2 Step-Junction Approximation

A step-junction approximation can be made for abrupt transition from p-type to
n-type and uniform concentrations in both regions, as shown in Fig. 2.1. A transition
is considered abrupt if it occurs in a region that is considerably narrower than the
space charge region. When the concentration on one side of the junction is much
larger than on the other (e.g., ND > 10NA), the junction is called a one-side step
junction.

2.2.2.1 Linearly Graded Approximation

A junction is graded when the impurity concentration changes gradually from the
p-side to the n-side. A linearly-graded approximation can be made when the net
impurity concentration changes linearly with distance (Fig. 2.2).
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The profile can be described by

ND −NA = ax cm−3, (2.1)

where a is the concentration gradient in cm−4 and x the distance from the metallur-
gical junction. This approximation can be made, for example, for a junction between
the PMOS drain and the retrograde n-well (Chap. 5), or between the p-type base and
the selectively implanted n-type collector of an NPN transistor (Chaps. 3 and 7).

2.2.2.2 Gaussian, Two-Sided Gaussian Approximation

A Gaussian approximation can be made when the diffusion source is instantaneous,
that is, when a fixed amount of dopants (per cm2) is deposited and subjected to an
anneal temperature whereby it redistributes as a function of time keeping the inte-
grated amount of dopants constant. The resulting one-dimensional Gaussian distri-
bution is of the form

N(x, t) =
φ√
πDt

e−x2/4Dt −NB (2.2)

where

N(x, t) = net concentration versus depth as a function of time (cm−3),
φ = total amount of dopants, or dose (cm2),
D = temperature-dependent dopant diffusivity (cm2/s),
t = time (s),
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Fig. 2.3 Boron diffusion profiles for a fixed surface dose of 1014 cm−2 and three different thermal
cycles. The background concentration is NB = 1016 cm−3. The surface concentration drops as Dt
increases, but the total amount of dopants remains constant

x = depth (cm),
NB = background concentration of opposite polarity (cm−3).

Figure 2.3 illustrates the profile of boron diffusion from a fixed surface source
into a uniformly doped n-type background. The metallurgical junction is the junc-
tion depth x j.

A Gaussian approximation is also made for, for example, phosphorus implanted
at energy E and a dose φ , characterized by a projected range and a standard devia-
tion, or straggle. The concentration versus depth is

N(x) = Npeake−(x−Rp)2/2[ΔRp]2 −NB =
ϕ√

2πΔRp
e−(x−Rp)2/2[ΔRp]2 −NB (2.3)

where

Rp = project range (cm),
ΔRp = standard deviation, or straggle (cm),
Npeak = peak concentration at Rp (cm−3).

Figure 2.4 illustrates the distribution of a phosphorus n-well implanted into
10 Ohm-cm p-type silicon at a dose of 1014 cm−2 and energy of 500 keV.

A Gaussian distribution with a single straggle as given by (2.3) is applicable to
only a few applications. A two-sided Gaussian profile with two straggles ΔRp1 and
ΔRp2 given by
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Fig. 2.5 Two-sided Gaussian profile for implanted arsenic

N(x) = Npeake−(x−Rp)2/2[ΔRp1]2 −NB cm−3, (2.4a)

N(x) = Npeake−(x−Rp)2/2[ΔRp2]2 −NB (2.4b)

is a more adequate approximation for a broader range of implanted and annealed
profiles [1]. Figure 2.5 illustrates a two-sided Gaussian profile for arsenic implanted
at 200 keV at a dose of 5×1013 cm−2. The profile is shown skewed to the right.
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2.2.2.3 Complementary Error-Function (erfc) Approximation

The complementary error function (erfc) approximation is made for the diffusion
profile from a constant-concentration source, typically located at the silicon surface.
The function is defined as:

N(x, t) = N0er f c
(

x
2
√

Dt

)
−NB (2.5)

where N0 is the fixed source concentration at x = 0. The source is continuously
replenished to keep its concentration constant. Figure 2.6 illustrates the diffusion
profile of arsenic at a fixed temperature of ∼1150◦C and a constant surface concen-
tration of 1020 cm−3. As the diffusion time increases, the junction depth, xj increases
while the surface concentration remains constant.

2.2.2.4 Exponential Profile

Sections of profiles such as the emitter and base of an NPN transistor can be ap-
proximated by a simple exponential function as shown in Fig. 2.7. The figure is a
replica of a one-dimensional Secondary Ion Mass Spectroscopy (SIMS) profile taken
through the polysilicon emitter and underlying base. The boron distribution within
the polysilicon is irrelevant. Both approximations are of the form
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N(x) = N0 e−kx cm−3, (2.6)

where N0 is a reference value taken at a reference point labeled as x0, for example,
3×1020 cm−3 at x = 0.15μm for the arsenic-doped emitter in Fig. 2.7. k is a constant
that can be extracted from the profile: for the emitter k ∼= 252.2μm−1 and for the
base, k ∼= 20.4μm−1.

2.2.2.5 Cylindrical and Spherical Shape Approximations

When dopants are introduced through an opening to form a junction of depth x j
below the surface, the species also distribute laterally. The lateral extent of the met-
allurgical junction, x jl , is the distance along the silicon surface from the mask edge
where impurities are introduced into the crystal (Fig. 2.8a). The junction depth and
lateral extent depend on several factors, including temperature and thermal budget,
impurity species and concentration, junction size and doping method. The lateral ex-
tent is typically smaller than the junction depth, ranging from x jl ∼= 0.5x j to x jl ∼= x j.
The actual two-dimensional lateral profile can be approximated from electrical mea-
surements. The profile can also be measured directly with sophisticated analytical
tools, such as 2-D SIMS, or predicted by 2-D or 3-D simulation tools. Figure 2.8b
illustrates a junction formed through a rectangular opening and bounded by silicon
on all sides.
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Fig. 2.8 a Top view of a junction formed through a square opening illustrating corner rounding
and lateral extent. b Junction formed through an opening of length l and width w. The junction
depth is x j . Junction edges are approximated by cylindrical shapes, C, and corners by spherical
shapes, S [2]

The junction edges are approximated by cylindrical shapes and the corners by
spherical shapes [2]. This approximation allows a quick analysis of junction electri-
cal properties in cylindrical or spherical coordinates, as discussed in the next section.

In MOSFETs (Metal-Oxide-Silicon-Field-Effect-Transistors, Chap. 5), the sou-
rce and drain junctions are typically bounded on three sides by dielectric-filled
shallow-trench isolation (STI). The side facing the channel is approximated by a
cylindrical shape. When formed on thin-film silicon-on-insulator (SOI, Chap. 7),
the junction floor is also bounded by the buried oxide (Fig. 2.9).
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Fig. 2.9 Junction dielectrically bounded on three sides

2.2.3 PN Junction at Thermal Equilibrium

Figure 2.1 is a schematic of a pn junction at thermal equilibrium showing the de-
pletion region consisting of only fixed ionized impurities. It also assumes that the
transition from depletion to neutral regions to be abrupt. In reality, the depletion
region is not totally void of free carriers (Fig. 2.10), and the transition from neu-
tral to depletion is gradual (Fig. 2.11). An exact analysis of the junction must take
these two factors into account. One can, however, make a depletion approximation
by defining a depletion region of width xd that is totally void of free carriers and
assume that transitions to the neutral regions are abrupt. The latter assumption is
justified by considering that the transition occurs within a region that is very narrow
compared to xd. The depletion approximation brings with it an artificial discontinu-
ity in electric field at the boundaries, but it simplifies the theory without introducing
an appreciable error in calculations.

The space charge creates a barrier for electron diffusion from the n-side to the
p-side and for hole diffusion from the p-side to the n-side.

The carrier concentrations at the depletion boundaries are assumed to obey the
Boltzmann approximation

n̄p0 = n̄n0e−qVb/kT cm−3, (2.7a)

p̄n0 = p̄p0e−qVb/kT cm−3, (2.7b)

where Vb is the barrier height, also called built-in voltage, np0, pn0 are the minority
electron and hole equilibrium concentrations at depletion boundaries, and nn0, pp0
the majority electron and hole equilibrium concentrations at depletion boundaries.
For the junction described by the carrier concentrations in Fig. 2.10 and (2.7) one
finds Vb ∼= 0.7V at 300 K.
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2.2.3.1 Energy-Band Diagram

The energy-band diagram of a pn junction at thermal equilibrium is drawn by first
considering that the Fermi levels on both sides of the junction must align (Fig. 2.12).
The position of band edges with respect to the Fermi level is then determined as a
function of carrier concentration.

Within the depletion region, the position of band-edge with respect to the Fermi
level varies from point to point. For example, the variation of the conduction band
edge describes the varying potential energy with respect to an arbitrary reference
level that an electron sees as it moves between the points and remains at the band
edge. For uniform n-type and p-type regions, the bands are flat outside the depletion
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Fig. 2.12 Band-diagram for a pn junction at thermal equilibrium

boundaries. Of primary interest is the potential difference, Vb, between the bound-
aries of the depletion regions, which is the built-in voltage. The Fermi potential in
the n- and p-region is

φn =
EF −Ei

q
=

kT
q

ln
n̄
ni

V, (2.8)

φp =
EF −Ei

q
= −kT

q
ln

p̄
ni

V. (2.9)

The potential difference between the depletion boundaries is

Vb = φn −φp =
kT
q

ln
n̄.p̄
n2

i

∼= kT
q

ln
NDNA

n2
i

, (2.10)

where n, p are the thermal-equilibrium carrier concentrations at the depletion
boundaries and ND,NA the dopant concentrations at the depletion boundaries. For
non-uniformly doped n- and p-regions, the built-in field and resulting potential
differences in those regions must be taken into account. In this case, the regions
outside the depletion boundaries are described as quasi-neutral. The built-in voltage
in (2.10) does not include potential differences outside the depletion boundaries.
Depending on dopant concentrations and temperature, the built-in potential can
reach values between 0 and approximately 1V. As the temperature increases, Vb
decreases because of the rapid increase in ni.

The existence of a built-in voltage without externally applied bias is some-
times difficult to visualize because the voltage cannot be measured directly with
a voltmeter. This difficulty may be overcome by analyzing all contacts in the
loop that includes the pn junction and voltmeter. The theory of metal-to-silicon



2.2 PN Junction 67

and metal-to-metal contacts shows that a built-in voltage is created at each of the
contacts. The loop-sum of all built-in voltages must be 0, otherwise one would draw
current without using energy.

2.2.3.2 Poisson’s Equation

Poisson’s equation states that the divergence of electric field in a volume element is
proportional to the space-charge density within that volume1

div E =
ρ

ε0εSi
(2.11)

where ρ is the net charge density defined as

ρ = q(p−n+N+
D −N−

A ) C/cm3. (2.12)

ε0 is the permittivity of free space (ε0 = 8.86×10−14 F/cm) and εSi is the dielectric
constant of silicon (εSi = 11.7). In one dimension, (2.11) is written as

dE
dx

=
ρ

ε0εSi
. (2.13)

The electric field is defined as the force F exerted on a unit charge. For an elec-
tron, E = −F/q. Since force is also defined as the negative gradient of potential
energy and the potential energy of an electron in the conduction band is EC, the
electric field can be defined as

E =
1
q

grad EC V/cm. (2.14)

In one dimension
E =

1
q

dEC

dx
. (2.15)

The gradient is the same for the conduction band, the valence band and the in-
trinsic level since the energy gap is assumed to remain constant. In practice, it is
convenient to use the gradient of the intrinsic level:

E =
1
q

dEi

dx
. (2.16)

The quantity whose gradient is the negative of electric field is called the electro-
static potential, φ . It is defined as

E = −dφ
dx

; φ = −Ei

q
. (2.17)

1 Italic E is used for electric field, normal E for energy.
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The one-dimensional Poisson’s relation can now be defined as

dE
dx

=
d2Ei

dx2 = −d2φ
dx2 =

ρ
ε0εSi

. (2.18)

2.2.3.3 Depletion Region

Poisson’s relation and the Boltzmann approximations are now applied to estab-
lish the field and voltage distributions within the depletion region, and the deple-
tion width.

Step-Junction

The electric field distribution can be visualized by considering field lines emanating
on positive ions in the n-sided depletion region and ending on negative ions in the
p-sided depletion region, and imagining a plane parallel to the metallurgical junction
moving from the n-side to the p-side (Fig. 2.13).

Within the neutral n-region the number of field-lines crossing the plane is, on the
average, zero. As the plane moves into the depletion region, the density of field lines
that cross it, and hence the field intensity, increases linearly. The field peaks when
the plane reaches the metallurgical junction and then begins to decrease linearly to
zero as the plane moves toward the neutral p-region (Fig. 2.14).

The space charge density in the four regions is:
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Fig. 2.13 Schematic of an abrupt pn junction
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Fig. 2.14 Field distribution in an abrupt pn junction

x ≥ xdn and x ≤ xd p ρ(x) = 0, (2.19a)
0 < x < xdn ρ(x) = qND > 0, (2.19b)
xd p < x < 0 ρ(x) = −qNA < 0. (2.19c)

The boundary conditions for Poisson’s equation are:

a) The fields on both sides of the 0-plane must be equal to ensure voltage continuity
at x = 0,

b) The fields must vanish at x = xdn and x = xdp.

From the first condition

∣∣∣∣
dV
dx

∣∣∣∣
0−

=

∣
∣∣∣∣∣

0∫

xd p

ρ(x)
ε0εSi

dx

∣
∣∣∣∣∣
=
∣∣∣∣
dV
dx

∣∣∣∣
0+

=

∣
∣∣∣∣∣

xdn∫

0

ρ(x)
ε0εSi

dx

∣
∣∣∣∣∣
. (2.20)

This simply means that the total charge in the depletion layers on either side of the
junction must be equal and of opposite polarity. For a step junction, the integrals
simplify to

0∫

xd p

ρ(x)dx

ε0εSi
= −qNAxd p

ε0εSi
=

xdn∫

0
ρ(x)dx

ε0εSi
=

qNDxdn

ε0εSi
. (2.21)

Poisson’s equation is integrated twice to obtain the voltage. The first integration
gives the electric field

dV
dx

= − qND

ε0εSi
x+C1, (2.22a)

dV
dx

=
qNA

ε0εSi
x+C2, (2.22b)
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where C1 and C2 are constants. The second boundary condition defines the con-
stants as

C1 = − qNA

ε0εSi
xd p; C2 =

qND

ε0εSi
xdn.

Substituting in (2.22) gives

dV
dx

=
qNA

ε0εSi
(x− xd p) p−side, (2.23a)

dV
dx

= − qND

ε0εSi
(x− xdn) n−side. (2.23b)

Integrating once more gives the voltage distribution within the depletion regions as

V =
qNA

ε0εSi

[
x2

2
− xd p.x

]
+C p−side, (2.24a)

V = − qND

ε0εSi

[
x2

2
− xdn.x

]
+C n−side. (2.24b)

The voltage distribution in the space charge region consists of two parabolas.
The integration constants must be equal because of the boundary condition that the
voltage must be the same coming from either side of x = 0. The voltages at x ≤ xd p
and x ≥ xdn are

Vp = − qNA

2φ0εSi
x2

d p +C, (2.25a)

Vn =
qND

2ε0εSi
x2

dn +C. (2.25b)

The built-in voltage is

Vb = Vn −Vp =
q

2ε0εSi
(Ndx2

dn +NAx2
d p). (2.26)

The built-in voltage found in (2.26) must be the same as in (2.10).
The depletion widths are found by combining (2.21) and (2.26):

xdn =

√
2ε0εSiVb

q
NA

NAND +N2
D

cm, (2.27)

xd p =

√
2ε0εSiVb

q
ND

NAND +N2
A

cm. (2.28)

The total depletion width is:

xd = xdn + xd p =

√
2ε0εSiVb

q

[
1

NA
+

1
ND

]
cm. (2.29)
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When ND � NA, the junction is described as one-sided abrupt and (2.29) simpli-
fies to

xd = xdn + xd p ∼= xd p ∼=

√
2ε0εSiVb

qNA

∼=

√
1.3x107Vb

NA
. (2.30)

Similarly, when NA � ND (2.29) simplifies to

xd = xdn + xd p ∼= xdn ∼=

√
2ε0εSiVb

qND
∼=

√
1.3x107Vb

ND
. (2.31)

Therefore, when one side of the junction is heavily doped, the depletion region
expands almost entirely into the lightly doped region.

The magnitude of electric field in the depletion region peaks at the metallurgical
junction. The magnitude of peak field is

∣∣Epeak
∣∣=

∣
∣∣∣∣∣

q
ε0εSi

xdn∫

0

NDdx

∣
∣∣∣∣∣
=

∣
∣∣∣∣∣

q
ε0εSi

xdn∫

0

NAdx

∣
∣∣∣∣∣

V/cm. (2.32)

The built-in voltage is found by integrating the electric field from xd p to xdn. For a
step junction, it is the area of the triangle bounded by xd p, Epeak and xdn (Fig. 2.14).
The relation between peak field and built-in voltage is then

Epeak =
2Vb

xd
. (2.33)

Small-Signal Junction Capacitance

Small-signal means that the ac voltage applied to measure capacitance is negligible
compared to the built-in voltage, allowing measurement of capacitance with min-
imum disturbance of depletion conditions. A typical signal is a sine-wave of am-
plitude ΔV = 10–15mV and 1 kHz–1MHz frequency. Since the depletion region is
practically void of free carriers, it can be considered as an insulator of dielectric con-
stant εSi sandwiched between a p-type and n-type conductor. Under the assumption
that the charge variation induced by the signal occurs at the depletion boundaries, as
indicated in Fig. 2.15, the system can be treated as a parallel-plate capacitor. During
one half of the signal, ΔV has the same polarity as Vb. The voltage across the deple-
tion regions is then Vb +ΔV and xd p and xdn increase by Δxd p and Δxdn, exposing
additional charge −ΔQ on the p-side and +ΔQ on the n-side (Fig. 2.15). Similarly,
during the second half of the signal where ΔV is of opposite polarity to Vb, the de-
pletion widths decrease by Δxd p and Δxdn, reducing the total charge by ΔQ at each
depletion boundary.

The junction capacitance per unit area is2

2 Unless otherwise stated, C denotes capacitance per unit area, cm−2.
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Fig. 2.15 Variation of space charge at the depletion boundaries in response to a small voltage
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Cj =
ε0εSi

xd
F/cm2. (2.34)

It follows from (2.30) and (2.31) that the capacitance of a one-sided abrupt junc-
tion is

Cj =
√
ε0εSiqN

2Vb
, (2.35)

where N is the impurity concentration on the lightly-doped side.

Linearly Graded Junction

The linearly-graded junction is characterized by a concentration gradient a (2.1).
Assuming the linear approximation to be valid throughout xd , the concentrations at
the depletion boundaries are found from the triangles in Fig. 2.2 as

NA = ND =
1
2

axd . (2.36)

The Boltzmann approximation gives

Vb =
kT
q

ln
a2x2

d

4n2
i

. (2.37)

From the Poisson relation

Vb =
qax3

d
12ε0εSi

. (2.38)

Combining (2.37) and (2.38) results in

Vb =
2kT
3q

ln
3ε0εSia2Vb

2qn3
i

. (2.39)
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Equation (2.39) can be solved iteratively to find Vb. The depletion width is then
found from (2.38)

xd =
(

12εSiVb

qa

)1/3

cm. (2.40)

The field distribution is found as (Fig. 2.16)

E(x) =
qa

2ε0εSi

(
x2 − x2

d
4

)
. (2.41)

The peak field is

Epeak = − qax2
d

8ε0εSi
=

3
2

Vb

xd
V/cm. (2.42)

Comparing (2.42) to (2.33) shows that for equal depletion widths, the
linearly-graded junction exhibits a lower peak field than the abrupt junction.

Integrating (2.41) with respect to x, subject to the arbitrary boundary condition
that V = 0 at x = −xd/2, the voltage as a function of distance is (Fig. 2.16)

V (x) =
qa

6ε0εSi

[
3
(xd

2

)2
x+2

(xd

2

)3
− x3

]
. (2.43)

The small-signal capacitance per unit area is

C′
j =

ε0εSi

xd
=
(
ε2

Siqa
12Vb

)1/3

F/cm2. (2.44)
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Fig. 2.16 Electric field and voltage distribution in a linearly-graded junction
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Arbitrary Junction Profile

This section describes a numerical technique that can be applied to an arbitrary one-
dimensional junction profile. Figure 2.17 shows a PMOS source to n-well profile
for illustration. The second junction in the figure is formed between the n-well and
a uniformly doped ∼10Ω-cm p-type substrate (PMOS and n-well is described in
Chaps. 5 and 7).

The concentration versus depth is typically reported in the form of a graph or two
columns in a table, taking small steps in depth, Δx. The junction, xj, is found at the
depth where NA and ND exactly cancel each other. To find the depletion boundaries:

1. Take the average of two consecutive net concentrations and multiply by q.Δx.
This column yields the incremental charge in both sides of x j.

ΔQp−side = −qΔxN̄A;ΔQn−side = qΔxN̄D C/cm2, (2.45a)

where NA,ND are the average net acceptor and donor concentrations in the inter-
val Δx.

2. Multiply ΔQ by the average distance x of point x from xj and divide by the
dielectric constant. This column gives the incremental voltage ΔV in both sides
of the junction:

ΔV =
ΔQ
ε0εSi

x̄ V. (2.45b)

3. Take the sum of all incremental voltages as a function of distance to x j on both
sides of the junction:

V (x)p−side =∑x j
x ΔV (x); V (x)n−side =∑x

x j
ΔV (x). (2.45c)
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Fig. 2.17 A one-dimensional profile of a PMOS source or drain to n-well junction
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4. Calculate the Fermi potential as a function of distance:

φp(x) = −kT
q

ln
N̄A(x)

ni
; φn(x) =

kT
q

ln
N̄D(x)

ni
. (2.45d)

5. The points where V (x)p−side = φp(x); V (x)n−side = φn(x) are the depletion
boundaries, xd p, and xdn.

6. Verify neutrality by comparing the total charge on both sides of the junction:

∑x j
xd p

ΔQ(x) =−∑xdn
xx j
ΔQ(x). (2.45e)

Applied to Junction 1 in Fig. 2.17, the method defines xd p and xdn, respectively,
at a distance of ∼35nm and ∼50nm from xj. The built-in voltage is found as
Vb = |V (xdn)|+ |V (xd p)| = 0.894V.

Effect of Curvature

A cylindrical junction-edge approximation is used for illustration (Fig. 2.18). The
charge Q per unit area is higher at rj than in the plane portion at xj. This can be
shown by comparing the conical section ABCD to the rectangular section A′B′C′D′

of the same metallurgical junction area. Since the electric field is proportional to Q,
it will be higher on corners and edges than in the plane portion. The field increases
as the edge or corner radius of curvature is reduced. This is sometimes referred to
as the lightning-rod effect.

To first approximation, a one-sided abrupt n+p junction of cylindrical edge of
radius of curvature r j ∼= x j is assumed (Fig. 2.18).3 Since the n-region is heavily
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Fig. 2.18 Cylindrical junction approximation

3 The superscript “+” indicates that the n-region is much higher doped than the p-region. The
following qualifiers are used for the concentration ranges: n, p: 5 × 1015–1018 cm−3; n+, p+ :
1018–1020 cm−3; n++, p++ :> 1020 cm−3; n−, p− : 5×1014 −5×1015 cm−3; n−−, p−− :< 5×
1014 cm−3.
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Fig. 2.19 Definition of cylindrical coordinates

doped, xdn � xd p and r1 ∼= r j. Poisson’s equation in Cartesian coordinates is

∇2V =
∂ 2V
∂x2 +

∂ 2V
∂y2 +

∂ 2V
∂ z2 , (2.46)

and in cylindrical coordinates

∇2V =
∂ 2V
∂ r2 +

1
r
∂V
∂ r

+
1
r2
∂ 2V
∂θ 2 +

∂ 2V
∂ z2 , (2.47)

where x, y, z, θ and r are defined in Fig. 2.19.
Since the potential is symmetrical with respect to z and θ

∂V
∂θ

= 0;
∂V
∂ z

= 0.

For r j ≤ r ≤ r2ρ ∼= qNA (2.47) simplifies to

∇2V =
1
V

d
dr

(
r

dV
dr

)
= −qNA

εSi
. (2.48)

Integrating (2.48) with the boundary conditions E = Epeak at r = r j and E = 0 at
r = r2 gives

Epeak =
r2∫

r j

qNA

ε0εSi
dr =

qNA

2εSi

r2
2 − r2

j

r j
. (2.49)

A second integration with the boundary conditions V = 0 at r = r j, V = Vb at
r = r2 gives [3]
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Vb =
qNA

2ε0εSi

(

r2
2 ln

r2

r j
−

r2
2 − r2

j

2

)

. (2.50)

For an n+ p junction, the built-in voltage Vb is

Vb ∼= 0.55+
kT
q

ln
NA

ni
.

Equation (2.49) can be solved iteratively for r2. The resulting depletion width is
narrower at the edge than in the plane part of the junction.

A similar analysis can be made for spherical corners using spherical coordinates.
The edge of the junction constitutes one quarter of the assumed cylinder. The

capacitance per unit edge-length is found by treating the cylinder as a coaxial trans-
mission line, with the n+ region as the core conductor and the p-region as the man-
tel, separated by the depletion layer as the “insulator” of dielectric constant εSi. The
capacitance per unit edge-length is

Cedge =
πε0εSi

2ln(r2/r j)
F/cm. (2.51)

From the above analysis it is concluded that the capacitance per unit area is larger
at the junction edge than in its flat portion.

2.2.4 PN Junction in Forward Bias

At thermal equilibrium, the drift and diffusion current components are exactly bal-
anced for each type of carrier and the net current crossing the junction is zero. When
a bias voltage is applied to the junction, thermal equilibrium is disturbed. If the volt-
age remains constant, a non-equilibrium steady-state is established in a short time.

This section describes the junction characteristics under forward bias, that is,
when the voltage on the n-side is negative with respect to the p-side or when the
bias on the p-side is positive with respect to the n-side (Fig. 2.20). A forward volt-
age VF reduces the barrier height, increasing the diffusion current component and
reducing the drift component. The result is a considerable increase in the carrier con-
centrations because more carriers cross the junction by diffusion. Therefore, under
forward bias pn > n2

i .
The carriers diffuse from regions where they are majority carriers to regions

where they become minority carriers (Fig. 2.21). This is called minority-carrier in-
jection. Since at any time the region must remain electrically neutral, there will be
a corresponding increase in majority carriers in each region to neutralize the in-
jected excess minority carriers. The majority carriers are supplied by the contacts to
neutralize and also recombine with minority carriers. The total current crossing any
plane through the junction must be the same for all planes through the junction.

When the level of injected minority carriers is small compared to the majority-
carrier concentration, one speaks of low-level injection. For example, the excess
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Fig. 2.21 Electron and hole distribution in an abrupt pn junction under forward bias

minority-carrier electron concentration in Fig. 2.21 is about 1011 cm−3. This is about
six orders of magnitude higher than the thermal-equilibrium electron concentration
but about four orders of magnitude smaller than the majority-carrier hole concen-
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tration. A high-level injection condition occurs when the injected minority-carrier
concentration becomes comparable to the thermal-equilibrium majority-carrier
concentration.

2.2.4.1 Low-Level Injection

To simplify the discussion, it is assumed that the voltage seen at the depletion bound-
aries is the same as applied to the junction contacts, that is, there are no voltage drops
in the regions outside the depletion. It is also assumed that there is no carrier loss
due to recombination within the depletion region. The latter assumption is realis-
tic since the carriers travel at high-speed (velocity saturation) through the depletion
region.

At thermal equilibrium, the carrier concentrations at the depletion boundaries
follow the Boltzmann distribution function as

n̄p0 = n̄n0e−qVb/kT cm−3, (2.52)

p̄n0 = p̄p0e−qVb/kT cm−3. (2.53)

In (2.52) and (2.53) the bar denotes thermal equilibrium and the subscript “0”
depletion boundaries.

When a forward bias voltage VF is applied, the barrier height is reduced to
Vb −VF . Since low-level injection is assumed, the majority-carrier concentrations
are practically undisturbed and the new concentrations are

np0 ∼= n̄n0e−q(Vb−VF )/kT , (2.54)

pn0 ∼= p̄p0e−q(Vb−VF )/kT . (2.55)

Combining (2.52), (3.53), (2.54) and (2.55) gives

np0 ∼= n̄p0eqVF /kT , (2.56)

pn0 ∼= p̄p0eqVF /kT . (2.57)

Therefore, the excess minority carrier concentrations are

Δnp0 ∼= n̄p0(eqVF /kT −1) =
n2

i
p̄p0

(eqVF /kT −1), (2.58)

Δpn0 ∼= p̄p0(eqVF /kT −1) =
n2

i
n̄n0

(eqVF /kT −1). (2.59)

Assuming that all dopants are ionized, (2.58) and (2.59) simplify to
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Δnp0 ∼= n2
i

NA
(eqVF /kT −1), (2.60)

Δpn0 ∼= n2
i

ND
(eqVF /kT −1), (2.61)

where NA, ND are, respectively, the acceptor and donor concentrations at the deple-
tion boundaries. The ratio of excess minority carriers is

Δnp0

Δpn0
∼= n̄n0

p̄p0
∼= ND

NA
. (2.62)

The excess-carrier concentrations induced by a forward voltage VF are in the same
ratio as the majority equilibrium concentrations in the regions from which they are
injected and are in the same ratio of minority-carrier concentrations in the regions
into which they are injected. This result is of basic significance to the operation of
bipolar transistors.

2.2.4.2 The Quasi-Fermi Level

In Chap. 1, the thermal equilibrium electron and hole concentrations were found as

n̄ = nieqφb/kT , (2.63a)
p̄ = nie−qφb/kT , (2.63b)

where φb is the Fermi potential defined as (EF −Ei)/kT . In the presence of injected
carriers, the above relations do not apply and the Fermi level EF loses its meaning. It
is, however, convenient to define separate levels for electrons and holes that, when
substituted in equations similar to (2.63a) and (2.63b) give the actual carrier con-
centration under biasing conditions. These levels are called the electron and hole
quasi-Fermi levels, EFn and EFp. The carrier concentrations are then expressed as

n = nieq(EFn−Ei)/kT , (2.64a)
p = nieq(Ei−EF p)/kT . (2.64b)

The split in Fermi-levels in the presence of excess carriers is illustrated in Fig. 2.22.
Since the equilibrium concentrations are increased by the same amount, that is,

Δn = Δp, the shift in the minority quasi-Fermi level is much larger than the majority
quasi-Fermi level shift, as seen from (2.65).

|EFn −EF | = kT ln
(

1+
Δn
n̄

)
;
∣∣EF p −EF

∣∣= kT ln
(

1+
Δp
p̄

)
. (2.65)

The quasi-Fermi levels show large gradients for minority carriers in the injection
region. The higher the electron and hole current densities, jn and jp, the nearer
the quasi-Fermi levels approach the respective band-edges. Within the space-charge
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Fig. 2.22 Split of Fermi-level into quasi-Fermi levels EFn and EF p under forward bias

region, EFn and EFp are constant as a direct consequence of the assumption that no
recombination occurs within this region. For wide regions Wn and Wp compared to
the minority-carrier diffusion lengths Lp and Ln, that is, Wn � Lp and Wp � Ln,
all excess minority carriers recombine before they reach the contacts. The majority-
carrier quasi-Fermi level practically coincides with its thermal equilibrium value,
indicating that the field created by the injected carriers is negligible. The regions
outside the depletion boundaries are described as quasi-neutral, indicating that the
field is negligible but not zero.

2.2.4.3 Current–Voltage Relation

The one-dimensional continuity equation in steady-state is defined for minority-
carrier electrons and holes as (Chap. 1, Sect. 1.6.2)

d2 pn

dx2 =
Δpn

L2
p

, (2.66a)

d2np

dx2 =
Δnp

L2
n

. (2.66b)

Consider, for example, the continuity relation for holes. The general solution is
of the form

Δpn(x) = C1e−x/Lp +C2ex/Lp , (2.67)

where C1 and C2 are constants of integration to be determined. Since all excess
carriers recombine at the ohmic contact placed at x = Wn, majority and minority
carriers are maintained at their thermal equilibrium values at the contact, that is,
pn = pn. The excess hole concentration Δpn0 at x = xdn is given by (2.59). Defining
x = 0 at xdn and solving 2.66a subject to the above boundary conditions at x = 0 and
x = Wn gives
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Δpn = p̄n0(eqVF /kT −1)
sinh(Wn − x/Lp)

sinh(Wn/Lp)
cm−3. (2.68)

The hole diffusion current density is given in one dimension by (Chap. 1,
Sect. 1.5.4)

jp = −qDp
dΔp
dx

A/cm2. (2.69a)

The excess minority carriers decay with distance due to recombination with
majority carriers (Fig. 2.23). One can assume that at x = 0 (the depletion bound-
ary) the current consists of minority-carrier diffusion only, and as x increases, the
majority-carrier current increases while the minority-carrier current decreases. The
total current must be the same at any plane through the structure. As x approaches
the contacts at Wn and Wp, the carrier concentrations must be at equilibrium values
and the current consists of only majority carriers.

Let the boundary xdn be at x = 0 for simplicity. Differentiating (2.68) at x = 0
and combining with (2.69a) gives the hole diffusion current density as

jp =
qDp p̄n

Lp tanh(Wn/Lp)
(eqVF /kT −1). (2.69b)

A similar relation can be derived for minority carrier electron diffusion current den-
sity in the p-region

jn =
qDnn̄p

Ln tanh(Wp/Ln)
(eqVF /kT −1). (2.69c)

Equations (2.68) and (2.69) apply to arbitrary n- and p-regions of width Wn and Wp.
Two extreme cases can be distinguished, namely, the very wide structure in which
Wn � Lp(Wp � Ln) and the very narrow structure in which Wn � Lp(Wp � Ln).
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Wide Structure

For a wide n-region one can assume that at a certain distance from the depletion
boundary, the excess minority carriers have decayed to zero and x can be set to
infinity. Solving (2.67) subject to this boundary condition gives C2 = 0. The excess
minority concentration is then found to decay exponentially with distance beyond
the depletion boundary as

Δpn = p̄n0(eqVF /kT −1)e−x/Lp . (2.70)

At a distance Lp from the depletion boundary, the excess carrier concentration drops
to 1/e (37%) of its value at the depletion boundary. The gradient of excess minority-
carrier concentration at x = xdn (set as x = 0) is

dΔpn

dx

∣
∣∣∣
x=0

=
p̄n(eqVF /kT −1)

Lp
. (2.71)

For Wn � Lp, tanh (Wn/Lp) ∼= 1 and (2.69c) simplifies to

jp =
qDp p̄n

Lp
(eqVF /kT −1), (2.72)

or jp ∼=
qDpn2

i
LpND

(eqVF /kT −1). (2.73)

A similar relation is found for the minority-carrier electron current density in a
wide p-region

jn ∼=
qDnn2

i
LnNA

(eqVF /kT −1). (2.74)

The total current density is:

j = jp + jn = qn2
i

[
Dp

LpND
+

Dn

LnNA

]
(eqVF /kT −1). (2.75)

Equation (2.75) can be written for the total current of junction area A as

I = I0(eqVF /kT −1) A, (2.76a)

where

I0 = qAn2
i

[
Dp

LpND
+

Dn

LnNA

]
A. (2.76b)

The process-dependent term I0 is sometimes called the saturation current. For
VF>3kT/q, the 1 in (2.76a) can be neglected and the current increases exponentially
with VF (Fig. 2.24). For an ideal junction, the slope of the current–voltage plot is
60 mV/decade at 300 K.



84 2 Junctions and Contacts

60 mV/decade

0.50 0.3 0.4 0.70.6 0.90.80.20.1

Forward voltage (V)

300 K

10−02

10−04

10−06

10−08

10−10

10−12

10−14

10−16

F
or

w
ar

d 
cu

rr
en

t (
A

)

Fig. 2.24 Forward current–voltage characteristic of an ideal pn junction

Narrow Structure

This case is of particular importance because in most practical structures, the
minority-carrier diffusion length is considerably larger than device dimensions and
most recombination takes place at the contacts. For Wn � Lp, a series expansion of
the hyperbolic functions in (2.68) reduces the relation to

Δpn = p̄n0(eqVF /kT −1)
(

1− x
Wn

)
, (2.77)

which says that the excess minority-carrier hole concentration in a narrow n-region
fall-off linearly with distance from the depletion boundary (Fig. 2.25).

The hole current is then

Ip =
qADpn2

i
WnND

(eqVF /kT −1) A. (2.78)

Similarly, the minority-carrier electron current in a narrow p-region is

In =
qADnn2

i
WpNA

(eqVF /kT −1) A. (2.79)
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The total current is given by (2.76a) with I0 defined as

I0 = qAn2
i

[
Dp

WnND
+

Dn

WpNA

]
A.

2.2.4.4 Injection Efficiency

In many applications, particularly bipolar transistors, it is important to increase the
injection concentration of one type of minority carrier while reducing the injection
concentration of the other. The injection efficiency for electrons is defined as

γn =
In

In + Ip
=

In

I
. (2.80)

For Wn � Lp and Wp � Ln, which is typically the case for modern bipolar transis-
tors, (2.78–2.80) give:

γn =
Dn/WpNA

Dn/WpNA +Dp/WnND
=

1
1+DpWpNA/DnWnND

. (2.81)

For example, a higher efficiency for electrons is obtained by increasing ND over
NA, or by increasing Wn over Wp. Similar relations are defined for the hole injection
efficiency.
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2.2.4.5 Non-Uniform Impurity Profile

Non-uniform impurity profiles outside the depletion boundaries create additional
electric fields in the quasi-neutral n- and p-regions. The field induces a drift com-
ponent of minority-carrier current in addition to the diffusion component discussed
in the previous section. Depending on the profile, the drift component can be in the
same direction as the diffusion current, hence enhancing the current, or opposite to
it. It is now shown that both drift and diffusion components can be accounted for by
substituting the integrals of ND and NA in the n- and p-regions for the products WnND
and WpNA in (2.69) and (2.78). Consider, for example, the injection of electrons into
a narrow p-region with Wp � Ln. Let NA(x) and Δnp(x) be the position-dependent
acceptor concentration and excess minority-carrier electrons in the p-region. The
built-in field in the quasi-neutral region is (Chap. 1, Sect. 1.5.4.2)

E = −kT
q

1
NA(x)

dNA(x)
dx

(2.82)

Accounting for both diffusion and drift components and considering that Δnp ≈
np, the total electron current density is

jn ≈ qμn(x)Δnp(x)E(x)+qDn(x)
dΔnp(x)

dx
. (2.83)

Substituting (2.82) into (2.83) and assuming an effective diffusion constant D̃n =
μ̃(kT/q) gives

jn =
qD̃n

NA

[
NA

dΔnp

dx
+Δnp

dNA

dx

]
. (2.84a)

or

jn =
qD̃n

NA

d(NAΔnp)
dx

. (2.84b)

The solution to (2.84b) is [4]

NAΔnp =
jn

qDn

x∫

C

NAdx, (2.85)

where C is a constant of integration. For the narrow p-region, Δnp = 0 at x = Wn and
(2.85) is written as

Δnp =
jn

qDnNA

Wp∫

x

NAdx. (2.86)

At the depletion boundary, the excess electron concentration is

Δnp0 =
jn

qDnNA0

Wp∫

0

NAdx, (2.87)
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where NA0 is the acceptor concentration at the depletion boundary. Combining the
above result with (2.60) gives

jn =
qDnn2

i
∫Wp

0 NAdx
(eqVF /kT −1). (2.88a)

Similarly, for minority carrier holes injected into a narrow n-region:

jp =
qDpn2

i∫Wn
0 NDdx

(eqVF /kT −1). (2.88b)

The integrals in the denominators are called the Gummel numbers. Equations (2.88a)
and (2.88b) are applicable to low- and medium-doped regions. In the general case
where ni and μ vary with position, depending on dopant concentration and energy
gap, (2.88a) and (2.88b) can be written in the form

jn ∼= q(kT/q)
∫Wp

0 (NAdx/μn(x)n2
i (x))

(eqVF /kT −1), (2.89a)

jp ∼= q(kT/q)
∫Wn

0 (NDdx/μp(x)n2
i (x))

(eqVF /kT −1). (2.89b)

The total current is then (2.76a):

I = I0(eqVF /kT −1),

with

I0 = q(kT/q)

[
1

∫Wn
0 (NDdx/μp(x)n2

i (x))
+

1
∫Wp

0 (NAdx/μn(x)n2
i (x))

]

. (2.90)

2.2.4.6 Small-Signal Impedance

For low-level injection and at low frequencies where capacitive effects are negligi-
ble, one can calculate the small-signal impedance r in forward bias, also called AC
or dynamic resistance, in a simple way. Differentiating (2.76a) with respect to VF at
constant T gives

1
r

=
∂ IF

∂VF

∣∣∣∣
T=const

=
qI0eqVF /kT

kT
S, (2.91)

or
r =

kT
qIF

Ohm. (2.92)

r decreases with increasing forward current.
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2.2.4.7 Charge Storage

There is a stored charge associated with injected minority carriers. Consider, for
example, the injection of minority-carrier electrons into the wide p-region of a one-
sided n + p junction (Fig. 2.26). The excess minority electrons concentration decays
with distance as

Δnp = Δnp0e−x/Ln , (2.93)
where x is the distance from the p-sided depletion boundary, and Ln is the electron
diffusion length. The shaded area under the qΔnp(x) curve of Fig. 2.26 represents the
stored charge Qs for a forward voltage VF. Its magnitude can be found by integrating
(2.93) from 0 to infinity and multiplying by the junction area A and electron charge

Qs = qA
∞∫

0

Δnpdx = qAΔnp0Ln C. (2.94)

To first approximation, the stored charge of injected minority-carrier holes into the
heavily doped n+-region can be neglected.

Transit time, τ

The diffusion electron current in a wide p-region In is found at x = 0 as

I = −qADn
dΔn
dx

= qADn
Δnp0

Ln
A. (2.95)
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q�nP
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ΔQs

Qs

X

qΔnp (x) for VF

Fig. 2.26 Increase in minority-carrier stored charge associated with an increase in forward bias
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Combining (2.94) and (2.95) gives the stored charge as

Qs =
IL2

n

Dn
= Iτn C, (2.96)

where τn is the transit time, that is, the average time for the charge Qs to travel
through a distance Ln. It can be seen from (2.96) that the transit time is proportional
to the square for the diffusion length:

τn =
Qs

I
=

L2
n

Dn
s. (2.97)

Diffusion Capacitance

At high frequencies, one must take two important capacitances into account, the
depletion capacitance (Fig. 2.15, (2.35)), and a capacitance associated with the vari-
ation of charge storage of injected minority carriers. For a small increase in forward
bias, ΔVF , there is a corresponding amount of excess minority-electrons Δn and
charge ΔQs = qΔn stored in the p-region (cross-hatched area in Fig. 2.26). The vari-
ation of stored charge with applied forward voltage represents a capacitance called
the diffusion capacitance

CD =
dQs

dVF
F. (2.98)

Combining (2.91), (2.96) and (2.98) gives another definition of diffusion capaci-
tance

CD ∼= τn

re
F. (2.99)

When the forward bias is dropped instantaneously to zero, the stored charge dif-
fuses in both directions and disappears by recombination.

An equivalent circuit of the junction in forward bias is shown in Fig. 2.27. In
parallel to the junction depletion capacitance Cj, there is a diffusion capacitance CD
that is typically orders of magnitude larger than the depletion capacitance.

Cj = εSi/Xd CD≈ tn/re re

Fig. 2.27 Equivalent circuit of a forward biased junction
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For a narrow p-region (Wp � Ln), such as the base of an npn transistor (Chap. 3),
the stored charge is found as

Qs = qAΔnp

Wp∫

0

(
1− x

Wp

)
dx = qAΔnp0

Wp

2
. (2.100)

The diffusion current is
I = −qADn

Δnp0

Wp
. (2.101)

Combining (2.100) and (2.101) defines the stored charge

Qs =
IW 2

p

2Dn
. (2.102)

The diffusion capacitance is

CD =
dQs

dVF
=

W 2
p

2reDn
. (2.103)

The transit time, that is, the time for electrons to travel through Wp, is

τn =
W 2

p

2Dn
. (2.104)

For a narrow p-region of width Wp, the transit time is proportional to the square
of Wp.

Neutrality requires that an excess in majority-carrier holes Δpp = Δnp be present
to balance excess minority-carrier electrons. This means that, as long as excess mi-
nority carriers are present, there will be an equal amount of excess majority carriers.
Without this constraint, excess majority carriers would disappear in a time, defined
in Chap. 1 as the dielectric relaxation time, of the order of 10−11 s, while the minor-
ity carrier lifetime is six to ten orders of magnitude longer.

2.2.4.8 High-Level Injection

High-level injection effects are observed when the injected minority-carrier concen-
tration becomes comparable to the thermal-equilibrium majority-carrier concentra-
tion. The effects are not all observed at the same injection level and the onset of
high-level injection is not an abrupt event. The most important effects are:

1. Voltage drops outside the depletion region,
2. Decrease in injection efficiency,
3. Aided motion of minority carriers by the field created by the gradient in excess

majority carriers.
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There may also be some lowering of the energy-gap caused by the increase in
majority carriers at high-level injection (Chap. 1).

The forward voltage, VF , in (2.89a) and (2.89b) is assumed to appear at the de-
pletion boundaries and not necessarily equal to the externally applied voltage, Va.
In practice VF is always smaller than Va because of the unavoidable voltage drops in
the bulk of the n- and p-regions and at their contacts

VF = Va − IF R, (2.105)

where IF is the forward current and R the sum of all resistances outside the deple-
tion regions, including contact resistance. Taking this IR drop into account, (2.76)
becomes

I = I0(eq(VA−IF R)/kT −1). (2.106)

There is a practical and fundamental reason why the forward voltage seen at the
depletion boundaries cannot approach the junction built-in voltage. When the ap-
plied voltage is increased, IF increases and so does IF R. The difference between Va
and VF increases (Fig. 2.28). The current becomes limited by R, or by Joule heating
causing “catastrophic” failures in the junction leads, contacts, or the junction itself.
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Fig. 2.28 Forward current–voltage characteristic of a pn junction with R = 0, 200 Ohm, and
1 kOhm
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In most cases, however, other high-level effects come into play before a catastrophic
failure occurs.

At high-level injection, the percentile increase in majority carriers becomes sig-
nificant and must be taken into account. Charge neutrality requires that the gradients
in minority and majority carriers be the same

dΔnp

dx
=

dΔpp

dx
. (2.107)

The gradient in excess majority carriers creates an electric field given by a relation
similar to (2.82)

Egrad =
kT
q

1
p

dΔp
dx

. (2.108)

The direction of the field is such as to aid the motion of minority carriers (elec-
trons in this case). The electron current density then consists of a diffusion compo-
nent and a field-aided drift component

jn = qμnnpEgrad +qDn
dnp

dx
= qDn

[
1+

np

pn

]
dnp

dx
. (2.109)

For Wp � Ln and an excess electron concentration Δnp0 at the depletion boundary,
dnp/dx ∼= Δnp0/W p.

In the limiting case where np ∼= pp the current density becomes

jn ∼= 2qDn
Δnp

Wp
∼= 2qDn

n2
i

Wp(p̄p0 +(Δpp0/2))
(eqVF /kT −1). (2.110)

where Δpp0 = Δnp0. Equation (2.110) shows that the “diffusion constant” appears
to double. Also, the majority carrier concentration increases causing the injection
efficiency to decrease.

The voltage externally applied to the junction, Va, is the sum of forward voltage
across the depletion region VF , which is the voltage required to support the electric
field created by the gradient in majority carriers in the quasi-neutral regions Vgrad ,
and voltage losses due to the IR in the bulk and contact resistances

Va = VF +Vgrad + IR. (2.111)

The above relation can be written as

VF = Va −
Wp∫

0

Egraddx− IR. (2.112)

Similar relations can be derived for minority-carrier holes injected into the n-region.
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2.2.5 PN Junction in Reverse Bias

When a reverse bias is applied to a junction, carriers are pulled away from the junc-
tion, the depletion region widens, the barrier height increases and the peak electric
field increases. For low peak fields, below ∼5× 104 V/cm, the measured reverse
current consists mainly of thermally-generated electron–hole pairs. There is some
probability for carriers to gain sufficient kinetic energy from the electric field and
generate electron–hole pairs by direct impact with silicon bonds. This latter process
is referred to as impact ionization. For low peak fields, however, the probability for
impact ionization is small and the measured impact-ionization current is negligible.

As the peak-field increases above ∼= 5× 104 V/cm, the probability for impact
ionization increases until a point is reached where the junction breaks down. At a
peak field above ∼= 9× 105 V/cm, another mechanism known as direct tunneling
comes into play.

This section discusses the junction reverse-characteristics for low electric fields,
where impact ionization and tunneling currents are negligible, and then for high
electric fields.

2.2.5.1 Low-Peak Field

The current–voltage (IV ) and capacitance–voltage (CV ) characteristics of a
reversed-biased pn junction are discussed for small fields where carrier gener-
ation by impact ionization can be neglected. There are two components to the
measured reverse leakage current: electron–hole pair thermal generation and diffu-
sion from outside the depletion region and thermal generation and drift from within
the depletion region.

Depletion Width

An applied reverse voltage, Va, increases the junction barrier from Vb to VR = Vb +
|Va|, where VR is the total reverse voltage. For a step- or linearly-graded junction,
the depletion width is approximated by simply substituting (Vb + |Va|) for Vb in
2.29, 2.30, 2.31, and 2.40. For a junction of arbitrary profile, a similar procedure as
outlined for thermal equilibrium can then be followed by satisfying the criterion in
step 5 (2.45a–2.45e) that the points where

∣∣V (x)p−side
∣∣+ |V (x)n−side| =

∣∣φp(x)
∣∣+ |φn(x)|+ |Va| (2.113)

are the depletion boundaries, xdp, and xdn under reverse bias.
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Fig. 2.29 Depletion width at junction edge as function of reverse voltage and junction radius of
curvature, rj

Effect of Curvature

The effect of radius of curvature on depletion width is shown in Fig. 2.29 for a one-
sided step-junction and different junction curvatures rj. Equation (2.49) is applied to
generate the plots of depletion width versus reverse voltage by simply substituting
Vb with Vb + |Va|. For a given background concentration NA and applied voltage Va,
the depletion width decreases as the radius of curvature in reduced. Note that this
means that decreasing r j leads to a higher electric field.

2.2.5.2 Reverse Leakage Current at Low Field

At low electric fields, the leakage current in a defect-free junction consists of ther-
mal generations of electron–hole pairs outside and within the depletion region. Gen-
erated carriers outside the depletion region diffuse to the junction boundaries and are
swept to the other side of the junction where they recombine. Carriers generated in-
side the depletion region drift to opposite sides of the junction and recombine. The
two leakage components are discussed in this section.

Diffusion Leakage Component: Generation Outside Depletion

When a reverse bias is applied to the junction, the minority carrier concentrations
drop to zero at the depletion boundaries. This is illustrated in Fig. 2.30 for wide
and in Fig. 2.31 for narrow n- and p-regions. The drop in carrier concentration at
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Fig. 2.30 Carrier flow in a reversed biased junction with wide p- and n-regions
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Fig. 2.31 Carrier flow in a reversed biased junction with narrow p- and n-regions

the depletion boundaries creates a concentration gradient whereby minority carriers
diffuse from their corresponding quasi-neutral regions toward the depletion bound-
aries. Once at the boundaries, the carriers are under the influence of the large space-
charge field and drift at approximately velocity saturation to the other side of the
junction where they become majority carriers. The small electric field in the quasi-
neutral regions causes excess majority carriers to drift to the corresponding contacts
and recombine there. This current is limited by the rate of carriers diffusing toward
the depletion boundaries. When the reverse voltage is larger than ∼= 3kT/q (nega-
tive in 2.76a), the exponential term becomes much smaller than the “1” and can be
neglected.
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The reverse current is therefore −I0, the saturation current. For wide p- and
n-regions (shown uniformly doped in Fig. 2.30 for simplicity), the reverse diffusion
current is:

IR = −I0 = −qAn2
i

[
Dn

LnNA
+

Dp

LpND

]
A. (2.114)

For a narrow junction, the most common case (Fig. 2.31), the reverse diffusion
current is:

IR = −I0 = −qAn2
i

[
Dn

WpNA
+

Dp

WnND

]
. (2.115)

Equations (2.114) and (2.115) contain important information on the reverse dif-
fusion current:

1. The current increases with temperature as does n2
i , by a factor of about 4 every

10◦C.
2. For narrow regions, the reverse current depends on the distance between contacts

and depletion boundaries and not on the minority-carrier lifetime.
3. The reverse current does not directly depend on reverse voltage; this is why it is

called “saturation current.” There is, however, an indirect dependence on reverse
voltage related to the widening of the depletion region and narrowing of already
narrow n- and p-regions.

4. The current is limited by how fast the carriers diffuse from the quasi-neutral
regions or contacts to the depletion boundaries rather than how fast they are gen-
erated.

Drift Leakage Current: Generation Within the Depletion Region

When a reverse bias voltage is applied to the junction, majority carriers are removed
from the depletion region and its boundaries so that pn � n2

i . The system tends to
re-establish equilibrium by thermal generation of electron–hole pairs (Fig. 2.32).

In the presence of a strong field within the depletion region, carriers generated
there drift toward the quasi-neutral regions at approximately saturation velocity. The
probability for electron–hole pair recombination within the depletion region is prac-
tically zero. Electrons drift to the n-region and holes to the p-region where they
become majority carriers. The excess majority carriers drift to the contacts where
they recombine with minority carriers. Each pair contributes only one electronic
charge to the external circuit.

For p < ni, n < ni, and equal electron and hole capture cross-sections, the gener-
ation rate is found from statistical analysis as [5, 6]

U = − σvthNT ni

2cosh(Ei −ET /kT )
cm−3s−1, (2.116)

where

U = generation rate per unit volume (cm−3s−1),
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Fig. 2.32 Illustration of electron–hole pair generation and drift within the depletion region

vth = thermal velocity, ∼= 107 cm/s,
σ = capture cross-section, ∼= 10−15 cm2,
NT = density of generation sites or “traps” (cm−3),
Ei = intrinsic energy level (eV),
ET = energy level of generation site (eV).

The energy levels ET are typically created by heavy metals, such as copper, gold,
molybdenum, nickel, tungsten, titanium and zinc. They can also originate at point
defects created by ion implantation or irradiation with other high-energy particles.
The levels are located within the energy-gap, mostly in the vicinity of mid-gap Ei.
The more ET moves away from the mid-gap, the smaller the generation rate since
the probability for transitions from and to one of the bands decreases rapidly. If one
assumes an effective density of traps, NTe f f , located exactly at mid-gap and affecting
the generation rate the same way as the distributed ET, (2.116) simplifies to

U =
1
2
σ vthNTe f f ni. (2.117)

The product σvthNTe f f is the inverse of the lifetime τ . The generation rate can
then be defined as

U =
ni

2τ
. (2.118)
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The generation current is proportional to the volume of the depletion region

Igen =
q
2

ni

τ
xdA A, (2.119)

where A is the junction area in cm2. The current increases with temperature as ni,
approximately by a factor of 2 every 10◦C. It is essentially limited by the rate of
generation within the depletion region. Since xd widens as VR increases, Igen also
increases. For a one-sided abrupt junction approximation, Igen increases with the
square-root of (VR +Vb). The junction perimeter in Fig. 2.32 includes the intercept of
the junction with the surface. The generation at the surface is treated in the same way
as the generation within the bulk of the depletion region [7]. The rate of generation
is determined by the density of surface generation sites (interface “traps,” Nit ) and
characterized by a parameter s defined as

s = σvthNit cm/s. (2.120)

Since s has the dimension of cm/s, it is referred to as the surface recombination-
generation velocity. Typical values for s are 10–100 cm/s. Interface states are dis-
tributed within the forbidden gap and also inside the bands. They are created by the
discontinuity in the crystal lattice and strongly influenced by exposure of the surface
to impurities and radiation during processing or device operation. In (2.120) Nit is
the effective density of states, in cm−2, at the interface between the silicon surface
and the layer covering it, assumed to be located at mid-gap. The surface generation
rate is

Us =
sni

2
cm−3s−1. (2.121)

The surface generation current is proportional to the area of the intercepted
depletion with the surface, As

Is ∼=
qsniAs

2
∼= qsnixdsP

2
A, (2.122)

where xds is the depletion width at the surface and P the junction perimeter in cm.

2.2.5.3 Capacitance–Voltage Characteristics

The small-signal junction capacitance is measured in a similar way as described in
Fig. 2.15. The small signal is superimposed on the reverse voltage and measured as
the reverse voltage is swept from 0 to VR.

The junction capacitance can be treated as a parallel-plate capacitor with the
quasi-neutral p- and n-regions acting as the plates and the depletion region as the
insulator of dielectric constant εSi. The capacitance per unit area is then

Cj =
dQ
dV

=
ε0εSi

xd(VR)
F/cm2, (2.123)
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where VR is the total reverse voltage. For a one-sided step junction with uniform
concentrations N in the lightly doped region

Cj =

√
qNε0εSi

2(Va +Vb)
, (2.124)

where N is the dopant concentration in the lightly-doped region. In this case, the
plot of 1/C2

j versus Va is a straight line and N can be directly extracted from the
slope of the plot and Vb from the intercept with the Va axis (Fig. 2.33). This relation
between small-signal capacitance and applied reverse voltage can be extended to an
n+p or p+n junction with an arbitrary profile in the lightly doped region. Consider,
for example, an n+p junction with an arbitrary distribution NA(x) in the p-region.
A small increment dVR in reverse voltage causes an increase dxd in depletion width
and a corresponding increase in electric field

dE =
dQ′

ε0εSi
= −qNA(x)dxd

ε0εSi
(2.125)

For small increments

dVR ∼= −xd(VR)dE =
qNA(x)d(x2

d)
2ε0εSi

. (2.126)

Substituting x2
d from (2.123) in (2.126) gives:

NA(x) = − 2
qε0εSi

dVR

d(1/C2
j )

. (2.127)
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Equation (2.127) is a relation for the impurity concentration in the lightly doped
p-region as a function of distance from the metallurgical junction. The profile is
found experimentally by increasing the reverse voltage in increments ΔVR and mea-
suring the corresponding change in inverse-square capacitance Δ(1/C′2

j ) and then
applying (2.127) to find N at each point. The corresponding distance from the met-
allurgical junction is approximated by (2.123).

2.2.5.4 High-Peak Field

A pn junction can sustain a limited reverse voltage before breaking down or con-
ducting large reverse current. A typical reverse characteristic of a junction is shown
in Fig. 2.34.

The breakdown voltage, BV, is measured at a specified reverse current, for exam-
ple, 1μA. For BV larger than ∼8V, the mechanism for breakdown is avalanche by
secondary impact ionization. For BV less than ∼4V, the mechanism is by direct tun-
neling, or field ionization of electrons from the valence band to the conduction band.
This section discusses the mechanisms of avalanche breakdown and tunneling.
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Fig. 2.34 Illustration of junction reverse and forward characteristics
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Impact Ionization and Avalanche Breakdown

Initially, as the reverse voltage is increased, the reverse current consists of diffusion
and generation reverse currents discussed above. Carriers entering the depletion re-
gion or generated within the region gain kinetic energy from the large electric field
and drift at approximately saturation velocity through the depletion region, with
electrons going to the n-region and holes to the p-region. The probability for carri-
ers to recombine within the depletion region is practically zero. For electric fields
above ∼5×104 V/cm, the carrier energy becomes comparable to the optical phonon
energy (63 meV) so that the main mechanism for energy loss is by emission of opti-
cal phonons [8]. When the field increases above ∼105 V/cm, a larger fraction of the
carriers gains sufficient kinetic energy from the field to break covalent bonds and
ionize silicon atoms. The generation of electron–hole pairs by this process is known
as impact ionization. Figure 2.35 illustrates the mechanism of impact ionization.
The bands are shown tilted because of the reverse voltage. The Fermi-level in the n-
and p-regions (not shown) are separated by VR.

Consider, for example, the path of one electron in the conduction band. In paths 1
and 2 the electron gains energy from the field and rises above the bottom edge of the
conduction band, EC. The electron loses its energy by optical phonon emission and
the electron falls back to EC. There is a finite probability that the electron free path
is sufficiently large so that it gains more energy from the field. This is shown in path
3. If this energy reaches the threshold ionization energy, EI > Eg, an electron–hole
pair is generated by impact ionization. The original and the new electron are shown
accelerated to the n-side while the generated hole is accelerated to the p-side. The
incident electron is thus multiplied by the generation of secondary carriers in the
junction and the reverse current increases.

+
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2
EV
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Energy gained larger
than � 3/2 Eg 

4
Eg

Fig. 2.35 Illustration of impact ionization in a pn junction
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A simplified model is used to estimate the threshold ionization energy. For a
collision to occur, energy and momentum must be conserved. The momentum of
the incident carrier is redistributed between the two electrons and the hole:

mnv0 = mnv1 +mnv2 +mpv3. (2.128)

v0 is the velocity of the incident electron before collision, and v1, v2, and v3 the
velocities of the three carriers after impact. The energy of the incident electron must
be the sum of energy gap and kinetic energy of the three carriers after impact:

1
2

mnv2
0 = Eg +

1
2

mnv2
1 +

1
2

mnv2
2 +

1
2

mpv2
3. (2.129)

Assuming equal masses and v1 = v2 = v3 = v0/3, the minimum energy for ion-
ization, EI ∼= 1.5Eg. This shows that EI increases with the semiconductor bandgap.

A hole can initiate a similar process. When electrons and holes have energies
≥ EI, an incident current is multiplied by the generation of secondary carriers in the
junction.

The field-dependent ionization rate, α(E), is defined as the number of secondary
carrier-pairs, NS, generated by a single carrier along a path of 1 cm. For a depletion
region of width xd = xdn + xd p

NS =

xd p∫

xdn

α(E)dx. (2.130)

Under the simplifying assumption that electrons and holes have the same ioniza-
tion rate α, an incident current I0 creates I0NS secondaries, the current I0NS creates
(I0NS)NS secondaries, and so on. The total measured current is then [8]

I = MI0 = I0(1+NS +N2
S + . . . ..) =

I0

1−NS
. (2.131)

M is called the multiplication factor found as

M =
1

1−
∫ xd p

xdn αi(E)dx
. (2.132)

When the integral in the denominator of (2.132) approaches unity the multipli-
cation factor increases rapidly. This is the onset of avalanche breakdown.

The ionization rate depends exponentially on the field and is approximated by a
relation of the form [9–13]

αi(E) = ae−b/|E| cm−1. (2.133)



2.2 PN Junction 103

Table 2.1 Ionization parameters from [11]

E-range (V/cm) a (cm−1) b (V/cm)

Electrons 1.75×105 ≤ E ≤ 6×105 7.03×105 1.231×106

Holes 1.75×105 ≤ E ≤ 4×105 1.582×105 2.036×106

Holes 4.01×105 ≤ E ≤ 6×105 6.71×105 1.693×106
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Fig. 2.36 Electron and hole impact ionization rates [11]

The parameters a and b are extracted from charge multiplication measurements and
shown in Table 2.1 [11]. The ionization rates for electrons and holes are shown as a
function of 1/E in Fig. 2.36.

Optical phonon generation and impact ionization are the two major mecha-
nisms by which a hot carrier can lose its energy. For carrier energies smaller than
the threshold ionization energy, EI, the carrier loses its energy mainly to opti-
cal phonons. The reported mean-free path for optical-phonon scattering shows a
wide spread in the range 5.0nm ≤ lr ≤ 10nm. Room-temperature values for lr are
given in [2, 8] as ∼= 7.6nm for electrons and ∼= 5.5nm for holes. As the carrier
energy increases to a value ≥EI, the probability for energy loss by impact ioniza-
tion increases. The reported mean free path for impact ionization is in the range
10nm ≤ lI ≤ 100nm. The effective mean-free path is:

1
le f f

=
1
lr

+
1
lI
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The relative probability for ionization collision to optical-phonon collision is:

r =
lr
lI

For simplicity, it is assumed that if the carrier energy is less than the threshold ion-
ization energy, lI is infinite, and for energies equal or larger than EI, lI is finite and
constant, so that if lr decreases, the ratio r decreases. The temperature dependence
of ionization rate is therefore dominated by the carrier mean-free path for opti-
cal phonon generation and the temperature dependence of phonon energy [14, 15].
When the temperature increases, lr decreases and hot carriers lose more energy to
the crystal lattice by optical phonon scattering along their path within the depletion
region. Consequently, for impact ionization to occur at the same rate, the carriers
must pass through a greater potential difference, that is, larger reverse voltage, to
acquire energies ≥EI. The decrease in ionization rate with increasing temperature is
illustrated for electrons in Fig. 2.37 [15].

Measurements of the multiplication near the breakdown voltage show that the
multiplication factor in (2.132) can be empirically related to the reverse voltage
VR by

M ∼= 1
1− (VR/BV )n , (2.134)

where BV is the breakdown voltage and n ∼= 3. The breakdown voltage decreases as
the dopant concentration in the n- and p-regions increase.
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For a one-sided abrupt junction, BV depends mainly on the concentration in
the lightly-doped region. This is because the depletion width in the heavily-doped
side is negligible when compared to the total depletion width and a carrier traversing
the depletion region has most of its path in the lightly-doped region. Consequently,
the average rate at which it has ionizing collisions with the lattice depends not only
on the field strength but also on the path-length in the depletion region. The break-
down voltage is independent of whether the region is n-type or p-type because in
a “stand-alone” pn junction, BV is a property of both secondary electrons and sec-
ondary holes and not on the type of the primary carrier. The avalanche breakdown
voltage is shown in Fig. 2.38 for a planar one-sided step junction as a function of
background concentration and in Fig. 2.39 for a linearly-graded junction as a func-
tion of gradient [8, 16].

The dashed line in Fig. 2.38 follows an approximate empirical relation for a one-
sided step junction adapted from [16]:

BV ∼= 60
(

N
1016

)−0.7

V. (2.135)

The above relation is applicable to background concentrations smaller than ∼2×
1017 cm−3 where the mechanism of breakdown is by the process of impact ioniza-
tion. The solid line is adapted from measured and calculated data from [4,8,16–18].
For a breakdown voltage less than 4V, which corresponds to a concentration above
∼1018 cm−3, the breakdown is dominated by tunneling. At intermediate breakdown
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Fig. 2.38 Avalanche breakdown voltage for a one-sided step junction as a function of background
concentration
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Fig. 2.39 Avalanche breakdown voltage for a linearly-graded junction as a function of gradient

voltages between 4V and 8V, there is a mixture of impact ionization and tunnel-
ing [8]. In this region, the breakdown voltage does not decrease at the same rate
as in (2.135). This is because the depletion width at breakdown, and hence path-
length, becomes comparable to the mean-free path for impact ionization, so the inte-
grated ionization decreases. Thus, as N increases the “critical” field EC for avalanche
breakdown increases. The dependence of EC on N can be approximated by

EC ≈ 3×104 ln
N

1010 +5.7×10−13N V/cm, (2.136)

where N is the background concentration.
For a linearly-graded junction of gradient a less than ∼2 × 1022 cm−4, BV is

approximated as [16]:

BV ∼= 60
(

a
3×1020

)−0.4

V. (2.137)

This is shown by the dashed line in Fig. 2.39. For larger gradients tunneling comes
into play. The solid line is adapted from measured and calculated data from [8, 16].

For a combination of linearly-graded region and uniform background, the break-
down voltage is intermediate between that of a one-sided step junction and linearly
graded junction [19]. The semi-empirical relations derived in [19] apply to, for ex-
ample, a junction formed between the PMOS n-well and the uniformly doped p-type
substrate (Chap. 5). For an arbitrary junction profile, the breakdown voltage is found
by combining (2.132), (2.133) and Poisson’s equation.
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Effect of Curvature on Breakdown

In planar diffused or implanted junctions with idealized spherical corners and cylin-
drical edges, as illustrated in Fig. 2.8, avalanche breakdown begins at corners and
edges where the field is highest. For a one-sided step junction, the breakdown volt-
age is approximated by [3, 20, 21]

BV ∼= 9.51×1012N−0.7{[(n+1− γ)γn]1/(n+1)− γ} V, (2.138)

where

n = 1 for cylindrical edges, n = 2 for spherical corners,
γ = r j/xd ,
r j = radius of curvature ∼= junction depth,
xd = depletion width at breakdown, in the plane portion of the junction.

Figure 2.40 shows the breakdown voltage for a one-sided abrupt junction with
cylindrical edge and spherical corner approximations as a function of background
concentration. The breakdown voltage for an elliptical junction-edge approximation
has also been analyzed, showing near 25% higher breakdown voltage than for a
cylindrical shape [22]. Calculation of the breakdown voltage for arbitrary edge- and
corner-shapes requires detailed numerical analysis.
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indicated in Fig. 2.18 (After Sze and Gibbons [20], c© 1981, Bell Telephone Labs., Inc., reprinted
with permission)
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Effect of Temperature on Breakdown

As the lattice temperature increases, the ionization rate decreases due to an in-
crease in the optical-phonon collision rate, as discussed in the previous section.
The breakdown voltage therefore increases with temperature [14, 23]. The normal-
ized breakdown voltage is shown as a function of temperature in Fig. 2.41. The
ratio BV (T )/BV (300 K) increases at low concentrations. Although the probability
for both impact ionization and optical-phonon scattering increases as the depletion
region gets wider, the loss of energy to optical phonons is more significant.

Tunneling and Zener Breakdown

Tunneling is the penetration of electrons through a barrier rather than crossing over
it. From quantum mechanics, it is known that electrons can penetrate into a potential
barrier for a short distance. If the barrier in a pn junction, which is the distance
between the valence band and conduction band edges, is thin enough, there is a finite
probability for direct excitation of electrons from the valence band in the p-side
into the conduction band in the n-side. This occurs when both sides of the junction
are doped at high concentration, above ∼5×1017 cm−3, and both depletion regions
are thin whereby a high peak field is obtained for a small reverse voltage. If the
peak field approaches ∼106 V/cm, the probability for electron tunneling increases
rapidly and a large reverse tunneling current is measured in addition to the impact
ionization current. The mechanism for this field-assisted band-to-band transitions
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Fig. 2.42 Comparison of Zener and avalanche breakdown versus background concentration for a
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is known as field ionization. As the concentrations increases above ∼1018 cm−3,
the depletion width and hence the path-length traveled by hot carriers becomes so
short that the probability for carriers to gain energy and create electron–hole pairs
by impact ionization decreases to the point where tunneling becomes the dominant
breakdown mechanism. This breakdown mechanism is also referred to as Zener
breakdown after Clarence Zener [24].

Figure 2.42 compares Zener and avalanche breakdown as a function of back-
ground dopant concentration in a one-sided step junction.

To estimate the width of the barrier, consider the band bending in Fig. 2.43.
The slope of the band may be approximated as qVR/xd where VR = Va +Vb,Va is
the externally applied voltage, Vb the built-in voltage and xd the depletion width.
The slope is also Eg/qΔx where Eg is the energy gap and Δx the barrier width.
Therefore,

Δx ≈ Eg

q
xd

VR
. (2.139)

For a one-sided abrupt junction, the width of the depletion region is given by (2.30)
and (2.31) as

xd ∼=

√
2ε0εSiVR

qN
, (2.140)

where N is the background concentration and VR is the total reverse voltage (VR =
Vb + |Va|). The barrier width is then
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Fig. 2.43 Simplified model to extract the barrier width

Δx ≈ Eq

q

√
2ε0εSi

qNVR
. (2.141)

Thus, the tunneling distance is inversely proportional to
√

NVR.
A detailed discussion of tunneling in pn junctions can be found in Chap. 9 of [8].

The tunneling current density, jT , is given as [8]

jT = k1e−k2 ,

with

k1 =
√

2m∗q3 |E|VR

4π3h̄2√Eg
, (2.142)

k2 =
π
√

m∗E3/2
g

2
√

2q |E| h̄
.

In (2.142) m∗ is the effective electron mass, Eg the energy gap, VR the reverse volt-
age, h̄ = h/2π the reduced Planck constant, and E the electric field. For a one-sided
step junction

|E| = qNxd

εSi
. (2.143)

Substituting (2.140) and (2.143) in (2.142) simplifies the relation to:

JT ≈ 5.57×10−2
√

NEgV 3
R e−(7.25×1010E1.5

g /
√

NVR). (2.144)
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It is possible to distinguish between impact ionization and tunneling current by mea-
suring their temperature dependence. The impact ionization current decreases with
increasing temperature due to increased scattering, while the tunneling current in-
creases because of the reduction in energy gap.

2.3 Contacts

When a metal is placed in contact with a semiconductor, an energy barrier is typi-
cally created between the two materials, resulting in a rectifying contact. To form an
ohmic contact to the semiconductor, the contacted region must be doped to a high
concentration to allow tunneling through the barrier, or have a very high recombi-
nation velocity such that carrier concentrations remain at thermal equilibrium [4].
This section discusses the properties of these two types of contact.

2.3.1 Rectifying Contacts, Schottky Barrier Diode

The rectifying contact may be the oldest semiconductor component used in elec-
tronics. The rectifying behavior of a metal-semiconductor contact was discovered
by K. F. Braun in 1874 [25]. Figure 2.44 shows a current–voltage characteristic of a
point contact between a metal wire and a lead-sulfide crystal taken in 1877 [25,26].

CURRENT

VOLTAGE

Braun
1877

Fig. 2.44 Current–voltage characteristic of metal wire contact to lead sulfide crystal [27]. (Adapted
from [2])
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A large current is observed when the metal is positive and very little current
when the metal is negative with respect to the semiconductor. This was puzzling
since the metal has a high density of electrons and, with the metal negatively biased,
electrons are crowded against the interface with the semiconductor. It is now known
that a barrier exists between metal and semiconductor and the barrier increases with
increasing reverse voltage. The rectifying contact is called a Schottky-Barrier Diode
(SBD), after Walter Schottky who first developed a model for rectification [28].

The current–voltage characteristics of rectifying contacts are similar to those
of pn junctions, but the underlying mechanisms for forward and reverse currents
are fundamentally different. In particular, the forward current in a Schottky-barrier
diode consists mainly of majority carriers while in pn junctions, minority-carrier
injection is the primary mechanism. Schottky-barrier diodes are therefore advan-
tageous where the switching speed is critical. The structure has also found appli-
cations in microwaves, MESFETs (Metal-Semiconductor Field-Effect Transistors),
solar cells, photodetectors, and MOSFET source/drain contacts (Chap. 5). A review
of rectifying metal-semiconductor contacts can be found in [29].

2.3.1.1 The Barrier

Starting with an isolated metal in vacuum, there is a barrier between the highest en-
ergy level occupied by electrons in the metal and the lowest energy level that can be
occupied by an electron in vacuum. This barrier is called the workfunction φm of the
metal (Fig. 2.45). The workfunction of a material is the minimum energy required
to bring an electron from the Fermi level of the material to the vacuum level.

The main features of a model for a rectifying metal-semiconductor structure are
illustrated for n-type silicon in Figs. 2.46 and 2.47 [28].

Metal Fermi level

Energy

Vacuum level

φm

Fig. 2.45 Diagram of electron energy showing the metal workfunction, φm
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Fig. 2.46 Energy band diagram of separated metal and n-type Si

Figure 2.46 shows a simplified energy band diagram for separated metal and
crystal. The minimum energy required to bring an electron from the bottom of
the conduction band of the semiconductor to vacuum is called the electron affinity,
χSi. φSi and φFn are, respectively, the silicon workfunction and Fermi potential. For
n-type silicon, the Fermi level is typically at a higher energy than the metal Fermi
level. Because of this workfunction difference, the potential energy of an electron
in vacuum next to the metal is larger than that of an electron next to silicon. When
the two materials are brought in contact, electrons momentarily flow from silicon to
the metal and thermal equilibrium is established (Figs. 2.47a and 2.47b).

A potential difference (φm − φSi) is established between metal and silicon. For
a large spacing x between the two materials an electric field of approximately
(φm − φSi)/x is created. Actually, part of the field must be within the metal and
silicon. Since the electron concentration in the metal is very high, one can neglect
the voltage drop and field penetration in the metal. In silicon, the potential drop and
field penetration become significant as the spacing x decreases to a value of atomic
dimension, δ (Fig. 2.47a). The gap is so thin that electrons can easily pass through
it by tunneling. Eventually, as δ approaches zero, all potential drop occurs in silicon
within a layer xd , as shown in Fig. 2.47b. Within xd , electrons are depleted leaving
behind positively ionized fixed donors. Analysis of the barrier thus created is similar
to that of a p+n step junction.

In this idealized model, the barrier seen by electrons in the metal is the energy
difference between the Fermi level and the conduction band edge at the surface

φB = φm −χSi (n−type),

φB =
Eg

q
− (φm −χSi) (p−type).

(2.145)

The barrier seen by an electron at the bottom of the silicon conduction band is Vb
in Fig. 2.47b [30].
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Fig. 2.47 a Energy band diagram of an idealized metal–silicon contact at thermal equilibrium,
showing a thin gap σ . b Energy band diagram of an idealized metal to n-type silicon contact at
thermal equilibrium for σ = 0

The barrier obtained from (2.145), however, typically differs from measured val-
ues. For example, the workfunction of aluminum is φm ∼= 4.25V and the silicon
affinity χSi ∼= 4.05V. Equation (2.145) should then yield an idealized barrier height
of 0.2 V while measured barriers range from 0.5 V to 0.9 V for aluminum. Bardeen
explained the observed difference by including the effects of surface states in Schot-
tky’s model, noting that for high surface state concentrations, the barrier is almost
independent of the metal workfunction [31].

Surface states are unavoidable because of the termination of the silicon lattice
[32,33]. Surface states are of donor or acceptor type and assumed to be continuously
distributed in energy within the bandgap.
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Fig. 2.48 Effect of Fermi-level position with respect to neutrality-level surface charge and band
bending. a Neutral surface, b Net negative surface charge, c Net positive surface charge

Figure 2.48 illustrates schematically the distribution of surface states within the
band gap and inside the conduction and valence band for a free silicon surface. Also
shown is the charge neutrality level, φ0. When the Fermi level EF coincides with φ0,
surface states below EF are filled and above are empty so that the net charge of all
surface states is zero, that is, the surface is neutral. If EF is below φ0, the net surface
charge is positive and if EF is above φ0, the net surface charge is negative.

When a metal is brought into contact with the silicon surface, several modifi-
cations to the surface will occur. In particular, the initial concentration of surface
states will change because of the proximity of metal atoms and an interfacial layer
of atomic dimension typically forms at the interface. The resulting band-diagram is
shown in Fig. 2.49a, illustrating the presence of a gap of atomic thickness δ and an
associated voltage drop Δ. Similar to the idealized case without surface states, all
voltage drops within the space charge region in silicon when δ and Δ approach zero
(Fig. 2.49b).

If the surface state density is high, a minor displacement in the Fermi-level from
the neutrality level causes a large change in surface charge. If EF drops slightly be-
low φ0, there is a large positive charge and part of the field lines terminating on
the metal emanate from this charge rather than from the ionized impurities in sil-
icon. Similarly, when EF moves above φ0, there is a large net negative charge at
the surface and the barrier height increases. The Fermi level tends to be locked into
(pinned to) the charge neutrality level so that the barrier becomes almost indepen-
dent of the metal. Also, the observed metal workfunction becomes dependent on the
surface state density. An apparent metal workfunction, φm−app, is then measured
that is different from the vacuum workfunction φm. The barrier, therefore, depends
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Fig. 2.49 Metal–silicon contact illustrating Fermi-level pinning by high surface-state density.
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on the silicon surface properties. This is particularly the case when the surface is
chemically treated.

Bardeen’s theory on surface states is approximated as [34, 35]

φB ≈ γ(φm−app −χSi)+(1− γ)
(

Eg

q
−φ0

)
. (2.146)

Eg is the energy gap, φ0 the neutrality level, χSi the electron affinity in silicon,
φm−app the apparent metal work function. γ is given by

γ =
εgap

εgap +q2δ Dit
, (2.147)

where εgap is the permittivity of the interfacial layer (3.9ε0 in case of silicon-
dioxide), δ the gap thickness, and Dit the density of surface states per eV and per
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unit area. For Dit = 0, γ = 1 and φB = φm − χSi, as is the case for an idealized
Schottky model. When Dit tends to infinity, γ tends to zero and φB = Eg

q −φ0.

2.3.1.2 Image Force Barrier Lowering

As an electron approaches a conducting plane in vacuum, the conductor becomes
polarized and exerts an attractive force on the electron. For large distances x from
the conductor compared to interatomic dimensions, the conductor can be consid-
ered homogeneous [36]. An electrostatic field is produced as if there were a positive
charge located at the mirror image of the electron in the plane of the metal-vacuum
interface. Since the image charge is of opposite polarity, it lowers the potential en-
ergy of the approaching electron by −q2/4x. Figure 2.50 illustrates this effect for a
metal-semiconductor contact where φB0 and VB0 indicate the barrier heights without
consideration of image-force lowering.

The location of the saddle point xm and the barrier lowering Δφ in Fig. 2.50 are
given as [2, 37]

xm =
√

q
16πε0εSiE

, (2.148)

Δφ =
√

qE
4πε0εSi

= 2Exm, (2.149)

where E is the externally applied field. Δφ depends on the maximum field that would
exist without image-force lowering and is a function of applied bias. For an elec-
tric field of 105 V/cm, xm ∼= 1.75nm and Δφ ∼= 35mV. The barrier increases with
increasing forward bias and decreases with increasing reverse bias.

EC
EF

Silicon

φB0
Vb0

Metal

x

P
ot

en
tia

l e
ne

rg
y

EC

xm

Silicon

φB0
Vb0

Metal

Δφ
c

a b

EF

Fig. 2.50 Image-force barrier lowering. a Schottky barrier, b Image potential, c Resultant [35]
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2.3.2 Current–Voltage Characteristics

The current–voltage characteristics are discussed here for n-type silicon. The dis-
cussion can be applied to p-type silicon with appropriate changes in polarities.

2.3.2.1 Forward Bias

When a forward voltage VF is applied to the contact, the barrier seen by electrons in
the silicon conduction band is reduced Vb −VF (Fig. 2.51).

The total current measured under forward bias is a combination of:

a) Thermionic emission of majority-carrier electrons from silicon conduction band
into the metal,

b) Injection of minority-carrier holes from the metal interface into silicon,
c) Tunneling of electrons from the silicon conduction band into the metal.

Tunneling is only significant for dopant concentrations above ∼1018 cm−3, such
as in Ohmic contacts.

EC

EF

(Vb–VF)

Metal

Thermionic emission

EC

EF

Silicon

φB0 – Δφ

Metal

Thermal equilibrium

VF

Vb

Silicon

Forward bias

a

b

Fig. 2.51 Band diagram of Schottky barrier. a Thermal equilibrium, b Forward bias
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Thermionic Emission

Thermionic emission from a metal can be described as the “evaporation” of elec-
trons that possess energies larger than the metal workfunction, whereby the emission
current density is given as [38]

j = AT 2e−qφm/kT A/cm2, (2.150)

where A is the Richardson constant defined as:

A =
4π q m0 k2

h3 A/cm2K2. (2.151)

In the above equations, T is the absolute temperature, φm the metal workfunction,
q the electronic charge, m0 the free-electron mass, k the Boltzmann constant, and h is
Planck’s constant. The theoretical value of A is then ≈ 120A.cm−2K−2. Thermionic
emission from the silicon conduction band into the metal can be described by an
equation similar to (2.151) by substituting the effective mass m∗ for m and the cor-
responding Richardson constant A∗ for A [39]. For all practical purposes, it will be
assumed that for electrons A∗ ≈ 120 and for holes, A∗ ≈ 32A.cm−2K−2 [39].

The Schottky barrier current–voltage characteristic under forward bias is similar
to that of a pn junction. When the current is sufficiently low so that series resistances
can be neglected, the current density is given by

j = js(eqVF /nkT −1) Acm−2, (2.152)

where
js = A∗T 2e−φb/kT Acm−2. (2.153)

Js is the saturation current density and n is an ideality factor that ranges from 1.04
to 1.2 and is related to the increase in barrier height due to the reduction of image
force lowering under forward bias.

It should be noted that electrons crossing the barrier from silicon into the metal
possess energies that exceed the Fermi energy by about 1 eV. As they move in the
metal, they lose their excess energy by collisions with optical phonons.

Barrier Height Measurement

One method to obtain the barrier height is to extract it from the forward charac-
teristics defined by (2.152) and (2.153). The ideality factor is found from (2.152)
by taking the ratio of two successive current measurements, thus eliminating js.
The saturation current js is then extracted from (2.152). Finally, φB is found from
(2.153) using an assumed value for the Richardson constant. Measurements are typ-
ically done at different current densities, keeping the current levels sufficiently low
so that resistances in series with the diode can be neglected. An alternative method
is to measure the diode AC resistance given by [40]
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R = RSeries +
nkT
qI

Ohm, (2.154a)

where nkT/qI is the dynamic diode resistance obtained from (2.92), and Rs the series
resistance given by

Rs = RBulk +
ρBulk

4r
+RC Ohm. (2.154b)

The first term in (2.154b) is the resistance of the quasi-neutral region from the de-
pletion boundary to the ohmic silicon contact. The second term is the spreading re-
sistance of the Schottky-barrier contact to silicon of resistivity ρBulk, approximated
by a circular shape of radius r. The third term is the resistance of the ohmic con-
tact to silicon (Sect. 2.3.3). Ideally, a plot of R versus I should give a straight line
with slope nkT/q and intercept Rs. In typical structures, however, Rs is found to be
current-dependent because of changes in the effective current path within the semi-
conductor as the current is varied. In this case, Rs must be extracted numerically.

Minority-Carrier Injection and Charge Storage

The Schottky barrier is typically a majority-carrier, non-injecting diode, earning
it the property of a high switching-speed device. There is, however, unavoidable
minority-carrier injection from the metal-silicon interface into silicon. This injec-
tion current is only significant under high forward-bias conditions. If the barrier
height exceeds half of the energy gap, the resulting band-bending indicates that the
surface must be inverted, that is, for n-type silicon the concentration of minority-
carrier holes at the surface must be larger than that of electrons. The downward
band-bending away from the surface, however, represent a barrier to hole injection
so that the injection ratio, that is, the ratio of minority-carrier current to total cur-
rent, is extremely small, of the order of 10−4 for small forward bias. Above a critical
current density where the voltage drop across the series resistance Rs becomes sig-
nificant, the injection ratio begins to increase linearly with current density as [41]:

jp

j
=

n2
i j

b N2
D js

, (2.155)

where jp is the minority-carrier hole current density, j the total current density, ni
the intrinsic concentration, b the ratio of electron to hole mobility, ND the donor
concentration in silicon, and js the saturation current density given by (2.153).

Minority-carrier injection in a Schottky barrier results in an undesirable in-
crease in charge storage, which reduces the switching speed. Assuming a plane of
surface recombination velocity σ beneath the contact, the charge storage can be
approximated as [41]

Q ∼=
qn2

i Dp j
ND jsσ

C/cm2. (2.156)
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2.3.2.2 Reverse Bias

The reverse characteristics of a Schottky barrier diode are treated in the same way as
for a pn junction. The mechanisms responsible for the reverse current in Schottky-
barrier diodes are, however, fundamentally different from those in pn junctions.

Reverse Current

The reverse current consists primarily of thermionic emission of electrons from the
metal into silicon. Applying a reverse bias VR increases the barrier from Vb to Vb +VR
(Fig. 2.52). For VR larger than about −3kT/q, the exponential in (2.152) can be
neglected and the reverse current density jR = − js. As for pn junctions, thermal
generation within the depletion region and diffusion of minority carriers from the
bulk toward the depletion region also contribute to the reverse current. Their magni-
tude is, however, negligible compared to js. Since the barrier height decreases with
increasing reverse voltage, jR does not saturate to the value js given by (2.152).
Instead, jR increases with reverse voltage as jR = jseΔφ/kT where Δφ is the image
force barrier lowering defined by (2.149).

The electric field in (2.149) increases with increasing VR and depends not only
on the dopant concentration in silicon but also on the geometry of the structure
and properties of the metal-silicon interface. The field is enhanced at contact cor-
ners, edges, and asperities caused by a non-uniform interface. One method to reduce
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Fig. 2.52 Band diagram of Schottky barrier. a Thermal equilibrium, b Reverse bias
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Fig. 2.53 Schottky-barrier diode with guard-ring

the corner and edge field is to place a guard ring around the contact, as shown in
Fig. 2.53 for a silicide-silicon Schottky barrier bounded by oxide-filled shallow-
trench isolation (STI, Chap. 7). The purpose of the buried layer in the figure is to
reduce the series resistance. The reduction of field comes, however, at the cost of
increased area and capacitance. The latter is exacerbated by an increase in minority
carrier injection and storage.

Capacitance–Voltage Measurements

The barrier height can be obtained by plotting the inverse-square capacitance 1/C2

versus reverse voltage. The method is described in Sect. 2.1.4, (2.127), and illus-
trated for n-type silicon in Fig. 2.54.

For uniform ND, the plot gives a straight line. The barrier height is extracted from
the plot-intercept with the voltage axis as4

φB ∼= Vintercept +φFn, (2.157)

where φB is the barrier height and φFn the Fermi potential. The concentration in
silicon is found from the slope of the plot.

An analogous treatment can be done for p-type silicon by appropriate changes in
polarities.

4 The method assumes that the depletion approximation is valid and the charge in silicon consists
only of ionized impurities. A correction factor of kT/q can be added to φB, accounting for the tail
in majority carriers at the depletion boundary.
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Fig. 2.54 Barrier-height extraction from 1/C2 versus VR measurements

2.3.3 Ohmic Contacts

A contact is ohmic if its current–voltage characteristic is linear and symmetrical
with respect to the origin (Fig. 2.55). The measured contact resistance is ΔV/ΔI.
Understanding the physical nature of the contact and methods to reduce its resis-
tance has become increasingly important as contact dimensions are reduced.

The contact resistance depends on the dopant concentration in silicon immedi-
ately beneath the contact, contact size, uniformity of current within the contact area,
barrier height, interface properties, and measurement method.

In the absence of a barrier height or when the barrier height is very small, the
contact would be ohmic. This situation is, however, seldom encountered. Therefore,
relying on reducing the barrier height to make ohmic contacts is not realistic. The
most practical way to reduce the contact resistance is to increase the dopant con-
centration beneath the contact. For concentrations less than about 1017 cm−3, the
forward and reverse currents are dominated by thermionic emission discussed in
the preceding section. In this case, the depletion region is sufficiently wide so that
tunneling of electrons through the barrier is negligible (Fig. 2.56a). As the concen-
tration is increased, the depletion region narrows so that regions near the top of the
barrier become sufficiently thin to allow tunneling (Fig. 2.56b). In the concentration
range 1017 to about 1019 cm−3, the conduction mechanism is a mixture of thermionic
and tunneling current. At higher concentrations, the probability for electron to tun-
nel through the barrier in both directions becomes very high. The current is then
dominated by tunneling through the barrier instead of thermionic emission over the
barrier (Fig. 2.56c).
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2.3.3.1 Specific Interface Contact Resistance

The specific interface contact resistance (or contact resistivity) is defined as

ρc =
∂V
∂ j

∣∣∣∣
V=0

Ohm− cm2. (2.158)

For thermionic emission, ρc is found from (2.152) and (2.153) as

ρc =
k

qAT
eq(φB−Δφ)/kT . (2.159)

For an effective barrier height of 0.57 eV, this yields a very high specific contact
resistance of about 10 Ohm-cm2.

When tunneling dominates, ρc is approximated by [42]

ρc =
k

qAT
eq(φB−Δφ)/E00 . (2.160)

where E00 is an energy that is characteristic of the tunneling probability, defined
as [43]

E00 =
qh̄
2

√
ND

mεSi
. (2.161)

E00 is shown as a function of dopant concentration in Fig. 2.57. Tunneling begins to
dominate when E00 > kT , that is, at concentrations above 3×1019 cm−3. [43].

The specific interface resistance is plotted in Fig. 2.58 as a function of
inverse square-root of ND. At concentrations below 1017 cm−3, ρc levels to
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Fig. 2.57 Tunneling energy E00 versus dopant concentration. Tunneling becomes important when
E00 > kT [43, 44]
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about 10 Ohm-cm2 (Fig. 2.58a). There is a sharp decrease in ρc with in creas-
ing concentrations above ≈ 3 × 1019 cm−3 where tunneling begins to dominate
(Fig. 2.58). The image-force barrier lowering in (2.149) is found by approximating
the electric field as
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E =
QB

εSi
=

√
2qND(VB − kT/q)

εSi
. (2.162)

To achieve a specific interface resistance of 10−8 Ohm− cm2 the concentration
must be ≥ 1021 cm−3. For this purpose, advanced doping and activation techniques
must be developed to obtain a concentration above the normal solid-solubility limit
(Chap. 7). A similar analysis for p-type silicon shows that the concentration must
be ≥ 1020 cm−3 to achieve the same ρc.

2.3.3.2 Contact Resistance

For a uniform current density across the contact area and negligible resistance out-
side the metal-silicon interface, the contact resistance can be found by merely di-
viding ρc by the contact area. For Rc = 10−8 Ohm− cm2 and a 0.25× 0.25μm2

contact, for example, the resistance would be 16 Ohms per contact. This is, how-
ever, an idealized condition. In most structures, the current density is not uniform
across the contact area because of “current-crowding” effects near one edge of the
contact due to the lateral flow of carriers as illustrated in Fig. 2.59 [45–49], and due
to non-uniformities in the metal–silicon interface caused by, for example, residues
or metal spikes.

The effective contact area is reduced and the local current density increases due
to crowding near the contact edge (Fig. 2.59). A transmission-line model is used
in [47,49] to estimate the resistance of a rectangular-shaped contact of width W and
length L (Fig. 2.60). The model is valid for W � L, an infinitesimally thin junction
and negligible metal resistance.

The contact resistance RC is found as [47]

Rc =
RSL
W

[
cothy

y

]
, (2.163)

where y is defined as

y =

√
RSL2

ρc
. (2.164)

Current lines

PN junction

Contacting metal
LT

L

Fig. 2.59 Current crowding at contact edge. Width W is normal to paper. L is the contact length
(parallel to direction of current), LT is the “transfer length” [46]
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RS is the junction sheet resistance and ρc the specific interface resistance. The result
is that the effective area A = W L of the contact is reduced to

Ae f f =
A

ycothy
. (2.165)

The contact resistance is determined by contact size, interface specific resistance,
and sheet resistance of the contacted film. Real contacts are more complex than the
simple structure used to derive the above relations. Contacts are circular because
minimum-size contacts are typically used for better control of size and uniformity
and the contacts are rounded when patterned. The regions beneath and around the
contact have finite dimensions leading to two- and three-dimensional effects not
considered in the above derivations. Typical contacts consist of multiple interfaces,
as illustrated in Fig. 2.61.
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The interface between silicide and silicon can present problems caused by segre-
gation of dopants into silicide, increasing the interface resistance. Also, the interface
exhibits non-uniformities in electric field and current caused by spikes of silicide
penetrating into silicon.

The contact plug consists of a core of tungsten or copper, separated from the
silicide by a single or dual film of barrier metal. This interface of dissimilar materials
contributes to the overall contact resistance. Finally, there is an interface between
wiring metal and contact plug that needs to be considered.

The four-terminal configuration in Fig. 2.61 approximates the situation in a MOS-
FET, whereby the current in silicon is in the lateral direction.

The current is forced between two opposite metal lines, for example, from 4 to 2,
and the voltage measured between the other two terminals. In the configuration on
the left, all interfaces contribute to the measured contact resistance. On the right, the
silicide to silicon interface does not contribute appreciably to the measured contact
resistance.

The structure measures a contact resistance that is specific to the vertical and hor-
izontal geometry of the contact. It is used to monitor the resistance and ensure that
it remains within statistical process control limits. It is extremely difficult, however,
to extract the specific contact resistance from this structure alone.

Other contact configurations include a layer of doped polysilicon between sili-
cide and junction, such as in elevated source and drains or in the emitter of a bipolar
transistor, as discussed in Chaps. 3 and 7. The polysilicon film typically serves as
the dopant source to form the junction. In such cases, more sophisticated techniques
must be introduced to extract the resistance of polysilicon and its interfaces.

2.4 Problems

1. In a step-junction, ND = 1018 cm−3 and NA = 1016 cm−3. Find for thermal equi-
librium at 25 ◦C and 85◦C:

a. The built-in voltage,
b. The depletion widths, xdp and xdn,
c. The total positive charge per unit area,
d. The peak field,
e. The capacitance per unit junction area.

2. A junction is formed by implanting and diffusing boron into a uniformly doped n-
type region of concentration 1016 cm−3. The boron profile is Gaussian, with a peak
of 5×1018 cm−3 at a depth of 0.2μm. The metallurgical junction depth is 0.8μm.

a. Plot |NA–ND| as a function of depth x in silicon.
b. Find the room-temperature thermal-equilibrium depletion width.
c. Approximate the forward bias voltage at which the excess minority-carrier con-

centration on the n-side is equal to the majority-carrier concentration.
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d. For the forward bias found in c. what is the ratio of minority- to majority-carrier
concentration at the depletion boundary in the p-side?

3. Consider a one-sided n+p step junction having a junction depth of 0.3μm and
a uniform background concentration NA = 1017 cm−3. The effective density of
generation-recombination sites in the p-region is 1010 cm−3. Assume that plane
ohmic contacts are placed at the surface of the n+-region and at a depth 0.8μm
below the surface in the p-region.

a. Calculate the electron current density for a forward bias voltage of 0.8V at 25 ◦C
and 100◦C.

b. Punch-through occurs when the p-sided depletion region reaches the contact.
The reverse voltage is increased until a current of 1μA/μm2 is measured. Would
the main mechanism for this current be impact ionization, punch-through, or
thermal-generation?

c. Repeat a., and b., assuming that the contact plane to the p-region is placed 0.5μm
beneath the surface.

4. Show that in the presence of injected carriers, the hole and electron current den-
sities are given in one dimension by the following relations

jn = μnn
dEFn

dx
,

jp = μp p
dEF p

dx
,

where EFn and EFp are, respectively, the electron and hole quasi-Fermi levels.

5. A one-sided n+p junction is formed by diffusing a heavily doped n-region to a
depth of 0.5μm into a 10 Ohm-cm p-substrate of thickness 725μm. The density of
recombination-generation sites in the p-region is 5× 1010 cm−3. A forward bias of
0.7 V is applied to the junction at 25◦C.

a. Will the minority-carrier electrons reach the backside of the substrate?
b. Estimate the time for the minority carriers to dissipate.

6. The drain of an NMOS is formed by implanting and diffusing heavily-doped
arsenic through a mask opening into a p-type substrate. The metallurgical junction
is 0.25μm deep and the substrate is uniformly doped with boron at a concentration
of 5×1017 cm−3.

a. Assume a one-sided abrupt junction with cylindrical junction edges and neglect
surface effects. Calculate the junction breakdown voltage at 25 ◦C.

b. Phosphorus is introduced through the same mask opening to extend the metallur-
gical junction by 0.15μm on all sides Assume a linearly-graded junction of gra-
dient 4× 1023 cm−4 is formed. Estimate the breakdown voltage of the extended
junction.
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Fig. 2.62 PN junction clamped by SBD, problem 7

7. Consider the structure depicted in Fig. 2.62. The area of the p-region is 10μm2.
The n-region is uniformly doped to a concentration of 5× 1016 cm−3. The silicide
contacting the p-region extends into the n-region to form a Schottky-barrier diode
(SBD) of barrier-height 0.8 eV and ideality factor n = 1.1. A forward bias voltage
of 0.6V is applied to the junction at 85◦C. Assume that injected minority carriers
recombine at the top-surface of the buried n+ layer.

a. Find the SBD area that is necessary to ensure that only 10% of the forward cur-
rent is due to minority carrier injection. Neglect series resistances.

b. For the SBD area found in a., estimate the leakage current at 85◦C for a reverse
voltage of 2.5V applied to the junction. Neglect surface effects.

8. Only two points of capacitance versus reverse voltage measurements on a 100×
100μm2 Schottky-barrier are available: 5.09 pF at VR = 1V and 2.73 pF at VR = 5V.
Knowing that silicon is uniformly doped, find the concentration and barrier height.

9. Suggest test structures and define electrical test (E-test) plans to extract all perti-
nent parameters for

a. PN junctions,
b. Schottky-barrier diodes,
c. Ohmic contacts.
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Chapter 3
The Bipolar Transistor

3.1 Introduction

The concepts and derivations developed for the pn junction in Chap. 2 are directly
applicable to the bipolar transistor since the transistor is formed by placing two
pn junctions back-to-back, arranged vertically or laterally. The resulting structure
can be described as a three-layer sandwich of p-type and n-type material (Fig. 3.1).
Since the merged center can be p-type or n-type, there are two kinds of bipolar
junction transistors (BJT): NPN and PNP. The center layer is called the base of
width Wb. When the transistor is operated as an amplifier, one of the junctions is
forward-biased while the other is reverse-biased. The outer layer of the junction that
is forward-biased is called the emitter, because it emits (injects) minority carriers
into the base. If the base region is narrow enough, the injected minority carriers
traverse the base at a certain speed and reach the reverse-biased junction where they
are collected. Therefore, the outer layer of the junction that is reverse biased is called
the collector.

The currents into or out of the three layers of the transistor are called the base cur-
rent, IB, the emitter current, IE , and the collector current, IC. Both carrier polarities
take part in transistor action.

When the distance between the two junctions is much larger than the minority-
carrier diffusion length in the base, transistor action is not possible because injected
minority carriers recombine before reaching the collector. Whenever two or more pn
junctions share the same piece of silicon having a size comparable to the minority-
carrier diffusion length, there is the possibility of bipolar action. In some cases, such
as when suppressing latch-up in CMOS (Chap. 8), it is necessary to reduce the bipo-
lar gain. High-performance transistors are, however, optimized for gain and speed by
maximizing the emitter-base injection ratio, minimizing the minority-carrier transit
time through the base, and minimizing parasitic capacitances and resistances outside
the active regions.

B. El-Kareh, Silicon Devices and Process Integration: Deep Submicron 135
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Fig. 3.1 a Formation of a NPN and PNP bipolar transistors by placing two pn junctions back to
back. b Band diagrams shown schematically at thermal-equilibrium condition

3.2 Transistor Action, a Qualitative Description

The basic bipolar transistor characteristics are described for an idealized NPN struc-
ture under several simplifying assumptions. Real structures are then gradually intro-
duced, leading to state-of-the-art technologies and designs. By interchanging n for
p and p for n and reversing voltage polarities and current directions, the discussion
and derivations are equally applicable to a PNP structure. In this sense, NPN and
PNP transistors are said to be complementary.

3.2.1 Nomenclature and Regions of Operation

The bipolar structure is a 3-terminal device. If the voltages or currents are known for
two terminals, then, as a consequence of Kirchhoff’s laws, they are also known for
the third. The transistor has therefore only two independent voltages and two inde-
pendent currents. The substrate on which the transistor is constructed constitutes a
fourth terminal that is typically biased at ground and only considered in the analysis
when parasitic capacitances and currents come into play.

Figure 3.2a defines the conventional symbols, voltage polarities and current di-
rections in NPN and PNP transistors. The conventional current points in the direc-
tion of positive charge flow. To avoid confusion, the electron and hole currents will
also be indicated. The voltage symbols define the voltage polarity with the first let-
ter in the subscript indicating the positive pole. When one of the terminals floats,
that is, is open, while the other two are biased, the “open” is indicated by an “O” in
the subscript (Fig. 3.2b). For example, VCEO indicates that the collector is positive
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Fig. 3.2 NPN and PNP transistor conventions and symbols. a Current direction and voltage po-
larities; current points in direction of positive charge flow, first letter in voltage subscript indicates
positive pole. b Subscript “O” indicates open terminal. c Subscript “S” indicates second and third
terminals shorted

Table 3.1 Four modes of transistor operation [1]

Mode Emitter-base bias Collector-base bias

Off Reverse Reverse
Forward active Forward Reverse
On, or saturated Forward Forward
Reverse active Reverse Forward

with respect to the emitter and the base is open. Similarly, VCBO says that the collec-
tor is positive with respect to the base and the emitter is open. If two terminals are
shorted while the third is biased, this is shown as an “S” in the subscript (Fig. 3.2c).
For example, VCES or VCBS mean that the collector is biased positive with the emit-
ter shorted to base or base shorted to emitter, depending on whether the emitter or
base is contacted. In most cases, VCES and VCBS result in the same current-voltage
characteristics.

The four modes of transistor operation are summarized in Table 3.1. When both
the emitter and collectors are reverse-biased, the transistor is off (cut-off, or logical
off). The current measured consists of the junction reverse currents discussed in
Chap. 2.

The transistor is in the forward active region when the emitter is forward bi-
ased and the collector reverse biased. When both the emitter and collector are
forward-biased, the transistor is said to be in the “on,” or saturation mode. This
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state approximates a closed switch and corresponds to a logical “on.” Finally, when
the collector is forward biased and the emitter reverse biased, the transistor is in the
reverse active mode. The four modes of operation are discussed in this chapter.

3.2.2 Idealized Structure

Consider the NPN transistor in Fig. 3.3, biased in the active mode, as in an ampli-
fier. For a qualitative description of transistor action and relations between terminal
currents, an idealized structure is first described with the following simplifying as-
sumptions:

Wb

P NN

IE

ICIBVBE

VCE

N
D
 –

 N
A

Depth, x

Emitter Base Collector

+–+–

Metallurgical junctions Depletion boundaries 

P NN

EV

EC
EF

Holes injected into emitter

Electrons injected into base

Fig. 3.3 Ideal NPN transistor biased in the active mode. The bias polarities are shown at the deple-
tion boundaries. Wb is the neutral base-width. The emitter-base barrier height is reduced by VBE ;
the collector-base barrier height is increased by VCE
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(a) The structure has a uniform cross-sectional area and all variables depend only
on the direction normal to the emitter.

(b) The dopant concentrations in all regions are uniform and change abruptly from
one region to the other.

(c) The width of the base region is very small compared to the minority-carrier
diffusion length, so that recombination of minority carriers in the base is neg-
ligible. Thus, all injected minority carriers from the emitter into the base reach
the collector.

(d) Resistances outside the active transistor region are negligible.
(e) All minority-carrier holes injected from the base into the emitter reach the emit-

ter contact.
(f) The physical base-width is larger than the sum of both depletion regions in the

base (at the emitter-base and collector-base junctions).
(g) The electric fields are moderate so that impact ionization is negligible.
(h) Leakage currents are negligible.

Electrons are injected from the emitter into the base. The minority-electron con-
centration at the boundary of the emitter-base depletion region (in the base) in-
creases above the equilibrium concentration (Fig. 3.4). The excess electrons are
transported by diffusion through the field-free (neutral) base region.1 Once the elec-
trons reach the collector-base depletion boundary, they are swept quickly into the
n-type collector.

pn0

np0

np0 ≅ 0

np0

pn0

pn0

CollectorEmitter Base

NPN

+- +-IE

IC

IB
VBE

VCE

n, p

x 

Wb

0≅pn0

Fig. 3.4 Distribution of minority carriers in the active bias condition. pn0, np0 are the minority-
carrier concentrations at the depletion boundaries under applied bias conditions and pn0,np0 are
the concentrations at thermal equilibrium

1 In a non-uniform base, the region is more correctly referred to as quasi-neutral because of the
existence of a built-in field and hence charge separation.
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The minority-electron concentration at the collector-base depletion boundary (in
the base) decreases far below the thermal-equilibrium concentration. Consequently,
a gradient in minority-carrier concentration is created in the base, giving rise to
electron diffusion current, In. Under the above assumptions, the collector-base leak-
age current can be neglected and In ≈ IC. Thus, the collector current is under direct
control of the emitter-base forward voltage because that voltage determines the con-
centration of excess minority carriers and hence the electron diffusion current. The
transistor is therefore similar to a valve in which the collector current is controlled
by the emitter-base voltage. A small change in emitter-base voltage results in a large
change in collector current.

Holes are also injected from the base into the emitter. Since the physical width of
the emitter is assumed to be smaller than the diffusion length of holes in the emitter,
the emitter contact acts as a “sink” for the injected holes, that is, electrons recombine
instantaneously with holes reaching the emitter contact. The concentration gradient
of holes in the emitter gives rise to a hole diffusion current, Ip. Under the above
simplifying assumptions, the hole current constitutes the base current, that is, IB ≈
Ip. From Kirchhoff’s current law, the emitter current is the sum of base and collector
current:

IE = IB + IC ≈ Ip + In. (3.1)

The electron injection efficiency γ is defined as the ratio of injected electron
current to the total emitter current:

γ =
In

In + Ip
. (3.2)

The base transport factor αT is the ratio of injected electron current to total col-
lector current:

αT =
IC
In

. (3.3)

Under the assumption of no recombination in the base, αT ≈ 1. The ratio of
collector to emitter current is the current gain α:

α =
IC
IE

= γαT ≈ γ. (3.4)

α is determined directly by measuring the emitter and collector currents in the
grounded-base configuration (emitter-base forward-biased, collector-base reverse-
biased). The ratio of collector to base current is referred to as the current gain β :

β =
IC
IB

. (3.5)

The relation between current gains is

α =
β

β +1
, (3.6)
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β =
α

1−α
. (3.7)

3.2.3 Ebers-Moll Equations

The first and simplest large-signal circuit model that describes the bipolar modes of
operation in Table 3.1 was developed by J. J. Ebers and J. L Moll [2]. Under the
simplifying assumptions made in 3.1.2, the general form of transistor operation can
be treated as a superposition of forward and reverse modes of operation (Fig. 3.5).
Treated separately, the current–voltage characteristics of the base-emitter and base-
collector junctions are described as (Chap. 2)

IBE = IEsat(eqVBE/kT −1), (3.8)

IBC = ICsat(eqVBC/kT −1), (3.9)

where IEsat and ICsat are, respectively, the emitter and collector junction saturation
currents.

Assume, for example, that both junctions are forward-biased. The emitter current
is the algebraic sum of IBE in (3.8) and electron fraction injected from the collector
into the base that reaches the emitter. Following the conventional sign, this current is

IE = −IBE +αRIBC, (3.10)

where αR is the grounded-base current gain in the reverse-active mode. Similarly,
the collector current is the algebraic sum of IBC in (3.9) and the electron fraction of
IBE that reaches the collector

IC = −IBC +αF IBE , (3.11)

where αF is the grounded-base current gain in the forward-active mode. The base
current is

IB = (1−αF)IBE +(1−αR)IBC. (3.12)

Fig. 3.5 Basic Ebers-Moll
NPN transistor model
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�FIBE

C

B

E

IBE = IEsat (e
qVBE / KT –1)

IBC = ICsat (e
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By combining (3.9)–(3.11), the basic equations for the Ebers-Moll model are
derived for an NPN transistor as

IE = −IEsat(eqVBE/kT −1)+αRICsat(eqVBC/kT −1), (3.13)

IC = −ICsat(eqVBC/kT −1)+αF IEsat(eqVBE/kT −1). (3.14)

Similar equations apply to a PNP transistor by appropriate changes in polarities.
The currents are described by four parameters, IEsat , ICsat , αF , and αF . The number
of parameters is reduced by one through reciprocity principle [3]

αF IEsat = αRIBsat . (3.15)

The reciprocity property becomes evident by considering that the base impurity
profile in the idealized transistor is the same for forward and reverse injection. It
can be shown, however, that the base impurity profile and area need not be uniform
for (3.15) to be applicable [1]. When the transistor is operated in the forward active
mode, the collector is reverse-biased and the exponential term in (3.9) is negative.
This term goes rapidly to zero and IBC = −ICsat . The emitter current is then

IE = −IBE −αRICsat . (3.16)

The second term in (3.16) is typically very small.

3.2.4 Collector Saturation Voltage, VCEsat

When both junctions are forward-biased, the collector to emitter voltage is very
small since it represents the sum of two opposing potentials. This voltage is re-
ferred to as the collector saturation voltage, VCEsat . It is an important parameter in
grounded-emitter switching applications.

As the forward voltage, VBE or VBC increases above ∼3kT/q, the exponential
term in (3.8) and (3.9) becomes very large and the 1 in the parentheses can be
neglected. The emitter forward voltage can then be extracted from (3.8) and (3.10) as

VBE =
kT
q

ln
IBE +αRIBC

IEsat
. (3.17)

Similarly, (3.9) and (3.11) give the collector forward voltage as

VBC =
kT
q

ln
IBC +αF IBE

ICsat
. (3.18)

The collector to emitter voltage can be expressed in terms of IC and IB in
the grounded-emitter configuration by combining (3.15), (3.17), and (3.18), and
employing IE = IB + IC [1, 4]
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VCEsat = ±kT
q

ln
αR[1− IC(1−αF)/αF IB]

1+ IC(1−αR)/IB
, (3.19)

where the plus sign applies to a PNP transistor and the minus sign to an NPN
transistor.

3.3 Planar Transistor, Low-Level Injection

The main features of an earlier version of a planar transistor are shown in Fig. 3.6.
The starting material is a p-type wafer that is lightly doped to ensure a low

collector to substrate parasitic capacitance. A heavily-doped buried n-layer is im-
planted into the substrate.2 The purpose of this layer is to reduce the overall collector
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Fig. 3.6 Main features of a planar NPN transistor. a Schematic cross-section, b Approximate pro-
file: cut-line through intrinsic base. Wb is the neutral base-width; xdn,xd p are, respectively, the
depletion boundaries in the n-region and p-region

2 Advanced patterning and other enabling processes are described in Chap. 7. Conventional unit
processes, such as implantation, are detailed in [5].
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resistance. A lightly n-type doped epitaxial layer is then grown. The epitaxial thick-
ness and concentration are optimized primarily for transistor breakdown, capaci-
tance and high-current density effects, as will be discussed in Sect. 3.4. To reduce
the vertical resistance between the top collector contact and buried n-layer, a heavily
n-type doped sinker is patterned, implanted and driven deep to merge with the buried
layer. This is done before base and emitter formation to avoid excessive dopant dif-
fusion during the sinker thermal cycle. The p-type base is then patterned, implanted
and diffused, followed by a similar process for the heavily n-type doped emitter for-
mation. Finally, metal contacts are formed directly on the emitter, base and collector
(Fig. 3.6a).

The intrinsic base is the “active region” immediately under the emitter. This
region is “pinched” by the emitter because the remainder of the base above it is
compensated by the emitter. The base region outside the active area is called the
extrinsic base.

The impurity profiles of emitter, base, collector and substrate are shown schemat-
ically in Fig. 3.6b. The emitter is heavily doped to increase its Gummel number and
reduce the injection of holes from the base into the emitter ((2.88), Chap. 2). In
earlier transistor versions, the junction depth of the emitter, x jE , was larger than
the diffusion length of minority-carrier holes in the emitter, LpE . In this case, the
injection of holes into the emitter depended on LpE rather than on x jE .

The intrinsic base is optimized for gain and speed. Thus, the base is narrow and
formed with a concentration gradient that creates an electric field in a direction
to accelerate minority carriers toward the collector. The extrinsic base (outside the
emitter region, shown dotted in Fig. 3.6b) is optimized to reduce the base resistance
while limiting the emitter-base tunneling leakage at the boundary near the surface.

The collector region immediately under the active base is lightly doped. The
thickness and concentration of that region are a trade-off between base-push effect
at high-current densities (Sect. 3.4.2), base-collector breakdown voltage, collector
resistance and base-collector capacitance.

3.3.1 Low-Level Injection Parameters

Low-level injection conditions apply when the concentration of injected minor-
ity carriers into the base is sufficiently low that the increase in majority carrier
concentrations remains negligible when compared to the thermal-equilibrium
majority-carrier concentration (Chap. 2, Fig. 2.21).

3.3.1.1 Electron Injection into the Base

Consider an NPN transistor and assume initially that the base and emitter are uni-
formly doped. The thermal-equilibrium minority-carrier concentrations in the base
np and emitter pn are then flat, as shown in Fig. 3.7. When the transistor is biased
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in the forward-active mode, the emitter injects electrons into the base and the
base injects holes into the emitter, raising the minority-carrier concentrations at the
boundaries of the base-emitter depletion regions, xd p and xdn (Chap. 2). The excess
concentrations are shown in Fig. 3.7 as Δnp0 and Δ pn0. The resulting concentration
gradients cause the excess carriers to diffuse away from the depletion boundaries.
Since the emitter is higher doped than the base, the concentration of excess holes in
the emitter is smaller than that of excess electrons in the base (Chap. 2). Also, since
the emitter is assumed to be wider than the hole diffusion length LpE , the excess
holes recombine before reaching the emitter contact.

In optimized NPN transistors, the base width Wb is considerably smaller than
the electron diffusion length in the base, Ln. Thus, there is negligible recombination
of minority-carrier electrons in the base. With the collector-base junction reversed-
biased and at low-level injection, it can be assumed that the electron concentra-
tion drops to zero at the collector-base depletion boundary, that is, the electrons
are “instantaneously” swept across the base-collector depletion region and n = 0 at
x = Wb. This assumption does not hold for high-level injection, as will be discussed
in (Sect. 3.4.2). Thus, the distribution of electrons in the base is linear, as shown
in Fig. 3.7. The electron current can now be found in the same manner as for a pn
junction with uniform dopant concentration described by (2.79) in Chap. 2

In =
qADnn2

i
NAWb

(eqVF /kT −1), (3.20)

where A is the area of the emitter-base active region and the product NAWb in the
denominator of (3.20) is referred to as the Gummel number in the base. Similarly,
the injection of holes into the emitter is described by

Ip =
qADpn2

i
NDLpE

(eqVF /kT −1), (3.21)
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Fig. 3.7 Schematic representation of minority-carrier distribution in the base and emitter of an
NPN transistor biased in the forward-active mode
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and the product NDLpE is related to the Gummel number in the emitter. Recall that
diffusivity D is related to mobility μ by the Einstein relation (Chap. 1)

Dn = μn
kT
q

; Dp = μp
kT
q

. (3.22)

For uniform profiles, diffusivity and hence mobility is constant. The intrin-
sic carrier concentration, ni, depends on temperature and energy gap (Chap. 1).
Since for silicon transistors (as opposed to silicon-germanium, discussed later), the
base is typically doped in the range 1018–1019 cm−3 and the emitter in the range
1020–1021 cm−3, there will be substantial energy-gap lowering in the base and emit-
ter and ni will depend on dopant concentration (Figs. 1.22 and 1.23, Chap. 1).

In real structures, the base and emitter are not uniformly doped and μn, μp and ni
are position dependent. The base is graded in a direction to create a built-in field that
accelerates minority carriers toward the collector, thus enhancing gain and speed.
For low-level injection, the built-in field is expressed for a p-type base as (Chap. 1)

E =
kT
q

1
p(x)

d p
dx

∼= kT
q

1
NA(x)

dNA

dx
. (3.23)

The built-in field induces a drift current component in addition to the diffusion
current component. Both drift and diffusion currents contribute to current density

jn = qμ̃nnE +qD̃n
dn
dx

, (3.24)

where μ̃n and D̃n denote averaged values for electron mobility and diffusivity and
have a weak dependence on dopant concentration. Combining the above equations
gives

jn = qD̃n

(
n
p

d p
dx

+
dn
dx

)
=

qD̃n

p(x)
d(pn)

dx
. (3.25)

For negligible recombination in the base, jn is practically constant and

n(x) =
jn

qD̃n

1
n(x)

Wb∫

x

p(x)dx. (3.26)

By setting x = 0 at the emitter-base depletion boundary in the base and denoting
n = n0, p = p0 at this boundary, the current density can be expressed as

jn =
qD̃n pp0np0
∫Wb

0 pp(x)dx
∼=

qD̃n pp0np0
∫Wb

0 NA(x)dx
. (3.27)

The integrated dopant concentration in (3.27) is called the Gummel number in
the base. The product pp0 · np0 is found from the Boltzmann approximations (2.56
and 2.57, Chap. 2) as
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pp0np0 = n2
i eqVF /kT . (3.28)

The thermal-equilibrium intrinsic-carrier concentration ni depends on energy-
gap lowering ΔEg as (1.52, Chap. 1)

n2
i = n2

i0eΔEg , (3.29)

where ni0 is the intrinsic carrier concentration at low to moderate dopant concentra-
tions, and ΔEg the position-dependent energy gap lowering.

For a position-dependent mobility, the electron current density is expressed as [6]

jn ∼=
q

(kT/q)
Wb∫

0
[NA(x)dx]/

[
μn(x)n2

i (x)
]

(
eqVF /kT −1

)
. (3.30)

For the special case of a uniformly doped base, (3.30) reduces to the form of (3.20).
It should be noted that as VF increases, the emitter-base barrier height, and hence

the depletion width decreases, resulting in an increase in the base Gummel num-
ber and a reduced electron injection. This effect can be more pronounced in SiGe
transistors (Sect. 3.7).

3.3.1.2 Hole Injection into the Emitter

When the emitter width is larger than the diffusion length of holes in the emitter,
LpE , the injection of holes into the emitter is

jn ∼=
q

(kT/q)
LpE∫

0
[ND(x)dx]/

[
μp(x)n2

i (x)
]

(
eqVF /kT −1

)
. (3.31)

x = 0 is chosen here at the emitter-base depletion boundary on the emitter-side. For
an emitter area A, the total emitter current is

IE = ( jn + jp) . A = I0(eqVF /kT −1). (3.32)

I0 is the saturation current of the emitter-base junction. It is equal to the sum of the
pre-exponential factors in (3.30) and (3.31).

Since the concentration in the emitter is considerably higher than in the base, a
larger energy-gap lowering occurs in the emitter than in the base, which increases
ni and hence jp. The diffusion length LpE depends on the life-time of holes in the
emitter, τpE , which is a function of the recombination rate of minority carriers in
the emitter. In other words, a higher recombination rate means a shorter life-time
and a smaller diffusion length, hence larger jp. The two main mechanisms that de-
termine the hole lifetime in the emitter are the Shockley-Read-Hall recombination
and Auger recombination, both discussed in Chap. 1. Auger recombination becomes
significant in the highly doped emitter.
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3.3.1.3 Injection Ratio

The ratio of electron to hole injection is called the injection ratio, expresses as

Jn

jp
=

Lp∫

0
[n(x)dx]/

[
μp(x)n2

i (x)
]

Wb∫

0
[p(x)dx]/

[
μn(x)n2

i (x)
]
∼=

Lp∫

0
[ND(x)dx]/

[
μp(x)n2

i (x)
]

Wb∫

0
[NA(x)dx]/

[
μn(x)n2

i (x)
]
. (3.33)

For a uniform injection across the junction, negligible leakage current, and negli-
gible multiplication at the collector-base junction, this ratio also defines the current
gain β = IC/IB. The gain increases as the Gummel number in the emitter is increased
and the Gummel number in the base is reduced. An increase in emitter concentra-
tion, however, tends to reduce the injection ratio by

1. Lowering the energy gap and hence increasing ni,
2. Reducing the minority-carrier lifetime in the emitter because of an increase in

Auger recombination, and
3. Reducing the minority-carrier mobility, and hence LpE .

A plot of jC, jB versus VBE is shown for a real structure in Fig. 3.8 together with
the ratio jC/ jB = β . Such a plot is referred to as a Gummel plot. In the absence
of bandgap narrowing and Auger recombination, the gain would be considerably
higher than shown in the figure [7].

It can be seen that the current gain decreases at low and high VBE . The decrease
at low VBE is because the recombination currents within the neutral base region and
recombination-generation currents at the emitter-base and collector-base junctions
become an appreciable fraction of the total base current. They typically have negli-
gible impact on emitter and collector currents. The net result is a decrease in current
gain. The drop in gain at higher current densities is attributed to high-level injection
effects, including voltage drops across extrinsic resistances, base conductivity mod-
ulation, and base push effect (Sect. 3.4.2). The extrapolated dashed lines in Fig. 3.8
show the ideal current-voltage characteristics in the absence of leakage currents and
high-level injection effects. Ideally, at 300 K, VBE increases by 60 mV per decade of
current (Chap. 2).

3.3.1.4 Base Current Components

All current components are needed to determine the actual transistor gain. In the
active mode, the most important base current components are

1. Hole injection from base into emitter as discussed above,
2. Electron-hole pair generation at the collector-base junction,
3. Excess electron–hole pair recombination within the neutral base region,
4. Recombination at the surface intercept of the emitter-base junction.
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Fig. 3.8 Gummel plot measured on a real structure

Electron-Hole Pair Generation at the Collector-Base Junction

For small collector-base reverse voltages, where impact ionization is negligible, the
reverse base-collector current consists mainly of thermal generation of electron–
hole pairs [8]. Holes drift to the base, in a direction opposite to the injected base
current, and electrons drift to the collector. There are two parts to the generation
within the collector-base depletion region, one in the silicon bulk, away from the
junction-dielectric interface at the surface, and the other at or near the interface.
Both components are associated with “trap-levels” located within the forbidden gap.
Generation within the bulk depletion, Igen-bulk, is approximated by (Chap. 2)

Igen−bulk ∼=
1
2

q
ni

τ
xd−bulkA j A, (3.34)

where A j is the area of the collector base junction in the bulk, xd-bulk the bulk de-
pletion width, and τ0 the effective lifetime within the depletion region, assumed the
same for electrons and hole, which is approximated by

τ0 ∼=
1

σvthNT
s, (3.35)

where σ is the carrier capture cross-section (∼10−15 cm2), vth the thermal velocity
(107 cm/s at 300 K), and NT the effective density of “traps” (cm−3). Generation at
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or just under the surface intercept of the depletion region can be described in terms
of a surface recombination velocity [9, 10] as

Igen−sur f ∼=
1
2

qnis0xd−sur f Pj A. (3.36)

Igen-sur f is the surface generation current, Pj is the perimeter of the collector-base
junction at the surface, xd-sur f the collector-base depletion width at the junction-
dielectric interface, and so the surface recombination velocity, defined as

s0 ∼= σvthNit cm/s, (3.37)

where Nit is the effective interface trap density per unit area. Because the thermally
generated base current is in a direction opposite to the injected hole current, the net
base current decreases or can even reverse polarity at very low-level injection and
high generation of electron–hole pairs. This is observed as an apparent increase in
transistor gain.

Recombination within the Neutral Base Region

Since the base width is typically much smaller than the minority-carrier diffusion
length in the base, recombination in the intrinsic neutral base is negligible in silicon
bipolar transistors. Also, in well-designed transistors, emitter sidewall injection and
recombination in the bulk of the extrinsic base can be neglected. Heterojunction
bipolar transistors (HBT), however, are found to exhibit recombination currents in
the neutral base that can be sufficiently high to reduce the injected emitter current
that reaches the collector, which degrades transistor gain.

Surface Recombination at the Emitter-Base Junction

Interface traps and traps just beneath the surface intercept of the emitter-base
depletion region can give rise to an appreciable surface recombination current
approximated for a forward voltage VF by [9–11]

Irec−sur f ∼= Igen−sur f eVF/2kT A. (3.38)

The factor of 2 in the denominator results from the condition for maximum re-
combination current when p = n in the depletion region [9–11]. The recombination
current can seriously impact the gain if the surface state density is high. The impact
on current gain is more serious at low collector current and for small emitter sizes.

High interface trap densities are observed when the surface is not properly pas-
sivated with oxide (Chap. 4) or, in some applications, the emitter-base junction be-
comes reverse-biased and a high two-dimensional field is created near the surface
intercept where surface traps can be generated. In the latter case, the emitter-base
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profile must be optimized to reduce the field. Also, appropriate limits on magnitude
and duty-cycle3 of emitter-base reverse bias are typically imposed.

3.3.2 Collector-Base Reverse Characteristics

The output characteristics in the forward-active and reverse-active modes of opera-
tion described in Table 3.1 are shown for an NPN in Fig. 3.9. The collector current
is plotted as a function of VCE , with IB as a parameter that is typically increased in
regular steps. The saturated region discussed in Sect. 3.2.4 is shown cross-hatched
on the left of the dotted line in forward active mode. The cut-off region is below the
line for IB = 0, equivalent to an open base. In this case,

ICEO = β ICBO, (3.39)

where ICBO is the reverse current caused by electron–hole pair generation at the
collector-base junction with the emitter open. ICBO is the sum of thermal generation
within the collector-base depletion region, thermal generation in the collector out-
side the depletion region within a diffusion length from the junction (for a wide
collector), and generation by impact ionization at high reverse fields (Chap. 2).
ICEO in (3.39) is the collector-emitter reverse current with the base open. It is an

VCE

IC

VA

IB4

IB=0

IB1

IB2

IB3

Forward activeReverse active

Cut-off

Impact
ionization

VCE(Sat)

2

ΔIC1

3
4

Saturation

Fig. 3.9 Output characteristics for NPN in the four modes of operation. Base-current is increased
in constant increments Δ IB. For a given VCE , the current gain β = Δ IC/Δ IB. VA is the Early voltage

3 The duty cycle is the fraction of time that the emitter-base junction is reverse biased. In periodic
reverse-bias cycles, the duty cycle is the ratio of the duration of the reverse-bias pulse τ to the cycle
duration T .



152 3 The Bipolar Transistor

amplification of ICBO by the current gain β . This can be visualized by considering
that generated holes are driven into the base and, since the base is open, they are in-
jected into the emitter as a small current increment Δ IB = ICBO, increasing the base
current that is amplified by β .

Modern transistors are asymmetrical. They are optimized for high gain and speed
when operated in one direction of current, typically with the emitter on top and the
collector at the bottom of the structure, while the reverse-active mode of operation
exhibits much smaller gain and speed and is of little interest to circuit applications.

When measuring the current gain at a fixed collector voltage with increments
Δ IB of base current, transistor gain is found as β = Δ IC/Δ IB. The decrease in Δ IC
at higher base current steps is caused by high-level injection effects discussed in
Sect. 3.4. The rapid increase in IC on the far right of the plots is due to multiplication
by impact ionization at high fields.

In the region between saturation and impact ionization, the plots exhibit a slope
showing, for the same base current, an increase in collector current with increasing
collector voltage. This is the result of base-width modulation and is best described
by the slope intercept VA on the voltage axis, as illustrated in Fig. 3.9 and discussed
in the next section.

3.3.2.1 Base-Width Modulation

Ideally, the transistor output characteristics in the range between saturation and im-
pact ionization should be flat with zero conductance, that is, ∂ IC/∂VCE = 0 for con-
stant VBE . In reality, the collector current increases monotonically as VCE increases
in this range because the collector-base depletion width increases, reducing the ac-
tive neutral base-width Wb. The characteristic exhibits a slope that is best described
by drawing a tangent at a certain point of the output and extending it to intercept the
voltage axis at a point VA, as shown in Fig. 3.9. VA is referred to as the Early voltage,
after J. M. Early [12], and is negative for NPN, positive for PNP transistors. The
effect is explained as follows: Wb is the region of non-depleted base (Figs. 3.1–3.3).
The base Gummel number is the integral of dopant concentration between the two
depletion boundaries defining Wb. When the reverse base-collector voltage is in-
creased, the depletion region expands into both the collector and base. For a given
voltage, the depletion width depends on the impurity profile in both regions. As the
depletion width expands into the base, Wb decreases, resulting in:

1. An increase in slope of excess injected minority carriers (Fig. 3.10),
2. A reduction in the Gummel number,
3. A reduction in the base transit time, that is, the time for minority carriers to

traverse the base decreases.

There is also an associated decrease in collector-base capacitance and a small
increase in collector-base reverse current.

The collector voltage modulates the base-width and hence transistor gain and
speed. For a reverse collector voltage VCE , the slope at any point of the output is
[12, 13]
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Fig. 3.10 Base-width modulation by collector voltage

∂ IC
∂VCE

=
IC

|VA|+ |VCE |
. (3.40)

Assuming a constant emitter-base junction area, the forward Early voltage is then
defined as

|VA| =
jC

∂ jC/∂VC
−|VC|. (3.41)

In the vicinity of saturation or impact ionization, ∂ IC/∂VC increases and hence
the magnitude of VA decreases. As the region of impact ionization is approached,
VA can even become positive (NPN) or negative (PNP). For a sufficiently wide
range between saturation and impact ionization, the slope for a given base current is
assumed to be constant. Outside the two regions, VA will depend on VCE . Also, the
slopes taken for different base currents do not necessarily intersect the voltage axis
at the same point. It is therefore recommended to define both the collector voltage
range and base current when VA is extracted.

As can be seen from (3.33), β increases as the Gummel number in the
base

∫Wb
0 NA(x)dx decreases. For a fixed emitter-base forward voltage VF = VBE ,

the change in β is related to the change in collector current density. From (3.30) the
slope is then found as [12–15]:

∂ jC
∂VC

=
qD̃nñ2

i NA(Wb)(eqVBE/kT −1)
[∫Wb

0 NA(x)dx
]2

∂Wb

∂VC
=

jCNA(Wb)
∫Wb

0 NA(x)dx

∂Wb

∂VC
. (3.42)

For simplicity, the position-dependent diffusivity and intrinsic-carrier concen-
tration are replaced by their averaged values in (3.42). At low-level injection,
p(x) ∼= NA(x). Substituting in 3.41 gives
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|VA| =
q
∫Wb

0 NA(x)dx
qNA(Wb)(∂Wb/∂VC)

−|VC|. (3.43)

In (3.43), the numerator is the integrated majority-carrier hole-charge in the neu-
tral base, QB. The denominator defines the change in hole-charge at the base bound-
ary, Wb. This change is expressed as ∂Qb/∂VC =CjC, where CjC is the collector-base
depletion capacitance. The Early voltage is thus found as

|VA| =
QB

CjC
−|VC|. (3.44)

The dependence of VA on majority-carrier charge QB in the intrinsic base suggests
a direct relation between VA and the sheet resistance of the intrinsic base. Since the
intrinsic active base is “pinched” between the depletion boundaries at the emitter-
base and collector-base, its sheet resistance is sometimes referred to as the base
“pinch” resistance, defined as

Rpinch =
1

μ̃pQB
, (3.45)

where μ̃p is the effective hole mobility in the base. A higher pinch-resistance results
in higher gain and speed but lower magnitude of VA.

One important integration trade-off can be already seen from the analysis of tran-
sistor gain and base-width modulation. To increase the gain and speed, the Gummel
number is decreased by reducing the dopant concentration or the base width, or
both. This, however, degrades the Early voltage. A good figure of merit for analog
designs is the βVA product that should be as high as possible to increase linearity.

When the base Gummel number is reduced, a critical point can be reached where
for a fixed collector voltage, the collector-base depletion region spreads through
the base and merges with the emitter-base depletion region. The voltage where
the merger occurs is referred to as voltage punch-through, VPT . At this point, the
full base becomes depleted and further increase in collector voltage induces di-
rect injection from emitter to collector, resulting in a large, uncontrolled increase
in collector current that is only limited by series resistances. For uniformly doped
base, voltage punch-through is

VPT =
qNAW 2

b
2εSi

. (3.46)

VPT increases as the base concentration or base-width increases.

3.3.2.2 Multiplication and Transistor Breakdown

Multiplication at the collector is the increase in collector current by impact ion-
ization. Transistor breakdown can occur either by impact ionization or voltage
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punch-through. When the breakdown voltage of the collector-base junction is
smaller than the punch-through voltage, the mechanism for collector-base break-
down voltage is the same as for an isolated pn junction discussed in Chap. 2. In this
case, the collector-base breakdown voltage with the emitter open is the same as the
breakdown voltage with shorted emitter-base, BVCBO = BVCES. If punch-through
occurs at a lower voltage than avalanche breakdown, then at punch-through the
emitter begins to follow the voltage on the collector and, as the collector voltage is
further increased, the emitter-base junction breaks down. At this point

BVCBO = VPT +BVEBO. (3.47)

Of particular importance is the grounded-emitter transistor breakdown, BVCEO
with IB = 0. Under this bias condition, the collector-emitter voltage is divided be-
tween the collector-base and emitter-base capacitances. The collector-base junction
is reverse-biased and the emitter-base junction slightly forward-biased (Fig. 3.11).
The transistor can be treated as two capacitors in series, CjE and CjC, where

VBE =
CjC

CjE +CjC
VCE . (3.48)

The total collector current is

IC = ICBO +αIE . (3.49)

Since IC = IE = ICEO, the above equation can be written as

ICEO =
ICBO

1−α
∼= β ICBO. (3.50)

As the collector-base reverse voltage is increased, impact ionization can be-
come significant and carriers entering the region or generated within the region are
multiplied by the factor M, approximated in (2.132) in Chap. 2 and repeated here
for convenience

Fig. 3.11 Voltage polarities
under BVCEO condition

VCE

+–+–

PNICEO

ICEO

N
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M ∼= 1
1− (VR/BV )n , (3.51)

where VR is the reverse voltage, BV the avalanche breakdown voltage of the
collector-base junction and n typically ranges from 2–6, depending on the transistor
profile and geometry. The collector current in (3.49) is multiplied by M and (3.50)
can be written as

ICEO =
MICBO

1−Mα
. (3.52)

When Mα approaches 1, ICEO tends to infinity and becomes only limited by the
external resistance. This is the onset of transistor breakdown. By substituting BVCEO
for VR and BVCBO for BV in (3.51) and solving for BVCEO, a good approximation for
the transistor breakdown is found as

BVCEO = (1−α)1/nBVCBO ≈ BVCBO
n
√
β

. (3.53)

In all high-performance transistors, BVCEO is considerably smaller than BVCBO. It
should be emphasized that BVCBO in (3.53) is the collector-base breakdown voltage
immediately under the intrinsic base. The measured BVCBO does not always repre-
sent this “intrinsic” breakdown and can sometimes be lower, such as at edges or
corners of the base (Chap. 2).

For a given BVCBO, increasing the gain reduces transistor breakdown. Thus, there
is a trade-off between β and BVCEO. There is another important trade-off between
BVCEO and transistor speed. As will be shown in Sect. 3.4, a local increase in col-
lector dopant concentration immediately beneath the intrinsic base is necessary to
improve transistor speed. This reduces transistor breakdown in two ways: (a) BVCBO
decreases and, from (3.53), BVCEO decreases accordingly. (b) For a given base
profile, an increase in collector concentration reduces the base width, further in-
creasing transistor speed and gain. An increase in gain reduces BVCEO. The Early
voltage is also reduced.

3.3.3 Emitter-Base Reverse Characteristics

In high-performance bipolar transistors, the emitter is degenerately doped and the
base profile is graded with a peak concentration near the surface ranging from
3 × 1018–1019 cm−3 (Fig. 3.6). At these concentrations, the emitter-base reverse
current becomes a mixture of thermal generation, tunneling and impact ionization
(Chap. 2). For small reverse voltages, tunneling and thermal generation are predom-
inant and impact ionization is negligible. As the reverse voltage is increased, the
probability for tunneling and impact ionization increases until breakdown is reached
where the individual contributions of tunneling and impact ionization currents de-
pend on the impurity profiles. The emitter-base reverse characteristics are illustrated
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Fig. 3.12 NPN emitter-base reverse characteristics at 300 K. AE = 1 × 1μm2; XjE = 50nm;
ND = 1020 cm−3; NA = 5×1018 cm−3

for an NPN transistor in Fig. 3.12. Since the base and emitter concentrations peak
near the silicon surface, this is a region of high electric field where carriers can
become hot (Chap. 1). Hot-carriers incident on the surface are known to create and
populate interface states that increase the emitter-base recombination-generation
current and hence increase the base current which reduces the gain (Sect. 3.3.1.4).

3.3.3.1 Reverse Early Voltage

The derivation of the reverse Early voltage is similar to that of the forward Early
voltage. An expression similar to (3.43) is found as

|VA(reverse)| =
q
∫Wb

0 NA(x)dx
qNA(0)(∂Wb/∂VE)

, (3.54)

where NA(0) is the peak base-concentration near the emitter-base junction. Since
NA(0) is typically much larger than NA(Wb) in (3.42), the reverse Early voltage must
be smaller than the forward VA.

3.3.3.2 Reverse Punch-Through Voltage

The reverse punch-through voltage, VPT (reverse) is defined as the emitter-base voltage
at which the base becomes totally depleted. It is found by integrating Poisson’s
equation from 0 at the emitter-base junction to Wb at the collector-base junction:
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∣∣VPT (reverse)
∣∣=

Wb∫

0

qNA(x)x
εSi

dx. (3.55)

For example, for Wb = 0.1μm and a Gaussian base profile with a peak concentra-
tion NA(0) = 2.5×1018 cm−3, and NA(Wb) = 5×1016 cm−3, the reverse VPT ≈ 3.3V.
In this case, reverse punch-through occurs before the emitter-base breaks-down
while the forward punch-through voltage remains considerably larger than the
collector-base breakdown voltage (Problem 3).

3.3.4 Polysilicon Emitter and Interface Oxide

To improve performance and density, the vertical and horizontal geometry of the
transistor must be scaled to smaller dimensions. This requires, among others, ultra-
shallow emitters to be formed in the range below 50 nm. Ultra-shallow junctions
are not easy to achieve by direct implantation into single crystal silicon because of
the generation of point defects and resulting transient-enhanced diffusion, T ED [5].
While new techniques, such as pulsed plasma doping (PLAD), have been suggested
to form ultra-shallow junctions (Chap. 7, [16]), the close proximity of contact metal
or silicide to the metallurgical junction can induce paths of high leakage current or
even shorts.

Issues with implant damage and metal penetration are resolved by introducing a
polysilicon emitter. After forming the base, the single-crystal emitter regions are ex-
posed and a 100–250 nm undoped polysilicon film is deposited that comes in direct
contact with the single-crystal emitter surface in the exposed region. The film is im-
planted, typically with arsenic (As) for NPN and boron for PNP, with a precise dose
and an energy that places most of the implant damage inside the polysilicon film.
The structure is then subjected to a high-temperature drive-in cycle that diffuses the
impurities from polysilicon into monosilicon to form the ultra-shallow emitter in the
single-crystal silicon. This two-step emitter process restricts the implant damage to
polysilicon and reduces the likelihood of metal penetration into the single-crystal
emitter. Polysilicon emitters were first introduced in the 1970s [17–19]. They were
initially doped as deposited and utilized as a diffusion source to form shallow emit-
ter junctions [19]. After patterning the doped polysilicon, aluminum contacts could
be made without metal penetration into the monocrystal emitter. The precision of
implantation was then introduced in [20], resulting in a surprisingly large increase
in injection ratio and current gain when compared to earlier versions. Polysilicon
emitter contacts can also be made to an already formed emitter in the monocrystal,
resulting again in an increase in current gain [21]. In all structures, the emitter-base
metallurgical junction resides in the single-crystal silicon and the emitter is typically
less than 50-nm deep.

State of the art bipolar transistors are typically of the “double-poly” type,
where polysilicon is utilized as a contacting pad and diffusion source for both the
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Fig. 3.13 Schematic cross-section of a double-poly NPN [22]

shallow emitter and extrinsic base (Fig. 3.13 [22]). In this structure, the arsenic- or
phosphorus-doped emitter is self-aligned to the base and separated from it by an
insulating film. The boron-doped polysilicon base is contacted over the field oxide,
and the extrinsic base abuts the dielectric isolation, further reducing parasitic resis-
tances and capacitances. Self-alignment and dielectric isolation significantly reduce
transistor size and increase speed.

3.3.4.1 Interface Oxide, IFO

When the emitter junction depth, x jE , is larger than the minority-carrier diffusion
length, the injected minority carriers recombine fully within the emitter bulk and the
base current can then be approximated by (3.21). Bipolar scaling to smaller vertical
and horizontal geometry requires that the emitter junction depth be reduced. In ultra-
shallow emitters, however, the minority-carrier diffusion length is typically larger
than x jE so that a substantial fraction of injected minority carriers reach the emitter
surface and the injection becomes dominated by the properties of the polysilicon–
monosilicon interface rather than those of the emitter “bulk.” In this case, the calcu-
lation of minority-carrier injection into the emitter becomes more complicated than
in (3.21) because of mechanisms related to polysilicon morphology and the discon-
tinuity at the interface. The surface mechanisms that control the gain have therefore
received considerable attention.

Several models have been suggested to explain surface mechanisms [23–28]. The
presence of a thin interfacial oxide (IFO) layer between polysilicon and monosili-
con was first recognized and analyzed in [23]. The IFO was grown as an unavoidable
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Fig. 3.14 Schematic of a one-dimensional NPN structure and band diagram under forward biased
emitter-base junction

native oxide film during exposure of the wafer surface to air. An associated increase
in the injection efficiency was observed and explained by treating the IFO as a tun-
neling barrier to carriers injected from the base. The IFO of thickness δ is shown
schematically for an NPN emitter-base region in Fig. 3.14a and the corresponding
band-diagram in Fig. 3.14b.

Since the polysilicon and monosilicon emitters are degenerately doped, their
Fermi levels lie close to the conduction band. The quasi-Fermi levels EF p and EFn
reflect, respectively, the injection of holes into the emitter and electrons into the base
(Chap. 1). The total base current consists of injection of minority carriers into the
monosilicon emitter, recombination at the emitter oxide interface, tunneling through
the oxide, and recombination within the polysilicon emitter.

For ultra-shallow emitters (20–50 nm), it can be assumed that minority-carrier
recombination in the emitter bulk is negligible. For a uniform IFO of thickness δ
less than about 1 nm grown on an ultra-shallow junction, the base current is found to
be limited by tunneling [29, 30]. A simplified relation for the tunneling probability
through the IFO is derived in [29, 30]. It is approximated as

P ≈ e−αT δ
√
φ , (3.56)

where a rectangular barrier of effective barrier height φ and thickness δ is assumed,
and αT is defined as
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αT = 2

√
2m∗

h̄2 . (3.57)

Assuming that the effective mass in the oxide m∗ is equal to the free electron
mass m0 and defining the IFO thickness δ in Å, φ in V, one finds αT ≈ 1 [27].

The effective barrier height for electrons, φe-eff , and for holes, φh-eff , are slightly
smaller than φe and φh in Fig. 3.14. This is due to the triangular barrier shape in the
IFO caused by the applied voltage. For φe-eff ≈ 3.0V and φh-eff ≈ 4.4V and an IFO
thickness δ = 4 Å, the tunneling probability is ∼10−3 for electrons and 2× 10−4

for holes, which is sufficiently high to cause substantial tunneling current through
the IFO.

Typical polysilicon-emitter NPN and PNP profiles are shown in Fig. 3.15 [31,32].
The increase in concentration at the polysilicon–monosilicon interface is attributed
to segregation of impurities within or near the IFO. It also serves as a “marker” to
locate the interface. The role of the selectively implanted collector, SIC, is discussed
in Sect. 3.4.2.

The IFO must be sufficiently thin to allow controlled diffusion of dopants from
the polysilicon through the thin oxide, but sufficiently thick to increase the emitter
efficiency by retarding injection from the base into the emitter without apprecia-
bly reducing the transport of majority carriers from polysilicon to the monosil-
icon, that is, without appreciably increasing the emitter resistance [33, 34]. An
optimized IFO thickness satisfying the above requirements is below 1 nm. For such
a thickness, both IB and IC exhibit near-ideal exponential characteristics. It fol-
lows that the IFO thickness must be precisely controlled if grown intentionally.
The thickness control has been demonstrated by special treatment of the surface
and low-temperature Chemical-Vapor-Deposition (CVD) [35], by low-temperature
Rapid-Thermal-Oxidation (RTO) [32], and by Atomic-Layer-Deposition (ALD)
[36]. CVD is described in [5], RTO and ALD are discussed in Chap. 7.

In the absence of IFO, there is the possibility of epitaxial realignment of the de-
posited polysilicon during thermal cycles following deposition [37, 38]. In regions
of epitaxial realignment, the deposited film becomes a single-crystal extension of
the monosilicon emitter and the local injection parameters follow those of a single-
crystal emitter. Also, the emitter may be shallower in epitaxially realigned regions
for the following reason: As dopants diffuse locally into the original silicon crystal,
they must be replenished from regions around and above that location. Replen-
ishing is faster with polysilicon than with epitaxial realignment because dopants
diffuse more rapidly along grain boundaries in polysilicon than in single-crystal
silicon [39].

Epitaxial realignment also occurs when a native oxide film, that was present dur-
ing polysilicon deposition, “breaks-up” into islands after subjecting the structure to
high-temperature rapid-thermal annealing [37]. In this case, the deposited film is
a mixture of monosilicon extensions and polysilicon on IFO islands, resulting in
a nonuniform emitter depth and injection parameters. The average current gain in
such structures is typically lower than with a uniform IFO.
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Fig. 3.15 Examples of polysilicon-emitter transistors. a NPN, b PNP. Impurity profiles recon-
structed from SIMS data [31, 32]. SIC: Selectively implanted collector

3.3.4.2 Narrow-Emitter Effects

The emitter area and perimeter behave differently in the forward active mode. While
the injection parameters in the center of the emitter area depend essentially on the
one-dimensional vertical profile, two dimensional effects at the emitter edge begin
to play a dominant role as the emitter width is reduced. For small-size emitters, even
three-dimensional effects at emitter corners become significant. These effects con-
tribute to increase the injection from the base into the emitter and reduce transistor
gain as the emitter is scaled to smaller dimensions. Among the mechanisms that are
responsible for the degradation in gain are:
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1. At the perimeter, the emitter concentration decreases vertically and laterally, re-
ducing the effective Gummel number and increasing the lateral base injection
into the emitter (Fig. 3.16). This effect alone is, however, not significant in the
presence of an IFO where tunneling through the oxide is the limiting factor.

2. For an implanted polysilicon emitter, shadowing and aspect-ratio effects reduce
the implanted dose in the polysilicon sidewalls, resulting in less dopant diffu-
sion into the emitter perimeter (Fig. 3.16) This further reduces the emitter Gum-
mel number and increases the base-injection [40, 41]. The grains in polysilicon
are known to grow in a columnar arrangement, that is, with boundaries normal to
the emitter surface. While this arrangement enhances dopant diffusion normal to
the surface, the lateral diffusion to the edges must occur through the grain itself, a
slower process, resulting in a lower Gummel number at the edge [38]. This “edge
effect” is not observed with in-situ doped (doped while grown) emitters.

3. For a self-aligned emitter-base structure as shown in Fig. 3.17, the distance
between intrinsic base and out-diffused extrinsic base is a trade-off between
transistor gain and base resistance. A large distance causes the base resistance
to increase. If sufficiently close to the emitter boundary, the extrinsic base
can encroach into the emitter perimeter. This can result in an increase in the
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intrinsic-base Gummel number and reduction in the emitter Gummel number at
the boundary by dopant compensation [42–44].

4. As the emitter width is reduced, such as in narrow stripes, the above mechanisms
become more pronounced.

3.3.4.3 Temperature Dependence of Current Gain

The current gain β is typically equal to the injection ratio. In the absence of an IFO,
β is related to the ratio of ni

2 in the emitter to ni
2 in the base (3.33). Since there is

more bandgap lowering in the degenerately doped emitter (Figs. 1.22 and 1.23), ni
2

is larger in the emitter than in the base (Fig. 3.18). The rate at which ni
2 increases

with temperature is, however, higher in the base than in the emitter and the ratio of
ni

2 in the emitter to ni
2 in the base decreases as temperature increases, as shown in

Fig. 3.18. This results in an increase of β with temperature [45].
The situation is different with ultra-shallow emitters, where the surface plays a

dominant role in the presence of an interfacial oxide layer. The complex combina-
tion of tunneling-limited base current and dopant segregation causing band-bending
at the IFO boundaries can result in less increase or even decrease in gain as the
temperature is increased [23]. The gain does not only depend on the difference in
bandgap lowering but also on band bending and a temperature term in the tunneling
current that will not be discussed further in this chapter.
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Fig. 3.18 Temperature dependence of ni for estimated bandgap lowering in the emitter and base.
The ratio of ni(emitter) to ni(base) decreases with increasing temperature causing an increase in β
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3.3.5 Transistor Resistances

The transistor injection parameters are related to the local internal potentials at the
emitter-base and collector-base depletion boundaries. Series resistances outside the
depletion boundaries can strongly influence the transistor static and dynamic char-
acteristics. These resistances become increasing important as the horizontal and
vertical transistor geometry is scaled down. All series resistances impact transis-
tor conductance, frequency response, and switching speed. Voltage drops across the
emitter and base series resistances RE and RB are additive to the intrinsic base input
voltage VBE in (3.17) as

VBE =
kT
q

ln
|IE |+ |αRIC|

|IEsat |
+ |IE |RE + |IB|RB. (3.58)

Equation (3.58) applies to both NPN and PNP transistors. Also, voltage drops
across the emitter and collector series resistances increase the collector saturation
voltage in (3.19) as:

VCEsat = ±kT
q

ln
αR[1− IC(1−αF)/αF IB]

1+(IC(1−αR)/IB)
+ IERE + ICRC, (3.59)

where the plus sign is for PNP and the minus sign for NPN. The voltage drops are
additive for both NPN and PNP.

3.3.5.1 Emitter Resistance

As the emitter area AE is reduced, the emitter series resistance increases approxi-
mately as 1/AE . In polysilicon-emitter transistors, the emitter resistance RE consists
of four components (wiring resistances not included):

1. Contact resistance between metal/silicide and polysilicon,
2. Polysilicon–monosilicon interface resistance,
3. Vertical resistance in polysilicon,
4. Vertical resistance of the single-crystal emitter.

The contact resistance between metal/silicide to polysilicon depends on the bar-
rier between the two materials. It is minimized by increasing the dopant concentra-
tion in polysilicon, particularly at the interface between silicide and polysilicon. For
a typical contact resistivity of 5× 10−7 Ω-cm2 and a contact size of 0.25μm2, the
contact resistance is as high as 800 Ω.

The emitter resistance depends strongly on the polysilicon–monosilicon inter-
face properties. If the IFO thickness increases above ∼1nm, the emitter resistance
increases because of the rapid decrease in the tunneling probability of majority car-
rier across the IFO.

The vertical polysilicon resistance depends on dopant concentration and mor-
phology of grains. For columnar grain-growth, the resistance depends mostly on
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the conducting properties of individual grains. It can be reduced by decreasing the
polysilicon thickness. For cobalt and titanium silicides (Chap. 7), however, the min-
imum polysilicon thickness is limited by metal penetration along grain boundaries.

Finally, the vertical resistance in the monocrystal emitter depends on emitter dop-
ing concentration and depth. For ultra-shallow emitters (20–50 nm), this resistance
becomes negligible.

Measurement of Emitter Resistance

Measurement of transistor series resistances is not a trivial task because the tech-
niques require high current densities where several effects, such as current crowd-
ing, conductivity modulation, and base push-out (Sect. 3.3.2), occur simultaneously.

Several static and dynamic methods to measure emitter resistance have been re-
ported [4, 46–50]. AC measurements can be slow, tedious and complex, especially
because of the sensitivity of measurement to parasitic capacitances. The dc tech-
niques are preferred because they are fast, require simple instrumentation, and are
easy to apply. One widely used dc measurement method is the floating-collector
technique shown in the inset of Fig. 3.19 [4]. An emitter current is forced by
forward-biasing the base-emitter junction with the collector connected to a high-
impedance voltmeter, whereby the collector appears as floating. Thus, electrons in-
jected from the emitter into the base reach the collector and are then injected back
into the base. This is the condition for voltage saturation since both the emitter and
collector junctions are forward biased. The collector saturation voltage VCE(sat) in
(3.59) is comprised of emitter and collector junction voltages and voltage drops
across resistors in series with the collector and emitter. The emitter resistance is
obtained from measuring the base current as a function of VCEsat with the collector
“open.” Setting IC = 0 in (3.59) and changing the logarithm to a positive value gives
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Fig. 3.20 Illustration of parasitic substrate PNP transistor in a junction-isolated NPN

VCEsat =
kT
q

ln
(

1
αR

)
+ IERE . (3.60)

A plot of VCEsat versus IB with IC = 0 is shown schematically in Fig. 3.19. The
“fly-back” at low-current is caused by the decrease in αR as the current is reduced
and recombination effects become more pronounced. At higher currents, high-level
injection effects come into play. Also, when both the emitter-base and collector-
base junctions are forward biased and the transistor is not fully isolated, there is the
possibility of a parasitic transistor formed between base and substrate, as illustrated
for an NPN structure in Fig. 3.20. In this case, a parasitic PNP transistor is formed
with the NPN base acting as the parasitic emitter, the NPN collector as the parasitic
base, and the substrate as the parasitic collector. The parasitic PNP transistor must
be considered when extracting the emitter resistance.

3.3.5.2 Base Resistance

The base resistance can be divided into two regions, intrinsic and extrinsic. The
intrinsic base is the region immediately under the emitter. It is also called active base
because most of the injection occurs in this region, or pinched-base to indicate that
the emitter pinches the base to a very thin region. The extrinsic base is the remaining
base region extending to and including the base contacts.

A simple method to extract the base resistance is to measure the deviation ΔVBE
of the forward characteristic from the ideal exponential behavior, as shown in
Fig. 3.21 [1, 48]. ΔVBE is caused by voltage drops across the extrinsic base resis-
tance (IBRBext), across the intrinsic base resistance (IBRBint), and across the emitter
resistance (IERE).

At intermediate currents, both IB and IC exhibit ideal characteristics, with VBE in-
creasing at 300 K by about 60 mV per decade of current. The deviation ΔVBE at high
currents is caused by IR drops in the base and emitter and by high-level injection
effects such as conductivity modulation and base-push effect discussed in Sect. 3.3.
It can be shown that at the emitter current level where the deviation begins, ΔVBE de-
pends predominantly on the IR drops in the base and emitter. In this case, high-level
injection effects can be neglected and
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ΔVBE = IBRB(ext) + IBRB(int) + IERE . (3.61)

The emitter resistance RE can be extracted by the method described in Fig. 3.19
or by, e.g., a method described in [48].

Given the transistor impurity profiles, the sheet resistance of both the intrinsic
and extrinsic base can be numerically or analytically calculated. They can also be
directly measured on four-point probe or specially designed structures as discussed
in [51]. Calculation of the extrinsic base sheet resistance is straight-forward. The
base profile is obtained from simulated, SIMS, or SRP4 impurity profiles, or approx-
imated by an appropriate distribution function such as a Gaussian or exponential.
The sheet resistance is then found as:

1
RBSext

=
xdB

∑
0
σ(x)Δx Ohm/square, (3.62a)

4 Secondary Ion Mass Spectroscopy (SIMS) and Spreading Resistance Profiling (SRP) techniques
are used to measure the concentration versus depth.
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or
1

RBSext
=

xdB∫

0

σ(x) dx Ohm/square. (3.62b)

In the above equations, 0 is taken at the surface of the base, xdB is the depth of
the base-sided depletion boundary at the collector-base junction, Δx the increment
in depth obtained from the SIMS or SRP profile, and σ(x) the position dependent
conductivity defined as

σ(x) = qμ(x)N(x). (3.63)

N(x) and μ(x) are, respectively, the position-dependent dopant concentration and
majority-carrier mobility.

The extrinsic base resistance RBext depends on transistor geometry. For a sym-
metrically arranged double-base-contact as in Fig. 3.22, RBext has half the value of
either extrinsic side.

Without applied bias, the intrinsic base sheet resistance RBSint can be found
in the same manner as for the extrinsic base. The summation in (3.62a) or in-
tegral in (3.62b) is taken between the emitter-base and collector-base depletion
boundaries in the base. From the impurity profiles in Fig. 3.15, it can be seen that
RBSint �RBSext . When the transistor is biased, for example, in the forward-active
mode, the base current causes a lateral voltage drop in the intrinsic base that changes
the emitter current profile (Fig. 3.22). Let y be the direction parallel to the floor of
the emitter. The base current develops a transverse voltage drop ΔVBE(y) along the
intrinsic base of polarity opposite to that of the emitter-base forward voltage, VBE ,
gradually reducing the magnitude of VBE from emitter center to emitter edge. Thus,
the forward voltage becomes position-dependent, being smallest at the point furthest
away from the base contact relative to the emitter center. In the case of a double-
base contact, this point would lie in the center-line of the emitter so that the injected
current density decreases from edge to center, eventually crowding at the emitter
edges facing the base contacts, as shown by the arrows in Fig. 3.22. This is why
power transistors that operate at high currents densities are designed with a narrow
emitter and a large perimeter to area ratio.

Electron current
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Base
contact 

Collector epi 

Buried N+
  layer 

Intrinsic base,
pinched region 

Emitter Extrinsic  
base 

Base
contact
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y

x 

Fig. 3.22 Illustration of current crowding in an NPN transistor
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Since VBE is not constant, the effective intrinsic base resistance RB(int) is found
from the average ratio of ΔVBE divided by the base current that produces it [1].
The resistance thus found is also called the “base-spreading resistance” because
of the distributed effect throughout the intrinsic base. The effective base resistance
decreases as IB increases because the “injection front” moves gradually from center
to edge, reducing the effective IB path-length.

The effective base resistance can be estimated using a simple model shown in
Fig. 3.23 [52]. The intrinsic base is assumed to be a square of sheet resistance RBSint .
For a symmetrically arranged double-base contact NPN, the analysis is simplified
by considering only one half of the transistor. Assume that RBSint = 24kΩ/square.
Without applied bias, the intrinsic base in half of the transistor would have a resis-
tance RB0 = 24/2 = 12kΩ (shunting effects by base polysilicon and monosilicon
material around the active emitter are neglected).

Assume now that the transistor is biased in the forward-active mode. Since the
current and voltage are distributed along the intrinsic base, the effective base resis-
tance can only be expressed as an average value RBint < RB0.

An estimate of RBint as a function of IC can be made by slicing the emitter into a
number of identical elemental transistors. For illustration, only three slices are delin-
eated in Fig. 3.23. Each transistor is assumed to have zero internal base resistance,

C

E B

RB(int)/8 RB(int)/8

Individual slice

Polysilicon  base

Polysilicon emitter

Monosilicon  base

Contact

Isolation

Base current
lines into

intrinsic base

Polysilicon emitter

AA

N+buried layer

Cross-section A-A

Transistor slices

Extrinsic base

Fig. 3.23 Symmetrically-arranged NPN with double-base contact sliced into elemental transistors
to calculate RB(int)
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but to be connected to an external resistance of RB(int)/6 on each side of the slice.
Calculations are made by assuming a collector current in the center transistor and
working backward to the edge transistor [52].

Figure 3.24 shows results obtained for an NPN transistor under the assumptions
given in the inset. It can be seen that RB(int) ≈ RB0/3 at low IC, as derived in [1]. At
high IC,RB(int) decreases rapidly, and the base resistance approaches RB(ext) because
the current crowds at the intrinsic-base boundary.

3.3.5.3 Collector Resistance

The collector resistance essentially consists of three parts: The sinker resistance,
Rsinker that also includes the contact resistance, the N+-buried-layer resistance,
RNBL, and the resistance of the selectively-implanted collector, RSIC (Figs. 3.15
and 3.25; Sect. 3.4.2).

The resistances can be directly extracted from measurements on specially
designed structures. They can also be calculated from measured SIMS or SRP
concentrations versus depth.
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Given the impurity profiles, Rsinker and RSIC can be obtained from the conductiv-
ity and the geometry of the sinker and the selectively implanted collector as

R =
1

L×W

xREF∫

0

dx
σ(x)

. (3.64)

The origin x = 0 is at the surface. L and W are the length and width of the region
and xREF the depth from the surface where the net concentration reaches a reference
level, typically chosen in the range 1× 1017–5× 1017 cm−3. The conductivity σ is
found from (3.63). RNBL is found from the N+-buried-layer sheet resistance and
geometry.

The “fly-back” method in Fig. 3.19 used for measuring the emitter resistance
does not give accurate results when applied to the collector, even with a fully-
isolated transistor. It is complicated by the presence of process-sensitive “extrinsic”
electron and hole injection currents that must be taken into account when the tran-
sistor is biased in the inverse mode, as shown by the “e” and “h” arrows in Fig. 3.25.

3.4 High-Level Injection Effects

There are two high-level injection effects in a bipolar transistor biased in the
forward-active mode, one at the emitter-base junction, referred to as base conduc-
tivity modulation, and the other at the collector-base junction, referred to as base
push-effect or Kirk-effect.

3.4.1 Base Conductivity Modulation

For a large emitter-base forward bias voltage, the injected excess minority carrier
concentration can become comparable to or even exceed the dopant concentration
in the base. To maintain charge neutrality within the base, the majority carrier con-
centration must increase by the same amount of increase in minority carrier con-
centration at every point in the base. The excess majority carriers increase the base
conductivity and decrease the effective intrinsic-base resistance, RB(int). As a con-
sequence, the injection efficiency decreases, contributing to the drop in β at high-
current densities (Fig. 3.8) [53]. In addition to conductivity modulation, the gradient
in majority carriers creates a field that enhances the drift current component of mi-
nority carriers. In the limit, this field doubles the effective minority-carrier diffusion
constant (Chap. 2).

Consider, for example, an NPN structure having a base concentration NA0 at the
depletion boundary near the emitter. Neutrality requires that Δnp0 = Δ pp0. Also,
because Δnp0 � n̄p0, the approximation Δnp0 ≈ np0 can be made. Equation (3.28)
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then yields

np0 =
n2

i
np0 +NA0

eqVF /kT , (3.65)

or

np0 =
1
2

√
N2

A0 +4n2
i eqVF /kT − NA0

2
. (3.66)

At low-level injection, npo � NA0 and (3.65) simplifies to (2.60) where np0 is pro-
portional to eqVF /kT . At high-level injection, np approaches pp and np0 ∝ nieqVF /2kT

(Chap. 2). The eqVF /kT and eqVF /2kT limits are illustrated in Fig. 3.26 for different
base dopant concentrations.

Crowding at the emitter edges increases the current density and reinforces con-
ductivity modulation, resulting in a faster decrease in current gain in those re-
gions. It can be seen from the plots that the effect becomes less pronounced as
the dopant concentration increases above ∼1018 cm−3. For example, conductivity
modulation is negligible in the heavily-doped (1020–1021 cm−3) emitter and more
pronounced in the collector where the SIC concentration is low, typically in the
range 1016–1017 cm−3.

3.4.2 Base-Push Effect (Kirk Effect)

So far, it was assumed that injected minority carriers that reach the collector deple-
tion boundary are immediately swept through the depletion region. This assumption
is not strictly valid since carriers do not traverse the collector-base depletion region
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at infinite velocity. The maximum carrier velocity in the collector depletion region is
the saturation velocity vsat ≈ 107 cm/s (Chap. 1). For an NPN structure, the current
density across the collector-base depletion is

jn = qΔnvsat . (3.67)

A finite electron concentration must therefore exist within the collector-base de-
pletion to sustain the current.

In transistors where the injected current in the base is diffusion-limited, the car-
rier velocity in the base is 100 to 1000 times smaller than vsat . In this case, one
can assume that at low-level injection, Δn at the base-collector depletion boundary
is ∼0. In a transistor having a graded-base with a built-in field in a direction that
accelerates the transport of minority carriers from emitter to collector, this approx-
imation may not be valid. Consider, for example, an NPN transistor of microwave
performance (high-speed) having a base profile of the form

NA = NA(0)e
−Cx, (3.68)

where NA(0) is the base concentration at the emitter-base depletion boundary. For
such a profile, the built-in field is constant (Chap. 1) and

E = −kT
q

1
NA

dNA

dx
= C

kT
q

. (3.69)

For example, for NA0 = 1019 cm−3, Wb = 60nm and C ≈ 7.7×105 cm−1, NA(Wb) =
1017 cm−3 and E ≈ 2×104 V/cm. At such a high field, minority carriers drift at sat-
uration velocity, the same velocity as in the collector-base depletion layer. The flow
of minority carriers effectively increases the negative charge density in the base-
side of the collector-base depletion layer and decreases the positive charge density
in the collector-side of the depletion layer. To maintain space-charge neutrality, the
depletion width must expand in the collector and shrink in the base. Therefore, as
the current is increased, the base-width widens. In the limit, the depletion bound-
ary in the collector moves toward the N+-buried-layer where it becomes “pinned”
[54,55]. The low-level and high-level injection boundaries are shown schematically
in Fig. 3.27.

The increase in base-width at high-level injection causes the current gain and
transistor speed to decrease. It is referred to as the base-push or Kirk-effect.

The onset of high-level injection at the collector can be arbitrarily defined as the
current density at which Δn becomes equal to the collector dopant concentration
at the collector depletion boundary, ND0. The current density at the onset can then
be estimated from (3.67). To prevent excessive base-widening at a specified cur-
rent density jC,ND0 must be kept greater than jC/qv. Typical epitaxial collectors
are grown with uniform ND in the range 1016 − 5× 1016 cm−3. The concentration
must be sufficiently low to ensure a minimum collector-base breakdown voltage
and to reduce the collector base capacitance. A low concentration also reduces
the spread of the depletion region into the base as the reverse voltage increases
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(Chap. 2), thus minimizing the impact on Early voltage. At such a low concen-
tration, however, the onset of base push-effect occurs at a current density of only
about 0.16−0.8mA/μm2 (3.67). To increase the current density while maintaining
a low collector-base capacitance, ND0 is locally increased by selectively implanting
the collector (SIC) immediately under the intrinsic base region. Thus, the SIC con-
centration is a trade-off between collector-base breakdown voltage, Early voltage,
and current density at onset of the Kirk-effect. In some designs, the collector epi-
taxy is grown near intrinsic and the SIC concentration chosen in the range of about
1017 −5×1017 cm−3.

The plot in Fig. 3.8 shows that the gain falls-off at high collector current densi-
ties. The base-push effect, base-conductivity modulation and emitter crowding are
among the important mechanisms that contribute to the fall-off. Other mechanisms
are the increase in base Gummel number as the emitter-base junction is forward bi-
ased and the increased injection of holes from the base into the emitter. A thorough
analysis of all the mechanisms is only possible with numerical simulations because
they typically occur simultaneously and, in many cases, interact with each other.

3.5 Frequency Response of Current Gain

The time required for carriers to travel from emitter to collector is called the transit
time, τ . The delay terms that contribute to the overall transit time τ are shown in
Fig. 3.28. The critical delay terms that affect the transistor frequency response and
their trade-offs with other parameters are discussed in this section.
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Fig. 3.28 Critical transistor
time-delay terms
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3.5.1 Emitter Delay, τE

The emitter time-delay is the product of emitter resistance and emitter capacitance

τE = [REext + rEint ][CjE +CE(parasitic)]. (3.70)

REext includes the emitter contact resistance, the vertical resistance in the polysil-
icon and monosilicon emitter, and an additional resistance that may be caused by
the presence of an interface oxide. The dynamic emitter resistance rEint repre-
sents the slope of the forward-biased emitter-base junction. It is obtained by partial
differentiation of (3.20) as

1
rEint

∼= ∂ IE

∂VBE

∣∣∣∣
VCE=const

=
qIE

kT
. (3.71a)

As can be seen, rEint decreases with increasing emitter current as

rEint =
kT
qIE

∼= kT
qIC

=
1

gm
, (3.71b)

where gm is the transconductance in Siemens.
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CjE is the emitter-base depletion capacitance consisting of area and perimeter
components. It can be measured on specially designed test structures or calculated
given the base and emitter impurity profiles. For low to moderate forward bias, an
estimate of this capacitance is

CjE =
√

qε0εSiNB

1−VBE
F/cm2. (3.72)

The “1” in the denominator of (3.72) is an approximation for the emitter-base
built-in voltage; NB is the base concentration at the emitter boundary; and VBE is the
small forward voltage. The above approximation for CjE ceases to be valid when
the injected minority carrier concentration approaches NB.

CE(parasitic) in Fig. 3.28 is the emitter-base capacitance outside the active region,
for example, the overlap capacitance between the polysilicon emitter and the extrin-
sic base. This capacitance can be minimized by controlling the overlap and increas-
ing the insulator thickness between the overlapping polysilicon and base.

Equations (3.69)–(3.71) show that the emitter time delay τE decreases with in-
creasing emitter current. To minimize τE , the emitter series resistance must be re-
duced, and the emitter capacitance be made as small as possible by reducing the
emitter size and base dopant concentration at the emitter boundary. When opti-
mizing τE , however, there is a trade-off between speed, current-carrying capability,
Early voltage, and punch-through voltage.

3.5.2 Base Transit Time, τB

The time required for injected minority carriers to travel through the base is the base
transit time, τB. The base transit time is also found as the ratio of injected (stored)
base charge QnB (Fig. 3.10) to emitter current

τB =
QnB

IE
s. (3.73)

The injected electron concentration at the emitter-base depletion boundary in the
base is defined as (Chap. 2)

np0≈ n̄p0eqVF /kT . (3.74)

Assuming a uniformly-doped base and low-level injection, the mobility in the
base is constant and np ≈ 0 at Wb. Also, since the base width is much smaller than
the minority diffusion length, the assumption of zero recombination in the base is
valid. Thus, the excess minority carrier concentration drops linearly from emitter to
collector and the carriers are transported by diffusion. The charge stored in the base
is therefore

QnB ≈ 1
2

qnp0Wb. (3.75)
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The electron current is then
jE = qDn

np0

Wb
. (3.76)

The base transit time is then found as

τB =
qnp0Wb

2(qDnnp0/Wb)
=

W 2
b

2Dn
s. (3.77)

Thus, the base transit time is proportional to the square of the base-width and
hence very sensitive to any changes in base-width.

For a nonuniform base profile, the situation is more complex because several
factors come into play:

1. There is a built-in field in a graded base that induces a drift current component
that can accelerate or decelerate minority carriers, depending on the gradient
sign (3.69).

2. The carrier mobility and hence diffusivity is no longer constant but varies with
base concentration and electric field.

3. The energy-gap lowering varies across the base because it depends on base con-
centration. This induces an electric field whose sign is opposite to the sign of the
built-in field and can retard or accelerate carriers, depending on the gradient sign.

For an arbitrary base profile, the electron current is expressed by the drift-
diffusion relation [56, 57]

jE = qDn(x)
dnp(x)

dx
+qμn(x)E(x)np(x), (3.78)

where

E(x) =
kT
q

(
1

NA(x)
dNA(x)

dx
− 1

n2
i (x)

dn2
i (x)
dx

)
. (3.79)

The first term in the above equation is the built-in field caused by the gradient
in dopant concentration and the second term the field due to the position-dependent
bandgap narrowing approximated by (1.53) and the resulting increase in intrinsic-
carrier concentration. It can be shown that [57]

n(x) =
jnE

q
n2

i (x)
NA(x)

Wb∫

x

1
Dn(x)

NA(x)
n2

i (x)
dx. (3.80)

Integrating n(x) and dividing by jnE/q gives τB as

τB =
QB

jnE
=

Wb∫

0

n2
i (x)

NA(x)

Wb∫

x

1
Dn(v)

NA(v)
n2

i (v)
dv.dx. (3.81)

For a uniform base, the above equation simplifies to (3.77). Typical base profiles
are Gaussian or exponential. In both cases, the peak base concentration under the
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emitter should be close to the emitter-base junction and not deeper to avoid increas-
ing τB by a retarding field.

In high-performance transistors, the base-width is scaled down to aggressive di-
mensions in the range 20–50 nm, as in SiGe Heterojunction Bipolar Transistors
(HBT) [14, 58, 59]. The power-supply voltage, however, does not decrease at the
same rate. This results in an increase in electric field in the base and its gradient at
the base-collector junction [60]. Simulations show that for such high electric fields
and ultra-thin base of width comparable to the carrier mean-free path, the drift-
diffusion approximation is no longer valid and two nonequilibrium transport effects
become important (Chap. 5), namely velocity overshoot at the collector-base junc-
tion and quasi-ballistic transport in the base. Under these conditions, the base transit
time depends linearly on Wb rather than on the square of Wb [60, 61].

3.5.3 Collector Delay, τC

The collector delay τC consists of two parts, one associated with charging and dis-
charging the collector-base depletion capacitance, τC jC and the other with the transit
time through the collector depletion layer, τxdC.

3.5.3.1 Collector-Base Capacitance Delay, τCjC

The collector-base junction capacitance CjC is charged through both the emitter
and collector series resistances, including the emitter dynamic resistance rEint . The
associated delay time is

τC jC = [REext + rEint +RC] CjC. (3.82)

CjC encompasses the full collector base junction. In a nonuniformly doped col-
lector, such as with a selectively-implanted collector (SIC), the capacitances of both
SIC and non-SIC regions must be included in CjC. For a near-intrinsic epitaxy, the
capacitance per unit area outside the SIC region can be estimated as Cepi = εSi/tepi,
where tepi is the distance between base and the point in the up-diffused buried layer
where the concentration reaches about 1017 cm−3.

Note that parasitic vertical and lateral capacitances between collector and sub-
strate and collector to adjacent structures exist. They do not, however, contribute to
the emitter-collector delay time.

3.5.3.2 Transit Time through the Collector-Base Depletion Layer, τxdC

Injected carriers crossing the collector-base depletion boundary are subjected to a
high electric field, typically larger than 104 V/cm. Thus, the carriers travel through
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the collector-base depletion region at saturation velocity, vsat ≈ 107 cm/s. For a de-
pletion width xdC, one would expect the carrier transit time to be xdC/vsat . The actual
delay, however, is found to be half this value, that is, xdC/2vsat [62–66]. This can
be shown by a simple charge-control analysis [62]. Consider, for example, an NPN
structure with uniformly-doped collector and fixed collector-base reverse voltage.
For a constant velocity vsat , the collector current is jC = qvsatn. Current continuity
requires that n and hence the mobile charge density ρC also be constant, where

ρC = qn =
jC

vsat
. (3.83)

As ρC travels through the depletion layer, it adds to the fixed negative charge
in the base, shortening the depletion layer in the base, and subtracts from the
fixed positive charge in the collector, widening the depletion layer in the collec-
tor (Sect. 3.4.2). Under the assumption that the depletion layer expands mostly into
the collector, the mobile charge per unit area can be approximated as QC = ρC.xdc.
Half of this charge is neutralized by shortening the depletion layer in the base. The
actual delay time is found by dividing this charge by jC [62]

τxdC =
ρCxdC

JC
=

ρCxdC

2ρCvsat
=

xdC

2vsat
, (3.84)

which is in agreement with the results in [63–66].

3.5.3.3 Gain-Bandwidth Product, fT

For a given current density, the current gain remains almost constant up to a certain
frequency where the carriers can no longer respond to the varying signal, at which
point the gain β begins to fall-off. A widely accepted figure of merit of transistor
speed is the grounded-emitter gain-bandwidth product

fT = β f , (3.85)

where f is the operating frequency and fT is the frequency at which the grounded-
emitter current gain is unity. There is a wide frequency range where the rate of
decrease in β follows 6 dB per octave of frequency. It can be shown that in this
range, extraction of fT can be simplified by measuring β at one frequency and ex-
trapolating to the frequency where β = 1 [1]. For example, if β falls to 20 at 5 GHz,
then fT = 100GHz. The relation between fT and delay time is

fT =
1

2πτ
Hz, (3.86)

where τ is the sum of all time delays discussed above

τ = τE + τB + τC jC + τxdC. (3.87)
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Fig. 3.29 Measured fT versus IC for PNP at VEC = 1–5V

Neglecting the parasitic emitter capacitance in (3.70), the total delay time can be
approximated as

τ =
(

RE +
kT
qIC

)
(CjE +CjC)+

W 2
b

θDn
+RCCjC +

xdc

2vsat
, (3.88)

where θ is an adjustment factor of 2–6 for the built-in field in a graded-base struc-
ture. A measured plot of fT versus collector current in a PNP is shown in Fig. 3.29.
fT is low at small collector currents because the dynamic emitter resistance kT/qIC
in the first term of (3.88) dominates. As the collector current increases, fT increases
monotonically and reaches a peak at high current density above which it begins to
decrease, mainly because of the Kirk-effect discussed in Sect. 3.4.2.

The dotted plot in Fig. 3.29 is a projection of fT versus IC without the selectively
implanted collector (SIC). Increasing the collector dopant concentration by SIC im-
mediately beneath the active base delays the Kirk-effect and shifts the current at
which fT begins to fall-off to a higher value. The increase in fT at higher collector
reverse voltage is the result of Wb shortening as the depletion region moves into the
base. Also, an increase in the total collector-base depletion width reduces CjC. It
should be noted that, as the base-width is reduced below ∼100nm, the base transit
time can drop below the collector transit time and the last term in (3.88) becomes
more important.

Similar plots measured on an NPN structure of comparable geometry to that in
Fig. 3.29 show higher values for peak fT than for PNP. This is mainly due to the
higher electron mobility.

3.5.3.4 Maximum Frequency of Oscillation, f max

The power gain G of an amplifier is the ratio of output to input power. It is the prod-
uct of voltage gain and current gain. For a grounded-emitter transistor, the frequency
dependence of G is derived as [67]
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G =
fT

8π f 2rBCjC
. (3.89)

where rB is the base input resistance, f the frequency of operation, and CjC the
collector-base capacitance. The output resistance is

1
ωTCjC

=
1

2π fTCjC
,

where ω is the angular frequency. A transistor figure of merit relevant to RF and
microwave applications is the frequency at which the amplifier power-gain drops to
unity. This is referred to as the maximum frequency of operation, fmax. By setting
G = 1 and f = fmax in (3.89), the relation between fmax and fT is obtained as [67]

fmax =

√
fT

8πrBCjc
. (3.90)

Thus, to increase fmax, fT should be increased and rB, and CjC should be reduced.
For fixed intrinsic and extrinsic base sheet resistances, reducing the base resistance
can only be achieved by optimizing the transistor layout, that is, by reducing the
width of emitter stripes to reduce the contribution of intrinsic base resistance, by
implementing multiple base leads and contacts, and by minimizing the distance be-
tween the extrinsic and intrinsic base.

3.6 The Transistor as a Switch

When operating as a switch, the transistor has two states of conduction: it is off
or on. An ideal switch has a very high resistance in the off state, approaching that
of an open-circuit, and a very low resistance in the on-state, approaching that of a
short-circuit. Also, the response to a switching signal should be nearly instantaneous
to achieve a rapid transition from one state to the other. The transistor is, however,
far from being an ideal switch. Consider, for example, the switching circuit for a
grounded-emitter PNP transistor in Fig. 3.30a.

The collector response to an ideal base current pulse of sufficient magnitude to
turn-on the transistor is shown in Fig. 3.30b. It can be seen that the collector does
not immediately respond to the signal. Also, there is a delay in collector response to
a base current pulse of magnitude sufficient to turn-off the transistor. The switching
cycle can be divided into four periods, the delay time td, the rise time tr, the storage
time ts, and the fall time t f . The turn-on and turn-off times are defined as:

ton = td + tr, (3.91a)
toff = ts + t f . (3.91b)
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Fig. 3.30 Switching cycle from grounded-emitter PNP transistor: a Switching diagram; b Base
and collector currents during turn-on and turn-off transients

Since switching involves large signals, a current analysis of turn-on and turn-
off times becomes very complex because of the high degree of nonlinearity during
the transitions. The charge-controlled method is preferred because of its simplicity
[1, 11, 68].

3.6.1 Delay Time, td

An example of grounded-emitter PNP output characteristics is shown in Fig. 3.31. In
the active mode, the collector current is controlled by the base currents. The load line
is the locus of allowable points that satisfy VEC = ICRload . Point A is the boundary
between the off-state and the active region. At this point, VEB = 0, VEC ≈VBC, and
the base current consists only of reverse base-collector leakage current.

The delay time td is the time required to bring the transistor from the off state to
the onset of the active region at point A in Fig. 3.31. For VBE = 0 at the beginning
of switching, the delay time is zero. If, however, the initial condition is VBE > 0,
that is reverse-biased base-emitter junction, there will be a delay time associated
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Fig. 3.31 Output characteristics and operating regions in grounded-emitter PNP transistor.
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with charging the emitter-base depletion region when the base voltage goes from
reverse to zero. This is because reducing the forward voltage by ΔVBE causes a
corresponding change in the emitter-base depletion width ΔxdE and charge must
be provided by the base contact to neutralize the excess ionized impurities in the
depletion layer. This charge is ΔQxdE = qNDΔxdE . The ratio ΔQxdE/ΔVBE consti-
tutes an emitter capacitance CjE that contributes to the overall RC delay. Similarly,
a change in collector-base voltage is associated with a charge ΔQxdC and a collector
capacitance CjC. The base current necessary to charge the depletion capacitances is

IB =
dQxdE

dt
+

dQxdC

dt
. (3.92)

If the voltage dependence of the emitter-base and collector-base capacitances is
known, the delay-time td can be found by integrating (3.92) and making appropriate
changes in limits

td∫

0

IBdt =
0∫

−VBE1

CjEdVBE +
−VCC∫

−VBC1

CjCdVCE , (3.93)

where VBE1 and VBC1 are, respectively, the initial emitter-base and collector-base
voltages, VCC the steady-state collector-base voltage, and VBC1 = (VCC +VBE1). The
delay time can be reduced by minimizing the emitter-base and collector-base junc-
tion capacitances. For fixed impurity profiles, the emitter and collector should be
designed as small as possible to achieve high-switching speed.
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3.6.2 Rise Time, tr

The rise time tr is the time required to bring the collector current from 10% to 90%
of its final value. This is approximately the time required for a transition from the
onset of the active region at point A to the onset of saturation at point B in Fig. 3.31.
During this transition, the minority charge in the base rises to its final value shown in
Fig. 3.32, and the emitter-base and collector-base depletion regions shrink further.

The linear decay of stored charge, shaded triangle in Fig. 3.32, applies to a typical
case where Wb is much smaller than the diffusion length of holes in the base. Since
at every point in the base, the minority carriers must be neutralized by majority
carriers, the base contact must supply majority carriers of total charge QnB =−QpB.

During the transition, the total base current is

IB =
dQxdE

dt
+

dQxdC

dt
+

dQB

dt
+

QB

τB
. (3.94)

The first and second terms on the right are associated with charging the emitter-
base and collector base capacitances as the depletion regions shrink. The third term
is the base current necessary to replenish recombination of holes in the base. The
fourth term is the base current needed to charge the base to the level where the
collector current reaches its value at point B. τB is the base transit time, defined for a
uniform base in (3.73) and (3.81). The time at which IC reaches the collector current
at point B in Fig. 3.31 can be approximated as [1, 11]

tr ≈ βτeff ln
1

1− (0.9IC/β IB)
, (3.95)

xdCxdE

x = 0
x

pn

Wb

Stored minority
Charge, QpB 

Δpn0

CollectorBaseEmitter

Fig. 3.32 Stored minority-carrier charge in PNP base
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where τeff is an effective transistor time constant that also includes the terms 1/ fT
and the time constant RLCjC related to charging through the load resistance RL in
Fig. 3.30. As fT increases, τeff and hence the rise-time decreases.

The stored minority-carrier charge in the emitter, QE , was neglected so far on
the grounds that the emitter is doped much heavier than the base and the concentra-
tion of minority-carriers injected into the emitter is considerably smaller than that
injected into the base. In this case, the stored charge in the emitter, QE , constitutes
only a small fraction of the stored charge in the base, QB. For an ultra-thin base,
however, QB becomes very small and QE can no longer be neglected when com-
pared to QB and the contribution of QE must be included in (3.94):

IB =
dQxdE

dt
+

dQxdC

dt
+

dQB

dt
+

QB

τB
+

dQE

dt
+

QE

τE
. (3.96)

3.6.3 Storage Time, ts

When both the emitter-base and collector-base junctions become forward biased, the
transistor is in saturation (Fig. 3.31). The charge in the base can then be represented
by two stored-charge triangles QpB1 and QpB2, as shown in Fig. 3.33.

QpB1 is the charge of excess holes injected from the emitter into the base
(Fig. 3.32). QpB2 is the charge of excess holes injected from the collector into
the base when the transistor is in saturation. The total charge of injected holes is
QpB = QpB1 + QpB2. Also shown in the figure is the minority-electron charge in-
jected from the base into the emitter and collector. Since the dopant concentration
in the collector is typically low, there is considerable electron charge storage in the
collector. The concentration of excess electrons in the collector is assumed to drop
to zero near the P+-buried-layer (PBL) where the recombination-rate is high. While

x

xdCxdE

x = 0

Δpn(Wb)

x = xPBL

QpB1

CollectorBaseEmitter

QnE

QnC

QpB = QpB1 + QpB2 

QpB2

Δnp0 (C)

Δpn(0)

Δnp0 (E)

x=Wb

Fig. 3.33 Excess hole charge in base of PNP in saturation. Also shown is the excess electron
charge in the emitter and collector



3.6 The Transistor as a Switch 187

P–-substrate

N-epitaxy

Base/SBD
contact

Collector
contact 

Emitter
contact 

SBD
Wepi

Sinker

N+-buried layer

Fig. 3.34 Illustration of an NPN structure with a Schottky-clamp

minority-carrier storage in the emitter is small, it may not be negligible when com-
pared to the total stored charge when the base is ultra-thin.

At time t3 in Fig. 3.30b, the base is “instantaneously” switched from the “on”
to “off” level. The collector current remains essentially constant until time t4 where
VCB drops to zero. This is the boundary between saturation and active regions that
corresponds to point B in Fig. 3.31. The storage time can be approximated as [1,11]

ts ≈ τs ln
IB(on) − IB(o f f )

(IC/β )− IB(o f f )
, (3.97)

where τs is approximately the sum of forward base-transit time, reverse base-transit
time, and minority-carrier lifetime in the collector, and IB(on), IB(off ) are defined in
Fig. 3.30b.

To minimize the storage time, it is important to reduce the minority-carrier life-
time in the collector and the distance Wepi between the collector and the heavily-
doped buried layer (Fig. 3.34). In earlier transistor versions, the minority-carrier
lifetime was reduced by introducing heavy metals, such as gold in the collector
to create recombination sites (Chap. 1). This method is, however, not practical in
scaled-down modern transistors. The stored charge in the collector can be consider-
ably reduced by clamping the base-collector junction with a Schottky-barrier diode
(SBD) of appropriate barrier height and area, as shown for an NPN structure in
Fig. 3.34. When the collector-base junction is reverse-biased, the SBD is also re-
verse biased. The current measured is then the reverse-bias leakage current of both
the base-collector junction and SBD (Chap. 2, Sect. 2.3.1). When the transistor en-
ters saturation, both the collector-base junction and SBD are in forward bias. Since
the SBD is essentially a majority-carrier device, there is negligible charge storage
associated with it. The barrier height and area of the SBD are typically chosen such
that the fraction of current that the SBD carries is at least 0.9 (Problem 10).

3.6.4 Fall Time, tf

The fall time is the time required for the collector current to fall from 0.9IC to 0.1IC,
that is, t f = t5 − t4 (Fig. 3.30b). This is the time required for the operating point to
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traverse the active region from point B to point A in Fig. 3.31. During this transi-
tion, the excess minority-carrier charge is removed from the base (Fig. 3.32). The
approximation of the fall-time is therefore similar to that of the rise time, resulting
in an effective time-constant similar to that in (3.95) [1, 69]

t f ≈ βτeff ln
IC/β IB(ON)

(0.1IC/β IB(on))−1
. (3.98)

3.7 Silicon-Germanium Transistor

A typical silicon-germanium (SiGe) transistor consists of a SiGe base sandwiched
between a silicon-emitter and a silicon-collector. Since the emitter-base and
collector-base junctions are formed between dissimilar materials, SiGe transistors
are said to belong to the family of heterojunction bipolar transistors (HBT ). The
main objective of adding germanium is to tailor the bandgap in the base, increasing
the flexibility in optimizing current-gain, speed, Early-voltage, and noise. The
properties and advantages of SiGe transistors are discussed in this section.

3.7.1 SiGe Film Deposition and Properties

The SiGe film is typically deposited by low temperature epitaxial growth through
the reduction of dichlorosilane (SiH2Cl2) by hydrogen. The low-temperature is re-
quired to avoid excessive dopant diffusion and maintain a narrow-base. Germanium
is incorporated in-situ by adding germane (GeH4) to the gas stream (Chap. 7).
The film can be deposited by ultra-high vacuum chemical-vapor deposition (UHV-
CVD) at a temperature as low as 450◦C [69,70], or by conventional low-pressure or
atmospheric-pressure CV D at a temperature near 600 ◦C [71–73]. The film grows as
single-crystal silicon over monosilicon, and as a polysilicon film over insulators and
polysilicon. Low-temperature epitaxy requires high-purity hydrogen to avoid traces
of oxygen and water. The film can also be deposited self-aligned to the base by se-
lective epitaxial growth (SEG) [74–76]. In this case, the film nucleates only over
exposed silicon. In-situ doping is performed by adding, for example, B2H6, AsH3,
or PH3 in the gas-stream.

A typical NPN SiGe-base profile is shown in Fig. 3.35. The germanium concen-
tration is gradually increased and then decreased to obtain a triangular shape. As
will be discussed later in this section, the triangular Ge profile enhances the field
that aids the transport of carriers through the base, reducing the base transit-time.
Other Ge shapes, such as box or trapezoidal, are also achievable. The choice of Ge
shape depends on which parameter should be optimized.

The optimum growth temperature is ∼550◦C for a Ge mole fraction up to 0.15.
The Ge transition at the SiGe/Si interface is very steep. The SiGe layer is typically
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separated from the Si-emitter and Si-collector regions by very thin intrinsic Si-films
called vertical spacers. The primary purpose of the spacers is to make sure that
emitter-base and collector-base depletion boundaries remain within the main Ge dis-
tribution, as discussed below. Also, an intrinsic buffer layer between SiGe and the
Si-collector reduces the collector-base capacitance outside the selectively implanted
collector (SIC) region. The SiGe film is also capped with an undoped silicon layer
that serves three main objectives [77]: (a) terminating the crystal with Si rather than
SiGe to achieve better compatibility with subsequent processing, such as oxidation;
(b) providing some flexibility in tailoring the impurity profiles and adjusting the
peak-field and capacitance at the emitter-base junction; (c) improving thermal sta-
bility by preventing misfit dislocations at higher processing temperatures [77–79].

A key deposition condition is to have the SiGe lattice adapt to the silicon sub-
strate. This condition is called pseudomorphic, indicating that the deposited SiGe
crystalline layer adopts the lattice of the Si layer upon which it grows (Fig. 3.36).
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The lattice constant of a Ge crystal is aGe = 0.564613nm and that of silicon is
aSi = 0.543095nm. The lattice mismatch between Si and Ge is ∼4.2% at 25◦C and
increases slightly with increasing temperature. A bulk Si1−xGex crystal containing
a Ge mole fraction x will have a lattice constant that lies between that of a purely
Ge and a purely Si crystal. The lattice constant can be approximated from an empir-
ical rule, called Vegard’s law, stating that for a given temperature, a linear relation
exists between the crystal lattice constant of an alloy and the concentrations of the
constituent elements. For low Ge concentration (x < 20%), the SiGe lattice constant
is [80]

aSi1−xGex
∼= aSi + x(aGe −aSi). (3.99)

The pseudomorphic SiGe film in Fig. 3.36b is under compressive bi-axial in-
plane stress and tensile stress normal to the surface, resulting in the tetragonal elon-
gation as indicated, in accordance with Poisson’s ratio. Since the silicon wafer is
very thick, its lattice remains essentially unchanged.

Strain compensation by stress-relaxation (broken bonds) results in poor crys-
talline quality. It is accompanied by crystal defects such as dislocations and stacking
faults, as schematically shown in Fig. 3.36c. It is therefore important to avoid strain-
relaxation during film depositions or during subsequent thermal cycles. Si1−xGex is
miscible in all proportions, but stability of the film depends on the film thickness
and the amount of strain created by adding Ge. Because strain is proportional to Ge
concentration, stability depends essentially on the integrated Ge content rather than
the detailed Ge distribution. The greater the strain, the thinner the film must be to
remain stable [81–83]. Figure 3.37 shows the critical thickness above which the film
becomes unstable [81, 82].

A film that has a thickness and Ge concentration below the curve is stable. As
the film thickness increases above the curve, its strain-energy increases above the

Fig. 3.37 Critical SiGe film
thickness as a function of Ge
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“critical” limit. The film may still be pseudomorphic. It is said to be metastable
since, when subjected to high-temperature processing, it will relax to the smaller Si
lattice constant, generating defects.

3.7.2 Bandgap Lowering

The dependence of silicon bandgap on dopant concentration was discussed in
Chap. 1. The bandgap was found to decrease with increasing dopant concentra-
tion above ∼5 × 1017 cm−3. Since the base concentration typically ranges from
1018–1× 1019 cm−3, one would expect to see an appreciable decrease in bandgap,
particularly near the emitter-base junction where the concentration is highest [84].

In a Si1−xGex film grown pseudomorphic on Si, there is an additional reduction in
bandgap caused by the strain created in the SiGe film [85–88]. In the range x ≤ 0.3,
the band offset ΔEg is found to increase almost linearly with increasing Ge mole
fraction (Fig. 3.38).

Most of the band-offset occurs in the valence band. It remains below 0.02 eV
in the conduction band, as shown schematically in Fig. 3.39 [86]. Several methods
have been suggested to measure the band offset in SiGe crystals [89–94]. Among
them are the capacitance-voltage technique [90], and the temperature dependence of
collector current method [91,94]. While the methods and results vary, there is good
agreement in the general trend of band offset versus Ge content shown in Fig. 3.38.
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Fig. 3.39 Schematic band
offset for Si1−xGex/Si film
[86]
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3.7.3 Density of States

In Chap. 1, the density of states was found to depend on effective mass as (1.24)

NC.NV = 4
(

2πkT
h2

)3

(m∗
nm∗

p)
3/2(cm−6), (3.100)

where NC,NV are, respectively, the density of states in the conduction and valence
bands, and m∗

n,m
∗
p the electron and hole effective mass. Since the effective mass

depends on the curvature of the E-k plot and hence on crystal orientation, one would
expect its magnitude and hence the density of states in a specific crystallographic
direction to change with strain-induced band perturbation. The change in density of
states can be inferred from measurements of collector current versus Ge content and
comparison with the values obtained from energy-gap lowering alone [77, 95, 96].
The collector current is found to be two to three times smaller than predicted by
bandgap lowering alone. The drop is attributed to a reduction in effective mass and
hence density of states as the Ge mole fraction increases [77]. Simulated density of
states for strained and unstrained SiGe as a function of Ge mole fraction are shown
in Fig. 3.40 [99]. The intrinsic carrier concentration is found in Chap. 1, (1.36), as

n2
i = NCNV e−Eg/kT . (3.101)

Thus, reducing the product NC.NV decreases n2
i while reducing Eg increases n2

i .
Both effects must be taken into account when calculating carrier injection and gain,
as discussed below.

3.7.4 Mobility

Alloying germanium with silicon and inducing strain in SiGe introduces new scat-
tering mechanisms that affect both minority and majority carrier mobility. Because
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of the small base dimensions and the multiple effects involved, most of the mobility
studies are made by the Monte-Carlo (MC) method rather than by other numerical
or analytical techniques. The results are summarized here for near-intrinsic SiGe
where ionized-impurity scattering can be neglected.

3.7.4.1 Low-Field Mobility in Unstrained SiGe

The low-field mobility in a particular crystallographic direction is inversely propor-
tional to the effective mass. This is given in Chap. 1, (1.69), as

vdx =
qτx

m∗
x

Ex = μEx, (3.102)

where subscript x means that the values are taken in the x-direction. vx is the drift
velocity, τx the mean-time between collisions, Ex the electric field, and m∗

x the effec-
tive mass. From (3.100) and Fig. 3.40, one would then expect the low-field mobility
to increase with increased Ge content. The deformation of the lattice by Ge, how-
ever, introduces an additional phonon-scattering mechanism, referred to as alloy-
scattering that degrades mobility. The electron mobility in unstrained, lightly-doped
bulk SiGe is indeed found to decrease with increasing Ge mole fraction as shown in
Fig. 3.41 [97, 98]. In contrast, simulations of hole mobility show little degradation
by alloy scattering [99,100]. This is not in agreement with earlier results that predict
a substantial drop in hole mobility in the same range of Ge concentration [101]. The
discrepancy is attributed to the different assumptions and approximations made in
these studies.
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3.7.4.2 Low-Field Mobility in Strained SiGe

Applying a strain to the crystal distorts the bands and causes a change in the carrier
effective mass of carriers and the relative distribution of carriers within the bands, a
piezoresistance effect described in [102, 103].

Let the x−y plane coincide with the (100) plane, parallel to the plane of the tran-
sistor base. The z-axis is normal to that plane, in the direction of injected carriers.
The axes are shown on the left of Fig. 3.42.

In silicon there are six conduction band valleys, two along each of the 〈100〉
crystallographic directions (Chap. 1, Fig. 1.14). Without strain, the probability of
finding an electron at the bottom of the conduction band is the same for the six
valleys. The six valleys are denoted by Δ6 and said to have a six-fold degeneracy.
Also shown in the figure are three valence bands, the light-hole band, the heavy-
hole band and the split-off valence band that have maxima at momentum k = 0
(Chap. 1). The maxima of the light-hole and heavy-hole valence bands coincide at
k = 0 (Fig. 3.43).
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A silicon-germanium film grown on a silicon substrate is under bi-axial com-
pressive strain, that is, compressive in a direction parallel to the silicon surface
(Fig. 3.42). The strain is tensile in a direction normal to the surface. Elastic strain
destroys the cubic symmetry in silicon and causes a split in the band energies. The
four in-plane conduction band valleys (Δ4) shift down in energy and the two out-of-
plane valleys (Δ2) shift up (Fig. 3.43). The total shift is approximated by ΔE ≈ 0.6x,
where x is the Ge mole fraction [104]. Therefore, practically all electrons will oc-
cupy the Δ4 valleys. Since the electron effective mass is small (0.19mo) in the di-
rection normal to an axis and high (0.98mo) along the axis (Chap. 1), almost all
injected electrons travel in the direction of small effective mass and hence high
mobility. Mobility enhancement is, however, mostly offset by the degradation of
electron mobility due to alloy scattering [98]. Also, as the base dopant concentra-
tion increases to the range of 1018–5× 1019 cm−3 in high-performance transistors,
ionized-impurity scattering becomes important [105, 106]. The net, however, is an
increase in the low-field electron mobility μz in a direction normal to the base of
an NPN structure, as shown in Fig. 3.44a [97]. The electron mobility parallel to the
base is found to degrade under compressive strain.

The light-hole and heavy-hole bands are degenerate in unstrained silicon. Under
strain, the light-hole band moves up and the heavy-hole band down in energy, as
illustrated in Fig. 3.43. The split in energy is approximated by 0.166x [107]. This
split is sufficiently large to cause practically all holes to occupy the light-hole bands
where the mobility is high.
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Both the in-plane and out-of-plane hole mobilities are found to increase under
stress (Fig. 3.44). This improves the PNP performance and reduces the NPN base
resistance.

Strain-induced mobility enhancement is further discussed in Chap. 5.

3.7.5 Transistor Parameters

The combination of SiGe and polysilicon emitters with controlled interface oxide
provides designers with the flexibility of independently optimizing transistor pa-
rameters, such as current gain, Early-voltage, and speed.

3.7.5.1 Current Gain

The total Ge dose in the neutral-base region controls the injected emitter current and
hence the current gain through bandgap reduction.

Consider, for example, a simplified NPN structure having uniform doping and
Ge concentration across the base. The equilibrium band diagram of this structure is
shown schematically in Fig. 3.45.
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The Fermi level must align throughout the structure. Since, for a given base
dopant concentration the valence band must remain at a fixed energy with respect
to the Fermi level, bandgap lowering forces the conduction band in the base to be
lower by ΔEg, although the band-offset occurs mostly in the valence band.

It is assumed (without proof) that the mechanisms of dopant-induced and
Ge-induced barrier lowering are additive. Under forward active bias, the collec-
tor current can then be expressed as:

jC(Ge) =
qDn(Ge)n2

i

NAWb
(eqVF /kT −1), (3.103)

where
n2

i = n2
i0eΔEg . (3.104)

ni0 is the intrinsic concentration in intrinsic, pure silicon, Dn(Ge) is the electron dif-
fusion constant in the doped SiGe base, and ΔEg is the sum of dopant-induced and
Ge-induced bandgap lowering

ΔEg = ΔEg(dope) +ΔEg(Ge). (3.105)

ΔEg(dope) and ΔEg(Ge) are, respectively, the dopant-induced and Ge-induced bandgap
lowering. Compared to a similar silicon structure (without Ge), the improvement in
gain is

jC(Ge)

JC(Si)
=
μnGe)

μn(Si)

(NCNV )Ge

(NCNV )Si
eΔEg , (3.106)

where μn(Ge),μn(Si) are, respectively, the electron mobility in the SiGe and the Si
base, and (NCNV )Ge,(NCNV )Si the density of states in SiGe and Si. Since the density
of states decreases with the increasing Ge mole concentration, the electron mobility
increases in the direction of electron flow. The main improvement, however, comes
from the increase in intrinsic carrier concentration associated with bandgap lowering
in the base.

For nonuniform boron and Ge concentrations in the base, (3.103) must be rear-
ranged to take into account the position-dependence of ni,μn(SiGe), and NA, and the
field induced by the nonuniform base profile

jC(Ge) =
q

kT/q
∫Wb

0 NA(x)dx/μn(Ge)(x).n2
i(Ge)(x)

.(eqVF /kT −1). (3.107)

For a linearly graded Ge profile, the bandgap decreases linearly from emitter to
collector as

Eg(x) = Eg(0) − (Eg(0)−Eg(Wb))
x

Wb
. (3.108)

The band-diagram for a linearly graded Ge profile and uniform base doping is
shown schematically in Fig. 3.46 [108, 109]. Defining the ratios of mobility and
density of states as



198 3 The Bipolar Transistor

EV

EC

P-Si

Ge

ΔEg,Ge (Wb)ΔEg,Ge (0)

P-SiGe
base

N-collector

N+ -emitter

Fig. 3.46 Energy band diagram for silicon and graded-base SiGe NPN transistor in the forward
active mode [108, 109]

η =
μniGe)

μn(Si)
;γ =

(NCNV )Ge
(NCNV )Si

,

and taking the position-averaged values η̃ , γ̃ of these ratios, the improvement in
collector current in the forward active mode and low-level injection can be expressed
as [108]

jC(SiGe)

JC(Si)
= γ̃ η̃

ΔEg,Ge(Wb) −ΔEg,Ge(0)

kT (1− e−(ΔEg,Ge(Wb)−ΔEg,Ge(0))/kT )
eΔEg,Ge(0)/kT , (3.109)

The above relation shows the strong dependence of collector current and hence
current gain β on the Ge concentration at the emitter-base junction. The relation
also shows that at a fixed collector current, the forward voltage VBE is lower for
SiGe than for Si (Problem 15).

3.7.5.2 Early Voltage and βVA Product

The Early voltage VA and βVA product are important figures of merit for analog de-
signs. The Early voltage is defined by (3.41)–(3.44). It is a measure of conductance,
that is, the rate of increase in collector current with increasing collector voltage

VA =
JC

dJC/dVCB|VBE

−VCE ∼= JC
1

d jC/dVCB|VBE

=
JC

(dJC/dWb)(dWb/dVCB)|VBE

.

(3.110)

For a uniform base, there is a trade-off between VA and β , but the βVA product re-
mains essentially constant, as can be seen from (3.41)–(3.44). For a varying bandgap
across the base and a nonuniform base profile, the collector current is defined by the
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general relation (3.107). The low-level injection current gain is then

β =
jC
JB

=
q

JB

(∫Wb
0 (NA(x))/(n2

i (x)Dn(x)) dx
) . (3.111)

The Early voltage is found as [110]

VA =
qn2

i (Wb)Dn(Wb)
Cjc

(∫ Wb

0
(NA(x))/(n2

i (x)Dn(x)) dx
)

. (3.112)

The integral in the above equations is dominated by the region with smallest n2
i

in the base. Thus, for a linear Ge profile shown in Fig. 3.35, β will depend mainly
on the region where the Ge fraction x is lowest, that is, near the emitter. The Early
voltage, VA, depends on the ratio n2

i (Wb)/n2
i (0), where ni(Wb) is the intrinsic carrier

concentration at Wb (near the collector) and ni(0) the intrinsic carrier concentration
at x = 0, the depletion boundary in the base near the emitter. The βVA product,
however, depends mainly on n2

i (Wb) [110]

βVA =
q2n2

i (Wb)Dn(Wb)
JBCjc

. (3.113)

The ratio (βVA)SiGe/(βVA)Si for constant VBE is [108]

(βVA)SiGe

(βVA)Si
= γ̃ η̃eΔEg(Wb)/kT . (3.114)

Thus, the Early voltage can be independently adjusted by “tuning” the Ge con-
centration near the collector, an important flexibility in analog designs.

3.7.5.3 Base Transit Time

The base transit time τB is one of the delay components that limit device speed.
Bandgap lowering by SiGe can reduce the base transit time in two ways: (a) by
increasing the base dopant concentration to high levels and hence allowing the base-
width to be reduced without compromising the intrinsic base sheet resistance or
current gain, (b) by properly grading the Ge profile to create a built-in field that
accelerates minority carriers in the base. In the latter case, Ge is graded so that the
bandgap is smaller near the collector than near the emitter. For a linearly graded Ge
profile in the base, the energy gap varies as in (3.108), implying that grading the Ge
concentration induces a constant field of magnitude

EGe =
Eg(0) −Eg(Wb)

q Wb
. (3.115)

The induced field is assumed to add algebraically to the field created by grading
the impurity profile in the base.
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As the base width is reduced to ultra-thin dimensions, however, τB becomes less
significant when compared to other delay components. As the field increases in the
base, the minority-carrier mobility degrades and, eventually velocity saturation is
reached. Also, for an ultra-thin base, the probability for quasi-ballistic transport and
velocity overshoot increases (Chap. 5). The transit time through the base becomes
very small and the transit time through the collector space-charge region becomes
more important [60, 64].

A detailed analysis of base transit time for a nonuniformly doped silicon base
with uniform bandgap is given in [111] as

τB ≈ 1
D̃n

Wb∫

0

1
NA(x)

⎡

⎣
Wb∫

x

NA(y) dy

⎤

⎦ dz, (3.116)

where D̃ is the effective minority-carrier diffusion constant in the base. For a varying
energy gap in the base, the above relation is extended to [6]:

τB ≈
Wb∫

0

n2
i (z)

NA(z)

⎡

⎣
Wb∫

x

NA(y)
D̃n(y)n2

i (y)
dy

⎤

⎦ dz. (3.117)

For a uniformly doped base with a uniform bandgap, the base transit time simplifies
to τB ∼= W 2

b /2Dn.

3.7.6 Transistor Optimization

A transistor is optimized for specific applications. Digital designs typically require
high speed and gain and small transistor-size for high packing density, while high
Early voltage, high βVA product, and low noise are more important to analog de-
signs. Transistor size is not very important in most analog designs because capaci-
tors, resistors and inductors occupy most of the chip area and the fraction occupied
by transistors is small. Mixed analog-digital designs require process compatibil-
ity with CMOS, limiting the flexibility in optimization. Power transistors require
high voltage and current capabilities and power management. In all cases, the tran-
sistor should be designed for high reliability and yield while minimizing leakage
and power.

3.7.6.1 Base Profile Optimization

In a SiGe transistor, the base transit time is minimized by thinning the base to the
limit allowable by process and supply voltage. The base dopant concentration is
simultaneously increased to maintain an acceptable intrinsic base sheet resistance,
and to limit the spread of collector-base and emitter-base depletions into the base.
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The dopant profile is optimized by grading the base to induce a built-in field that
accelerates the injected minority carriers. Typical base profiles are Gaussian with
a peak near the emitter boundary and a main section in the quasi-neutral base that
can be approximated by an exponential distribution. Since the retrograde region
(decreasing toward the surface) of the base profile induces a decelerating field, it
must be minimized.

Placing the emitter-base junction at the peak base concentration to eliminate the
retrograde region, however, brings with it a problem with tunneling-leakage and
reliability since it increases the field at the emitter-base junction. The high field can
degrade the surface by creating traps at the interface or in the oxide covering the
surface.

Another important consideration is the placement of emitter-base and collector-
base junctions with respect to the Ge profile (Fig. 3.47).

As grown, the initial base boron profile is shown mostly confined within the
abrupt Ge boundaries. During additional thermal cycles, however, boron diffuses
faster than Ge into the emitter and collector, which causes a displacement of the
junction with respect to the SiGe-Si heterojunctions. Because the displacement is
beyond the region of energy-gap lowering by Ge, it creates parasitic barriers at both
junctions. At the emitter-base junction, minority carriers are injected from the emit-
ter into silicon rather than SiGe of a lower bandgap. At the collector, minority carri-
ers must be transported over the SiGe-Si band offset. Both parasitic barriers degrade
transistor gain, speed, and Early voltage [112–116]. For optimum transistor perfor-
mance, parasitic barriers are minimized by forming vertical Si spacers between the
SiGe film and emitter and collector and the SiGe-Si interfaces are kept within the
junction depletion regions.

Suppression of Boron Diffusion by Carbon

The undesired boron out-diffusion can be suppressed by incorporating substitu-
tional carbon in thin spacers between SiGe and the emitter and the collector. The
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spacer films can be grown as undoped Si1−yCy while minimizing the spacer thick-
ness to avoid strain-induced defects [117,118]. Substitutionally incorporated carbon
(0.5–1%) effectively retards boron (and phosphorus) out-diffusion. This is shown in
Fig. 3.48 [119]. In contrast, the presence of carbon enhances the diffusion of ar-
senic and antimony. The effects are explained by interactions of carbon and point
defects. Boron and phosphorus diffuse by the interstitial mechanism while arsenic
and antimony diffuse by the vacancy mechanisms. The presence of carbon causes
a deficiency in silicon interstitials, retarding boron and phosphorus diffusion. The
simultaneous generation of vacancies enhances the diffusion of arsenic and anti-
mony [119].

The capability of reducing the base width to ultra-thin dimensions below 50 nm
with SiGe and controlling the base profile by incorporating carbon to suppress
out-diffusion from the base allows significant performance enhancement over Si-
transistors.

3.7.6.2 Collector Profile Optimization

The collector profile affects the transistor delay and breakdown voltage. An increase
in collector concentration beneath the intrinsic base increases the current density
at which the onset of the Kirk-effect occurs. It also reduces the collector series
resistance and transit time through the collector depletion layer, and reduces the
base-width by compensating (“pinching”) part of the base out-diffusion. This results
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in a net improvement in cutoff frequency fT. Improving fT, however, comes with the
penalty of increased collector-base junction capacitance and decrease in transistor
breakdown voltage. Thus, when optimizing the collector profile, there is a trade-off
between fT and BVCEO. The product of peak fT and BVCEO is commonly referred
to as the Johnson limit. This limit predicts that the fT BVCEO product for silicon
bipolar transistors cannot exceed ∼200GHz-V [120]. The limit should, however,
be considered as a guide-line. Recent data on SiGe transistors demonstrate that the
limit can be considerably higher, as shown in Fig. 3.49 [121]. A detailed analysis
of transistor delay components shows that the fT BVCEO product is not constant and
can even reach values near 500 GHz-V [122].

Interactions between process and device parameters and their trade-offs dis-
cussed so far are summarized in Fig. 3.50.

Increasing the IFO thickness reduces the base current and hence increases the
current gain β . A thicker IFO, however, increases the surface state density and hence
the low-frequency noise and, as the IFO thickness increases above ∼1nm, the emit-
ter resistance increases appreciably. BVCEO decreases because it is dependent on the
inverse root of β (3.53).

As the concentration GeE increases at the base depletion boundary of the emitter-
base junction, the bandgap decreases, resulting in higher minority-carrier injection
into the base and higher β . There may be an associated decrease in Early voltage if
the GeC/GeE ratio gets appreciably lower.

The base transit time is shorter for smaller Wb, leading to higher fT . If by re-
ducing Wb the integrated dopant concentration in the quasi-neutral decreases, β will
increase. In an optimized structure, however, the base is typically doped at a higher
level as Wb is reduced, keeping the Gummel number almost constant. The Early
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voltage VA tends to decrease as the base becomes narrower, but the change can be
offset by increasing the Ge concentration at the collector boundary. The offset can
be qualitatively described as a result of two competing effects: as the collector volt-
age increases, the depletion spreads into the base, reducing the base Gummel num-
ber, therefore increasing the collector current and reducing VA. At the same time the
integrated Ge concentration decreases, reducing the effect of bandgap lowering on
collector current which increases VA. As can be seen in Fig. 3.50, this also results in
a higher GeC/GeE ratio as the depletion spreads into the base.

Selectively implanting the collector reduces the local collector resistance and
“pushes” the onset of Kirk effect to higher current densities. The retrograde SIC
profile displaces the collector-base junction slightly inside the base, reducing the
base-width. The net is an increase in β and fT but a decrease in BVCBO, BVCEO,
and VA.

3.8 Problems

The temperature is 300 K unless otherwise stated.

1. The applied voltage to a grounded-emitter NPN is fixed at 1.5 V and the base-
emitter junction is gradually forward-biased. At VBE = 0.6V, the collector current
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is 100 nA. For a total collector resistance of 1 KOhm, find the collector current at
onset of saturation. Assume low-level injection and negligible impact of emitter and
base resistances.

2. The base and collector of an NPN transistor are uniformly doped at a concen-
tration NA = ND = 2.5× 1017 cm−3, and the emitter is degenerately doped. The
distance between collector-base and emitter-base metallurgical junctions is 0.1μm.
Will punch-through or avalanche breakdown occur first?

3. Consider an NPN transistor of a base-width Wb = 0.1μm. Assume a Gaussian
base profile with a peak concentration NA(0) = 2.5×1018 cm−3 at the emitter-base
junction and NA(Wb) = 5×1016 cm−3 at the collector-base junction. The emitter is
degenerately doped. Will reverse punch-through or breakdown voltage occur first?

4. Calculate the base sheet resistance in problem 2 for a collector-base reverse volt-
age of 2.5 V and VBE = 0.4V.

5. Show that for a transistor in the forward active mode, β is approximately propor-
tional to the base sheet resistance.

6. Show that for a graded base profile as in Fig. 3.6, the Early-voltage is lower in
the reverse than in the forward mode.

7. Assume that the onset of current crowding occurs when the voltage drop along
the intrinsic base is kT/q. For a 2× 2μm2 emitter and two symmetrically arranged
base contacts, estimate the base current at onset of crowding in problem 2. Neglect
voltage drops in the extrinsic base.

8. Assume that the base, emitter, and collector of an NPN structure are uniformly
doped, respectively, at a concentration of 1018, 1020, and 1017 cm−3. The depth
of the emitter junction and the width of the metallurgical base are both 0.1μm.
The effective density of generation-recombination centers in the base, emitter and
collector are, respectively, 5×1012, 1014 and 1012 cm−3. Find:

(a) The minority-carrier lifetime in the base and emitter.
(b) The energy gap and n2

i in the base and emitter.
(c) The low-level injection base sheet resistance.
(d) The collector and base current densities, β and the ac (dynamic) emitter resis-

tance for a forward base-emitter voltage of 0.7 V and a reverse collector-base
voltage of 2.5 V.

(e) The average minority-carrier velocity and base transit-time for the condition
in c).

(f) The transit time through the collector depletion layer.

9. Assume the emitter-base and collector-base junction areas in problem 3.3 to be,
respectively 1μm2 and 10μm2. The emitter, base, and collector resistances at VBE =
0.7V are, respectively, 50, 1000, 500 Ohm.
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(a) For VBE = 0.8V, and VCE = 2.5V, find the emitter-base and collector-base junc-
tion capacitances. Neglect the effect of injected carriers.

(b) Estimate fT and fmax at VBE = 0.8V, VCE = 2.5V.
(c) Estimate the forward voltage at onset of base-conductivity modulation.
(d) Estimate the current at the onset of the Kirk-effect.

10. The base and collector regions of an NPN transistor are doped uniformly with
NA = 1018 cm−3 and ND = 5× 1016 cm−3. A degenerately doped buried N+ layer
is placed 0.4μm beneath the base. The base-collector junction is shunted with a
Schottky-barrier of barrier height 0.7 eV. Find the Schottky barrier area required to
ensure that a maximum of 10% of the forward current is due to minority-carrier
injection when the collector-base junction becomes forward-biased.

11. A transistor is fabricated with an exponential base profile having a concentra-
tion of 5× 1018 cm−3 at the emitter-base depletion boundary and 1017 cm−3 at the
collector-base depletion boundary in the base. The base width Wb is 0.1μm. Calcu-
late for VCE = 1V, VBE = 0.7V:

(a) The base sheet resistance.
(b) The built-in field in the base.
(c) The minority-carrier drift-velocity in the base.
(d) The base transit time.

12. In a PNP transistor, the collector current is kept constant while the temperature
is increased. IB decreases in magnitude, passes through zero and changes polarity.
What physical effects account for this behavior?

13. Self-heating is the increase in transistor temperature during operation as a result
of insufficient dissipation of power generated by the transistor. A transistor oper-
ates in the forward active mode and its temperature rises gradually as the collector
voltage is increased.

(a) For a constant VBE how does the increase in temperature affect IC?
(b) How would this effect change if IB is kept constant while VCE is increased?

14. For a constant VCE, how would VBE vary as IB increases?

15. The emitter, base and collector of a SiGe NPN transistor are uniformly doped
with, respectively, ND = 1019, NA = 1019 and ND = 1018 cm−3. The Ge concentra-
tion in the base is also uniform at 8%. The metallurgical base-width is 50 nm.

(a) Estimate the magnitude of n2
i in the emitter and base.

(b) Estimate the required base-emitter forward voltage VBE for a collector current
density JC = 10μA/μm2 at VCE = 2V. How would the result change if Ge were
not present in the base?

(c) Find the base transit time under the above conditions.

16. Assume the Ge profile in problem 3.10 to be linearly graded with a concentra-
tion of 1% and 10%, respectively, at the emitter-base and collector-base depletion
boundaries.



References 207

(a) Calculate the field induced by grading Ge
(b) Estimate the minority-carrier drift velocity and base transit time.

17. The boron concentration in problem 3.11 is 2× 1019 cm−3 at the emitter-base
depletion boundary and 1018 cm−3 at the collector-base depletion boundary.

(a) Calculate the field induced by grading both NA and Ge.
(b) Estimate the minority-carrier drift velocity and base transit time.

18. Derive (3.66).
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Chapter 4
The MOS Structure

4.1 Introduction

The MOS structure consists of a semiconductor covered by an insulator upon which
a conductive electrode is deposited (Fig. 4.1). The term MOS stands for Metal-
Oxide-Silicon and stems from earlier technologies that utilized aluminum, silicon-
dioxide (or simply oxide), and silicon to form the capacitor between source and
drain of an MOS Field-Effect Transistor, MOSFET (Chap. 5). The need for a gate-
conductor that can withstand high-temperature annealing and allow self-alignment
of gate to source-drain led to the development of heavily doped n-type or p-type
polysilicon gate-conductors to replace aluminum. While doped polysilicon is the
gate-conductor of choice for oxide thickness above ∼3nm, its low conductivity
compared to metals begins to seriously impact MOSFET performance as device
dimensions are reduced to the nanoscale range. Metal-gates, such as tungsten,
molybdenum, and fully-silicided polysilicon have therefore become necessary to
overcome this limitation. Also, as the silicon-dioxide thickness is reduced below
∼2nm, the level of power-consumption caused by tunneling current through the
oxide becomes prohibitive. For such dimensions, it is necessary to replace silicon-
dioxide with alternate dielectrics of higher dielectric constant.

As will be discussed in Chap. 5, there are several advantages of replacing silicon
with semiconductor variants such as silicon-germanium (SiGe) and silicon-carbon
(Si : C) alloys, or germanium. In this chapter, however, the term MOS will be used
to describe all of the above combinations of gate-conductor, insulator, and semicon-
ductor.

The MOS structure is a fast and effective two-terminal device to study proper-
ties of the semiconductor, insulator, and their interfaces [1–3]. It is widely utilized
to measure parameters directly related to the MOSFET, and to monitor individual
processing steps.

The chapter begins with a detailed discussion of the physics of MOS structures
since this lays the groundwork for an understanding of MOSFET operation and
process-device interactions. Experimental techniques are described to extract im-
portant process and device parameters.

B. El-Kareh, Silicon Devices and Process Integration: Deep Submicron 213
and Nano-Scale Technologies,
c© Springer Science+Business Media, LLC 2009
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Fig. 4.1 The MOS structure

4.2 Physics of an Ideal MOS Structure

The theory of an MOS structure is best developed by starting with an idealized struc-
ture that exhibits zero current through the dielectric under all static conditions, zero
charge within the dielectric bulk and interfaces, and zero contact potential between
gate and semiconductor. This implies that in the absence of an external stimulus,
such as applied voltage, light or temperature gradient, the semiconductor surface
is undisturbed. A uniformly doped semiconductor is assumed for simplicity. The
energy-band diagram for this case is shown in Fig. 4.2 for p-type and n-type silicon.

In both diagrams, majority carriers are exactly balanced by ionized impurities
and the silicon energy bands are shown flat from bulk to surface. This is referred to
as the flatband condition. qφm is the workfunction of the gate conductor. The work-
function of a material is the minimum energy required to lift an electron from EF
to the vacuum level. Obviously, a single gate material cannot simultaneously satisfy
the flatband condition for both p-type and n-type silicon, so the workfunctions are
shown different in Fig. 4.2. qχSi and qχox are, respectively, the electron affinity of
silicon and oxide. qχ is the minimum energy required to lift an electron from EC to
the vacuum level At any point in the semiconductor, the Fermi-potential is1

φb =
EF −Ei

q
V. (4.1)

The semiconductor workfunction is then (Fig. 4.2)

φSi = χSi +
(

Eg

2q
−φ b

)
V. (4.2)

The workfunction difference (or contact potential) is

φms = φm −φSi. (4.3)

1 Unless otherwise stated, E, EF, Ei, EC, EV, and Eg, are energies expressed in eV; φ , ψ, χ , are
expressed as potentials in V. Energies and potentials have the same numerical value but different
units. Example: kT is expressed in eV and kT/q in V.



4.2 Physics of an Ideal MOS Structure 215

Vacuum level

Ei

EF
EV

EC

Ei

EF

EV

EC

χox χox

φm

φbp

N-typeP-type

X X

ΔEC

Eg/2 φbn

Eg/2

ΔEV 

OxideOxide

EC EC

EFm

EFm

Gate

VG = 0

EV

Gate

VG = 0

EV

χsi φm

ΔEV

χsi

ΔEC

Fig. 4.2 Energy-band diagram for an idealized MOS structure

For zero contact potential, as idealized in Fig. 4.2, φm = φSi and φms=0. ΔEC, ΔEV
are, respectively, the conduction-band and valence-band offsets between semicon-
ductor and dielectric.

4.2.1 Description of Semiconductor Surface Conditions

In more practical MOS structures, φms 	= 0 and there will be a difference in Fermi
potential between bulk and surface of the semiconductor. The semiconductor poten-
tials are then defined in Fig. 4.3. Surface potentials are denoted with subscript “s”
and bulk potential with subscript “b.” Within the space-charge region the potential is

ψ(x) = φ(x)−φb V. (4.4)

The Fermi-potential is positive when the Fermi-level is above the intrinsic level
and negative when it is below the intrinsic level. Deep in the bulk, the Fermi-
potential for p-type silicon is φbp < 0, and for n-type silicon φbn > 0 (Fig. 4.2).
At the surface, the Fermi-potential is φs. The surface potential ψs = φs −φb is neg-
ative when the bands bend upward, positive when the bands bend downward, and
zero at flatband. The surface electron and hole concentrations are defined as ns and
ps. x is positive when pointing into silicon.

When a voltage is applied to the gate with respect to silicon, charge is in-
duced at the gate-insulator interface. For a metal, the charge consists of accu-
mulation or depletion of electrons, depending on the voltage polarity. Since the
electron concentration in metals is very high (∼1023 electrons/cm3), the depleted
depth is infinitesimally small and the charge is assumed to totally reside at the
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metal-insulator interface. This is not exactly the case for a polysilicon gate because,
even when degenerately doped, the polysilicon carrier concentration does not ex-
ceed 1020–1021 cm−3. While still much smaller than for moderately-doped silicon,
the depletion depth in polysilicon can be significant. Neutrality requires that the
induced gate-charge per unit area, Qm, be balanced by a charge of opposite polarity
Qs in the semiconductor2

Qs = −Qm C/cm2. (4.5)

The band diagrams for p-type and n-type silicon are shown in Fig. 4.4 for the
different bias conditions. The flatband diagram is shown again in Fig. 4.4a for refer-
ence. An undisturbed surface means ps ≈ NA for p-type, ns ≈ ND for n-type silicon,
and Qs = 0.

A difference of ns and ps from the bulk values nb and pb indicates that there is
band bending near the silicon surface, in a direction that depends on the polarity
of gate voltage. The silicon-Fermi level remains flat under all conditions because
there is no significant current normal or parallel to the silicon surface. Under all
steady-state bias conditions psns = n2

i . Steady-state means that surface potentials
and charges are time-independent.

Accumulation describes an increase in the majority carrier concentration at
the surface. An accumulating voltage has the polarity to attract majority carriers
to the surface. It results in an upward band-bending for p-type and downward
band-bending for n-type silicon to reflect an increase in majority carriers, that is,
ps > NA, ns > ND (Fig. 4.4b). The amount of band-bending represents the surface
potential ψs. The gate voltage is divided between the voltage across the oxide, Vox,
and the voltage between surface and bulk of silicon

VG = Vox +ψs V. (4.6)

2 Unless otherwise stated, Q denotes charge per unit area in C/cm2.
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If the polarity of gate-voltage is such as to repel majority carriers from the
surface, a depleted (space-charge) region of depth xd forms at the surface. This
is similar to the depletion region in a one-sided step junction. The corresponding
band-diagram is shown in Fig. 4.4c.

For low gate voltages of this polarity, the space charge consists predominantly of
fixed, uncompensated ionized impurities, negative for p-type and positive for n-type
silicon. Minority carriers are also attracted to the surface but their concentration
is negligible when compared to that of the uncompensated ionized impurities. For
p-type, this condition can be expressed as ps < NA, ns�NA, ns� ps.

As the depleting gate voltage is increased, the majority carrier concentration at
the surface decreases further, and the depletion region extends deeper into the bulk,
while the minority concentration increases at the surface. A point is reached where
the electron and hole concentrations exactly balance at the surface and ps = ns. This
is the intrinsic condition. The corresponding band-diagram is illustrated in Fig. 4.4d
with the Fermi-level shown coincident with the intrinsic level at the surface. This
condition is reached when ψs = φb.

With further increase in band-bending, the space-charge region continues to ex-
pand deeper into silicon and the Fermi level crosses the intrinsic level at the surface,
indicating a reversal in polarity of carriers at the surface. The bulk minority carriers
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become majority carriers at the surface, that is, ns > ps for p-type, ps > ns for n-type
silicon (Fig. 4.4e), and the surface is said to be inverted. Initially, as the Fermi-level
just crosses the intrinsic level, the inversion is weak since the inversion-carrier con-
centration is still small compared to the ionized impurity concentration.

As the inverting gate voltage is further increased, the inversion-carrier concen-
tration increases to the point where it becomes approximately equal to the bulk
majority-carrier ionized impurity concentration. This condition is reached when
ψs ≈ 2φb. It is defined as the onset of strong inversion. The corresponding band-
diagram is shown in Fig. 4.4f. An increase in the inverting gate voltage beyond this
point results in a rapid increase in the inversion layer concentration and negligible
change in depletion depth. The inversion layer that is formed is very thin, of the
order of 10 nm, and acts as a conductive sheet which shields the sub-surface deple-
tion region from changes in gate electric field. The depleted region therefore reaches
its maximum depth and does not expand appreciably upon further increase in gate
voltage beyond strong inversion.

At this point, it is appropriate to discuss the mechanisms that are responsible for
the supply and transport of carriers from and to the surface. When a depleting volt-
age is applied, majority carriers are repelled from the surface into the bulk where
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they are annihilated by recombination. Recombination with minority carriers occurs
at the contact to the substrate. The time for majority carriers to flow from or to the
surface is comparable to the “dielectric relaxation time,” in the order of picoseconds
for typical substrates. Therefore, one can assume that under normal operation the
transport of majority carriers from or to the surface is “instantaneous” when com-
pared to the speed at which the voltage is varied. This is not the case for minority
carriers. As will be shown in the following sections, the semiconductor surface-bulk
system behaves like a reverse-biased step pn junction when the surface is being
depleted. Therefore, in the absence of light or impact ionization, minority carriers
can be supplied to the surface only by thermal generation within the depletion re-
gion or within a minority-carrier diffusion length from the depletion boundary. The
rate at which minority carriers are thermally generated depends on the minority-
carrier lifetime which is typically in the microsecond to millisecond range. This is
a relatively slow process. Therefore, when an inverting voltage is applied, minority
carriers are not “instantaneously” supplied. There is typically a time-lag between
demand (applied voltage) and supply (thermal generation) of minority carriers. This
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is particularly the case when the onset of strong inversion is approached where a
large supply of bulk minority-carriers is required. Depending on the minority-carrier
lifetime, the time-lag between applied voltage and supply of minority carriers may
reach several seconds. With this in mind, one should consider the energy-band dia-
grams in Fig. 4.4 as being established after the required minority carriers have been
supplied, by thermal generation or other means such as light.

4.2.2 Surface Charge and Electric Field [4–7]

The one-dimensional Poisson equation relates the potential as a function of depth x
to the space-charge density as (Chap. 2)

d2φ
dx2 = −ρ(x)

ε0εs
, (4.7)

where ε0 is the permittivity of free space (8.86× 10−14 F/cm) and εs the relative
dielectric constant of the material,3 and ρ(x) is defined as

ρ(x) = q
[
N+

D −N−
A + p(x)−n(x)

]
C/cm3. (4.8)

Deep in the semiconductor bulk, charge neutrality requires that

N+
D −N−

A = pb −nb cm−3, (4.9)

where pb and nb are, respectively, the bulk equilibrium hole and electron concentra-
tions. For simplification, the following dimensionless “potentials” are introduced:

u =
qφ
kT

;v =
qψ
kT

. (4.10)

With the above simplifications, the surface conditions are summarized for p-type
and n-type silicon in Table 4.1.

Assuming a uniformly-doped semiconductor, the Boltzmann approximation
gives:

n̄b = nieub ; p̄b = nie−ub ,

n(x) = nieu(x) ; p(x) = nie−u(x),

n(x) = nbev(x) ; p(x) = nbe−v(x), (4.11)

3 When an atom is placed in an electric field, its electron cloud is shifted slightly, giving rise to
an electric dipole. The ease with which dipoles can be formed in a dielectric (its polarization) is
expressed by its relative dielectric constant. The polarization adds to the surface charge and hence
increases the capacitance of the structure.
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Table 4.1 Dimensionless potential for surface conditions

Condition P-type N-type

Flatband vs = 0 vs = 0
Accumulation vs < 0 vs > 0
Depletion 0 < vs < −ub 0 > vs > −ub
Intrinsic vs = −ub vs = −ub
Weak inversion −ub < vs < −2ub −ub > vs > −2ub
Strong inversion vs = −2ub vs = −2ub

ns = nieus ; ps = nie−us ,

ns = nbeus ; ps = nbe−us .

Equation (4.8) can now be written as

ρ(x) = qni[eub − e−ub − eu(x) + e−u(x)], (4.12)

or
ρ(x) = 2qni [sinhub − sinhu(x)] . (4.13)

Poisson’s equation takes the form

d2u
dx2 =

2q2ni

ε0εskT
[sinhu(x)− sinhub] . (4.14)

The factor in front of the bracket has the dimension cm−2 and is defined as
1/L2

i , where

Li =

√
ε0εskT
2q2ni

cm (4.15)

is the intrinsic Debye length. For Si at 25◦C, Li ≈ 2.5×10−3 cm. The general solu-
tion of (4.13) is [5]

du
dx

= Sgn(ub −us)
F [ub,u(x)]

Li
, (4.16)

where Sgn(ub −us) = +1 for us < ub, Sgn(ub −us) = −1 for us > ub, and

F [u(x),ub] =
√

2{coshu(x)− coshub +[ub −u(x)]sinhub}1/2 . (4.17)

At the surface, u(x) = us. F(us, ub) is plotted in Fig. 4.5 as a function of us for
various values of ub. F(us, ub) can be considered as the dimensionless field that is
always positive (Fig. 4.5); a polarity is assigned by Sgn(ub −us). As us approaches
ub at flatband F(us, ub) goes to zero. The electric field at the surface is

Es = −dφs

dx
=

kT
q

dus

dx
= Sgn(us −ub)

kT
qLi

F(ub, us). (4.18)
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Fig. 4.5 Plots of F(us, ub) as a function us for various values of ub (Adapted from [6])

For Si at 300 K, Es ≈ 10F(ub, us) V/cm. The space-charge density is found as

Qs = ε0εSiEs = Sign(us −ub)
ε0εSikT

qLi
F(ub, us) C/cm2. (4.19)

4.2.3 Approximations [7]

Approximations of the F-function are made here for a p-type substrate. Similar
relations are found for an n-type substrate by appropriate changes in polarities.

4.2.3.1 Accumulation

For a p-type substrate, ub �−1 and

coshub = −sinhub ≈
e−ub

2
. (4.20a)

In accumulation, vs < 0 and us < ub. Since vs = us −ub

coshus ≈
e−us

2
=

e−ub · e−vs

2
. (4.20b)

F(us,ub) ≈
√

2
[

e−ub .e−vs

2
− e−ub

2
− vs

e−ub

2

]1/2

, (4.20c)
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or

F(us,ub) ≈
√

2e−ub

2
[
e−vs −1− vs

]1/2
. (4.20d)

In strong accumulation where vs becomes more negative, the F-function simpli-
fies to

F(us,ub) ≈ e−ub e−ub . (4.20e)

Es and Qs become proportional to e−vs .

4.2.3.2 Depletion

This condition is best approximated for a near-intrinsic surface where us ≈ 0, vs ≈
−ub (ub �−1). In this case,

coshus ≈ 1 ; sinhub ≈−e−ub

2
; coshub ≈

e−ub

2
, (4.21a)

F(us,ub) = −
√

2
[

1+
e−ub

2
(vs −1)

]1/2

or (4.21b)

F(us,ub) = −
[
2+ e−ub(vs −1)

]1/2
. (4.21c)

For vs � 2, e−ub .vs � 2, and

F(us,ub) = −e−ub/2.
√

vs. (4.21d)

The surface space charge density Qs is then

Qs = −ε0εSikT
qLi

e−ub/2.
√

vs = −
√

2ε0εSikT nie−ub .vs. (4.22)

For nie−ub ≈ NA and vs = qψs/kT , the above relation simplifies to

Qs = −
√

2ε0εSiqNA.ψs C/cm2. (4.23)

Equation (4.23) is similar to the relation obtained with the depletion approxima-
tion for a one-sided step junction.

4.2.3.3 Inversion

For a p-type substrate ub �−1, us > −ub, vs � 0. Therefore,

coshub ≈
e−ub

2
; sinhub ≈−e−ub

2
and (4.24a)

coshus ≈
eus

2
=

evs .eub

2
. (4.24b)



224 4 The MOS Structure

The F-function is now

F(us,ub) ≈−
√

2
[

evs .eub

2
− e−ub

2
+

vse−ub

2

]1/2

. (4.24c)

This can be simplified to

F(us,ub) ≈−
[
evseub + e−ub(vs −1)

]1/2
. (4.24d)

In the range 0 << vs < −2ub, the product evs eub is small compared to the second
term in (4.24d) and the function further simplifies to

F(us,ub) ≈−
√

eub(vs −1). (4.24e)

For vs ≈ −2ub, the magnitude of the F-function is roughly proportional to the
square-root of vs:

F(us,ub) ∼= −
√

eub vs. (4.24f)

When vs increases above −2ub, the first term in the bracket of (4.24d) dominates and

F(us,ub) ∼= −
√

eub evs . (4.24g)

In summary, in the weak inversion regime, when vs increases from −ub to the onset
of strong inversion (vs =−2ub), |F(us, ub)|, |Es|, and |Qs| increases approximately
as the square-root of vs. As vs increases above the onset of strong inversion, the
values increase roughly as evs/2.

4.2.4 Excess Surface Carrier Concentrations [4]

When the surface potential is varied from zero, there is a change in the hole and
free-electron surface concentration with respect to flatband. The change is positive
if the carrier concentration increases above its value at flatband, and negative if
it decreases. Let Δp and Δn, respectively, denote the change in hole and electron
concentration per unit area. Then

Δp =
∞∫

0

(p− p̄)dx = ni

∞∫

0

(e−u(x) − e−ub) dx. (4.25a)

Similarly,

Δn =
∞∫

0

(n− n̄)dx = ni

∞∫

0

(eu(x) − eub) dx. (4.25b)
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Combining (4.16) and (4.25) and noting that u = us at x = 0 and u = ub at x = ∞
yields

Δp = niLi

ub∫

us

e−u(x) − e−ub

F [−ub,−u(x)]
du holes/cm2, (4.26a)

Δn = niLi

ub∫

us

eu(x) − eub

F [ub,u(x)]
du electrons/cm2. (4.26b)

A negative integral means a decrease in carrier concentration. A plot of Qs
versus ψs is shown in Fig. 4.6 for a p-type substrate of uniform concentration
NA = 1017 cm−3.

For negative ψs, the surface is accumulated (Δp positive). In depletion, the sur-
face charge consists of fixed, uncompensated ionized acceptors (Δp negative). In
weak inversion (Δn positive), the electron concentration is larger than the hole con-
centration but negligible compared to the ionized impurity concentration. In strong
inversion, the electron concentration increases above the ionized impurity concen-
tration. Note that the same plot applies to n-type silicon with ND = 1017 cm−3 by
simply changing the sign of surface potential and the role of electrons and holes.

4.2.5 MOS Capacitance

The MOS capacitance can be treated as two capacitances in series, the oxide capac-
itance Cox and the silicon capacitance CSi (Fig. 4.7).
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Fig. 4.7 Equivalent circuit of
ideal MOS capacitor

Si surface

Vox

Csi

Cox

Bulk at ground
for simplicity

ys

VG

Gate

Cox is the dielectric capacitance. For oxide, it is defined as

Cox =
ε0εox

tox
F/cm2, (4.27)

where εox and tox are, respectively, the oxide dielectric constant and thickness.
For an ideal structure, Cox is independent of voltage and frequency. It is treated

as a fixed capacitance. CSi is the silicon capacitance between surface and bulk and
depends on surface potential and hence on gate voltage.

4.2.5.1 Equivalent Capacitance

The equivalent MOS capacitance is found from

1
C

=
1

Cox
+

1
CSi

, or (4.28a)

C =
Cox

1+Cox/CSi
. (4.28b)

As CSi increases, C increases. In the limit, C ≈Cox.

4.2.5.2 Dielectric Field

For a given gate voltage, the field in the oxide is defined as

Eox =
Vox

tox
V/cm, (4.29)

where Vox is the voltage across the oxide. In an ideal structure, the field is uniform
throughout the oxide. For dual or multiple insulators, however, the field changes
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from one dielectric to the other because of the difference in dielectric constant. For
example, in a dual-insulator composed of oxide and silicon-nitride

VG −ψs = Eoxtox +Entn, (4.30)

where En and tn are, respectively, the constant field in the nitride and the nitride
thickness. Continuity of the displacement vector yields

ε0εoxEox = ε0εnEn. (4.31)

4.2.5.3 Equivalent Oxide Thickness

For dielectrics other than silicon-dioxide, it is practical to define an equivalent ox-
ide thickness teq, also known as EOT, which yields the same dielectric capacitance
as that of the actual materials used. This simplifies the characterization of com-
posite dielectrics and allows an easy and consistent way to compare dielectric ma-
terials, such as high-K (high dielectric constant) materials introduced in Chap. 5.
Equation (4.30) can be written as

VG −ψs = Eoxteq = Eoxtox +Entn. (4.32)

Combining with (4.31) gives

teq = tox +
εox

εn
tn ∼= tox +

3.9
7

tn = tox +0.56tn. (4.33)

In general, teq of a material of dielectric constant εx is

teq =
εox

εx
tx, (4.34)

where tx is the thickness of the material.

4.2.5.4 Carrier Response to Varying Gate Voltage

The gate voltage is divided between Cox and CSi as

VG = Vox +ψs = − Qs

Cox
+ψs. (4.35)

A change in gate voltage causes a change in Vox, ψs, and in the total surface charge
Qs. For an accumulating gate voltage, Qs consists of only excess majority carriers
(Fig. 4.6). In depletion, the charge consists of mainly fixed, ionized impurities that
are uncompensated by majority carriers. In both cases, the contribution of minor-
ity carriers to the total charge is negligible. Since majority carriers respond almost
instantaneously to voltage-changes, steady-state is reached at all practical rates of
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change ΔVG/Δt. As the onset of strong inversion is approached, however, minority
carriers become an increasing fraction of the total charge. Since, in the absence of
light or other source of energy, minority carriers can only be supplied by thermal
generation; their response-time is orders of magnitude longer than that of majority
carriers. Initially, as the inverting gate voltage is increased, minority carriers do not
immediately respond to the change unless ΔVG/Δt is very small. Instead, the de-
pleted region expands to satisfy neutrality by “exposing” more ionized impurities.
Steady-state is then slowly achieved when the gate voltage is kept constant for a
certain time, allowing minority carriers to be generated and the depletion region to
relax to its steady state value.

Since the capacitance is voltage-dependent, there are two capacitance values as-
sociated with an MOS structure, the static and the differential capacitance. The static
capacitance is the ratio of total charge to gate voltage

Cstatic =
Qs

VG
F/cm2. (4.36)

The differential capacitance is defined as

C =
ΔQs

ΔVG
F/cm2. (4.37)

Because the capacitance is a nonlinear function of voltage, the two capacitances
will be different. The differential capacitance is the more important of both values.
Throughout this chapter, C will denote the differential capacitance per unit area.

4.3 Calculation of Capacitance

In the preceding sections, first-order quantitative relations were derived for accu-
mulation, flatband, depletion and inversion. An exact analysis of charge and field is,
however, needed for transitions between those regions. This can be provided for the
low-frequency limit in which both majority and minority carriers follow the signal.
The situation becomes more complex at high frequencies where some approxima-
tions must be made to ensure a smooth transition from depletion to inversion.

4.3.1 Calculation of Low-Frequency Capacitance

The voltage across the dielectric is VG −ψs and the charge induced by the gate is

Qm = −Qs = (VG −ψs) Cox C/cm2, (4.38)

where VG −ψs = Vox, and Cox is the equivalent-oxide capacitance.
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The differential silicon capacitance is a function of ψs and defined as

Cs(ψs) = −dQs

dψs
=

dQs

dφs
=

q
kT

dQs

dus
F/cm2, (4.39)

and the total capacitance is then

C(ψs) =
Cox

1+Cox/Cs(ψs)
F/cm2. (4.40)

Combining (4.39) with (4.19) gives

Cs(us,ub) =
ε0εSi

Li

∣∣∣∣
d

dus
F(us,ub)

∣∣∣∣ , (4.41)

Cs(us,ub) =
ε0εSi

Li

∣∣
∣∣
sinhus − sinhub

F(us,ub)

∣∣
∣∣ , (4.42a)

Cs(us,ub) =
ε0εSi

Li

∣∣∣∣
(ns − ps/2ni)− (n̄− p̄/2ni)

F(us,ub)

∣∣∣∣ . (4.42b)

A calculated low-frequency MOS capacitance as a function of surface potential
ψs is shown in Fig. 4.8a for p-type silicon with NA = 1017 cm−3 (φb ≈ 0.41V at
300 K) and teq = 10nm, indicating important regions of the curve.

The plot is first calculated with (4.42) as a function of us. It is then translated to
ψs using the relation ψs = (kT/q)(us − ub) in (4.4). Care must be taken not to let
us be exactly equal to ub at flatband since both numerator and denominator of 4.42a
will go to zero. Instead, us is varied infinitesimally by us ± δus around that point.
The capacitance of the structure in Fig. 4.8a is plotted as a function of gate voltage
in Fig. 4.8b, using (4.18) to calculate the surface charge density and (4.35) to relate
the gate voltage VG to surface potential.

4.3.2 Description of the Low-Frequency CV-Plot

Simple expressions for the silicon capacitance are derived here for the conditions of
flatband, strong accumulation, depletion, and strong inversion. These expressions
will become very useful when extracting process and device parameters from the
CV-plot, as discussed in the following sections.

4.3.2.1 Flatband

At flatband, us = ub, vs = 0, and F(us, ub) = 0. Substituting in (4.42a) results
in Cs = 0/0, an indeterminate relation. It is therefore necessary to express (4.42)
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in terms of the dimensional surface potential vs and expand the exponential of vs
around vs = 0 [5]. The silicon capacitance at flatband, CsFB, is then obtained as the
limit of Cs(us, ub) as us → 0:

CsFB =
ε0εSi

Le
F/cm2, (4.43)
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where Le is the extrinsic Debye length. For p-type silicon at flatband,

Le =

√
ε0εSikT

q2(n+ p)
≈
√
ε0εSikT

q2NA
cm, (4.44a)

and for n-type silicon

Le =

√
ε0εSikT

q2(n+ p)
≈
√
ε0εSikT
q2ND

cm. (4.44b)

The Debye length can be visualized as the average depth at which carriers follow
the varying voltage signal. One can imagine a “plate” placed at a depth Le and
treat the capacitor between surface and plate as a parallel-plate capacitor. The total
capacitance at flatband is

CFB =
CsFBCox

CsFB +Cox
F/cm2. (4.45)

For an ideal structure, that is, zero charge within the dielectric bulk and interfaces,
and zero contact potential between gate and semiconductor, CFB is found at VG = 0.

4.3.2.2 Strong Accumulation

The F-function is approximated for strong accumulation in (4.20e) and the silicon
capacitance is found by substituting (4.20e) in (4.42b) as

CsAcc =
ε0εSi

Li

(ns − ps/2ni)− (nb − pb/2ni)
e−ub/2e−vs/2 F/cm2. (4.46)

For p-type silicon in strong accumulation, pb = NA >> nb, ps/NA >> ns/NA, and

e−ub/2 =
√

NA

ni
. (4.47)

Combining with (4.43), (4.46) simplifies to

CsAcc. =
CsFB√

2
evs/2 F/cm2. (4.48a)

For n-type silicon,
CsAcc. =

CsFB√
2

e−vs/2 F/cm2. (4.48b)

If one defines an effective Debye length associated with the free carrier density
at the surface, the result can be interpreted as equivalent to a reduction of the ef-
fective Debye length and hence an increase in silicon capacitance as the surface
majority-carrier concentration increases. From (4.28b), it can be seen that as Cs in-
creases in accumulation, C approaches the maximum value of Cox.
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4.3.2.3 Depletion

In depletion, the F-function is approximated as (4.21d)

F(us,ub) = −e−ub/2√vs =
√

NA

ni

√
vs. (4.49)

Substituting this into 4.42b and considering that for p-type pb = NA >> nb and in
depletion ns << NA, ps << NA gives

CsDep. =
ε0εSi

xd
. (4.50)

xd is the depletion width defined as

xd =

√
2ε0εSiψs

qNA
=

√∣
∣∣∣
4ε0εSikT

q2NA
ln

NA

ni

∣
∣∣∣ cm. (4.51a)

Similarly, for n-type silicon

xd =

√
2ε0εSiψs

qND
=

√∣∣
∣∣
4ε0εSikT

q2ND
ln

ND

ni

∣∣
∣∣. (4.51b)

Combining (4.50) with (4.28b) yields the total capacitance as

C =
Cox

1+Cox/CsDep
. (4.52)

In this range, the total capacitance decreases as the depleting gate voltage and hence
surface potential increases.

4.3.2.4 Strong Inversion

In strong inversion, |vs| > 2|ub| and the excess surface charge is dominated by
the inversion charge density. The F-function for this mode is approximated by
(4.24g). Substituting in (4.42b) for the silicon capacitance, and considering that
ns >> ps, ns >> NA yields

Cs(us,ub) ∼=
ε0εSi

Li

∣∣
∣∣

ns/2ni

eub/2eus/2

∣∣
∣∣ F/cm2. (4.53)

From (4.12),

ns = n̄evs =
n2

i
NA

evs

eub/2 =
√

ni

NA

. (4.54)
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Substituting in (4.53) and manipulating gives the silicon capacitance in inversion,
Cinv, as a function of flatband capacitance as

Cinv =
CsFB√

2
ni

NA
eqψs/2kT F/cm2. (4.55a)

Similarly, for n-type silicon

Cinv =
CsFB√

2
ni

ND
e−qψs/2kT . (4.55b)

Since the rate of change in surface potential is assumed to be sufficiently small
to allow minority carriers to follow the signal, the response to the varying signal
occurs at the surface where the inversion layer is formed. The silicon capacitance is
proportional to exp(q|ψs|/2kT ). The total capacitance is

C =
Cox

1+Cox/Cinv
. (4.56)

As the inversion layer forms and Cinv increases, the total capacitance approaches
its maximum value of approximately Cox. For polysilicon gates, the measured max-
imum capacitance in inversion is, however, frequently found to be smaller than Cox.
One component of the difference is attributed to the depletion of the polysilicon
gate when silicon is inverted. A positive VG with respect to silicon is equivalent to
a negative voltage on silicon with respect to the gate. For an n-type polysilicon gate
on p-type silicon, this results in depletion or even inversion of the gate when sili-
con is inverted. If the polysilicon is heavily doped, the depletion depth in the gate
is very small. As the dielectric is thinned, however, the contribution of depletion
depth to the total equivalent oxide thickness becomes appreciable. This results in a
thicker electrically-measured equivalent oxide thickness than physically deposited.
A similar reasoning applies to p+-polysilicon on n-type silicon.

4.3.2.5 Minimum Capacitance

The CV-plot in Fig. 4.8a goes through a minimum near ψs = −2φb before rising
again. This can be qualitatively explained by considering that during depletion, it
is the majority carriers that respond to a positive voltage increment δV by “expos-
ing” more ionized acceptors, thus increasing the depletion width and reducing the
silicon capacitance (4.50). As more inversion electrons become available to respond
to the signal, however, the effective Debye-length decreases, increasing the silicon
capacitance. The two opposite effects result in an inverse saddle-point. As the sur-
face potential further increases, the strong inversion layer that forms at the surface
constitutes a thin conductive film that shields the sub-surface from the field induced
by the gate, so that the depletion region reaches a maximum depth and does not
further expand. The minimum normalized surface potential usMin is found from the
condition
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dCs

dψs
=

q
kT

dCs(usMin)
dus

= 0.

Differentiating (4.42a) at us = usMin and using the relation

∂F(us,ub)
∂us

=
sinhus − sinhub

F(us,ub)
,

gives [5]

(coshusMin)1/2 =
sinhusMin − sinhub

F(usMin,ub)
. (4.57)

In (4.57) usMin is a transcendental function of ub. It can be solved iteratively. Sub-
stituting in (4.42a) gives the minimum capacitance

CsMin =
ε0εSi

Li
(coshusMin)1/2. (4.58)

The minimum silicon capacitance depends implicitly on dopant concentration
through (4.57).

4.3.2.6 Inversion Carrier Distribution

There are three ways used to represent the inversion carrier distribution: sheet of in-
finitesimal thickness, classical Fermi distribution with Boltzmann approximation, or
quantum-mechanical (Fig. 4.9). In the analysis so far, it was assumed that all excess
minority-carrier charge in an inversion layer constitutes a conductive sheet of in-
finitesimal thickness located directly below the surface, and only the area density of
carriers was considered without accounting for carrier distribution within the layer.

In the classical model, the carrier density follows the Boltzmann approximation
of the Fermi-Dirac distribution function (Chap. 1). For a uniformly doped bulk, the
electron and hole concentrations as a function of depth are

n(x) ∼= nieqφ(x)/kT , p(x) ∼= nie−qφ(x)/kT ,

where ni is the intrinsic carrier concentration and φ(x) the Fermi potential as a func-
tion of depth (Fig. 4.3). In this model, the carrier concentration decays exponentially
from surface to bulk (Fig. 4.9a).

Quantum effects in inversion layers involve solving Schrödinger’s and Pois-
son’s equations self-consistently [8–16]. Details of quantum-mechanical (QM)
calculations are complex and beyond the scope of this book. The results are, how-
ever, of increasing significance in deep submicron and nanoscale technologies as
the effective oxide thickness is reduced and the semiconductor dopant concentra-
tion increased, creating large electric fields at the silicon surface. Compared to
the classical model, this results in broadening of the inversion layer, reduction in
inversion-layer charge density at a given gate voltage, and decrease in the oxide
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capacitance due to the shift of the inversion layer charge away from the silicon
surface [10–15]. There is also a decrease in surface mobility and increase in the
magnitude of the threshold voltage, as will be discussed in the next chapter. The
average inversion depth can be defined as

x̄inv =
∫ xb

0 x ninvdx
∫ xb

0 ninvdx
cm, (4.59)

where xb is the depth of the neutral region under the depletion region. The main dif-
ference between the classical and quantum-mechanical models lies in the inversion-
carrier distribution and average inversion-layer depth, as shown in Fig. 4.9 a and b.

The projected difference in average depth between QM and classical distributions
is ∼1.2nm [12]. At a finite depth of 1.2 nm, the inversion capacitance contributes
an additional thickness of

Δteq =
εox

εSi
Δx ≈ Δx

3
≈ 0.4 nm (4.60)

to the total equivalent oxide thickness, teq. The ratio of additional thickness to the
equivalent oxide thickness teq increases as the oxide thickness is reduced below
5 nm. A similar analysis applies to the accumulation layer. The difference in centroid
depth between electrons and holes result in a larger capacitance when the quantum-
confined surface carriers are electrons than when they are holes [14].

Both the quantum effect shown in Fig. 4.9a and the depletion in a polysilicon gate
described in Sect. 4.3.2.4 contribute to an increase in the effective equivalent-oxide
thickness obtained from CV measurements and referred to as Capacitance Equiva-
lent Thickness, CET.

The large perpendicular field leads to significant bending of the bands at the
silicon surface. With enough band-bending, carriers can be confined within a suf-
ficiently narrow potential well that their motion perpendicular to the interface be-
comes quantized. This causes the conduction band to split into discrete energy levels
near the surface. The first allowed energy level for electrons in the well no longer
coincides with the bottom of the conduction band but is located above the conduc-
tion band in a p-substrate. Similarly, the first energy level for holes will be located
below the valence band in an n-substrate. This shifts the average location of the car-
riers beneath the surface. In addition to the shift in the inversion-carrier centroid,
quantum-effects cause the bandgap to widen, as illustrated in Fig. 4.10 [8, 11]. An
effect of widening of the effective bandgap is the increase in φb. Therefore, ψs ≈ 2φb
(onset of strong inversion) increases when the band-gap widens and the gate volt-
age at onset of strong inversion, defined as the threshold voltage VT , increases. In
addition, band-splitting has an impact on the inversion charge density and carrier
mobility, which will be discussed in the next chapter.
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Fig. 4.10 Splitting of the conduction band into sub-bands at high electric field. Inversion electrons
are distributed above the bottom of the conduction band, increasing the effective energy gap [8]

4.3.3 Calculation of High-Frequency Capacitance

Since excess minority carriers must be thermally generated (or recombine), they
cannot respond to a high-frequency change in voltage. Therefore, at high frequency
(HF), only majority carriers are able to follow the signal. For an ideal structure,
the calculation of high- and low-frequency CV plots are identical in the range from
accumulation to just before the onset of strong inversion. Since the concentration
of minority carriers is negligible in this range, their inability to follow the high-
frequency signal has little impact on the CV plot. When |ψs| ≥ 2|φb|, a large excess
in minority carriers is required but the carriers cannot relax rapidly enough to fol-
low the signal variation and the equilibrium theory is no longer valid. Consider, for
example, a p-type substrate. If the gate voltage is suddenly increased from VG = 0
to VG > VT (strong inversion), a positive charge Qm is induced at the gate-insulator
interface. This charge must be neutralized by a negative charge −Qm (per unit area)
in silicon. Since electrons are initially unavailable to establish equilibrium, the de-
pletion region must expand deeper than at equilibrium to “expose” more negatively-
charged bulk acceptor ions, Qb, to satisfy neutrality. Initially,

Qm = −Qb−deep, (4.61)
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where Qb-deep is the bulk charge per unit area in deep depletion. If the gate voltage
is kept fixed at VG−1, long enough for electrons to be generated, the electron charge
Qn increases and the bulk charge decreases from Qb-deep to its steady-state value
Qb, as predicted by equilibrium theory. The negative charge is now the sum of bulk
and inversion electron charge

Qm = −(Qb +Qn). (4.62)

The steady-state of (4.62) could have been established more rapidly by shedding
a light-pulse on the structure to accelerate the generation of minority carriers.

If now a small high-frequency ac-signal δVG of typically ±10–15mV amplitude
is superimposed on VG, electrons are unable to follow the varying signal. The total
inversion charge Qn is only a function of the applied DC bias on the gate. In response
to the signal, the depletion region expands infinitesimally during the positive half
and contracts infinitesimally during the negative half of the cycle so that

dQm = −dQb = qNAdxd . (4.63)

Noting that

CSi = qNA
dxd

dψs
, (4.64)

and combining (4.64) with (4.51a) gives the silicon capacitance in (4.50). The total
capacitance is then found with (4.28b).

As the gate voltage is increased by another increment and equilibrium is reached
again, Qn increases to a higher steady-state value, but the depletion region does not
expand further above its maximum value and CSi remains at a constant, voltage-
independent minimum level.

Note that there are two voltages in the high-frequency analysis, a very slow vary-
ing DC bias voltage to ensure that equilibrium is established at every bias-point in
strong inversion, and an ac-signal small enough to ensure that the static condition is
not significantly disturbed, and fast enough so that only majority carriers follow the
signal.

High- and low-frequency CV-plots are shown in Fig. 4.11 for p-type silicon with
NA = 1017 cm−3 and tox = 10nm. It can be seen that in accumulation, depletion and
a large part of weak inversion, the two plots are essentially identical. The minority-
carrier response-time determines the difference between the two plots in strong in-
version. The HF-plot is constructed in two steps. First, the gate-voltage dependent
capacitance in accumulation, depletion and weak inversion is calculated in the same
procedure as for low-frequency, and then the gate-voltage independent capacitance
is calculated in strong inversion.

The two parts are made to join smoothly at a gate voltage that corresponds to
ψs ≈ 2φb where the electron concentration is equal to NA.
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4.4 Measurement of MOS Capacitance

The MOS capacitance versus voltage (CV) plot is traced by sweeping the gate volt-
age and extracting the instantaneous differential capacitance for each gate voltage.
The low- and high-frequency measurements complement each other for the extrac-
tion of important process and device parameters.

4.4.1 Low-Frequency, or Quasi-Static CV Measurement

When ΔVG/Δ t is sufficiently small that the rate of minority-carrier generation-
recombination can keep up with the varying surface potential, charge-exchange
with the inversion layer is in step with the measuring signal. The variation ΔQs/Δt
in response to ΔVG/Δt then occurs at the semiconductor surface. Frequencies be-
low ∼10Hz are required to satisfy the low-frequency condition. Low-frequency CV
plots are most commonly measured with the quasi-static (or triangular) voltage-
ramp technique. A voltage-ramp generator applies a time-varying gate voltage of
linear rate a, typically 50 mV/s or below. The resulting displacement current through
the MOS structure is measured with an electrometer. The displacement current is di-
rectly proportional to the differential capacitance. The displacement gate current
density, jG, is defined as

jG =
dQG

dt
=

dQG

dV
dV
dt

= C
dV
dt

A/cm2. (4.65)
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For a linear voltage-ramp rate a = ΔVG/Δt, the capacitance can be extracted as

C =
jG
a

F/cm2. (4.66)

The MOS area must be large enough to ensure that the displacement current can
be accurately measured with the ammeter being used.

4.4.2 High-Frequency CV Measurement

To measure the high-frequency CV-plot, a small sinusoidal voltage signal of con-
stant amplitude is superimposed on a slow-varying gate dc-voltage. The small-signal
amplitude is typically ±15mV and the frequency typically 100 kHz−1 MHz. The
response to the signal gives the differential capacitance. The MOS structure is placed
in a shielded-light enclosure to avoid distortion of the plot by photon-generation of
electron-hole pairs. The voltage sweep can be started at any point, but typically
from strong accumulation to strong inversion and in the reverse direction. To en-
sure equilibrium at every point in strong inversion while varying the gate voltage
at a time-efficient sweep-rate, a light source can be briefly turned on to generate
minority carriers and then off so that minority carriers in excess of equilibrium can
dissipate. A measured high-frequency CV-plot is shown in Fig. 4.12 for illustra-
tion. The plot is shown for an excursion from accumulation to strong inversion.
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At a voltage sweep-rate of 0.2 V/s, minority carriers are not able to follow the signal.
The capacitance therefore goes to deep depletion (Cdeep). After stopping the sweep
at point A, the capacitance would have relaxed with time to its equilibrium value
at Cmin. Relaxation is, however, accelerated with a light pulse. Because of the large
excess of carriers, the capacitance overshoots to a value higher than Cmin at point B.
It drops to the equilibrium value after turning off the light. As the voltage is swept in
reverse direction, the capacitance increases slightly due to the displacement current.
When the voltage sweep is stopped again, the capacitance settles at the equilibrium
value Cmin.

4.5 Non-Uniform Impurity Profile

So far, the discussion focused on uniformly-doped substrates. Typical structures
are, however, doped by implantation at multiple energies and doses to adjust the
threshold voltage at onset of strong inversion plus other sub-surface parameters that
will be discussed in the next chapter. The result is a non-uniform profile as illustrated
in Fig. 4.13 for a boron doped device.

The properties of MOS structures with known non-uniform profiles can be accu-
rately predicted by one-dimensional computer simulations. In many cases, however,
approximations can be made to greatly simplify calculations.
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Fig. 4.13 Implanted boron profile on p-substrate, shown after activation anneal, and “box”
approximation
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4.5.1 Profile Approximations

In the box approximation, the actual profile of Fig. 4.13 would be treated as an
equivalent uniform concentration N̄A to a depth xI so that N̄A.xI = φI , where φI is the
threshold-adjust implanted dose. For N̄A ≈ 3.5×1017 cm−3, the equilibrium deple-
tion depth in inversion is ≈57nm, well inside the box. The relations for accumula-
tion, depletion and inversion derived earlier for a uniform substrate therefore apply.

In the extreme case where the implanted dose is distributed within a very narrow
region near the surface of a uniformly-doped substrate of concentration NA, the bulk
charge Qb in (4.62) is simply replaced by (Qb±qφI), where φI is the implanted dose.
qφI is positive if it is of the same polarity as Qb, and negative if it is of opposite
polarity. The latter is referred to as counter-doping. The analysis is then performed
for the uniform concentration NA, by just adding qφI to the bulk charge and qφI/ε0εSi
to the surface field.

4.5.2 Surface Conditions

Simplified analytical techniques are introduced in this section to more accurately
describe surface conditions for a slowly-varying non-uniform profile.

4.5.2.1 Flatband and Accumulation

For a non-uniform profile, the concept of flatband is not strictly valid because the
concentration gradient creates a built-in field and hence a non-zero surface potential
when VG = 0. For a slowly-varying distribution where the gradient is not too large,
“flatband” can be defined as the condition where the overall space-charge in sili-
con is zero and majority carriers and ionized-impurities exactly balance each other,
although they are slightly separated. The impurity concentration at the surface is
then used as a reference for accumulation and to calculate the Fermi potential and
extrinsic Debye length at flatband.

4.5.2.2 Depletion

In depletion, Poisson’s equation must be solved for the non-uniform impurity distri-
bution. Integrating the one-dimensional Poisson equation gives the peak field as [17]

Epeak =
q

ε0εSi

xd∫

0

NA(x)dx+
dψ
dx

∣∣∣∣
x=xd

V/cm, (4.67)
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where x = 0 at the silicon surface, xd is the depletion depth, NA(x) the net boron
concentration as a function of depth, and dψ/dx at x = xd is the slope of the intrinsic
level at the depletion boundary. A second integration gives the surface potential as

ψs =
q

ε0εSi

xd∫

0

xNA(x)dx+ xd
dψ
dx

∣∣
∣∣
x=xd

+ψ(xd) V, (4.68a)

where ψ(xd) is the difference in potential between the intrinsic level at the depletion
boundary and the bulk intrinsic level. Assuming a uniform concentration in the bulk
at x ≥ xd ,

ψ(xd) =
kT
q

ln
NBulk

NA(xd)
;

dψ
dx

∣∣∣∣
x=xd

= −kT
q

1
NA(xd)

dNA

dx

∣∣∣∣
x=xd

. (4.68b)

For an implanted profile fully located within the depletion region, the two last
terms in (4.68a) become zero.

4.5.2.3 Strong Inversion

For a non-uniform impurity profile, the onset of strong inversion is defined as the
condition where the excess minority-carrier concentration at the surface is equal
to the majority-carrier concentration at the depletion boundary [17]. Assuming a
uniform background concentration NB, the potential ψ(x) is referred to the bulk
intrinsic potential as (Fig. 4.14)

ψ(x) =
kT
q

[Ei(x)−Ei−bulk] V. (4.69)

Ei–bulk

EF
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ψs

(Ei (x) – Ei–bulk)
q

kT
y (x) =

x

EC

E

Fig. 4.14 One-dimensional energy band diagram for a non-uniformly doped p-type substrate
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With the above definition, the surface potential at inversion is

ψinv =
kT
q

ln
NA(xd max) NB

n2
i

. (4.70)

The value of xdmax can be obtained from the implicit relation

ψinv = ψs−1 +ψs−2 +ψs−3 (4.71a)

where

ψs−1 =
q

ε0εSi

xd max∫

0

xNA(x)dx, (4.71b)

ψs−2 =
kT
q

xd max

NA(xd max)
dNA

dx

∣
∣∣∣
x=xd max

, (4.71c)

ψs−3 =
kT
q

ln
NB

NA(xd max)
. (4.71d)

Equation (4.71b) takes into account the integrated ionized impurity concentration
within the depletion layer. Equations (4.71c) and (4.71d) account for the non-zero
electric field and potential at the depletion boundary. Note that (4.71b) can be solved
in a closed-form for an exponential, Gaussian, or erfc profile.

4.6 Non-Ideal MOS Structure

The discussion so far focused on an ideal structure with zero contact potential be-
tween gate and semiconductor, and a perfect non-conducting insulator void of elec-
tric charge and traps. In real structures, however, the workfunction of the gate is
typically different than that of the semiconductor, resulting in a non-zero contact
potential between the two materials. Also, the insulator exhibits imperfections, such
as charges and traps of different origins within its bulk and at its interfaces, and
current conduction of varying degrees. These non-idealities strongly affect the char-
acteristics of MOS and MOSFET structures.

4.6.1 Workfunction Difference

The workfunction is defined for n-type and p-type silicon by (4.2)

φSi = χSi +
(

Eg

2q
−φ b

)
V.
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Fig. 4.15 Illustration of polysilicon and silicon workfunction

For a degenerately-doped n+-polysilicon gate, the Fermi-level approximately co-
incides with the bottom of the conduction band and the workfunction is essentially
the electron affinity of silicon (Fig. 4.15). For a p+-polysilicon gate, the Fermi-
level coincides with the top of the valence band and the workfunction is the sum of
electron affinity and Eg/q. The workfunction difference for a degenerately-doped
n+-polysilicon gate and p-type silicon is then (4.3)

φms =
Eg

2q
+ |φb|, (4.72a)

and for p+-polysilicon gate on n-type silicon

φms =
Eg

2q
−|φb|. (4.72b)

The energy-band diagram is shown in Fig. 4.16 for an MOS structure with sepa-
rated n+-polysilicon gate, SiO2 and p-type silicon.

Assuming, for example, NA = 1017 cm−3, the silicon workfunction is 5.02 V and
the workfunction difference φms = −0.97V. When the regions are merged to form
an MOS structure, thermal equilibrium is established in the three materials by trans-
fer of electrons from polysilicon to silicon until the Fermi-levels align. The silicon
sustains a voltage drop due to the charge stored on each side of it. This leaves the
polysilicon gate 0.97 V more positive than the silicon bulk and causes the silicon
surface to be depleted and the bands to bend as shown in Fig. 4.17.

If the oxide is void of charge, the voltage that must be applied to the gate to estab-
lish flatband is the workfunction difference. This voltage is referred to as the flatband
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voltage, VFB. In this case, VFB =−0.97V. The workfunction difference alone causes
a parallel-shift of −0.97V in the CV-plot and hence in threshold voltage, as shown
in Fig. 4.18. Note that electrodes other than polysilicon are being developed in con-
junction with high-K insulators for deep submicron and nanoscale technologies.

4.6.2 Dielectric Charge

Dielectric charges of different origins may be created during processing or as a result
of electrical stress. They were first analyzed for silicon-dioxide, the best understood
dielectric, and classified as [18]

Qit , interface trapped charge, located at the oxide-silicon interface,
Q f , fixed charge in the oxide near the silicon surface,
Qot , oxide trapped charge, located in the bulk of the oxide,
Qm, mobile charge.

The above nomenclature also applies today, whereby the word “oxide” encom-
passes other insulators, such as multiple or high-K dielectrics.

The relative importance of the charge components depends on process and stress-
history. Their presence can cause a shift and, in some cases, distortion of the CV-plot
and influence device characteristics.

A fifth component Qitm is introduced here to describe the dielectric charge den-
sity at its interface with the gate. This component has become important with the
introduction of new gate and dielectric materials in new technologies.
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4.6.2.1 Interface Trapped Charge, Qit

Interface traps (or surface states) were introduced in Chap. 2 in conjunction with
Bardeen’s theory on a barrier formed at a metal-semiconductor contact (Sect. 2.3.1).
This section discusses traps that are generated and charged at the silicon-oxide in-
terface of an MOS structure during processing, or when subjected to electrical stress
or radiation. The silicon-oxide interface is a 0.5- to 1-nm thick transition region be-
tween single-crystal silicon and the stoichiometric amorphous silicon-dioxide net-
work. The composition of the transition region depends on process conditions and
dielectric composition. It is typically silicon-rich but can also be an oxygen-rich
silicon-oxide compound, particularly in thermally nitrided SiO2 [19, 20].

Interface states result from the termination of the periodic arrangement of sil-
icon atoms and the discontinuity in the periodic potential. In a simplified model,
each surface silicon atom shares only three bonds with adjacent atoms and, in a
freshly-cleaved crystal, the fourth bond is left “dangling” creating an allowed elec-
tronic state within the forbidden gap. Since the density of silicon atoms at the
surface is ∼1015 cm−2, one would expect to find the density of interface states in
freshly-cleaved silicon to be of the same magnitude. One would also expect that
{100}-oriented surfaces exhibit approximately one-third the density of states of that
obtained on {111} surfaces since the density of surface atoms is approximately in
the same ratio. At such high densities of interface states, typical devices would not
operate properly. The unsaturated bonds exhibit strong attraction to foreign impuri-
ties, such as oxygen, heavy metals or mobile ions. For example, when exposed to air
at room temperature, dangling bonds adsorb oxygen, water, or carbon dioxide, and
a layer of silicon dioxide, called “native oxide” is rapidly formed. Interface states
created by impurities are sometimes referred to as “slow states” because of their
very slow response to changes in potential when compared to electronic states that
can respond in μs.

When the surface is oxidized at elevated temperature, most of the dangling bonds
are saturated and the interface-state density is reduced considerably. In a defect-free
Si-SiO2 interface, the tetrahedral bonding of crystalline silicon atoms is accommo-
dated by bonding with oxygen atoms of the oxide. A small fraction of surface silicon
atoms remains, however, not bonded to oxygen atoms. Instead, unpaired electrons
are localized on the defect silicon atom forming a hybrid orbital in a direction nor-
mal to the (111) plane [21,22]. This “dangling bond,” referred to as a Pb center, can
be detected by electron-spin resonance (ESR). A model for Pb centers is illustrated
for (111), (110) and (100) planes in Fig. 4.19 [21, 22] There is good agreement
between the density of Pb centers measured by ESR and the electrically measured
trap-density at the Si-SiO2 interface. Other important interfacial defects, such as
stretched Si-O bonds and stretched Si-Si bonds have also been proposed as origins
of interface states [23].

Immediately after oxidation, the interface-state density is in the order of
1012 cm−2. It is reduced by over two orders of magnitude after post-metallization
anneal at about 450◦C in a hydrogen-containing atmosphere. The interface-state
density increases when the surface is subjected to any bond-breaking processes,
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Fig. 4.19 Illustration of dangling bond model for Pb center on (111), (110), and (100) silicon
surface [21, 22]

such as plasma processing (Chap. 7), hot-carrier injection or Fowler-Nordheim
(FN) tunneling write/erase in EEPROMs (Chap. 8), electrical stress, or high-energy
radiation. FN tunneling is discussed in Sect. 4.8.1.

Interface states can be of donor or acceptor type and are typically distributed
continuously in energy within the bandgap, as schematically illustrated in Fig. 2.48.
Above the Fermi-level, a donor level is positively charged while an acceptor level
is neutral. Similarly, below the Fermi-level a donor level is neutral while an accep-
tor level is negatively charged. The net interface charge Qit depends therefore on
the position of the Fermi-level in the bandgap. A large fraction of Qit can be neu-
tralized by low-temperature (400–450◦C) annealing in hydrogen or forming gas,
for example, 10% hydrogen and 90% nitrogen. Processes that break the hydrogen
bonds and cause migration of hydrogen away from the interface tend to increase
Qit [24].
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Fig. 4.20 The “Deal triangle.” Annealing behavior of oxide fixed charge as a function of tempera-
ture and ambient atmosphere. Arrow show reversible paths [25]

4.6.2.2 Fixed Oxide Charge, Qf

Fixed oxide charge is a predominantly positive charge located in the oxide less than
1 nm from the Si-SiO2 interface. Unlike interface states, fixed oxide charge centers
do not change their state by communicating with the underlying silicon. Their den-
sity depends on oxidation temperature and ambient atmosphere and decreases with
increasing final oxidation temperature. Q f can also be lowered by annealing in a
nitrogen or argon atmosphere after oxidation [25]. The well-known “Deal-triangle”
in Fig. 4.20 shows the annealing behavior of fixed oxide charge [25].

Oxidation at 1200◦C yields the lowest Q f . If, however, the processing require-
ments do not allow oxidation at such a high temperature, a post-oxidation anneal
at a low-temperature of ∼450◦C in dry nitrogen or argon reduces the density of
fixed charged Nf = Q f /q to its lowest value of 5× 1010 cm−2. The processes are
reversible. For example, a first oxidation can be performed at 600◦C, resulting
in Nf = 9× 1011 cm−2, then followed by oxidation at 900◦C where Nf drops to
∼5× 1011 cm−2. Subsequently annealing at ∼450◦C in dry nitrogen or argon fur-
ther lowers Nf to 5×1010 cm−2.

4.6.2.3 Oxide Trapped Charge, Qot

This charge is associated with oxide defects creating traps within the insulator. The
traps are initially neutral and can be charged by ionizing radiation or by injecting
electrons or holes into the insulator. Qot can therefore be positive or negative. In-
jection can occur by Fowler-Nordheim tunneling from either the substrate or the
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Table 4.2 Average EA and μ0 for Na+, K+, and Li+ in SiO2 [30]

Metal ion μ0 (cm2/s) EA(eV)

Na+ 3.52×10−4 0.44
K+ 4.5×10−4 0.47
Li+ 2.5×10−3 1.04

gate or by avalanche injection of hot-carriers from the substrate (Sect. 4.8.2). Oxide
charge can be partially annealed at temperatures as low as 500◦C, but neutral traps
may not be eliminated.

4.6.2.4 Mobile Charge, Qm

Mobile ions in the oxide cause instabilities in the MOS structure [25–29]. The dom-
inant mobile ion in silicon-dioxide has been found to be sodium. Potassium and
lithium may also present, but to a smaller extent [30,31]. Because they are metallic,
these ions are positive in SiO2. At low concentrations, the drift mobilities of sodium,
potassium and lithium ions follow the Arrhenius relation

μ = μ0e−EA/kT . (4.73)

Table 4.2 summarizes the values for EA and μ0 for sodium, potassium, and
lithium [30].

For an aluminum gate, the drift of sodium is asymmetrical. Under bias-
temperature stress, the ions move faster from the silicon-oxide interface to the
metal-oxide interface than in the opposite direction. This is attributed to the higher
energy-barrier to sodium migration from the metal-oxide interface. The asymmetry
is not observed with polysilicon gates.

4.6.2.5 Effective Oxide Charge, Qeff

Assume initially that all insulator charges can be lumped into one charge-sheet of
density σ(C/cm2), located at the silicon-oxide interface. A space-charge Qs of op-
posite polarity is formed in silicon with Qs =−σ . The combined effect of all charges
is to shift the CV-plot and hence the flatband voltage by

ΔVFB = −Qit +Qot +Q f +Qm

Cox
= − σ

Cox
V, (4.74)

where σ is the algebraic sum of all charges. ΔVFB is negative for a net positive charge
density and positive for a net negative charge density. The flatband voltage is then

VFB = φms −
σ

Cox
V. (4.75)
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The threshold voltage (gate voltage where ψs = −2φb) is defined as

VT = − Qb

Cox
±ψs +VFB V. (4.76)

Qb is the concentration of ionized charge per unit area within the depletion re-
gion, defined for p-type silicon as

Qb =
√

2ε0εSiqNAψS C/cm2.

The surface potential ψs is positive for p-type and negative for n-type silicon at
onset of strong inversion. A positive charge at the silicon-oxide interface therefore
causes a negative shift in VT (Fig. 4.21).

For a charge-sheet σ located at a distance x1 from the silicon surface and x2
from the gate-insulator interface, the image charge of σ is shared between gate and
silicon (Fig. 4.22). Let Qs and Qm be, respectively, the charge imaged on the silicon
and gate, then

Qs +Qm = −σ C/cm2, (4.77)

and the lever rule gives

Qsx1 +Qmx2 = (Qs −σ)x2 or (4.78)

Qs = − x2

x1 + x2
σ = − x2

tox
σ C/cm2, (4.79)

where tox is the oxide thickness.
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ΔVT

φms < 0, Qeff = 0 ,VFB = φms 

Qeff > 0, ΔVFB = – Qeff /Cox

VT(0)

Fig. 4.21 Shift in CV-plot caused by oxide charge. For parallel shift, ΔVT = ΔVFB
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Fig. 4.22 Charge-sheet σ approximations, illustrated for positive charge on p-type silicon.

The effect of an arbitrary distribution of charge ρ(x) within the insulator can be
evaluated by integrating the differential charge sheets dQ(x) = ρ(x)dx as

Qs = −
tox∫

0

x
tox
ρ(x)dx C/cm2, (4.80)

where x is the distance from the metal-insulator interface. It is the effective insulator
charge Qeff = −Qs that causes the measured shift in flatband voltage

ΔVFB = −Qeff

Cox
=

−
∫ tox

0 (x/tox)ρ(x)dx
Cox

V. (4.81)

Since the distribution of insulator charge and location of its centroid is typically
not known a priori, the effective charge cannot be calculated. It is, however, ex-
tracted from the measured shift in VFB.

It should be noted that insulator charges only cause a parallel shift in the CV-
plot when the charge is independent of gate voltage. While Q f is assumed to be
gate-voltage independent, Qit , Qm and Qot can vary with applied gate voltage, as
discussed in the following section.

4.7 Characterization and Parameter Extraction

The MOS structure is a powerful tool that is extensively used to extract important
process and MOSFET parameters [32, 33].

4.7.1 Extraction of Equivalent Oxide Thickness, teq

In accumulation, the measured capacitance of an MOS structure with a polysilicon
gate increases asymptotically toward a maximum value Cmax that consists of three
capacitances in series: the physical equivalent oxide capacitance, Cox, the silicon
capacitance CSi, and the polysilicon capacitance Cpoly, where
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Cmax =
[

1
Cox

+
1

CSi
+

1
Cpoly

]−1

F/cm2. (4.82)

For an oxide dielectric, the physical oxide thickness, tox-phys, can be directly
measured by ellipsometry or high-resolution transmission-electron microscopy
(HRTEM) [34]. Typically, the Capacitance Equivalent Thickness, CET, is larger
than tox-phys and Cmax < Cox because of quantum-effects discussed in Sect. 4.3.2.6.
For p-type silicon and n-type polysilicon gate, both the gate and silicon are accu-
mulated when the structure is biased in accumulation. The same applies to p-type
polysilicon and n-type silicon. If tox-phys is considerably larger than the depth of
the carrier centroid in both accumulated layers, then CSi >> Cox and Cpoly >> Cox.
Thus, the error introduced by approximating Cmax ≈ Cox is not appreciable. In this
case, both the high-frequency and low-frequency CV-plots give the same value in
accumulation

CET =
ε0εox

Cmax
≈ ε0εox

Cox
cm. (4.83)

As the dielectric thickness decreases below about 10 nm, however, the approx-
imation in (4.83) becomes increasingly inaccurate because of the quantum effects
in silicon and polysilicon. For tox-phys = 10nm, the CET is about 10% larger than
tox-phys [32].

The oxide thickness can also be extracted from he quasi-static (“low-frequency”)
plot in inversion. In this range, the polysilicon gate is depleted when silicon is in-
verted and the discrepancy increases because of polysilicon depletion. An additional
error is introduced if the accumulating field causes appreciable tunneling current
through the oxide [35] (Sect. 4.8.1). Polysilicon depletion and quantum-mechanical
effects can be simulated and the results used to extract the CET [36,37]. Algorithms
have been developed, however, to extract the physical oxide thickness without the
need for detailed simulations [38,39]. It should be noted that the insulator dielectric
“constant” that was so far assumed to be constant can vary with the gate material and
its interactions with the dielectric. This is observed, for example, with a tungsten-
silicided polysilicon gate on oxide [40]. Changes in dielectric properties are more
pronounced with metal gates and high-K dielectrics, as will be discussed in Chap. 5.

4.7.2 Workfunction Difference

Equation (4.75) provides a means for separately extracting the gate workfunction
from a plot of the flatband voltage as a function of oxide thickness [41]. Provided
that the samples are prepared under conditions such that the effective oxide charge
is independent of oxide thickness and remains constant during measurement, the
plot is then linear with a slope of −Qeff /εox. The intercept with the vertical axis is
the workfunction difference φms (Fig. 4.23). One method to fabricate the samples
is to grow a thick oxide on the wafer and then gradually thin the oxide by etching
to produce the desired samples of different oxide thickness onto which the gate
material is deposited.
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Fig. 4.23 Extraction of work function difference from VFB measurements as a function tox
(Adapted from [40])

4.7.2.1 Fermi-Level Pinning

So far, it was assumed that the interface-state charge density Qit resides totally at the
silicon surface. Some combinations of gate and dielectric materials, however, appear
to exhibit a high density of electronic states at the gate-dielectric interface, denoted
here as Qitm. This has the tendency to pin the gate Fermi level near the charge-
neutrality level so that the apparent work function of the gate in contact with the
dielectric is fixed and differs from its value in vacuum [42, 43]. Fermi-level pinning
was first discussed in Chap. 2 to explain the weak dependence of Schottky-barrier
height on metal workfunction (Fig. 2.49). A similar effect is observed with advanced
gate-stacks that incorporate high-K metal-oxide dielectrics, such as hafnium oxide
or aluminum oxide. The high density of interface states is related to the interaction
between gate and dielectric materials. Tailoring the workfunction difference is one
desired means of adjusting the NMOS and PMOS threshold voltages without mod-
ifying the silicon dopant concentration. Fermi-level pinning practically eliminates
this flexibility. Fermi-level pinning is further discussed in Chap. 5.

4.7.3 Extraction of Dopant Concentration

The ionized impurity concentration can be obtained from high-frequency CV mea-
surements in depletion.
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4.7.3.1 Uniformly Doped Silicon

For uniformly-doped silicon, the extraction of dopant concentration from the high-
frequency CV-plot is straightforward. The minimum capacitance CSi-min is found
from the maximum and minimum measured capacitances, Cox and Cmin

CSi−min =
CoxCmin

Cox −Cmax
F/cm2. (4.84)

Once CSi-min is known, the dopant concentration can be found from (4.50) and
(4.51).

4.7.3.2 NonUniform Profile

For a slow-varying non-uniform profile, the above procedure results in an effec-
tive dopant concentration that can be used for process monitoring and to approx-
imate the Debye length at flatband. The ionized-impurity profile can be obtained
from the slope of 1/C2 versus VG in depletion, referred to as the inverse-square-
capacitance method. Assuming p-type silicon, an incremental charge on the gate
induces a charge dQs in silicon where, with the depletion approximation

dQs = −dQm = −CdVG = qNA(xd)dxd C/cm2. (4.85)

From

1
CSi

=
xd

ε0εSi
=

1
C
− 1

Cox
, (4.86)

dxd = ε0εSid
(

1
CSi

)
= ε0εSid

(
1

Cox
+

1
CSi

)
= ε0εSid

(
1
C

)
. (4.87)

Substituting in (4.85) gives

NA(xd) = −
[

qε0εSi
d

dVG

(
1
C

)]−1

, (4.88)

or
NA(xd) = − 2

qε0εSi

dVG

d(1/C)2 . (4.89)

The above relation shows that at any point, the ionized impurity concentration is
inversely proportional to the slope dVG/d(1/C2). For acceptors, the slope is posi-
tive. The depth is found from (4.85).

4.7.3.3 Limitations of the Technique

If the concentration changes appreciably within a distance comparable to the ex-
trinsic Debye length LD, the value obtained from (4.89) will be an average of the
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true impurity profile over the extrinsic Debye length. This is because (4.89) actu-
ally measures the majority carrier concentration that is assumed to be approximately
equal to the ionized-impurity concentration. Since the variation of majority carrier
concentration occurs within a few Debye lengths, changes in dopant concentration
over a distance comparable to LD are not resolved. Equation (4.89) yields a good
approximation of dopant profile for xd larger than approximately 3LD. Below this
value, majority-carriers begin to affect the results and correction factors must be
introduced to extend the profile to the surface.

For a slowly varying gate voltage, the maximum profile depth is limited by inver-
sion carriers. The depth can, however, be extended into deep depletion by pulsing
the gate and measuring the capacitance during the pulse, as described in the next
section. The maximum depth in this case is limited by avalanche breakdown or
tunneling.

4.7.3.4 Pulsed CV Profiling

The pulsed CV technique extends the range of concentration versus depth beyond the
depth at steady state. The method uses voltage pulses of short duration during which
negligible minority carriers can be generated, allowing the structure to go into deep
depletion without the interference of minority carriers. The high-frequency capaci-
tance is measured during each pulse. The voltage is typically pulsed from flatband
to depletion with incrementally increasing voltage amplitudes. Typical pulse widths
range from 1 to 10 ms [32, 33].

4.7.4 Lifetime Measurements

When the gate voltage is pulsed from an initial value VG1, which is chosen at
flatband for convenience, to VG2 in strong inversion, minority-carriers cannot be
instantaneously supplied to establish equilibrium. The structure then goes into deep
depletion to “expose” more ions and satisfy neutrality (Fig. 4.24a).

In the absence of light there are two mechanisms for supplying minority carriers
to the inversion layer of an MOS structure; (a) Thermal generation within the de-
pletion region xd and drift to the silicon surface; (b) Thermal generation outside the
depletion region at a distance of approximately one diffusion length from xd, fol-
lowed by diffusion to the depletion boundary and drift through the depletion layer
to the surface. For each generated pair, a minority carrier is provided as an inversion
carrier to the surface and a majority carrier neutralizes one ionized impurity. At time
t0 in Fig. 4.24a, VG2 is kept constant and the depletion depth begins to relax with
time from deep-depletion to the equilibrium condition at time t∞ as minority carri-
ers are provided. Relaxation is best described by a measuring the capacitance versus
time, C-t, while keeping VG2 constant, as illustrated in Fig. 4.24b [5, 32, 44, 45].
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For p-type silicon, the following relation holds at any time

Cox [VG −ψ(t)] = −q

⎡

⎣Nn(t)+

xd(t)∫

0

NA(x)dx

⎤

⎦ , (4.90)

where Nn is the inversion-electron density per unit area. Since VG is set constant at
VG2, differentiating the above relation and rearranging gives
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dNn

dt
=

Cox

q
dψs

dt
−NA [xd(t)]

dxd

dt
. (4.91)

The depletion width is related to capacitance through

xd(t) =
ε0εsi(Cox −CHF)

Cox.CHF
, (4.92)

where CHF is the high-frequency capacitance in deep depletion. With the depletion
approximation, the change of surface potential with time is

dψ(t)
dt

= −qxd(t)
ε0εSi

NA[xd(t)]
dxd

dt
. (4.93)

Assuming an effective minority-carrier lifetime τ, the rate of increase in
inversion-carrier density Nn can be approximated by

dNn

dt
= −ni [xd(t)− xd−inv]

τ
, (4.94)

where xd-inv is the steady-state depletion layer depth in inversion that is approached
at t = ∞. Combining the above equations and using the identity

2
C3

HF

dCHF

dt
= − d

dt

(
1

CHF

)2

gives the so-called Zerbst relation for uniform NA

− d
dt

(
Cox

CHF

)2

≈− 2ni

τNA

Cox

Cinv

(
Cinv

CHF
−1

)
, (4.95)

where Cinv is the steady-sate inversion capacitance. A plot of the term on the left of
(4.95) versus (Cinv/CHF −1) can be approximated by a straight line. The lifetime is
obtained from the slope of the straight line [44]. Variants of the above relation are
discussed in [32, 45].

A long relaxation time indicates a long lifetime and hence a low density of gener-
ation sites, such as heavy metals. The measurement can be used to routinely monitor
silicon quality.

4.7.5 Extraction of Interface-State Distribution

Interface traps are represented by a charge Qit associated with charging and dis-
charging traps within the bandgap. The charged-state of a trap depends on whether
it is of acceptor or donor type, and on the energy-level of the trap with respect to the
surface Fermi-level. Typically, both donor and acceptor levels exist. The position
of trap-levels with respect to the Fermi-level and their trap occupancy changes with
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applied gate voltage. Therefore, as the gate voltage is swept, the Fermi-level “scans”
the surface and the trap-distribution above and below the Fermi-level changes, mod-
ifying Qit . Several methods have been implemented to extract the trap density and
distribution from MOS measurements. Among these are the high-frequency capac-
itance method [1], the combined high- and low-frequency method [46, 47], and the
conductance method [48]. Only the first two methods are discussed in this section.

4.7.5.1 High-Frequency Capacitance Method

In the high-frequency method, also referred to as the Terman method [1], the
frequency is chosen sufficiently high so that interface traps are not charged or
discharged by the signal. Therefore, the capacitance due to interface traps can be
assumed to be zero. The voltage sweep, however, changes the position of interface-
traps with respect to the Fermi-level and hence the charged state of traps. This mod-
ifies the effective charge Qeff seen by silicon and the flatband voltage varies as the
VG is swept, stretching out the plot along the voltage axis (Fig. 4.25, dotted lines).
For a uniform distribution of interface traps within the bandgap, the stretch-out is
gradual, causing a nonparallel shift of the plot. The stretch-out is distorted by a
non-uniform distribution of states in a manner that can be used to measure lateral
non-uniformitics of Qit along a MOSFET channel [49]. The relation between the
silicon capacitance CSi and surface potential ψs is known for a given dopant con-
centration. For a given oxide thickness, a relation between ψs and VG can be found
and a CV-plot with Qit = 0 established (solid curve in Fig. 4.25). Since C depends
only on CSi (ψs) and oxide thickness, the same capacitance on all plots in Fig. 4.25
correspond to the same surface potential but not to the same gate voltage. The shift

VG

C

Steady-state Cmin

0

Qit = 0Qit > 0

Hysteresis effect

Cmax ≈ Cox

Fig. 4.25 High-frequency plots for Qit = 0 and Qit > 0. Stretch-out is a measure of surface state
density
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in gate voltage is caused by a change in Qit . If a ψs-VG plot is generated for a curve
with Qit > 0 and compared to ψs-VG for the theoretical curve, a difference ΔVG
is found between the two curves at the same surface potential. The interface state
density can then be approximated as [5, 32]

Dit ≈
Cox

q
d(ΔVG)

dψs
cm−2. (4.96)

The high-frequency method is considered to be only useful for measuring inter-
face trap densities above 1010 cm−2 and above, mainly because of inaccuracies in
capacitance measurements [32]. Other techniques that use a gate-controlled pn junc-
tion or a MOSFET to measure the interface trap density are described in Chap. 5.

There are cases where sweeping from accumulation to inversion yields a con-
siderably different CV plot than sweeping from inversion to accumulation, or vice
versa. This “hysteresis” effect is illustrated in Fig. 4.25 with the two arrows indi-
cating the sweep direction. It is observed with or without the “stretching” of the
CV plot, particularly with new high-K dielectric materials [50, 51]. It is typically
seen when the field reaches a certain magnitude in each polarity, causing charge-
trapping or detrapping within the dielectric and hence a shift in the flatband voltage.
The magnitude of hysteresis depends on energy and density of dielectric traps, and
dielectric history. For example, a hysteresis of 100–150 mV is observed on HfO2
annealed in N2 when VG was swept ±3V, but was negligible when VG was swept
±1V [50] (Chap. 5).

4.7.5.2 Combined High- and Low-Frequency Method [46, 47]

An equivalent circuit of the oxide, interface, and silicon capacitances is shown in
the insert of Fig. 4.26. At high frequency, the interface capacitance Cit is zero since
the traps do not follow the signal, so the measured capacitance is

CHF =
Cox CSi

Cox +CSi
F/cm2. (4.97)

At low frequency, the traps can follow the signal and a capacitance associated
with charging and discharging the traps is added in parallel to the silicon capacitance
in (4.97)

CLF =
Cox (CSi +Cit)
Cox +CSi +Cit

F/cm2, (4.98)

where CLF is the low-frequency capacitance. Combining the above relations gives

Cit =
Cox CLF

Cox −CLF
− Cox CHF

Cox −CHF
F/cm2. (4.99)

The interface trap-density is related to the interface capacitance by

Cit = qDit(ψs) =
dQit

dψs
, (4.100)
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where Dit is the interface trap density in cm−2.(eV)−1 given by [44]

Dit =
Cox

q

[
CLF/Cox

1−CLF/Cox
− CHF/Cox

1−CHF/Cox

]
cm−2eV−1. (4.101)

A typical combination of low- and high-frequency plots is shown for n-type silicon
in Fig. 4.26.

The interface trap density is determined directly from low- and high-frequency
CV measurements.

The relation between surfaced potential and gate voltage can be found following
a procedure in [52]. The low-frequency capacitance is

C(VG) =
dQ
dVG

= Cox
dVox

dVG
. (4.102)

Since dVG = dVox +dψs, (4.102) can be written as

C(VG) = Cox

(
1− dψs

dVG

)
, (4.103a)

or
dψs

dVG
= 1− C(VG)

Cox
. (4.103b)
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Integrating 4.103b with the flatband as the reference gives the surface potential as

ψs(VG)−ψs(VFB) =
VG∫

VFB

[
1− C(VG)

Cox

]
dVG. (4.104)

4.7.6 Extraction of Mobile Ion Concentration

The most common mobile ions are alkali ions, such as Na+, K+, and Li+. They
can be moved though the oxide by applying a gate voltage at elevated temperature,
typically in the range 200–400◦C. When the gate voltage is positive, the ions drift to
the oxide-silicon interface and when the gate is negative they drift back to the gate-
oxide interface. Their existence can be detected by a parallel shift in the CV-plot or
by a peak in the quasi-static I −V plot.

4.7.6.1 Extraction from the Shift in VFB

The shift in the CV-plot is determined from the change in VFB when the location of
the mobile-charge centroid changes. The measurement is done by biasing the gate at
elevated temperature for some time (typically 10–30 min) to allow the ions to move
totally to one electrode, cooling the structure with the voltage applied to the gate,
and then measuring the flatband voltage. The procedure is repeated with the gate
biased in the opposite polarity. The difference between the two flatband voltages
ΔVFB gives the mobile ion concentration as

NI =
|ΔVFB|.Cox

q
. (4.105)

4.7.6.2 Extraction from Quasi-Static I–V Measurements [53]

This method is also referred to as the triangular voltage sweep (TVS). A linear
voltage-ramp is applied to the gate at a very slow ramp-rate a, typically in the range
10–50 mV/s, as described in Sect. 4.4.1. The current is measured with the structure
held at elevated temperature. In the absence of mobile ions, the measured current is
the displacement current. When ions are present, a peak in current is seen superim-
posed at VG ≈ 0 on the displacement current (Fig. 4.27). At the elevated temperature,
the capacitance is almost flat because of the large increase in ni. The ion current is
added to the displacement current in (4.64) as

jG =
dQG

dt
= aCox + jIon A/cm2. (4.106)
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For negligible DC current through the oxide, the mobile ion density NI is deter-
mined from the cross-hatched area in Fig. 4.27 which is the integral

+VG∫

−VG

( jG −aCox)dVG = aqNI cm−2, (4.107)

where a is the ramp-rate. One of the advantages of the TVS method is that it is sen-
sitive to mobile charge densities as low as 109 cm−2. It also enables the separation
of different mobile charges, for example, Na+ and K+, because their peaks occur at
different gate voltages.

4.8 Carrier Transport Through the Dielectric

Referring to the band diagram in Fig. 4.17, the barrier heights of 3.2 eV for electrons
and 4.6 eV for holes are too large for thermal emission of carriers from silicon into
the oxide at room temperature. Thus, assuming an ideal oxide void of charge, traps
and defects, for carriers to transit the oxide from the silicon, they must be either ex-
cited over the barrier by a high-field avalanche or tunnel through the energy barrier.
Tunneling is a quantum-mechanical effect that predicts an increasing probability for
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carriers to penetrate the oxide as the distance through the oxide is reduced below
∼4nm. For an oxide thickness below 1 nm, the film becomes practically transparent
to carriers. Avalanche injection occurs when silicon is driven into deep depletion,
increasing the field in silicon and creating hot carriers that can be injected over the
barrier into the oxide.

4.8.1 Tunneling Through the Oxide

For tunneling to occur through the oxide, the field in the oxide must be larger
than ∼1 × 107 V/cm. Tunneling can occur directly through the full oxide width
(Fig. 4.28a), or by the Fowler-Nordheim (FN) mechanism by which the field re-
duces the required tunneling distance (Fig. 4.28b).

Both direct and FN tunneling occur simultaneously, but for an ultra-thin oxide,
direct tunneling dominates. The situation in 4.28b is that the oxide is too thick for
appreciable direct tunneling to occur but sufficiently thin that band-bending creates
a triangular barrier that reduces the tunneling distance.

4.8.1.1 Fowler-Nordheim Tunneling

In its simplified form, the relation for Fowler-Nordheim tunneling is [54, 55]

jFN = AE2
oxe−B/Eox A/cm2, (4.108)

VG < 3.2V

 Direct tunneling through
ultra-thin oxide. 

VG > 3.2V

 Fowler-Nordheim tunneling
through “thinned oxide”.

P-type Si Poly gateOxideP-type Si Poly gateOxidea b

Fig. 4.28 Comparison of Fowler-Nordheim and direct tunneling
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where A and B are constants defined as

A ≈ q3

8πhφox
=

1.54x10−6

φox
A/V2, (4.109)

B ≈ 8π
√

2m∗φ 3
ox

3qh
= 4.823x107φ 3/2

ox V/cm, (4.110)

where φox is the barrier height at the silicon- or polysilicon-oxide interface in eV.
Without consideration of barrier lowering and quantum effects at the silicon sur-
face [54], the oxide-silicon barrier is φox ≈ 3.2eV for electrons and φox ≈ 4.6 eV
for holes. The effective electron mass in the oxide m∗ is assumed to be about 0.4
m0, where m0 is the free electron mass [56]. A detailed derivation of (4.108) can be
found in [32, 54]. This yields A ≈ 4.81 x 10−7 A/V 2, B ≈ 2.76 x 108 V/cm.

4.8.1.2 Direct Tunneling

Assuming the same constants A and B defined in (4.109) and (4.110), the relation
for direct tunneling is found as [55]

jDirect = AE2
oxe−B∗/Eox A/cm2, (4.111)

where

B∗ = B

[

1−
(

1− qVox

φox

)1.5
]

V/cm. (4.112)

The gate current jG = jFN + jDirect . Figure 4.29 shows the calculated direct-
tunneling and Fowler-Nordheim currents as a function of field in the oxide for tox =
3nm and tox = 6 nm. The values obtained from (4.108) and (4.111) are in good
agreement with the reported results in [55]. It can be seen that in this oxide-thickness
range, direct tunneling dominates.

4.8.2 Avalanche Injection [57]

For avalanche injection, the MOS structure is driven into deep depletion. With the
depletion approximation and for a uniform boron concentration, the deep depletion
depth is

xd−deep ≈
√

2ε0εSiψs−deep

qNA
cm, (4.113)
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In this mode, the surface potential is high and the voltage across the oxide Vox =
VG −ψs is low. For a uniformly doped substrate, the peak field is

Epeak =
qNAxd−deep

ε0εSi
V/cm. (4.114)

For a non-uniform substrate, the peak field is found by integrating NA from the
silicon surface to xd-deep

Epeak =
q
∫ xd−deep

0 NA(x)dx
ε0εSi

. (4.115)

When the field in silicon ‘reaches a “critical” value where avalanche breakdown
occurs, a plasma of hot electrons and holes is created in silicon. A fraction of the
electrons gets accelerated toward the oxide-silicon interface. Those electrons with
energy sufficient to surmount the oxide barrier are injected into the oxide and trans-
ported to the gate, constituting the avalanche injection current, as illustrated in the
band-diagram in Fig. 4.30.

The measurement is typically done by applying a sinusoidal signal of large
enough amplitude to cause avalanche breakdown. The signal frequency is high so
that minority carriers cannot follow and form an inversion layer. Avalanche multi-
plication occurs during one half of a cycle. Field-enhancements at gate edges and
carrier trapping in the oxide and at its interfaces are neglected and will be considered
in the following chapter.
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Fig. 4.30 Band diagram of MOS structure under avalanche injection (Adapted from [1])

4.9 Problems

(The temperature is 300 K unless otherwise stated)

1. A silicon substrate has a uniform concentration NA = 1017 cm−3. Prepare a table
showing the value of F(us, ub), the electric field, and the space-charge concentration
as ψs varies from −0.4 to +0.4V.

2. Show that F(−us, −ub) = −F(us, ub).

3. Show that sinhub = n̄−p̄
2ni

, coshus = ns+ps
2ni

.

4. Compare the results of Problem 2 with the vales of Es and Qs obtained with the
depletion approximation.

5. Plot the surface field Es as a function of surface potential in Fig. 4.6, indicating
the field-direction.



4.9 Problems 269

6. An ideal MOS structure is constructed on a p-type substrate of concentration
NA = 1.5×1016 cm−3. Assume full-ionization and calculate the surface charge and
electric field for the following cases: us = ub, us = 0, us = −ub. In each case, indi-
cate the charge polarity and direction of the electric field.

7. For the values of us and ub defined below, indicate the biasing conditions and
draw the energy-band and block-charge diagrams that characterize the static state
of the system. (a) ub = 12, us = 12; (b) ub = −9, us = 3; (c) ub = 9, us = 18; (d)
ub = 15, us = −15; (e) ub = −15, us = 0.

8. In an MOS structure, the dielectric is a dual insulator consisting of 20-nm oxide
and 20-nm silicon-nitride. The substrate is p-type and the gate is a metal biased to
−10V.

(a) From (4.30) and (4.31), derive expressions for the fields in the oxide and nitride.
(b) Calculate the field in the 20-nm oxide and compare the result to the field obtained

for an equivalent single oxide-dielectric.
(c) Find the field in silicon.

9. Find the intrinsic capacitance per unit area for silicon at 300 K and 400 K.

10. At what gate voltage will the Fermi-level coincide with the valence band-edge
in accumulation and the conduction band-edge in inversion? Assume p-type silicon,
quasi-static conditions and 10-nm oxide thickness.

11. Calculate the surface potential at the minimum low-frequency silicon capaci-
tance and the minimum total capacitance for an MOS structure constructed on p-
type silicon with NA = 1014 cm−3 and NA = 1016 cm−3. Assume 25-nm oxide.

12. Derive an equation for the drift time of alkali ions through an oxide film of
thickness tox. Generate plots for the drift time through 50-nm oxide as a function of
temperature in the range 0–500 ◦C.

13. An MOS structure is fabricated on a p-type substrate with NA = 1017 cm−3. The
gate is degenerately-doped polysilicon and the dielectric consists of 10-nm oxide
and 10-nm nitride. Assume Qeff = 0 and calculate the inversion electron concentra-
tion for VG = 3V.

14. Consider an MOS structure with uniform substrate of concentration ND =
5× 1016 cm−3 and an equivalent oxide thickness of 25 nm. The structure is driven
into deep depletion so that the inversion concentration is zero. For a critical field
at avalanche breakdown of 5× 105 V/cm, calculate the depletion depth at onset of
avalanche breakdown. Repeat for a Gaussian arsenic profile with its peak at the sili-
con surface, an implanted dose of 5×1012 cm−2, and standard deviation of 0.2μm.
At what inversion concentration would xd relax to half of its initial value?

15. A high-frequency MOS CV plot shows Cmax = 180pF and Cmin = 108pF.
Pulsed CV measurements were done on the same structure with the flatband as
the voltage reference. The results are given in the table below. The MOS area is
2.53×10−3 cm2. Plot the ionized-impurity concentration versus depth.
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VG −VFB (V) C (pF) VG −VFB (V) C (pF) VG −VFB (V) i (pF)

0.0 165.0 4.5 95.7 9.0 70.2
0.5 156.5 5.0 91.8 9.5 68.1
1.0 144.5 5.5 88.4 10.0 66.1
1.5 133.1 6.0 85.2 10.5 64.3
2.0 124.2 6.5 82.3 11.0 62.3
2.5 116.6 7.0 79.5 11.5 60.5
3.0 110.3 7.5 76.9 12.0 58.7
3.5 104.7 8.0 75.5 12.5 56.9
4.0 99.9 8.5 72.3 13.0 55.2

16. A silicon surface is doped with NA = 1016 cm−3. What is the maximum effec-
tive charge density that can be present before inversion occurs? For this condition
calculate the field in silicon.
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13. J. A. López-Villanueva, P. Cartujo-Casinello, J. Banqueri, F. Gámiz, and S. Rodrı́guez, “Ef-
fects of the inversion layer centroid on MOSFET behavior,” IEEE Trans. Electron Dev., 44
(11), 1915–1922, 1997.



References 271

14. F. Li, H.-H. Tseng, L. F. Register, P. J. Tobin, and S. K. Barnerjee, “Asymmetry in gate
capacitance-voltage (C-V) behavior of ultrathin metal gate MOSFETs with HfO2 gate di-
electrics,” IEEE Trans. Electron Dev., 53 (8), 1943–1946, 2006.

15. N. Rodriguez, F. Gamiz, and J. B. Roldan, “Modeling of inversion layer centroid and polysil-
icon depletion effects on ultrathin-gate-oxide MOSFET behavior: The influence of crystallo-
graphic orientation,” IEEE Trans. Electron Dev., 54 (4), 723–732, 2007.

16. S.-I. Tagaki and A. Toriumi, “Quantitative understanding of inversion-layer capacitance in Si
MOSFETs,” IEEE Trans. Electron Dev., 42 (12), 2125–2130, 1995.

17. G. Doucet and F. van de Wiele, “Threshold voltage of nonuniformly doped MOS structures,”
Solid-State Electron., 16 (3), 417–423, 1973.

18. B. E. Deal, “Standardized terminology for oxide charges associated with thermally oxidized
silicon,” IEEE Trans. Electron Dev., ED-27, 606–608, 1980.

19. F. J. Grunthaner, P. J. Grunthaner, R. P. Velasquez, B. F. Lewis, J. Maserjian, and A. Madhukar,
“High-resolution x-ray-photoelectron spectroscopy as a probe of local atomic structure: Appli-
cation to amorphous SiO2 and the Si−SiO2 interface,” Phys. Rev. Lett., 43, 1683–1685, 1979.

20. F. J. Grunthaner, R. P. Velasquez, and M. H. Hecht, “X-ray photoelectron spectroscopy
study of the chemical structure of thermally nitrided SiO2,” Appl. Phys. Lett., 44 (10), 969–
971, 1984.

21. E. H. Poindexter, E. R. Ahlstrom, and P. J. Caplan, Proc. Intl. Conf. on the Physics of SiO2
and its Interfaces, S. T. Pantilides, ed., p. 227, Pergamon Press, N. Y., 1978.

22. N. M. Johnson, D. K. Biegelsen, M. D. Moyer, S. T. Chang, E. H. Poindexter, and P. J. Caplan,
“Electronic traps and Pb centers at the Si/SiO2 interface: Band-gap energy distributions,” J.
Appl. Phys., 56 (10) 2844–2849, 1984.

23. T. Sakurai and T. Sugano, “Theory of continuously distributed trap states at Si−SiO2 inter-
faces,” J. Appl. Phys., 52 (4), 2889–2896, 1981.

24. G. Van den Bosch, G. Groeseneken, H. E. Maes, R. B. Klein, and N. S. Saks, “Oxide and
interface degradation resulting from substrate hot hole injection in metal oxide semiconductor
field effect transistors at 295 K and 77 K,” J. Appl. Phys., 75, 2073–2080, 1994.

25. B. E. Deal, M. Sklar, A. S. Grove, and E. H. Snow, “Characteristics of the surface-state charge
(Qss) of thermally oxidized silicon,” J. Electrochem. Soc., 114, 266–274, 1967.

26. E. H. Snow, A. S. Grove, B. E. Deal, and C. T. Sah, “Ion transport phenomena in insulating
films,” J. Appl. Phys., 36, 1664–1673, 1965.

27. G. F. Derbenwick, “Mobile ions in SiO2: Potassium,” J. Appl. Phys., 48, 1127–1132, 1977.
28. A. G. Tangena, N. F. De Rooij, and J. Middelhoek, “Sensitivity of MOS structures for con-

tamination with H+, Na+ and K+ ions,” J. Appl. Phys., 49, (11), 5576–5583, 1978.
29. J. S. Logan and D. R. Kerr, “Migration rates of alkali ions in SiO2 films,” Solid-State Dev.

Res. Conf., 1965.
30. G. Greeuw and J. F. Verwey, “The mobility of Na+, Li+, K+ ions in thermally grown SiO2

films,” J. Appl. Phys., 56, 2218–2224, 1984.
31. J. P. Stagg, “Drift mobilities of N+ and K+ ions in SiO2 films,” Appl. Phys. Lett., 31 (8),

532–533, 1977.
32. D. K. Schroder, Semiconductor Material and Device Characterization, John Wiley &

Sons, 1998.
33. B. El-Kareh and R. J. Bombard, Introduction to VLSI Silicon Devices; Physics, Technology

and Characterization, Kluwer Academic Publishers, 1986.
34. K. S. Krisch, J. D. Bude, and L. Manchanda, “Gate capacitance attenuation in MOS devices

with thin gate dielectrics,” IEEE Electron Dev. Lett., 17 (11), 521–524, 1996.
35. W. K. Henson, K. Z. Ahmed, E. M. Vogel, J. R. Hauser, J. J. Wortman, R. D. Venables,

M. Xu, and D. Venables, “Estimating oxide thickness of tunnel oxides down to 1.4 nm using
conventional capacitance–voltage measurements on MOS capacitors,” IEEE Electron Dev.
Lett., 20 (4), 179–181, 1999.

36. D. Vasileska, D. K. Schroder, and D. K. Ferry, “Scaled silicon MOSFETs: Degradation of the
total gate capacitance,” IEEE Trans. Electron Dev., 44 (4), 584–587, 1997.



272 4 The MOS Structure

37. C. Bowen, C. L. Fernando, G. Klimeck, A. Chatterjee, D. Blanks, R. Lake, J. Hu, J. Davis,
M. Kulkarni, S. Hattangady, and I.-C. Chen, “Physical oxide thickness extraction and verifi-
cation using quantum mechanical simulation,” IEDM Tech. Digest, pp. 869–897, 1997.

38. S. Walstra and C. T. Sah, “Thin oxide thickness extrapolation from capacitance-voltage mea-
surements,” IEEE Trans. Electron Dev., 44 (7), 1136–1142, 1997.

39. B. J. R. Hauser, “Bias sweep rate effects on quasi-static capacitance of MOS capacitors,” IEEE
Trans. Electron Dev., 44 (6), 1009–1012, 1997.

40. Y. C. Cherng, Han-Cheng Wulu, F. H. Yang, and C. Y. Lu,” Decrease of gate oxide dielectric
constant in tungsten polycide gate processes,” IEEE Electron Dev. Lett., 14 (5), 243–245,
1993.

41. T. J. Hwang, S. H. Rogers, and B. Z. Li, “Work function measurement of tungsten polycide
gate structure,” J. Electron. mater., 12, 667–678, 1983.

42. Y.-C. Yeo, P. Ranade, T.-J. King, and C. Hu, “Effects of high-K gate dielectric materials on
metal and silicon gate workfunctions,” IEEE Electron Dev. Lett., 21 (6), 342–344, 2002.

43. C. C. Hobbs, L. R. C. Fonseca, A. Knizhnik, V. Dhandapani, S. B. Samavedam, W. J. Taylor,
J. M. Grant, L, G. Dip, D. H. Triyoso, R. I. Hegde, D. C. Gilmer, R. Garcia, D. Roan, M. L.
Lovejoy, R. S. Rai, E. A. Hebert, H.-H. Tseng, S. G. H. Anderson, B. E. White, and P. J. Tobin,
“Fermi-Level Pinning at the Polysilicon/Metal Oxide interface – Parts I and II,” IEEE Trans.
Electron Dev., 51 (6), 971–984, 2004.

44. M. Zerbst, “Relaxation effects at semiconductor-insulator interfaces”, Z. Angew. Phys., 22,
30–33, 1966.

45. J. S. Kang and D. K. Schoder, “The pulsed MIS capacitor: A critical review,” Phys. Stat. Sol.,
89a, 13–43, 1985.
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Chapter 5
Insulated-Gate Field-Effect Transistor

5.1 Introduction

A field-effect transistor consists of four terminals: gate, source, drain and body or
substrate (Fig. 5.1). The field created by a voltage applied to a gate modulates the
resistance of region under the gate between source and drain. The modulated region
of the transistor body is referred to as the channel. There are three types of field-
effect transistors shown in Fig. 5.1, of which the MOSFET is one. In a MOSFET,
the gate consists of an MOS structure that slightly overlaps two junctions located
on either side of the gate. The source and drain are of opposite polarity to the body.
This type of transistor is also known as an insulated field-effect transistor, IGFET,
because the gate is separated from the body by an insulator. In a junction field-effect
transistor or JFET, one or two pn junctions act as the gate that modulates the width
of a conductive path between the source and drain. The source and drain are of
the same polarity type as the body. A metal-semiconductor field-effect transistor, or
MESFET, operates similarly to a JFET, except that the gate consists of a Schottky-
barrier diode formed between a metal in contact with the semiconductor.

This chapter focuses on the MOSFET which is by far the most common. The
discussion of a JFET follows in the next chapter.

5.2 Qualitative Description of MOSFET Operation

There are two major types of MOSFETs, n-channel and p-channel. In an n-channel
MOSFET, or simply NMOS, the body is p-type and the source and drain are n-type.
In a p-channel MOSFET, or simply PMOS, the source and drain are p-type and the
body is n-type. The MOSFET can be normally-on (enhancement mode) or normally-
off (depletion-mode). The symbols for the four different types are shown in Fig. 5.2.
To simplify the discussion, the source is kept fixed at zero potential and the voltages
on gate, drain, and body are referred to the source. Unless otherwise stated, the gate
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Fig. 5.1 Three field-effect transistor types
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Fig. 5.2 MOSFET symbols. Source is chosen as reference at 0 V

voltage VG, drain voltage VD, and body voltage VB refer to the gate-to-source voltage
VGS, drain-to-source voltage VDS, and body-to-source voltage VBS.

When the surface under the gate of an NMOS is inverted, a thin layer of inversion
electrons forms between source and drain, creating a conductive path between the
two regions. When the surface of a PMOS is inverted, inversion holes form the
conductive path. In a normally-off MOSFET, the channel region does not conduct
at zero gate voltage. It may be slightly depleted, accumulated, or at flatband. A gate
voltage must be applied to “enhance” it into inversion and turn it on. In a normally-
on MOSFET, the channel is initially inverted at VG = 0, and a gate voltage must be
applied to turn it off by depleting the conducting film between source and drain.

A typical MOSFET layout is shown in the top-view of Fig. 5.3. It consists of
two symmetrically arranged gate-controlled junctions on either side of the gate. The
channel region is the intersection of gate and active area. LD and WD are, respec-
tively, the drawn channel length and width. Lpoly is the patterned polysilicon gate
dimension, and Lmet the distance between source and drain metallurgical junctions.
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Fig. 5.3 Top-view and cross-section of typical MOSFET

Depending on the impurity profiles and applied voltages, the effective (electrical)
channel length Leff can be smaller or larger than Lmet . The structure is illustrated
in Fig. 5.3 for shallow-trench isolation (STI), polysilicon gate, oxide gate-dielectric
and pn junction source and drain. Other materials and configurations are applicable
and will be described in this chapter and in Chap. 7. The main processing steps to
construct an NMOS are briefly illustrated in Fig. 5.4 for reference.1

MOSFETs are typically isolated from each other by thick oxide. Shallow-trench
isolation regions are patterned, etched, oxide-filled, and planarized by chemical-
mechanical polishing, CMP (Fig. 5.4a). The region outside STI is called the active
area. WD is the drawn channel-width. It is the distance between isolation edges in
a direction parallel to the polysilicon gate (Fig. 5.4b). The effective channel width
Weff is the electrically extracted channel width which is typically different than WD.

For an NMOS, boron is typically implanted at multiple energies and doses to form
the p-well and tailor its surface (Fig. 5.4a). The process is repeated with arsenic or
phosphorus to form the PMOS n-well and tailor its surface. The well constitutes the
body of the MOSFET.

1 A description of unit processing steps can be found in Fundamentals of Semiconductor Pro-
cessing Technologies, by B. El-Kareh, Kluwer Academic Publishers, 1997. CMOS and BiCMOS
technologies are reviewed in Chap. 7.
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Fig. 5.4 a Definition of NMOS active area and isolation, Weff , and p-well multiple implants. b
Gate-stack patterning. c Formation of source-drain extensions, spacers, source-drain junctions, and
silicidation.

The surface is prepared for gate oxidation. A thin gate oxide is grown and polysil-
icon deposited and patterned (Fig. 5.4b). The etched polysilicon dimension Lpoly is
the design variable that determines the channel length.

A thin oxide is deposited or grown to form a protective liner on the polysilicon
sidewalls. Source-drain extensions (or “lightly-doped drain,” LDD) are typically
implanted at this point at different energy, dose, and angle to tailor the profile at
junction edges facing the channel (Fig. 5.4c). The purpose of these implants is to re-
duce the electric field at junction edges facing some of the channel, and to suppress
short-channel effects, as will be discussed in Sect. 5.4.3.

An oxide or nitride film of appropriate thickness is then deposited and etched di-
rectionally to form the spacers on polysilicon sides. The contacted source-drain and
the gate are heavily doped, typically by implantation. The structure is then annealed
and silicided (Fig. 5.4c). The spacers keep the heavily-doped source-drain junctions
and their silicides at a “safe” distance from the gate. Lmet is the distance between
source and drain metallurgical junctions along the surface.
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Inter-level isolation films are deposited and planarized; contacts are patterned,
etched, filled with metal, and planarized to form “contact studs.” Metal is then de-
posited, patterned, etched, and annealed, forming the first metal connections to the
MOSFET terminals, as illustrated in Fig. 5.3.

The principles developed for an MOS structure in the preceding chapter are di-
rectly applicable to the theory of a MOSFET. The starting point is a three-terminal
device consisting of a body, a pn junction, and a gate that slightly overlaps the junc-
tion. The resulting structure, called a gate-controlled pn junction, allows the extrac-
tion of several important MOSFET parameters by observing the junction character-
istics as a function of surface field. The structure is then extended to a MOSFET by
adding a fourth terminal, a second junction on the other side of the gate. The analysis
begins with a channel of sufficiently large dimensions so that edge-effects on tran-
sistor characteristics can be neglected and the channel can be assumed to be fully
controlled by the gate. The transistor dimensions are then reduced by a procedure
known as “scaling,” and short- and narrow-channel effects are analyzed, leading to
fundamental limits as the MOSFET approaches nanoscale dimensions. The chapter
concludes with mobility-enhancement techniques and alternative materials for gate
dielectric, gate conductor, and junctions.

5.3 Gate-Controlled PN Junction, or Gated Diode

A gate-controlled pn junction, or gated diode, is an MOS structure adjacent to a junc-
tion with the gate slightly overlapping the junction [1]. It is a three-terminal device,
illustrated in Fig. 5.5 for a p-type body and n+-junction. The following discussion
is equally applicable to an n-type body and p+ junction by appropriate changes in
voltage polarities. For simplicity, the body is assumed to be uniformly doped and
held at 0 V. Also, the effective oxide charge, Qeff , and workfunction difference be-
tween gate and body, φms, are assumed to be zero. The effects of nonzero Qeff and
φms can be accounted for by a shift in flatband voltage, as discussed in Chap. 4.

5.3.1 Junction at Equilibrium

For VG = 0, the p-surface is at flatband. It is not possible, however, that the same
gate material simultaneously satisfies the flatband condition in both p-region and
n-regions. For example, when the p-region is at flatband, the n+-region under the
gate is accumulated (See Problem 1). With the n+-region at ground, there is no
current and the structure is at equilibrium (Fig. 5.5a). The Fermi levels in the
p-body and n+-region align laterally and vertically. As the gate voltage is increased
above zero, the surface potential increases and the p-region under the gate be-
comes depleted (Fig. 5.5b). The depletion region under the gate is referred to as
the field-induced depletion region to distinguish it from the junction depletion. The
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Fig. 5.5 a Schematic cross-section of a gate-controlled pn junction with gate, n+-region, and body
at ground. Surface of p-region under the gate is at flatband. b Gate-controlled pn junction with
surface of p-body in depletion. c Measurement of junction reverse current as a function of gate
voltage in a gate-controlled pn junction

gate voltage creates a two-dimensional field near the edge of the junction where
both depletion regions merge. Fringe-field effects at the edges of the polysilicon
gate are not considered in this discussion. The field is positive, that is, points in
the x-direction (into silicon) over the p- and n-regions. At the edge of the junction,
some field lines from the gate terminate on ionized impurities in the p-region and on
excess electrons in the overlapped n-region. The ionized impurities in the p-region
near the junction edge are thus shared between n+-region and gate, reducing the
junction barrier. As discussed in the previous chapter, the electron concentration in
the field-induced depletion region is initially negligible and the space-charge con-
sists mainly of ionized impurities.

It is important to note that the Fermi-levels remain aligned, vertically and hori-
zontally, since there is no net current in any direction. Band-bending at the surface
of the p-region brings the conduction band edge close to the Fermi-level, which de-
termines the electron concentration in the conduction band. In the n+-region, the
Fermi-level practically coincides with the conduction band-edge.
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5.3.2 Reverse Biased Junction: Depleting Gate Voltage

The depletion width increases with increasing gate voltage until it reaches a max-
imum value xdmax at onset of strong inversion when VG approaches the threshold
voltage VT where ψs ≈ 2 φb. In the absence of a junction, equilibrium in weak and
strong inversion would be established by the slow process of thermal generation
of electron-hole pairs (ehp). In a gate-controlled junction, however, the barrier un-
der the gate at the edge of the junction is sufficiently reduced to allow injection of
electrons into the field-induced depletion region and rapidly establish equilibrium.

When a voltage is applied to the junction, the structure is no longer at equilib-
rium. The Fermi level splits into a quasi-Fermi level for electrons and a quasi-Fermi
level for holes. A positive voltage Vj on the n-region pulls down the quasi-Fermi-
level for electrons by Vj and the junction reverse voltage increases from the built-in
voltage Vb to Vb +Vj (Chap. 2). Let a small reverse voltage be applied to the junction
and the reverse current be measured as a function of VG (Fig. 5.5c).

In the plot of the current-voltage characteristic in Fig. 5.6, it is assumed that
the leakage at the STI boundaries of the gate is negligible. When the p-surface is
at flatband, the reverse current is essentially that of an isolated pn junction charac-
terized by a depletion layer of thickness xd and a barrier Vb +Vj, as discussed in
Chap. 2. The current consists of thermal generation of ehp within the junction de-
pletion region, ehp generation outside the depletion region at an average distance
of one minority-carrier diffusion length, and surface ehp generation at the junction
perimeter. The current measured is shown in region A of the solid curve in Fig. 5.6.
As VG is increased, a field-induced depletion region forms and thermally generated
electrons within and outside the depleted region drift to the junction while the gen-
erated holes drift to the p-contact.
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a reverse voltage VR = 1V
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In the absence of interface states, the current measured would increase propor-
tionally to the field-induced depletion depth. This is shown as region B of the solid
curve in Fig. 5.6. This current would then saturate at the onset of strong inversion
where xd reaches xdmax (region C of the solid curve in the figure). For an inverting
VG, the steady-state inversion electron concentration is rapidly established by in-
jection of electrons from the n+-region into the field-induced depletion region. The
fraction of inversion-layer electrons coming from thermal generation is typically
negligible compared to that injected by the n+-region. To bring the p-type surface
to the onset of strong inversion, however, the surface potential must increase from
ψs ≈ 2φb to ψs ≈ 2φb +Vj, where the inversion layer is essentially at the same po-
tential as the n-region.

With the depletion approximation, the maximum width of the field-induced de-
pletion region becomes

xd max =

√
2ε0εSi(2 |φb|+Vj)

qNA
cm. (5.1)

The total bulk charge is then

Qbmax = qNAxd max =
√

2qNAε0εSi(2 |φb|+Vj) C/cm2. (5.2)

The threshold voltage is

VT = −Qbmax

Cox
+ψs = −Qbmax

Cox
+2 |φb|+Vj V. (5.3)

Note that VT will increase over its value at Vj = 0 for two reasons, first by the amount
of Vj to compensate for the voltage on the n+-region and then by ΔVT = ΔQb/Cox,
where ΔQb is the difference between Qbmax with reverse voltage and Qbmax at Vj = 0.
In Fig. 5.6, VT is ∼2.7V for a reverse voltage of 1 V on the n+-region. Similarly, VT
would decrease if a small forward voltage (negative Vj) is applied to the n+-region.
For (5.2) to be applicable in forward bias, however, the forward voltage must be
sufficiently small that injection of electrons from the n+-region into the p-region
can still be neglected and the depletion approximation holds.

In the presence of interface states, a peak in current is observed superimposed
on the junction and field-induced depletion leakage. It is shown as region D in the
dashed curve of Fig. 5.6. This current is characterized by a generation rate [1–3]

Us = σvthNit
n2

i − psns

ps +ns +2ni
= s0

n2
i − psns

ps +ns +2ni
cm−2s−1, (5.4)

where
s0 = σ vthNit cm/s (5.5)

is referred to as the surface generation velocity.
In (5.4) and (5.5), σ is the average capture cross-section (≈ 10−15 cm2), assumed

to be the same for electrons and holes; vth the thermal velocity (≈ 107 cm/s); ps and
ns, the surface hole and electron concentrations; ni the intrinsic carrier concentration
(≈ 1.4×1010 cm−3 at 300 K); and Nit the effective density of interface states per unit
area, assumed to be located at mid-gap. When interface states are distributed across
the bandgap, only those states that are approximately within one kT of mid-gap are
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effective generation centers. In this case, the effective density of interface states can
be thought of as a value Nit that would give the same surface generation velocity as
the distributed states.

For a fully depleted surface, ps and ns are negligible compared to ni and (5.4)
reduces to

Us =
1
2

niso cm−2/s−1, (5.6)

and the current component due to interface-state generation becomes

Iit =
1
2

qnisoAs A, (5.7)

where As is the depleted surface area. In strong inversion, ns increases rapidly and
becomes much larger than ni. From (5.4), it can be seen that an increase in ns or ps
reduces the generation rate and hence Iit . This is observed in Fig. 5.6 as a rapid drop
in current at onset of strong inversion. The drop can be visualized by considering
that in strong inversion, the probability that states are occupied by electrons is very
high so the states are no longer effective as generation sites.

5.3.3 Reverse Biased Junction: Accumulating Gate Voltage

In some cases, an increase in current is observed when the gate voltage is negative
with respect to the n+-junction. This is shown as region E of the dashed curve in
Fig. 5.6. While the negative gate voltage accumulates the surface of the p-region, it
depletes the surface of the overlapped n-region. An increase in Vj further depletes
the n-region. Four mechanisms can be responsible for the rise in current as the sur-
face of the n-region depletes: thermal generation, defect-induced leakage, impact
ionization, and tunneling.

5.3.3.1 Thermal Generation

This current component is attributed to transport-limited thermal-generation of
electron-hole pairs within the depleted layer of the heavily-doped n-region [4]. The
current is found to increase exponentially as the negative gate voltage is increased,
and to be limited by diffusion of minority-carriers along the depleted n-surface.
Its mechanism can be distinguished from impact-ionization and band-to-band tun-
neling by measuring the temperature dependence of reverse current. While impact
ionization and tunneling have weak temperature dependence, thermally-generated
current is practically reduced to zero at cryogenic temperature [4].

5.3.3.2 Defect-Induced Leakage

Defects can be created in the highly-doped n-region in the form of dislocations,
stacking faults and precipitates by contamination or mechanical stress. Such defects
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can become centers of high generation rate. If a defect is located at a distance larger
than approximately one minority-carrier diffusion length from the depletion bound-
ary, its contribution to leakage is negligible. For example, while the contact to the
n+-region is highly defective, its impact on reverse leakage is minimized by keep-
ing its boundary in silicon at a “safe” distance from the junction. Defects can be
randomly distributed and fall anywhere in the p- or n-region. Figure 5.7 illustrates
the case where a surface defect falls near the edge of the n-region. In Fig. 5.7a, the
boundary of the depleted n-region is shown sufficiently far from the defect so that
no defect-induced increase in leakage is observed. When Vj −VG increases, the de-
pletion layer expands laterally toward the defect (Fig. 5.7b), eventually approaching
it and causing a rapid increase in leakage (Region E of the dashed curve in Fig. 5.6).

5.3.3.3 Impact Ionization and Junction Breakdown

So far, the reverse characteristics of the gate-controlled junction were described for
a sufficiently small reverse bias on the junction where impact ionization was neg-
ligible. As the reverse voltage is increased, the probability for impact ionization
increases and, when a “critical field” is reached, avalanche breakdown occurs. In
the absence of a gate or surface charge, the breakdown voltage is that of an isolated
junction, depending on the impurity profile and curvature at junction corners and
edges where the field is highest. The curvature effect is shown for a step junction as a
function of background concentration in Fig. 2.40 of Chap. 2. The two-dimensional
field created by an overlapping gate at the junction edge can strongly affect the
junction breakdown voltage. A detailed analysis of the field distribution at the junc-
tion edge requires two-dimensional computer simulations. One can, however, get an
insight into the breakdown mechanism by making some simplifying assumptions.
Consider, for example, the case where Vj is increased while the gate and body are
kept at ground (Fig. 5.8).



5.3 Gate-Controlled PN Junction, or Gated Diode 283

tox

N-region
Vj > 0

P-body at
ground

Planar
field

Depleted
n-region

Corner
field

Junction to
gate field

Vj

P-body

Gate

tox

tSi

Deplete
n-region

 b  a 

Gate, VG = 0

N-region

Fig. 5.8 Junction field configuration with gate and body grounded. a Corner and planar fields.
b Selected Si path tSi

The surface of the p-region is at flatband and the overlapped surface of the
n-region is depleted. Since the junction is reverse-biased and the gate is at ground,
an inversion layer will not form on the surface of the n-region. Instead, the surface
of the n-region goes into deep depletion as the surface potential increases. The field
points away from the silicon surface. tSi is a field line in silicon, and tox the thick-
ness of the oxide that is assumed to be ideal. From the continuity of the displacement
vector, the fields in silicon and oxide are related by

Eox =
εSi

εox
ESi ≈ 3ESi. (5.8)

As Vj increases, the fields increase in the silicon and the oxide. For a low to
moderately-doped p-region (NA <≈ 5×1017 cm−3), the field along tSi is larger than
in other regions of the junction.

Figure 5.9 compares approximate calculations of the surface field at the junction
corner to the field at the junction floor as a function of Vj. For this comparison,
it is assumed that ND = 5× 1017 cm−3 along tSi, tox = 10nm, the junction depth
x j = 300nm, and NA = 1017 cm−3 at the junction floor. The comparison is simplified
by making step-junction approximations with uniform dopant concentrations.

Since the impact ionization rate depends exponentially on electric field (2.131),
it follows that for a given Vj, impact-ionization in silicon occurs at a considerably
higher rate along a path tSi than in other junction regions. Thermally-generated car-
riers traveling through the field-induced depletion region are hence multiplied by the
high field along tSi, whereby secondary electrons drift to the n-region and secondary
holes to the p-region. The net is an increase in reverse current due to impact ioniza-
tion. The multiplication factor is given by (2.132) as

M =
1

1−
∫ tSi

0 αi(E)dx
, (5.9)

where αi (E) is the field-dependent ionization rate shown in Fig. 2.26.
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Avalanche breakdown occurs at a “critical field” where the integral in the
denominator of (5.9) approaches unity and the multiplication factor M tends to in-
finity. The critical field increases with dopant concentration [5, 6]. From (2.136),
it is approximated as 6× 105 V/cm for NA = 1017 cm−3, and 8.2× 105 V/cm for
ND = 5× 1017 cm−3. An approximate ionization rate αi ≈ 1.5× 105 cm−1 can be
extrapolated for electrons and holes from Fig. 2.36. This gives an approximate path-
length in silicon of tS ≈ 65nm at the breakdown field. From (5.8), the field in the
oxide is 2.4× 106 V/cm. The breakdown voltage is then approximated as the sum
of voltages across tox and tSi:

BV ≈ |Eox| .tox + |ESi| .tSi ≈ 6.3V.

This can be compared to the breakdown voltage of ≈10V obtained for an
isolated step junction with background concentration NA =1017 cm−3 and x j =
300nm (2.138).

When a negative gate voltage VG is applied, the surface of the p-region becomes
accumulated. Detailed analysis and experimental results show that for low to mod-
erate concentrations NA in the p-region and tox�xd , the junction breakdown voltage
depends linearly on Vj −VG and is practically independent of NA and x j for a wide
range of background concentrations and curvatures [1, 7].

A positive VG, reduces |Vj −VG| and causes a field-induced depletion region at
the surface of the p-region (Fig. 5.5b). The field at the junction edge is therefore
reduced, and the breakdown voltage increases as VG increases, until it reaches the
value of the planar junction breakdown [1, 7].

Several simplifying assumptions were made in the above analysis. In actual
structures, the impurity concentrations are nonuniform and higher than assumed.
Also, the ionization rates are position-dependent since the electric field in sili-
con varies with distance. The results should therefore be only considered as rough
approximations.
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5.3.3.4 Band-to-Band Tunneling

Avalanche breakdown occurs when a critical field is reached where the ioniza-
tion integral in the denominator of (5.9) approach unity. The integral depends on
both the field-dependent ionization rate and path-length. The critical field, how-
ever, increases with increasing dopant concentration in the depleted n-region. This
is because, for a given surface field, the ionization-rate decreases and the depletion
region narrows as ND increases at the surface of the n-region, reducing the prob-
ability for impact ionization. As the depletion width narrows below ∼20nm, the
probability for band-to-band tunneling increases rapidly. The mechanism is similar
to tunneling in a Zener diode discussed in Chap. 2. For band-to-band tunneling to
occur in silicon, the field must be higher than ∼106 V/cm and band-bending must
exceed the energy gap of ∼1.2eV [8, 9]. The band-diagrams in Fig. 5.10 illustrate
the generation of electron-hole pairs by tunneling of electrons from the valence band
into the conduction band in the heavily-doped, gate-overlapped n- or p-region. Asψs
increases above 1.2 V, the valence band and conduction band overlap on the energy
scale, so that filled states and empty states appear opposite each other, separated by
the thin depletion region. The tunneling current density from the filled to the empty
states follows the relation [8, 9]

jT = AESie−B/ESi , (5.10)

where A is a pre-exponential constant that depends on the effective mass, energy
gap, phonon scattering and geometry; B = 27.6MV/cm, and ESi the field in sili-
con at the oxide-silicon interface. ESi depends on the difference between junction
and gate potentials, VJG, and on dopant concentration in the region where tunneling
occurs. The field can be approximated under similar assumptions as for impact ion-
ization. The following relation holds for nonzero workfunction difference and ef-
fective oxide charge

VJG −VFB = Vox +ψs = Vox +
Eg

q
≈Vox +1.2 ≈ Eoxtox +1.2, (5.11)

where VFB is the flatband voltage and, from (5.8), Eox = 3ESi.

Tunneling
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holeTunneling

electron 
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hole

qVox

ψs ≥ 1.2 V

N+-poly gate N+-silicon

P+-poly gate P+-silicon

Fig. 5.10 Energy band diagrams illustrating band-to-band tunneling in silicon in the overlapped
n- and p-regions. Generated holes drift to the substrate [10–12]
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For VFB = 0, (5.11) simplifies to [11, 12]

ESi ≈
VJG −1.2

3tox
. (5.12)

The gate-induced tunneling current increases as the oxide thickness is reduced
and the dopant concentration in the gate-overlapped junction increased. It is im-
portant to control this current component in leakage-sensitive applications, such as
DRAM and CMOS logic, as will be discussed in Chap. 8.

5.4 MOSFET Characteristics

This section discusses the characteristics of an NMOS. The discussion is equally
applicable to a PMOS by appropriate changes in polarities. For a symmetrically
arranged MOSFET shown in Fig. 5.3, either of the junctions can act as the source
or drain. The source and drain are distinguished only by the applied voltages. The
source is the junction at the lower potential in an NMOS and at the higher potential
in PMOS. For simplicity, the source is fixed at 0 V and all other voltages are referred
to the source. Therefore, the drain is the junction that is biased positive in NMOS
and negative in PMOS.

5.4.1 Long and Wide Channel

There is no sharp boundary between a long and a short channel, or between a wide
and narrow channel. Short and narrow-channel effects are gradual and, as will be
discussed in Sects. 5.4.3 and 5.4.4, become more pronounced when the channel
length or width is reduced to the order of the field-induced depletion depth. For now,
it suffices to say that a channel is considered long if the drain bias has negligible
effect on the threshold voltage and effective channel length. It is considered wide if
edge effects have little impact on channel characteristics. The following discussion
focuses on a long and wide channel.

For simplicity, the p-body is assumed to be uniformly doped and held at ground.
For VG = VFB, the channel surface is at flatband and the source and drain behave
like two independent pn junctions that are characterized by a built-in voltage Vb, as
described in Chap. 2. Let both junctions be initially at ground. As shown for an MOS
structure, threshold voltage VT is the gate voltage at onset of strong inversion. This
is the gate voltage at which the surface potential ψs ≈ 2φb, where φb is the Fermi
potential defined as

φb =
kT
q

ln
NA

ni
V, (5.13a)
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and

VT = −Qbmax

Cox
+VFB +ψs =

√
2ε0εSiqNAψs

Cox
+VFB +ψs V. (5.13b)

From the above relations, it follows that VT decreases in magnitude as temperature
increases (See Prob. 5.6).

The inversion layer constitutes a conducting film that connects the two junctions
along the surface. Assuming a constant effective surface mobility for electrons μeff ,
the inversion-layer conductivity is

G =
Weff

Leff

xi∫

0

σ(x)dx = −Weff

Leff
μeff

xi∫

0

q n(x)dx = −Weff

Leff
μeffQn S. (5.14)

where Weff , Leff are, respectively, the effective channel width and length, n(x) the
electron concentration as a function of depth from the surface, xi the depth at which
silicon is intrinsic, that is, at which n = ni, and Qn the inversion electron charge
density. It follows that the channel sheet resistance is

RS =
1

μeff Qn
Ohm/square (5.15)

The channel resistance is then

RCh =
Leff

Weff

1
μeff Qn

Ohm. (5.16)

5.4.1.1 Current-Voltage Characteristic: Linear Mode

If a very small voltage VD ≤ 50mV is applied to the drain, the drain current can be
approximated as

ID =
VD

RCh

∼=
Weff

Leff
μeff Qn VD A. (5.17)

The dependence of drain current on gate voltage is simplified by assuming that at
VG = VT , the electron charge density Qn ≈ 0 and the surface charge Qs consists of
only ionized impurity charge, that is, Qs ≈ Qbmax. The electron charge can then be
related to the gate voltage above VT , the “gate overdrive” as

Qn ∼= (VG −VT )Cox C/cm2. (5.18)

Substituting in (5.17) gives the drain current ID as

ID ∼=
Weff

Leff
μeff Cox(VG −VT ) VD A. (5.19)
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According to (5.19), ID increases linearly with VD for a constant VG, and linearly
with VG for a constant VD. The MOSFET is therefore said to operate in the linear
mode (Fig. 5.11). As will be shown later, however, the characteristics are not strictly
linear. This is because of the degradation in effective mobility as VG increases, and
the reduction in Qn at the drain edge as VD increases. Note that at the source edge,
the channel potential VCh is 0 and at the drain edge VCh = VD. The threshold voltage
therefore increases along the channel from VT-source at the source to VT-drain at the
drain because Qbmax increases due to the greater depletion-layer width. Qn is lower
at the drain than at the source for two reasons: first because the gate-overdrive (VG−
VT-drain) decreases by VD, second because VT-drain > VT-source. Neglecting the small
increase in VT , the gate overdrive is (VG −VT ) at the source and [VG − (VT +VD)]
at the drain. For a small VD, an average gate-overdrive can then be approximated as
[VG − (VT +VD/2)]. Substituting in (5.19) gives a better approximation of the linear
mode as

ID ∼=
Weff

Leff
μeff Cox

(
VG −VT − VD

2

)
VD A. (5.20)

where VT is the threshold voltage given by (5.13b).

5.4.1.2 The Gradual Channel Approximation [13, 14]

A more exact expression can be obtained by use of the gradual channel approx-
imation which accounts for the dependence of VT on position along the channel.
Consider an elemental channel-section dy of resistance dR. The voltage drop in this
section is
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dV = IDdR =
IDdy

Wμeff |Qn(y)|
, (5.21)

where due to current continuity, ID is independent of position y. At a distance y from
the source, the total surface charge Qs is the sum of ionized-impurity charge Qb and
inversion-layer charge Qn

Qs(y) = Qb(y)+Qn(y). (5.22)

The surface potential at a distance y from the source is

ψs(y) = 2φb +VCh(y) V, (5.23)

where VCh(y) is the position dependent voltage along the channel. At the drain edge,
VCh = VD and at the source, VCh = 0.

The total surface charge is

|Qs(y)| = [VG −ψs(y)] Cox = [VG −2 |φb|−VCh(y)] Cox C/cm2. (5.24)

The bulk charge is

Qb(y) =
√

2ε0εSiqNA[2 |φb|+VCh(y)] C/cm2. (5.25)

The inversion charge density Qn is the difference between total and bulk charge:

Qn(y) = Qs(y)−Qb(y) C/cm2. (5.26)

Substituting (5.24)–(5.26) into (5.21) and integrating from source (y = 0, V = 0)
to drain (y = L, V = VD) gives

ID = β
{[

VG −2 |φb|−
VD

2

]
VD −K

[
(VD +2 |φb|)3/2 − (2φb)3/2

]}
A, (5.27)

where β and K are defined as

β =
Weff

Leff
μeff Cox, (5.28)

K =
2
3

√
2ε0εSiqNA

Cox
. (5.29)

Equation (5.27) is only valid for VD < VG −VT , that is, below the saturation con-
dition discussed in the next section. A Taylor expansion of (5.27) for very small VD
reverts again to (5.20). Figure 5.12 illustrates the ID −VD characteristics obtained
from (5.27) (solid curve) and 5.20 (dashed curve). As can be seen, there is good
agreement for very small VD. The solid curve is more accurate and lower than the
dashed curve because (5.27) accounts for the higher VT near the drain.
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5.4.1.3 Current–Voltage Characteristic: Saturation Mode

When VD increases, the gate overdrive decreases at the drain edge and, as VD ap-
proaches (VG −VT ), the gate overdrive drops to near zero and Qn becomes negligi-
ble at the drain edge when compared to the rest of the channel. The channel is said
to be pinched-off at the drain boundary. The current is now limited by the voltage
drop between source and the pinch-off point VP = (VG −VT ). Substituting VG −VT
for VD in (5.20) gives

IDsat ∼=
Weff

2Leff
μeff Cox(VG −VT )2 A. (5.30)

The above relation shows that, for a given VG, the drain current saturates and be-
comes independent of drain voltage when VD ≥ VG −VT . The corresponding drain
voltage is referred to as VDsat . The MOSFET is said to operate in the saturation mode
(or in the parabolic mode since IDsat increases with the square of gate overdrive).
VDsat can be obtained from (5.24–5.26) under the assumption that Qn ≈ 0 at y = L
where VCh = VDsat

VDsat ∼= VG −VFB −2φb +
ε0εSiqNA

C2
ox

⎡

⎣1−

√

1+
2C2

ox(V G −VFB)
ε0εSiqNA

⎤

⎦ V. (5.31)

The threshold voltage at the drain edge is found by substituting (ψs +VDsat) for
ψs in (5.13b):



5.4 MOSFET Characteristics 291

2.0

3.0

4.0

5.0

1.0

0 1.0 2.0 3.0 4.0 5.0 6.0
0

2V

1V

3VSaturation
region

VDsat

Linear
region

IDsat

VD (V)

I D
 (

m
A

)

VG–VT = 4V

Fig. 5.13 Illustration of NMOS ID −VD characteristics with gate overdrive as parameter

VT−drain =

√
2ε0εSiqNA(2 |φb|+VDsat)

Cox
+VFB +2 |φb|+VDsat V. (5.32)

The value obtained from (5.32) should be used for the threshold voltage in (5.30).
The effect of drain bias on VT in (5.30) is, however, frequently ignored for simplicity.
Figure 5.13 illustrates the current–voltage characteristics for a long-channel NMOS
in the “linear” and saturation modes. The dotted parabolic curve is the locus of IDsat
versus VDsat .

5.4.1.4 Field and Charge Distribution at and above Pinch-Off

At pinch-off, the drain to source voltage drops along the channel, from VDsat at
the drain edge to 0 at the source edge. The channel potential VCh and hence the
threshold voltage is a function of position y between source and drain. Figure 5.14
approximates the channel voltage and electric fields as a function of distance y from
source for the pinch-off condition. The corresponding charge densities are shown in
Fig. 5.15. The surface potential increases while the vertical fields in the oxide and
silicon decrease from source to drain. With the depletion approximation, the bulk
charge Qb increases with the square root of surface potential while the inversion
electron charge Qn and total surface charge Qs decrease from source to drain.

As VD increases above VDsat , the pinch-off point, defined as the point P where
VCh(y) = VG −VT (y), moves from the drain edge toward the source (Fig. 5.16).

The voltage between P and source is [VG −VT (y)] and the voltage between drain
and P is VD − [VG −VT (y)]. The distance δL between P and drain can be obtained
by making a step-junction approximation for the pinch-off region:
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δL ∼=

√
2ε0εSi[VD − (VG −VT )]

qNA
cm. (5.33)

The channel between source and P can be treated as a resistor of effective length
L′ = L−δL having a varying sheet-resistance (varying Qn) along the surface.

For a long channel, the lateral field in the channel is small. Inversion electrons
therefore drift from source to P at approximately uniform mobility, μeff . As can
be inferred from (5.33), the pinched-off section is a region of high field at which
electrons drift at velocity saturation, vsat ≈ 107 cm/s. At any point y of the channel,
the drain current is

ID = Weff Qn(y) vn(y) A, (5.34)

where vn(y) is the electron drift velocity in the y-direction at a position y of the
channel. Between source and P, the drift velocity is

vn(y) = μeff Ey = μeff
∂V (y)

dy
cm/s. (5.35)

Since ID is the same crossing any plane normal to the channel and Qn decreases
from source to drain, vn(y) must increase. At the pinch-off point P, Qn becomes
small but does not strictly go to zero. Instead, it must have a finite value at P, ob-
tained from (5.34) as

Qn(P) =
ID

Weff vsat
C/cm2. (5.36)

5.4.1.5 Channel Conductance, gd

The channel conductance is defined as

gD =
∂ ID

∂VD

∣
∣∣∣
VG

S. (5.37)

In the linear mode, the conductance is approximated from (5.20) as

gDlin =
Weff

Leff
μeff Cox(VG −VT ) S. (5.38)

According to (5.30), the drain current in saturation should be independent of drain
voltage and the saturation conductance, gDsat , should ideally be zero, that is, the
slope in the ID −VD characteristics should be zero in saturation. In real structures,
an increase in drain voltage increases δL in (5.33), reducing the effective channel
length from L to L′ (Fig. 5.16). This is referred to as the channel-length modu-
lation. As can be seen from (5.30), as L decreases with increasing VD the drain
current increases, resulting in a finite slope in the ID −VD characteristics. In long
channels where the fraction δL/L is very small, the channel conductance is near
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zero. As the channel length decreases, however, δL/L increases and the conductance
can no longer be neglected. Channel-length modulation will be further detailed in
Sect. 5.4.3.1.

5.4.1.6 Channel Transconductance, gm

The channel transconductance is the change of drain current with gate voltage,
defined as

gm =
∂ ID

∂VG

∣∣∣
∣
VD

S. (5.39)

The linear transconductance gmlin per unit width is found from (5.20) as

gmlin

Weff

∼= 1
Leff

μeff Cox VD S/cm. (5.40)

From (5.30), the saturation transconductance per unit width gmsat is

gmsat

Weff

∼= 1
Leff

μeff Cox (VG −VT−drain)S/cm. (5.41)

The transconductance per unit width is increased by reducing the channel length
and increasing the effective surface mobility.

5.4.1.7 Body-Bias Effect on Threshold Voltage

With applied body-bias, the threshold voltage is

VT =

√
2ε0εSiqNA(2φb +VB)

Cox
+VFB +2φb V, (5.42)

where VB is the source-to-body bias. VT can be increased by applying a positive VB
(reverse bias) and decreased with negative VB.

The sensitivity of VT to body-bias is found by differentiating (5.42) with respect
to VB

dVT

dVB
= Cox

dQb

dVB
=

1
2Cox

√
2ε0εSiqNA

2φ b +VB
V. (5.43)

It follows that the sensitivity can be reduced by decreasing NA and increasing VB.
Figure 5.17 approximates ID−VG characteristics for VD > (VG−VT ) and varying VB.

Circuit applications in which the MOSFET source-to-body junction is reverse
or slightly forward biased are common. Such a situation is shown for a Dynamic
Random Access Memory (DRAM) cell in Fig. 5.18. The gate of the NMOS is con-
nected to the array “word-line.” The NMOS operates bi-directionally with one junc-
tion connected to the memory cell and the other to the array “bit-line.” The figure
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Fig. 5.18 Charging of capac-
itor in a DRAM memory cell.
With high voltage applied
to the drain (bit-line) and
gate (word-line), the capaci-
tor charges, which raises the
source potential. Threshold
voltage at source increases;
gate overdrive decreases; and
channel pinches off at source

Cell
capacitor 

NMOS

Bit-line

Word-line

describes a “write” operation where the word-line and bit-line are brought to a high
potential, charging the cell and raising the source potential. This increases the body-
to-source bias and hence the threshold voltage. Eventually, the channel pinches-off
at the source. Thus, when the source voltage reaches one VT below the drain voltage,
the node potential reaches its maximum value found from (5.31) as

VNode ∼= VG −VFB −2φb +
ε0εSiqNA

C2
ox

⎡

⎣1−

√

1+
2C2

ox(V G −VFB)
ε0εSiqNA

⎤

⎦ V. (5.44)

The gate voltage required to support the maximum node voltage is

VG = VT +VNode =

√
2ε0εSiqNA(2φb +VNode)

Cox
+VFB +2φb +VNode. (5.45)
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Fig. 5.19 VT adjustment by body-bias VB in an isolated NMOS

For a given gate voltage, the maximum node voltage can be increased by reducing
the body-bias effect.

The body-bias effect can be utilized to locally adjust VT . An isolated MOSFET or
group of MOSFETs is best suited for this purpose. A dielectrically isolated structure
that allows independent biasing of the MOSFET body is shown in Fig. 5.19. By
applying an appropriate reverse or forward bias to the source-to-body junction, VT
can be locally increased or decreased.

5.4.1.8 Subthreshold Characteristics

The approximation that for VG ≤ VT , the inversion electron charge Qn is zero and
the surface charge consists solely of ionized impurity charge Qb was made to sim-
plify the derivation of the current-voltage relations. This assumption was justified
because, while the electron concentration increases exponentially with increasing
surface potential ψs, it remains negligible compared to the ionized-impurity concen-
tration when VG ≤VT . Qn and ID, however, do not drop abruptly to zero at threshold.
The drain current has a finite value at VG = VT . It decreases exponentially when VG
is reduced below threshold, with a slope on the log-linear scale that is inversely pro-
portional to the thermal voltage kT/q. In this region, the MOSFET is said to operate
in the subthreshold mode.

A MOSFET operating in the subthreshold mode is similar to a bipolar transis-
tor operating in the active mode. In an NMOS, the gate voltage increases the sur-
face potential, reducing the barrier at the source edge, and locally forward-biasing
the source to body junction. As the barrier is reduced, a fraction of electrons in the
n+-source gains enough thermal energy to overcome the barrier and get injected
into the p-region. Similarly, holes are injected from the p-region into the source.
The gate voltage therefore controls minority-carrier injection near the source. The
injection mechanism is identical to that of a pn junction in forward bias discussed in
Chap. 2. Since the source is heavily doped, the injection of holes is very small and
can be neglected in this discussion. The concentration of excess minority carriers
near the source increases exponentially with increasing surface potential, following
the Boltzmann approximation
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ns0 = n̄p0 eqψs/kT cm−3. (5.46)

ns0 is the electron surface concentration near the source, and n̄p0 the equilibrium
concentration of minority-electrons in the p-region. At the drain boundary, the elec-
tron concentration is lower than at the source because of the reverse bias applied to
the drain. It is found as

nsL = n̄p0eq(ψs−VD)/kT cm−3. (5.47)

nsL is the electron surface concentration at the drain at distance L from the source.
Assuming no recombination within the channel, the slope in electron density is

dn
dy

=
ns0 −nsL

L
=

n̄peqψs/kT (1− e−qVD/kT )
L

. (5.48)

The drain current is the sum of drift and diffusion current. Initially, the surface
potential does not change appreciably from source to drain and the drift current is
negligible. The diffusion current therefore dominates, following the relation

ID = qADn
dn
dy

A, (5.49)

where A is the cross-sectional area of the inversion layer, taken normal to the surface
and parallel to the source and drain, dn/dy is the gradient of the inversion-carrier
concentration along the surface, and Dn is the electron diffusivity, related to the
mobility by the Einstein relation

Dn =
kT
q
μn cm2/s. (5.50)

The channel cross-sectional area can be approximated as W · xi, where xi is the
depth below the surface where silicon is intrinsic. For a uniformly doped p-region,
the band-bending as a function of depth x is

ψ(x) = ψs

(
1− xd(x)

xd max

)2

, (5.51)

where

xd max =

√
2ε0εSi(2φb)

qNA
. (5.52)

Since at xi, ψ(xi) = φb, one finds xi ≈ 0.293 xdmax. The cross-sectional area and
gradient in (5.49) are then

A = W

√
0.34ε0εSiφb

qNA
, (5.53a)

dn
dy

=
n2

i eqψs/kT (1− e−qVD/kT )
L.NA

. (5.53b)
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For VD > 2kT/q, (5.53b) simplifies to

dn
dy

≈ n2
i eqψs/kT

L.NA
. (5.53c)

The drain current can now be approximated as

ID ≈ I0eqψs/kT A, (5.54)

where

I0 = q
W
L

√
0.34ε0εSiφb

qNA
μeff

kT
q

n2
i

NA
A.

Without interface states, the relation between ψs and gate voltage is

ψs ≈
Cox

Cox +CSi
VG =

VG

n
, (5.55)

where CSi is the silicon capacitance at the source edge, and n is referred to as the
ideality factor defined as

n =
Cox +CSi

Cox
=

(

1+
εSitox

εoxxd(channel)

)

. (5.56a)

When interface states are present, the additional capacitance associated with Qit
must be taken into account, and n increases to

n =
Cox +CSi +Cit

Cox
. (5.56b)

The ideality factor n typically ranges from 1–1.3. It varies slightly with body-bias
because of the dependence of CSi on VB. Figure 5.20 shows the ID −VG plots in the
subthreshold and above threshold mode, illustrating the decrease in subthreshold
slope at low temperature [15]. Threshold voltage can be defined as the gate voltage
at which the drain current departs from its exponential dependence. If ID0 is the
drain current at VT when ψs ≈ 2φb. Then from (5.54) the current is

ID0 ≈ I0eq(2φb)/kT . (5.57)

The subthreshold current then decreases with decreasing gate voltage as shown in
Fig. 5.21. It follows the relation

ID ≈ ID0eq(VG−VT )/nkT , (5.58)

can be found from (5.57), (5.55), and (5.54). The subthreshold current at VG = 0 is
referred to as the off-current, Ioff . It must be controlled and kept as small as possible
in applications such as dynamic memory where it directly affects the time that the
cell retains information, and in logic designs where the stand-by power must be kept
small, as further discussed in Chap. 8.
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off-current. IDO estimated as 150nA×W/L

Below VT , the structure is in weak inversion and electrons flow by diffusion. In
strong inversion above VT , the drain voltage drops along the channel and creates a
lateral field in which carriers flow predominantly by drift. In the transition region
around VT , both drift and diffusion should be taken into account.
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5.4.1.9 Inversion Carrier Mobility

Inversion carriers are confined to a very thin surface-layer of about 10 nm where
quantization effects become important, particularly at high surface fields (Sect. 5.8).
As a result of confinement, carriers are subjected to additional scattering mecha-
nisms near the surface to those in the bulk. Therefore, the carrier mobility is ex-
pected to be smaller at the surface than in the bulk and to decrease with increasing
electric field. An effective surface mobility, μeff , was introduced in the preceding
sections to account for the difference in mobility between surface and bulk. Several
theories and models have been suggested to describe the surface mobility [16–21].
The effective mobility depends on lattice scattering, ionized-impurity scattering, and
additional surface scattering such as increased acoustical and optical phonon scat-
tering [22, 23], surface roughness scattering [24, 25], and interface charge scatter-
ing [22]. Because of the complexity of scattering mechanisms, however, no simple
equation has been found for the dependence of μeff on electric field that is appli-
cable to all MOSFET conditions. Therefore, the dependence of mobility on surface
field is best described by extracting the mobility from measured ID −VG data and
combining the results with well-established values of inversion-layer charge [26].

The purpose of this section is not to compare the theories, but to highlight the
relations between μeff and vertical field, temperature, and process conditions. The
effect of lateral field on mobility is neglected here since for long channels the lat-
eral field is small and, for a given vertical field, the mobility can be assumed to be
constant along most of the surface.

Experimental results show that, for the same impurity concentration and tem-
perature, the inversion-carrier mobility is two to three times smaller at the surface
than in the bulk [25]. The surface mobility increases with decreasing temperature
because of the reduced phonon scattering. At a given temperature, the mobility for
a thermally oxidized surface is found to have a unique dependence on vertical field,
independent of oxide thickness, as shown for a long-and wide-channel MOSFET
above threshold in Fig. 5.22 [27]. The plots in Fig. 5.22 are referred to as univer-
sal mobility curves and used as benchmarks to compare mobility enhancements or
degradations when new structures and materials are introduced (Sect. 5.5).

The effective vertical field is averaged over the electron distribution in the inver-
sion layer and defined as [27]

Eeff =
Qb +ηQn

ε0εSi
V/cm, (5.59)

where for a (100) surface, the averaging factor η = 1/2 for electrons [27, 28], and
η = 1/3 for holes [29]. An expression for the dependence of mobility on effective
vertical field is of the form

μeff =
μ0

1+
[
α
(
Eeff −Eref

)]β cm2/V s, (5.60)
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where Ere f and μ0 are, respectively, the effective field and surface mobility for
Qn ≈ 0, and α, β are constants to be extracted from measurements. A commonly
used empirical relation for the dependence of effective mobility on gate voltage
is [29]

μeff =
μ0

1+θ (VG −VT )
cm2/V s, (5.61)

where θ varies with oxide thickness and channel concentration. θ is obtained from
a plot of μ0/μeff versus (VG −VT ), and is typically <0.1.

5.4.1.10 Intrinsic and Extrinsic Resistances

The intrinsic resistance is the resistance of the channel RCh defined by (5.16). It is
determined by the effective channel dimensions, the effective surface mobility, and
the inversion layer charge and hence the gate voltage. Resistances in series with the
channel, including source, drain and contact resistances, are extrinsic. Figure 5.23
is a schematic of current contours, summarizing the main extrinsic-resistance com-
ponents on the source-side of a typical structure. Similar resistance components are
found on the drain side. For long channels and symmetrically-arranged source and
drain, they can be assumed the same as for the source side.

The arrows on the current lines indicate the direction of electron flow. Because
carriers are constrained to flow laterally near the surface, the current lines crowd
at several locations of dissimilar conductivities along the current path. Current-
lines crowd at contact-1 between the contact-stud and silicide, at contact-2 between
silicide and n-type source, and at the transition between the inversion layer and the
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Fig. 5.23 Schematic current contours identifying the main extrinsic-resistance components on the
source-side of an NMOS

lightly doped source/drain extension. The latter gives rise to a spreading resistance
similar to the resistance of a point contact to silicon [30–32]. Since the inversion
layer is very thin, it can be compared to a sharp wedge from which the current lines
spread-out into the source-drain extension.

The total MOSFET resistance can be approximated as

R = RCh +RExt +Rwire Ohm, (5.62)

where RExt = 2RSp +2RC1 +2RC2 +2RS/D +2RLDD Ohm,

RCh = channel resistance,
Rwire = Wiring or interconnect resistances (not shown),
RSp = spreading resistance,
RC1 = contact resistance between stud and silicide,
RC2 = contact resistance between silicide and silicon,
RS/D = series resistance of source or drain region,
RLDD = series resistance of lightly-doped extension regions.

The spreading resistance depends on the local resistivity where spreading occurs.
It is therefore sensitive to the gate voltage and a complex function of the carrier
concentration in the region overlapped by the gate. At the source edge, and the drain
edge for a small drain voltage, this region becomes accumulated with electrons and
hence less resistive, while the p-type surface gets inverted. Under the simplifying
assumption of an idealized uniform resistivity ρ at the source edge, the spreading
resistance can be approximated as [31–34]

RSp ≈
0.64 ρ

W
ln

κ x j

xCh
Ohm, (5.63)

where W is the channel width, x j the source junction depth, xCh the channel depth,
and κ a factor found as 0.58, 0.75, and 0.90, respectively in [31], [33], and [34].
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Since the ratio x j/xCh is very large, the exact value of κ is of minor importance. A
relation for a nonuniform profile at the source-edge is derived in [32].

The is no spreading resistance at the drain in saturation since the carriers drift
to the drain at velocity saturation away from the surface as the drain edge becomes
depleted.

The impact of extrinsic resistance on MOSFET characteristics can be seen as
a reduction in drain voltage, gate overdrive and transconductance. Let V ′

D and V ′
G

be the externally applied drain and gate voltage. The actual voltages seen by the
structure are

VD = V ′
D − ID(Rext−S +Rext−D), (5.64a)

VG = V ′
G − IDRext−S. (5.64b)

In (5.64), Rext-S and Rext-D are, respectively, the source and drain extrinsic resis-
tances. The effective gate to source voltage decreases by IDRext-S. There is also an
increase in threshold voltage ΔVT due to the body effect that can be found by substi-
tuting (ψs + IDRext-S) for ψs in (5.13). The ratio of intrinsic (zero Rext) to measured
saturation transconductance can be approximated as

gm−Int

gm−Meas
=
[

V ′
G −VT

V ′
G −VT −ΔVT − IDRext−S

]2

. (5.65)

The effects of extrinsic resistances on transistor performance become increas-
ingly important as the channel length is reduced and the channel resistance RCh
decreases.

5.4.1.11 Transit Time and Cutoff Frequency

The transit time τ is the average time for inversion carriers to travel from source to
drain. For a long channel in the linear mode, the lateral field is

Ey =
VD

Leff
V/cm, (5.66)

and, for a long channel where Ey < 5×103 V/cm, the drift velocity is

vd = μeff Ey cm/s. (5.67)

The transit time is then

τ =
Leff

vd
=

L2
eff

μeff VD
s. (5.68)

The MOSFET gain is defined as the ratio of the amplitude of small-signal drain
current to the amplitude of small-signal gate current:
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Gain =
∂ ID

∂VGω(CGS +CGD)
=

gmlin

ω(CGS +CGD)
. (5.69)

where ω is the frequency, gmlin the linear transconductance, CGS the gate to source
capacitance, including fringe and channel, and CGD the gate to drain capacitance,
including fringe.

The cutoff frequency (or gain bandwidth product) fT is a good MOSFET figure
of merit. It is the frequency at which the gain is 1. It is also the frequency where the
carriers just follow the signal. From (5.68), fT in the linear mode is

fT =
ωT

2π
=

1
2πτ

=
μeff VD

2πL2
eff

Hz. (5.70)

From (5.69) with gain = 1,

fT =
gmlin

2π(CGS +CGD)
Hz. (5.71)

In the saturation mode, (5.68) becomes

τ =
Leff

vd
=

L2
eff

μeff (VG −VT )
s, (5.72)

and the cutoff frequency

fT =
μeff (VG −VT )

2πL2
eff

=
gmsat

2π(CGS +CGD)
Hz. (5.73)

Another MOSFET figure of merit of particular importance for analog designs is
the frequency at which the ratio of output to input power (unilateral power gain)
goes to 1. This is called the maximum oscillation frequency fmax defined for a long
channel as

fmax =
fT√

8π fT RGCGD
Hz, (5.74)

where RG is the gate resistance and CGD the gate to drain capacitance. fmax is
increased by increasing fT , reducing the gate sheet resistance and gate to drain
capacitance.

5.4.2 Scaling to Small Dimensions

Scaling refers to the methodology needed to relate device dimensions to the
appropriate electrical and material parameter changes to obtain equivalent de-
vice functions as dimensions are reduced. MOSFET dimensions are scaled down in
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size to reduce cost and improve performance. Scaling is made possible by advanced
processes such as lithography, etch, oxidation, and doping techniques, and flexibil-
ity in choice of materials (Chap. 7). This enables the reduction in minimum feature
size, that is, the minimum line-width or line-to-line space that can be printed on the
die, to deep submicron and nanoscale dimensions. For the same number of circuits,
this means reduced die-size, higher productivity and lower cost per die, lighter die,
and smaller package. For the same die-size, it means more circuits and functions
per die. Scaling lowers the applied voltage, reduces capacitances, reduces power
density and potentially increases circuit speed.

5.4.2.1 Scaling Considerations

The full integrated process can be divided in roughly three areas, the front-end of the
line (FEOL), the back-end of the line (BEOL), and packaging. FEOL consists of all
processing steps from silicon wafer to silicidation of gate, source and drain. BEOL
includes contacts, wiring and other steps between silicidation and bond- or solder-
pads. The silicide is a common layer to FEOL and BEOL. Packaging is the process
of connecting the bond- or solder-pads to an appropriate chip- or system-package.
The bond- or solder-pads constitute the interface to BEOL and packaging.

Several considerations must be taken into account when scaling MOSFETs to
smaller dimensions. These not only include the front-end of the line, but also the
wiring strategy and packaging. The discussion here focuses on the front-end of
the line. Scaling considerations related to the back-end of the line are discussed
in Chap. 7. Packaging is beyond the scope of this book.

The three most important scaling considerations are: the minimum feature that
can be printed with the available processing capabilities, the maximum allow-
able vertical and horizontal electric fields, and the expected component lifetime.
Figure 5.24 shows the actual and projected minimum feature size as a function of
time [35].
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Table 5.1 Important scaling considerations

Parameter Considerations

Channel L, W, x jlat Ey, Ioff , snap-back, SCE, RSCE, NCE, RNCE, impact ionization,
DIBL, punch-through.

WMetal , WContact , WVia Reliability, contact/Via resistance.
teq, x j, xsilicide, tPoly, tMetal Eox, ESi, IG (tunneling), silicide penetration, current density.
VD Ioff , Ey, reliability, snap-back, SCE, RSCE, impact ionization,

DIBL, punch-through, chip power, self-heating.
VG Eox, ESi, GIDL, IG (tunneling).
Current Reliability, self-heating.
NCh VT , SCE, GIDL, DIBL, μeff , impact ionization, Cj

Glossary: L length, W width, Ey lateral field at surface, Ioff off-current, Eox gate dielectric field,
ESi silicon field, Ex vertical field in silicon, IG gate current, DIBL Drain-induced barrier lower-
ing, GIDL gate-induced drain leakage, μeff effective surface mobility, Cj junction capacitance,
x jlat lateral extent of junction, NCh Effective channel dopant concentration, SCE short-channel
effects, RSCE reverse short-channel effects, NCE narrow-channel effects, RNCE reverse narrow-
channel effects

The minimum polysilicon width Lpoly is typically smaller than the minimum
photo-resist feature because of a bias created by etching. The metallurgical chan-
nel length Lmet is smaller than LPoly due to polysilicon sidewall oxidation steps and
lateral extent of source and drain. The minimum on-chip electrical channel length
Leff is typically different than Lmet . Table 5.1 summarizes important scaling con-
siderations. Short- and narrow-channel effects, SCE, NCE, and reverse short- and
narrow-channel effects are discussed in the following sections.

5.4.2.2 Constant-Field Scaling

If the vertical and lateral electric fields are kept the same, a scaled and nonscaled
MOSFET will have essentially the same electric characteristics. This is the prin-
ciple of constant field scaling. Let VDD denote the maximum supply voltage. If
VDD, tox, Leff , Weff , x j, and VT are scaled down from a given initial device by a
factor k, and the channel dopant concentration scaled up by the same factor, then
the scaled and initial MOSFETs will behave approximately the same. Figure 5.25
illustrates scaled MOSFET parameters. Factors of important constant-field scaling
are given in Table 5.2 [36].

5.4.2.3 Issues with Scaling

Several parameters do not scale at the same rate as the minimum feature size because
of practical limits imposed on them. Scaling limits of key parameters are shown
in Table 5.3. Their impact on transistor performance is detailed in the following
sections.
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Table 5.2 Simplified constant field scaling, s > 1 [36]

Parameter Initial Scaled

Channel length L L/s
Channel width W W/s
Gate area AG AG/s2

Junction depth x j x j/s
Well dopant concentration NC NC · s
Power supply voltage VDD VDD/s
Equivalent oxide thickness teq teq/s
Dielectric field Eox Eox
Threshold voltage VT VT /

√
s

Silicon field at threshold ESi ESi.
√

s
Lateral field in channel Ey Ey
Gate capacitance CG CG/s
Drive current IDsat IDsat/s
Inverter delay τ = CVDD/IDsat τ/s
Power dissipation/circuit P = VDD.IDsat P/s2

Power density P/A P/A

Table 5.3 Scaling limits of key parameters

Parameter Scaling limit

VT Off-current, active and standby power
L Off-current, active and standby power, punch-through
ESi Mobility, reliability, power
x j Silicide spiking, sheet resistance
RC, RV IA Contact, via resistivity, area
Rext xj, reliability, spacers
JWire Electromigration
tox Reliability, quantum-mechanical tunneling [37]
NCh μeff, GIDL, VT – variability
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The total power dissipation is the sum of active (switching) and standby power
(Chap. 8):

P ≈ n f CLV 2
DD +VDDILeakW. (5.75)

where n is the number of active circuits, CL the load capacitance that must be
charged and discharged in each clock cycle, f the clock frequency, and ILeak the
total leakage current of which Ioff is a large fraction. The standby power due to
Ioff is

PStandby = WTotal VDD Ioff = WTotal VDD ID0eqVT /nkTW, (5.76)

where WTotal is the total on-chip MOSFET width in μm, and Ioff the off-current in
A/μm. The circuit delay is

τ ≈ CL VDD

IDsat
s, (5.77)

where CL is the load capacitance to be charged and discharged. Thus, increasing
IDsat reduces the delay.

5.4.2.4 Aggressive Scaling

Selective aggressive scaling is applied where high performance is needed and an
increase in power consumption is acceptable. An example of aggressive scaling to
improve current drive and speed is shown in Table 5.4 [38, 39]. An increase in ver-
tical field by a factor ε > 1 is justified by an improvement in dielectric reliability as
the oxide thickness is reduced.

Figure 5.26 shows how the off-current increases when VT is reduced. The MOS-
FET is optimized for either high-performance and power, or low-power applications.

Table 5.4 Example of non-constant field scaling [38, 39] (s > 0, θ> 0)

Parameter Initial Scaled

Channel length L L/s
Channel width W W/s
Gate area AG AG/s2

Junction depth x j x j/s
Channel dopant concentration NC NCθs
Power supply voltage VDD VDθ/s
Equivalent oxide thickness teq teq/s
Dielectric field Eox Eox θ
Threshold voltage VT VT

√
θ/s

Silicon field ESi ESi
√
θs

Lateral field Ey Ey.θ
Gate capacitance CG CG/s
Drive current IDsat IDsatθ 2/s
Inverter delay τ = CVDD/IDsat τ/θ .s
Power dissipation/circuit P = VDD. IDsat P θ 3/s2

Power density P/A (P/A).θ 3
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For high-performance (HP) digital applications, such as microprocessors, the tran-
sistor is aggressively scaled for high drive current IDsat to reduce circuit delay. A
high-performance transistor is therefore designed with a low threshold voltage, high
gate overdrive, and small channel length, resulting in high IDsat and high off-current
Ioff -H , hence high active and standby power. The increase in subthreshold slope in
the top curve Fig. 5.26 is due to a short-channel effect discussed in the following
section.

Applications in the intermediate range with medium threshold-voltage can be
grouped into roughly two categories: low-operating power (LOP) and low stand-
by power (LSTP). LOP transistors are not scaled as aggressively as HP transis-
tors. They exhibit therefore lower drive-current, hence lower performance, and
considerably lower off-current than HP. They are applicable to, for example, mo-
bile computing such as notebooks. LSTP transistors are scaled conservatively to
maintain very low off-current for mobile electronics with limited battery capacity.

In a DRAM cell (Fig. 5.18), where low leakage, hence long cell retention-time
is more important than transistor speed, the transistor is optimized with a suffi-
ciently high threshold voltage VT and long channel to ensure a very low off-current
(Ioff -L) [40].

Power dissipation in high-performance applications limits the maximum VDD
that can be applied to the MOSFET and how far VT and Leff can be scaled-down.
Figure 5.27 illustrates how the scaling limit on VT can degrade circuit delay.

Assume, for example, that VDD is scaled from 1.0 V to 0.7 V and, because of
power constraints, VT is kept at a nominal minimum of 0.3 V. Since IDsat is propor-
tional to approximately the square of gate-overdrive
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IDsat ∝ (VG −VT )2,

the ratio of IDsat at VDD = 0.7V to IDsat at VDD = 1.0V is 0.33, increasing the delay
time in (5.77) by 33%.

Fluctuations in processes, such as lithography, etch diffusion, and oxidation,
cause variations in device parameters that require specification of tolerances around
the nominal parameter values (Chap. 7). In particular, tolerances on threshold volt-
age, ΔVT , and channel length, ΔL, have a profound effect on deep submicron and
nanoscale MOSFET performance, power, reliability, and yield. For a specification
of VT ±ΔVT and L±ΔL, the nominal values are typically defined by taking into
account the minimum absolute values as the “worst-case” condition for Ioff , power,
and reliability. The maximum values then determine the worst-case performance.

The temperature dependence of VT should also be considered (Problem 2). Since
chips typically operate at an elevated temperature that can range from 65◦C to
125◦C, depending on application, the lowest nominal VT should be defined at the
maximum operating temperature.

Scaling to ultra-shallow junctions (x j < 100nm) reduces the lateral junction-
spread x jlat and depletion width xdlat , necessitating a smaller drawn channel length
for a given Leff than nonscaled junctions. Shallower source-drain junctions also re-
duce short-channel effects, as described in the following section. As x j is reduced,
however, the source-drain sheet resistance and hence Rext increases. This requires
novel doping techniques to increase the source-drain active dopant concentration
without appreciably increasing x jor x jlat . Also, integration of silicide and contacts
becomes more difficult because of possible increase in junction leakage due to metal
penetration. Metal penetration should also be considered when thinning the polysil-
icon gate (Chap. 7).

Contact and via resistances become dominant at deep submicron and nanoscale
dimensions. For a given contact or via resistivity, a reduction of the minimum
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Table 5.5 Fundamental parameters that do not scale

Parameter MOSFET parameters affected

Temperature, kT/q Subthreshold slope, ni, qVDD/kT shrinks
φm, Vb Contact potential
vsat IDsat at high field1

1 Velocity improves by overshoot, quasi-ballistic and ballistic
transport in deep submicron and nanoscale dimensions, as dis-
cussed later.
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Fig. 5.28 Trends in oxide thickness tox, power supply voltage VDD, oxide field Eox, and lateral field
Ey for high performance logic

contact width from 0.25μm to 0.05μm can increase resistance by a factor of
10–100, depending on current direction and contact geometry.

There are also fundamental physical parameters that directly affect transistor
characteristics and do not scale. Among them are the Boltzmann factor kT/q, the
workfunction and contact potential, and the saturation velocity (Table 5.5). The
interface-state density Qit is a process and material parameter that does not scale. It
can degrade the surface mobility and modify the threshold voltage.

For high-performance logic, trends in equivalent oxide thickness tox, power sup-
ply voltage VDD, oxide field Eox, and lateral field Ey are shown in Fig. 5.28. The
trend in oxide thickness is approximated as tox ≈ Leff /45 where Leff is the minimum
channel length for which long-channel subthreshold behavior is observed [38, 41].
The trend in VDD is taken from [42,43]. When calculating the maximum oxide field,
a 10% tolerance was added to VDD, and ∼0.6nm was added to the oxide thickness to
account for the inversion layer thickness and polysilicon-gate depletion. The oxide
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field increases from ∼3.5MV/cm at Leff = 0.7μm to ∼5.5MV/cm at Leff = 0.1μm.
The lateral field, approximated as Ey ≈ VDD/Leff , increases from ∼70kV/cm at
Leff = 0.7μm to ∼180kV/cm at Leff = 0.1μm.

5.4.3 Short-Channel Effects, SCE

The gradual-channel approximation in Sect. 5.4.1.2 applies to a long channel in
which the surface potential can be assumed to be uniform over most of the chan-
nel, the lateral field is small compared to the vertical field, the mobility along the
channel is constant, and the drain bias has negligible effect on threshold voltage
and effective channel length. In long channels, a one-dimensional analysis can be
made under the assumption that the entire channel is in “full control” of the gate.
This assumption, however, becomes increasingly inaccurate as the channel length
is reduced, where several deviations from long-channel behavior are observed that
require two-dimensional or even three-dimensional analysis to accurately simulate
the MOSFET behavior. Several approximations and simplifying assumptions are
made to describe, in simple terms, important short-channel effects (SCE) and their
relations to device structure and impurity profiles.

5.4.3.1 Channel-Length Modulation

For long channels, the saturation conductance defined by (5.37) is near zero since it
can be assumed that the spread in lateral depletion width at the drain boundary, δL in
(5.33), is negligible compared to the total channel length. In short channels, δL con-
stitutes an appreciable fraction of the channel length. Since inversion carriers travel
through the depleted region at saturation velocity, the contribution of δL to the to-
tal channel resistance is negligible. The effective (electrical) channel length, Leff , is
hence essentially the length of the region between the source metallurgical junction
and pinch-off point. Since δL increases with increasing drain bias, Leff decreases
and IDsat increases appreciably as VD increases. This manifests itself as an increase
in the slope of the ID−VD characteristics at constant VG, (Fig. 5.29). Channel-length
modulation in MOSFETs is similar to base-width modulation in bipolar transistors.
It is characterized by an Early voltage VA which is the intercept of the extended
ID −VD characteristic with the VD axis, as shown in Fig. 5.29 for VG = 2V. The
slope of the line is approximately

gD =
∂ ID

dVD

∣∣
∣∣
VG

=
I′D

|V ′
D|+ |VA|

.

VA is then defined as

|VA| =
ID

gD
−
∣
∣V I

D
∣
∣ V. (5.78)
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The Early voltage is particularly important to analog applications where linearity is
essential.

5.4.3.2 Dependence of VT on Channel Length and Drain Bias

In long channels, the threshold voltages in the linear and saturation modes are prac-
tically identical and independent of channel length and drain bias. As the effective
channel length Leff is reduced, the linear VT decreases and the saturation VT de-
creases further. The spread between both threshold voltages becomes larger with
decreasing Leff and increasing VD. A simple model to explain the dependence of VT
on channel length is illustrated for an NMOS in Fig. 5.30 [44].

Neglecting fringe-fields, the positive charge on the gate, Qm, in an isolated MOS
structure is uniformly neutralized by negative charge of ionized acceptors in silicon,
Qb (Fig. 5.30a). The charge on the gate per unit width (normal to the paper) is

Q′
m = −QbL C/cm,

where L is the length of the structure. In an isolated pn junction with zero surface
charge, the positive ionized donor charge in the n+-region is fully neutralized by
negative acceptor charge at the junction floor and perimeter (Fig. 5.30b).

In a MOSFET with the gate biased toward inversion, the charge at the source
and drain edges is partially neutralized by ionized acceptor charge in the p-body
and partially compensated by the gate in the overlapped regions. This means that a
fraction of the bulk charge in the channel region is neutralized by source and drain
and less charge in the field-induced depletion region is associated with the gate.
The bulk charge per unit width is approximated by a trapezoidal shape, as shown in
Fig. 5.30c. The gate charge per unit width can then be expressed as
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Q′
m = −Qb

Leff +L′

2
C/cm. (5.79)

This is smaller than the charge per unit width Qb. Leff that would be induced in the
absence of source and drain. The net result is a reduced threshold voltage. In a long
channel, the difference between the value in (5.79) and Qb Leff is negligible and
VT is not appreciably affected. Since charge-sharing at the source and drain bound-
aries is essentially independent of channel length, the difference becomes larger as
the channel gets shorter, decreasing VT . The difference is found to increase with
increasing source and drain junction depth [43–45].

Figure 5.31 shows the decrease, or “roll-off,” of linear and saturation NMOS
VT as the channel length is reduced. There is more roll-off in the saturation mode
than in the linear mode because of the larger spread in depletion at high drain bias.
While the charge-sharing model and its variants describe the dependence of linear
VT on channel length with reasonable accuracy [44–47], it is not well-suited for
the saturation mode where two dimensional analyses become essential. Approxi-
mate two-dimensional analytical solutions have been successfully implemented to
analyze the MOSFET in saturation [48–51]. The models show that, as the drain
voltage is increased in a short channel, the field lines emanating from the drain
extend toward the source, reducing the barrier for minority-carrier injection at the
source, hence reducing VT . This is referred to as drain-induced barrier lowering,
DIBL [49–51]. More accurate results and a better understanding of the dependence
of threshold voltage on channel length and applied voltage can be obtained from
numerical two-dimensional MOSFET analysis [52–56]. Figure 5.32 shows the ef-
fect of drain voltage on the barrier Vb as obtained from numerical simulations of an
NMOS [56].
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The source is a “reservoir” of electrons at ground, and the drain a deep potential
well. The source-body junction is characterized by a barrier Vb to electron injection
and, to turn-on the device, the gate voltage is increased to lower the barrier. In the
long channel, the barrier is flat over most of the channel and the drain field does
not affect the barrier at the source. Any mechanism, other than the gate voltage,
that lowers the barrier reduces VT . When the channel-length is sufficiently reduced,
drain field-lines begin to reach the barrier region, sharing Qb and lowering the bar-
rier for electron injection from the source into the channel. The current increases
then exponentially with drain voltage and less gate voltage is needed to turn-on the
device. When the depletion regions merge, barrier-lowering at the source becomes
approximately a linear function of drain bias.
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The voltage needed to turn-on the device can be approximated by the linear
relation

VT−short = VT−long −
γ
L

VD V, (5.80)

where γ is a constant obtained from measurements.

5.4.3.3 Velocity Saturation

The lateral field in deep submicron MOSFETs can exceed the “critical field” at
which the carrier velocity reaches its scattering-limited velocity, vsat . For exam-
ple, in an NMOS with Leff = 0.1μm operating at VG = VD = 1V, the lateral field is
∼105 V/cm. In this case, the transit time in (5.68) can be expressed as

τ =
Leff

vsat
s, (5.81)

and the drain current in (5.34) becomes

ID =
Weff Leff Q̄n

τ
= Q̄n Weff vsat A, (5.82)

independent of channel length! In deep submicron MOSFETs, the drain current is,
however, found to increase beyond the value given by (5.82) due to a mechanism
known as velocity overshoot, as discussed in Sect. 5.5.1.3.

5.4.3.4 Punch-Through

The same mechanism that reduces the magnitude of threshold voltage causes punch-
through. The difference between threshold-voltage lowering and punch-through
lies in the role of the gate. As VT is reduced, Ioff increases, as expected from the
exponential dependence of Ioff on VT in (5.58). When the channel length is reduced
and the drain bias increased, positive charges in the drain begin to be imaged directly
on electrons in the source, inducing transport of electrons from source to drain with-
out the contribution of the gate. This gives rise to an additional current component
superimposed on the “normal” subthreshold current and referred to as punch-though
current. It manifests itself as an increase in subthreshold slope and Ioff (Fig. 5.33).
Since the barrier-lowering mechanism is a two-dimensional drain-field effect, the
dependence of slope and Ioff on VD in Fig. 5.33 can only be reproduced numerically.

Figure 5.34 shows the variation of measured NMOS and PMOS subthreshold
slope as a function of channel length [57]. As can be seen, the slope increases as
the channel length is reduced. In the extreme case of punch-through (VD = 6V in
Fig. 5.33), the drain current becomes practically independent of gate voltage.
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The onset of punch-through can be defined as the bias condition where the
drain and source depletion regions merge. In a one-dimensional approximation
(Fig. 5.35a), this is when

xdS + xdD = Leff ,

where xdS and xdD are, respectively, the source and drain depletion widths. For a
uniformly doped body, the punch-through voltage can be approximated as

VPT ≈ L2
eff

qNA

2ε0εSi
−1.8 ∼= 7.72 L2

eff NA −1.8 V, (5.83)

where Leff is in μm and NA in cm−3. The 1.8 term is the approximate sum of the
built-in voltages at the source and drain.

In MOSFETs, punch-through typically occurs below the channel, where there is
less control by the gate and the body dopant concentration is lower than at near the
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surface. Figure 5.35b shows two-dimensional contours of equipotential lines and the
approximate path of punch-through current.

At punch-through, the drain bias effectively forward-biases the source-to-body
junction. The current then increases exponentially with increasing drain bias above
punch-through:

IPT ≈ IPT 0eaq(VD−VPT )/kT A, (5.84)

where a is a fitting parameter and IPT 0 is the drain current at onset of punch-through.
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The VT roll-off and punch-through current are short-channel effects that can be
reduced by increasing the dopant concentration in the channel region from the sur-
face to approximately the depth of the contacted junction to minimize the spread of
the depletion layers at the source and drain. This is done, however, at the cost of
increasing the body-effect and junction capacitance and reducing the mobility and
junction breakdown voltage. Methods to optimize the channel profile are discussed
in Chap. 7.

5.4.4 Reverse Short-Channel Effects, RSCE

As MOSFET process technologies advanced, a new short-channel phenomenon was
observed as an initial increase in VT prior to the “normal” roll-off as the channel
length was reduced (Fig. 5.36). For lack of a model, this effect, first observed in
1981 [58], was called “Anomalous short-channel effect” or “Delayed short-channel
effect.” The effect is now commonly referred to as “Reverse short-channel effect,
RSCE.”

Several models have been proposed to explain RSCE [59–70]. They can be ar-
ranged in roughly two groups, one based on a laterally nonuniform dopant profile
in the channel and the other on nonuniform interface or oxide charge distribution
along the channel.
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5.4.4.1 Nonuniform Dopant Distribution along the Channel

The results in [58] are reproduced in [59, 60] and explained by oxidation-
enhanced diffusion (OED) of boron in the channel during the reoxidation step
after polysilicon-gate patterning.2 To increase the punch-through voltage, a multi-
ple channel implant is implemented that includes an “anti-punch-through” implant
beneath the channel where punch-through would occur (Fig. 5.35b). During the
reoxidation step, silicon interstitial point defects are injected in the junction region
and diffuse laterally into the channel with an average diffusion length of λi = 1.4μm
obtained by fitting the data. The two-dimensional coupled interstitial-boron diffu-
sion from the “anti-punch-through” region toward the surface results in a laterally
nonuniform increase in surface boron concentration. For LPoly � λi, the concentra-
tion increases near the edges, causing a “small” increase in VT . For LPoly ≤ 2λi, the
increased concentration from the source and drain sides overlap, further increasing
the threshold voltage for short channels [59, 60]. The effect is also observed for
PMOS with an anti-punch-through phosphorus implant, but to a smaller extent.

RSCE is also attributed to enhanced boron diffusion during self-aligned silicida-
tion [61]. The model is based on the diffusion of silicon into the silicide creating
vacancies that are injected into the channel. As in the previous model, this results
in enhanced boron diffusion towards the channel surface. Enhanced diffusion is,
however, attributed to vacancies rather than silicon interstitials. The effect is not
observed for PMOS (N-body).

Excess channel dopant concentration near source and drain edges are also ob-
served to contribute to RSCE in MOSFETs with channels down to deep submicron
dimensions [62–67]. This is particularly important to explain RSCE for structures
which have a uniform vertical profile in the channel rather than a graded anti-punch-
through implant profile examined in [59, 60]. The proposed mechanism is based on
transient-enhanced diffusion, TED, caused by point-defects generated by the source-
drain ion implantation (Fig. 5.37). As a result, boron diffusion is enhanced near
junctions where it more readily moves to the surface, causing accumulation near the
surface adjacent to the junctions and a gradient in the lateral boron profile from edge
to center [62–65]. The threshold voltage therefore initially increases as the channel
length is reduced.

The model is supported by measurement of temperature dependence of RSCE
showing that the effect decreases from 300 K to 77 K, an observation that can only
be explained by enhanced boron concentration at the source and drain edges [66].
In addition, MOSFETs fabricated on silicon-on-insulator (SOI) with thick buried
oxide (BOX) exhibit a decrease in RSCE as the top silicon thickness is reduced, a
trend explained by a reduced lateral distribution of silicon interstitials due to their
high recombination velocity in the buried oxide that acts as a sink [67].

2 For more details on unit processes, the reader is referred to Fundamentals of Semiconductor
Processing Technologies, by B. El-Kareh, Kluwer Academic Publishers, 1995. Process integration
is discussed in Chap. 7.
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Fig. 5.37 Conceptual diagram of local interstitial point-defect injection during source-drain im-
plantation, causing TED

5.4.4.2 Nonuniform Interface Charge Distribution in Channel

The lateral distribution of interstitials is also believed to create negatively-charged
interface states at the edges of the source and drain, that locally increase the magni-
tude of VT and account for RSCE in NMOS as the channel length is reduced [68,69].
There is no mention, however, of how this localized charge affects PMOS. A model
for RSCE in PMOS is suggested, based on boron penetration from the polysilicon
gate through the gate oxide [70–72]. In MOSFETs with very thin oxide, boron can
penetrate into the channel surface, creating negatively charged ions. Boron pene-
tration is more severe with BF+

2 -implanted or fluorine co-implanted gates [70, 71].
A positive shift in surface charge increases the magnitude of the PMOS threshold
voltage. In this model, it is believed that sidewall oxidation depletes boron from the
edges so that VT is more negative in the center than at the edges, explaining the
initial increase in VT as the channel length is reduced [72].

In deep submicron MOSFETs, the channel concentration is locally increased near
the source-drain edges to reduce the VT roll-off and punch-through current while
minimizing the impact on body-effect and inversion-carrier mobility. For example,
boron can be implanted at an angle with respect to the NMOS polysilicon-gate
sidewall at an appropriate energy and dose to increase the concentration beneath
the channel near the source-drain edges and reduce the spread of source and drain
depletion layers [73, 74] (Fig. 5.38). The resulting profile is called a “halo” or
“pocket” (Chap. 7). Depending on the implant conditions, the halo can encroach
into the surface and locally increase the threshold voltage near source and drain and
cause RSCE. This effect can be utilized to balance the VT roll-off and RSCE and
achieve a more uniform VT in short channels by optimizing the channel and halo
implant profiles [75]. The halo concentration is typically negligible when compared
to the polysilicon-gate concentration. At the polysilicon-oxide boundary, however,
there may be some noticeable compensation of arsenic in polysilicon by the boron
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Fig. 5.38 Large tilt-angle implant to form boron “halos” in deep submicron NMOS [72, 73]
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halo implant. This can enhance the polysilicon depletion effect and locally increase
the equivalent gate-oxide thickness, hence the threshold voltage near the source and
drain edges, causing RSCE [76].

5.4.5 Narrow Channel Effects, NCE

In contrast to the short-channel effect where |VT | decreases as the length L is re-
duced, the narrow-channel effect, NCE, is an increase in |VT | as the width W
is reduced. Figure 5.39 compares the short- and narrow-channel effects for a
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LOCOS-isolated NMOS with an implanted channel having a peak boron concen-
tration of ∼6× 1016 cm−3 (Chap. 7) [76]. By adjusting L and W , the short- and
narrow-channel effects can be made to cancel each other.

The narrow-channel effect was first observed in 1975 when extracting the chan-
nel vertical impurity profile from measurement of threshold voltage as a function
of substrate to source reverse voltage (body-bias effect) [77]. The threshold voltage
was found to increase not only with reverse body to source voltage but also with
decreasing channel width as the gate-width is reduced to the same order of magni-
tude as the field-induced depletion under the gate.

A simple geometrical model to explain the narrow-width effect is illustrated in
Fig. 5.40 where the depletion region is shown, looking from source to drain, to
extend beyond the gate-width. The threshold voltage increases, owing to the extra
bulk charge ΔQb at the edges of the fringe field-induced depletion region outside
the metal gate. While the contribution of ΔQb to the total Qb is negligible in wide
channels, it becomes increasingly important as the channel width is reduced.

Figure 5.41 is a schematic cross-section of an older-generation NMOS fabri-
cated with just four masking steps, looking from source toward drain. To form the
structure, openings are first patterned in the thick field oxide to define the active
area, including source, drain and channel. Only the channel of patterned width W is
shown in the figure.

After source and drain are formed, the thin gate oxide is grown, contacts are
etched and aluminum is deposited and patterned. The thick field oxide isolates
MOSFETs laterally from each other. The taper is caused by isotropic wet etching,
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Gate-width 

Aluminum
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Fig. 5.40 Geometrical model to explain the narrow-channel effect. The schematic cross-section is
shown looking from source toward drain. The depletion layer extends outside the gate width [37]

Fig. 5.41 Schematic cross-
section of tapered field-oxide,
shown looking from source
toward drain [78]
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Fig. 5.42 Schematic cross-
section of LOCOS-implanted
MOSFET, looking from
source toward drain
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increasing the width from W at the bottom of the opening to W ′ at the top. This
creates a position-dependent oxide thickness and hence threshold voltage that in-
creases along the taper. As the gate voltage is increased, the inversion layer initially
forms under the thin gate oxide of width W and then expands laterally under the
tapered regions, widening the effective (electrical) channel width, Weff [78]. For any
width W , the tapered edges of the channel invert at a higher gate voltage than the
center thin-oxide region and the threshold voltage of the entire channel (thin oxide
and tapered edges) increases with decreasing channel width for small W .

In more advanced technologies, the thick field oxide in grown locally and par-
tially recessed by a process commonly known as local oxidation of silicon, or
LOCOS (Fig. 5.42). Local oxidation is achieved by patterning a silicon-nitride film,
leaving nitride over active areas where it acts as a barrier to oxidizing species. Oxi-
dation proceeds vertically and laterally, resulting in some lateral encroachment into
the active area and a taper in the oxide. To increase the LOCOS threshold voltage,
dopants of the same type as in the MOSFET body are implanted into the LOCOS
regions to form a “channel-stop” under the field oxide [79]. Since this is typically
done at an early stage of the process, subsequent thermal cycles can cause dopants
to diffuse toward the surface and encroach into the channel boundaries, locally in-
creasing the threshold voltage in those regions. The threshold voltage increases from
channel center to channel edges because of the encroachment of both the channel-
stop implant and LOCOS. Therefore, as the gate voltage is increased, the inversion
layer initially forms in the channel center and gradually expands to the edges, in-
creasing the effective channel width [80]. For a given channel width, the combined
effects of oxide taper and dopant encroachment are found to increase the threshold
voltage with decreasing width for small W [81, 82].

A quantitative analysis of the narrow-channel effect as a function of oxide
taper and lateral impurity profile near the channel edges requires two- or three-
dimensional solutions. A schematic cross-section of an NMOS in strong inver-
sion is shown in Fig. 5.43, looking from source toward drain. A uniformly doped
substrate at ground and an abrupt transition from thin to thick oxide are assumed for
simplicity.

In the middle of the channel, away from the oxide edges, the depletion depth is
xdmax and the surface potentialψs is uniform. In strong inversion,ψs ≈ 2φb, (φb: bulk
Fermi potential). The lateral field Ey is zero and Poisson equation can be solved in
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one-dimension to calculate the field and potential distribution within the depletion
region

dEx

dx
= − qNA

ε0εSi
, (5.85)

where NA is the bulk acceptor concentration. Under the field oxide, away from the
edge, the surface potential ψs- f ield is smaller than 2φb and xd- f ield < xdmax because
of the larger gate-voltage drop across the thick field oxide. Near the edges, there is
a transition from ψs- f ield to ≈ 2φb and hence xd- f ield to xdmax, where a lateral field
component Ey(x) exists and Poisson’s equation must be solved in two dimensions

∂Ex

∂x
+
∂Ey

∂y
= − qNA

ε0εSi
. (5.86)

The lateral field component can be visualized by considering that part of the
field-lines emanating from positive charge at the gate edges end laterally on nega-
tively ionized impurities under the field oxide. This constitutes an additional charge
that must be imaged by the gate at turn-on, increasing the threshold voltage. The
channel can be described by two regions in parallel, a center region with a target
threshold voltage and edge regions with a threshold voltage higher than VT . For a
wide channel, this additional edge-charge is negligible compared to the total bulk
charge under the thin oxide, and the increase in VT is negligible. As the channel
width is reduced and becomes comparable to xdmax (Fig. 5.44), the additional edge
charge becomes more important, increasing the overall NMOS VT .

Numerical two-dimensional simulations have been used to demonstrate the effect
of channel width on threshold voltage for the structures shown in Figs. 5.42–5.44
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[83, 84]. As previously stated, VT is found to increase with decreasing width. One
reason for this increase is the additional depletion charge that must be induced by
the gate in the transition regions. Another reason is related to the gradient in lateral
field: as the width is further reduced, the fringe-field at the edges begins to reach the
center of the channel and the depletion depth at the center becomes a function of the
total device width [84, 85]. The effects are exaggerated by increasing the source to
body bias because of the increase in the ratio of xd-max to xd- f ield [84].

5.4.6 Reverse Narrow-Channel Effects, RNCE

LOCOS is widely used to isolate MOSFETs of channel dimensions above ∼0.6μm.
As dimensions are scaled down to deep-submicron and nanoscale dimensions, the
process becomes increasingly inefficient. One important reason is the lateral en-
croachment of LOCOS into the active area (Fig. 5.42), the so-called “bird’s beak,”
that consumes part of the patterned active area and hence reduces circuit density.
This limitation led to the development of fully recessed, box-shaped oxide isolation,
commonly known as shallow-trench isolation, or STI. The shallow-trench isolation
process eliminates the “bird’s beak” and substantially improves planarity of the
structure. One observed drawback of STI is, however, a decrease in threshold volt-
age as the width is reduced, referred to as the reverse narrow channel effect, RNCE.
To simplify the description of this effect, only the two extreme cases of nonrecessed
and fully-recessed isolation are considered. Figure 5.45 compares the two structures
and the field distribution under the edges of their gates at turn-on [86, 87].

In the nonrecessed structure of Fig. 5.45a, the two-dimensional field creates an
additional charge stored at the edges of the channel, resulting in an increase in
threshold voltage. This is the “conventional” narrow-channel effect discussed in the
preceding section. In the STI structure of Fig. 5.45b, the field distribution at the
corners enhances the depletion under the gate, thus reducing the threshold voltage
in those regions [86–89]. The threshold voltage therefore decreases from center
to edge. The effect is aggravated by any mechanism that contributes to depleting
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Fig. 5.45 Comparison of field distribution at turn-on of a Non-recessed field oxide isolation, b
Fully-recessed shallow-trench isolation, STI (Adapted from [87]
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the channel near the edges. Among these are the depletion of channel dopants
near the STI edges [90], interface charge at the channel-STI boundary [91, 92],
and the presence of a “divot” that can be caused by stress-enhanced etch rate at
the STI corners [93], allowing the gate conductor to wrap around the corners and
intensify the two-dimensional field (Fig. 5.46). In this case, the entire channel re-
gion can be approximated by transistors of varying threshold voltage in parallel.
Figure 5.46 illustrates this effect for two transistors, one in the center region with an
assumed VT = 0.6V and W/L = 1 and the other near the edges with VT = 0.2V and
W/L = 0.1. The resultant ID–VG characteristic exhibits a “double-hump,” as shown
in Fig. 5.47 [94, 95].

As the low-VT edge-transistor reaches the threshold voltage, the higher-VT center
transistor is still in the subthreshold mode. The edge transistor is assumed to have
a smaller subthreshold slope ∂VG/∂ (LogID) than the center transistor because the
silicon capacitance is smaller at the edge [87, 88]. A similar edge effect is found
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on mesa-isolated silicon on insulator (SOI) transistors with the gate oxide and gate
wrapping around the MOSFET body (Fig. 5.48) [96].

The narrow-channel effect can change from “conventional,” that is, an increase in
VT and the width is reduced, to “inverse,” where VT decreases with decreasing width,
as the recess-depth of the field oxide is reduced [97]. In fully-recessed isolation,
RNCE can be suppressed by increasing the silicon concentration near the channel
sidewall [98] and reducing dopant segregation at the channel sidewalls [99–102].
RNCE can also be suppressed by reducing the two-dimensional field at the STI cor-
ner. One method is to round the corner by high-temperature oxidation, for exam-
ple, by rapid-thermal oxidation (RTO), immediately after trench etch [94], or after
the STI chemical-mechanical polishing (CMP) [103]. Corner rounding can also be
achieved after etching the trench by recessing the masking nitride and annealing in a
hydrogen ambient at optimized temperature and pressure conditions [95, 104]. Hy-
drogen is found to enhance the migration of silicon at corners, resulting in a rounded
edge. The main steps for this process are shown in Fig. 5.49.

Another method of corner rounding is shown in Fig. 5.50. A polysilicon buffer
is placed between the STI masking nitride and oxide pad. When the trench sidewall
is oxidized, a self-aligned oxide and “bird’s beak” are formed at the STI corner,
reducing the two-dimensional field [105].
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Fig. 5.51 Main process steps to elevate the STI above the silicon surface [106, 107]

Raising the STI above the silicon surface substantially improves the reverse nar-
row channel effect. This can be achieved by, for example, isolating the structure
after gate-oxide and polysilicon deposition, as illustrated for an SOI MOSFET in
Fig. 5.51 [106, 107].

Another STI -edge problem is found when the gate oxide thickness is reduced to
sub-2.5 nm. The oxide is found to thin at the corner, reducing the threshold voltage
and oxide reliability along the STI edges [108]. Thinning is attributed to local stress
that reduces the oxidation rate during the initial stages of oxidation. Oxidizing in a
nitrogen ambient using radical-N is found to improve oxide uniformity around STI
corners, suppressing RNCE and improving oxide reliability [109, 110].

5.4.7 Small-Size Effects

Small-size effects include both short- and narrow-channel effects and are
three-dimensional in nature. For simplicity, they have been treated as separate two-
dimensional short-channel and narrow-channel effects. As both channel dimensions
are reduced, however, it has become evident that short- and narrow-channel effects
are coupled in modulating the depletion width so that three-dimensional models
have become necessary to improve accuracy [87, 97, 111, 112].
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Another issue with reducing the MOSFET size is the increase in the channel
dopant fluctuation. Following the conventional scaling strategy, the channel dopant
concentration must increase to suppress short-channel effects as the channel length
is reduced. For nearly uniform channel profiles, the channel dopant concentration
has actually increased from about 1016 cm−3 in micron-scale MOSFETs to above
1018 cm−3 in deep submicron and nanoscale technologies. A reduction in channel
dimensions accompanied by an increase in dopant concentration can cause substan-
tial fluctuations in threshold voltage due to statistical variation in dopant concentra-
tion as predicted in [113,114]. Experiments and simulations show that for a uniform
channel impurity profile, the contribution of dopant fluctuation to the spread in VT
can be approximated by [115–117]

σV T ≈
4
√

q3ε0εSiφb√
2ε0εox

tox
4
√

NCh√
Leff Weff

V, (5.87)

where σV T is the standard deviation in VT , tox, is the oxide thickness, NCh is the
average channel dopant concentration, φb is the Fermi potential, and Leff , Weff are,
respectively, the effect channel length and width. It is concluded that the variation
in threshold voltage increases with increasing dopant concentration and decreasing
channel dimensions. The variability in VT is predicted to be dominated by the vari-
ation in dopant concentration in deep submicron and nanoscale technologies where
6σV T can reach about 250 mV. The spread in VT also causes an increase in mismatch
between identically designed adjacent MOSFETs [118–122]. This can become a se-
rious problem in analog designs.

5.5 Mobility Enhancement

As the channel length is reduced below 100 nm, the MOSFET current drive
capability increases, however, at the cost of increasing the off-state current, Ioff ,
and hence the stand-by power. Enhancing the inversion-carrier mobility is a means
of improving MOSFET performance without the need to reduce the channel length.
As found in Chap. 1 (1.72), the one-dimensional low-field drift velocity is

vdy =
qτ
m∗

y
Ey = μyEy cm/s, (5.88)

where y is the direction from source to drain, vdy, the drift velocity, τ the mean-free
time between collisions, m∗

y the carrier effective mass, μy the carrier mobility, and
Ey the lateral field. In the high-field region, above ∼104 cm/s, carriers lose their
energy to the lattice predominantly by emission of optical phonons. In each optical
phonon scattering event, a carrier loses an energy Ep to the crystal. From the energy
balance, the drift velocity saturates to [8]
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vsat ≈
√

Ep

m∗
∼= 107 cm/s, (5.89)

where Ep ≈ 0.063eV is the optical-phonon energy. Carriers lose energy to the lat-
tice through collisions at the same rate as they gain energy from the field. Thus, their
average drift velocity no longer increases. The low-field drift velocity and hence car-
rier mobility can be increased by increasing the mean-free time between collisions.
Both the low and high-field velocity can be increased by reducing the effective mass.

5.5.1 Mean-Free Time Between Collisions, τ

The mean-free time between collisions is limited by carrier scattering events. These
include phonon (lattice) scattering, Coulomb scattering due to ionized impurities,
interface charge scattering, and surface roughness scattering. Any mechanism that
reduces the collision probability increases τ and hence μ .

5.5.1.1 Low Temperature

Phonon scattering can be decreased by reducing the operating temperature.
Figure 5.52 shows the measured temperature dependence of the effective low-
field electron and hole mobilities in the range 50–300 K, as extracted from the
linear characteristics of long and wide channel NMOS [15, 123], and PMOS [124].
The effective mobility follows approximately the T−1.5 dependence of lattice scat-
tering. For a short-channel MOSFET in saturation, the inversion-carrier mobility
is position-dependent and a function of a two-dimensional field. The drift velocity
increases from source to drain where it reaches its saturation value of ∼107 cm/s
at 300 K. The mobility is hence difficult to define, but an effective mobility can be
extracted from the saturation MOSFET characteristics. The effective mobility in
saturation is found to increase by a factor of 1.7 as the temperature is reduced from
297 K to 77 K [15]. A similar behavior is obtained for the inversion-hole mobility
in PMOS, as shown for low and high vertical fields Fig. 5.52 [124].

While reducing the temperature to cryogenic levels substantially improves the
carrier mobility and other important MOSFET parameters, such as subthreshold
slope (Fig. 5.20), series resistances, and power dissipation, the need for a complex
cooling medium makes this approach unattractive for most applications.

5.5.1.2 Channel Profile Optimization

There are two surface scattering mechanisms related to ionized impurities: Coulomb
scattering and surface roughness scattering due to the surface field caused by the
ionized impurity charge. Thus, an increase in channel dopant concentration de-
grades the surface mobility and MOSFET current drive. Several techniques have
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been developed to achieve a channel of low dopant concentration, reducing the im-
pact on surface mobility and dopant fluctuation, while suppressing short channel
effects. Figure 5.53 illustrates an example of a pulsed-shaped profile of a low-doped
channel and an underlying region of higher body concentration.

The lightly doped channel can be formed by low-temperature or ultra-high
vacuum epitaxial growth of an undoped silicon layer on top of a higher doped
body-region [125–127], by implanting a higher-doped pulsed-shape layer beneath a
lightly-doped channel [128–130], or by implanting low-diffusivity dopants, such as
indium for NMOS and antimony for PMOS, to form a super-steep retrograde well
beneath the lightly-doped channel, as illustrated in Fig. 5.54 [131–133]. The vertical
profile that is achieved is found to substantially improve the MOSFET current drive
in the linear regime. Less improvement is found, however, in saturation because of
the increased body-effect at the drain boundary and the resulting reduction in the
saturation drain voltage, VDsat [134, 135].
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5.5.1.3 Velocity Overshoot

When carriers are injected from the source into the channel, they experience an
abrupt change in electric field, from near zero within the source, where electrons
are “cold,” to an average field in the channel that can exceed 105 V/cm in deep
submicron MOSFETs. The carriers “heat-up” in the channel as they are accelerated
and gain energy from the lateral field. Whenever carriers travel through an abrupt
increase in electric field, they exceed their steady-state drift velocity for a short
period of time τ or a short distance λ, after which they gradually return to their
equilibrium velocity as a result of collisions with the lattice. Similarly, when the
field is instantaneously turned-off at a time t = 0, the average drift velocity will
gradually approach zero and the decay will follow the expression given in (1.72)

<vdy(t)> = <vdy(0)>e−t/τ ,

where <vdy(t)> is the average drift velocity along the channel at time t, and
<vdy(0)> is the average drift velocity at time t = 0. The quantity τ is called the re-
laxation time, with τ typically in the range 10−13 s to 10−12 s. If the channel length
becomes comparable to the mean-free path between collisions λ , or if the transit
time across the channel becomes comparable to the relaxation time τ , carriers in-
jected at the source may not reach their steady-state velocity before being collected
at the drain but can traverse the channel without collisions and thus attain a higher
velocity than the steady-state velocity before relaxation effects take place [136,137].
This effect is referred to as velocity overshoot. The analysis of velocity overshoot is
very complex, requiring detailed numerical simulations [136–141]. Results obtained
from the Monte Carlo method are shown for electrons at 300 K in Fig. 5.55 [136].
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The dashed lines show the time dependence of the average drift velocity of elec-
trons injected “cold” at the source and drifting into the channel of high lateral field
Ey, where Ey is assumed to be uniform for simplicity. The solid lines show the drift
velocity as a function of distance from the source. It is evident from the plots that
for a channel length of 0.1μm or shorter, the average carrier drift velocity and hence
the drain current can substantially exceed the value predicted without velocity over-
shoot. Velocity overshoot is also observed for any channel length in the drain region
where there is a large field gradient [138]. The effect on the average drift velocity
becomes, however, only appreciable in short- or ultra-short channels.

Electron velocity overshoot has been experimentally observed by extracting the
drift velocity from measurements of transconductance on MOSFETs with 0.1μm
or shorter gate length at cryogenic temperatures. As the temperature decreases, the
phonon mean-free path increases above its value at 300 K, increasing the probability
for velocity overshoot. An increase in the average drift velocity by a factor of 1.8 to
2 from 300 K to 77 K for Leff = 0.1μm [142, 143].

5.5.2 Effective Mass

In Chap. 1, it was shown that a carrier behaves in the crystal as if it had a mass of
effective magnitude equal to

m∗ =
h̄2

d2E/dk2 , (5.90)
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where h̄ = h/2π is the reduced Planck constant, E the energy and k the wave vector
related to the carrier momentum p by p = h̄k. The effective mass is determined by
the curvature d2E/dk2 that depends on crystallographic orientation [18]. Thus, the
mobility is anisotropic [144, 145]. A means to enhance the mobility is to constrain
inversion carriers to flow in the direction of lower effective mass. This can be done
by an appropriate choice of channel orientation, by applying an appropriate strain
to the crystal to reduce the effective mass of electrons or holes in the direction of
carrier flow, or by a combination of both.

5.5.2.1 Crystal Orientation

MOSFETs constructed on (100) surfaces in <110> directions exhibit the highest
electron mobility and lowest interface charge density [144,146]. These are the main
reasons for the choosing the wafer orientation shown in Fig. 5.56. This orientation,
however, does not optimize the hole mobility. Measurements show that in this ori-
entation a PMOS exhibits about half the drive current of an NMOS of the same
geometry under similar bias conditions.

Rotating the wafer in Fig. 5.56 by 45◦, that is, changing the azimuthal direction of
inversion carrier flow from <110> to <100>, improves the hole mobility by about
40% [147, 148]. An even greater improvement in the hole mobility is achieved
on (110) wafers with the channel oriented in the <110> direction [149–157].
Figure 5.57 illustrates measured electron and hole mobilities as a function of

<110>

<110>

<100>

<110>  x

<100>
<100>

<100>

Wafer plane is (100), z is normal to paper 

y

<110>

Fig. 5.56 Typical wafer orientation with (100) surface chosen for highest electron mobility
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Fig. 5.57 Measured electron and hole mobilities as a function of inversion carrier density Ninv for
different combinations of crystallographic planes (hkl) and channel orientation <uvw> (Adapted
from [149])

inversion carrier density Ninv in long and wide MOSFETs (small lateral field) fabri-
cated on bulk silicon with different combinations of wafer planes (hkl) and channel
orientations <uvw>.

The electron mobility is found to be highest in the (100) plane (Fig. 5.57a). The
optimum surface orientation for holes is the (110) plane and the <110> channel ori-
entation (Fig. 5.57b) [149]. A method to combine both orientations in one integrated
wafer will be described in Chap. 7.
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The low mobility at small inversion carrier concentrations is attributed to
Coulomb scattering, mainly by ionized impurities [26]. The effect becomes more
pronounced as the channel dopant concentration increases [158]. The physical rea-
son for the initial increase in the effective mobility with Ninv is believed to be due to
an increase in screening of the ionized-impurity charge and interface charge by the
inversion layer [158–162]. As Ninv increases, the mobility reaches a peak and then
decreases again through an increase in surface roughness scattering as a direct result
of the fluctuating potential caused by the imperfect interface which is only a small
distance from the inversion layer [163, 164]. The mobility due to surface roughness
scattering alone has been shown to vary with the transverse field as ∼E−γ, where γ
ranges from 2–2.6 [158, 164, 165].

5.5.2.2 Strained Silicon

The change in resistance with mechanical stress is referred to as the piezoresistance
effect. It is due to a slight change in the crystal lattice constant as a result of a
small strain. The effect was first measured on silicon and germanium in 1954 [166].
Figure 5.58 shows the essential features of the measurements. Uniaxial tensile stress
X was applied to single crystal rods of different crystal orientations by hanging
a weight on a string. The resistance was measured from the IR drop as shown in
the figure. The change (1/X) (dρ/ρ) was then extracted from (1/X) (δR/R) and
from the geometry of the rod, where ρ is the resistivity of the rod and X the stress
in Pa. The piezoresistance coefficients were extracted from the three measurement
configurations.

For n-type silicon, a decrease in ρ with increased tensile strain was observed in
configuration (a) of Fig. 5.58. This is attributed to an increase in electron mobility
[166, 167]. As discussed in Chap. 1, the constant energy surfaces consist of six

I,V

[100]

[010]
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Fig. 5.58 Schematic diagram showing the stress configurations, crystallographic orientations, and
resistance measurements [166]
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axis; b Enlarged view to illustrate the effect of strain in the first configuration of Fig. 5.58. The
strain is tensile along the x-axis and compressive along the z-axis as indicated by the arrows [166]

ellipsoids of revolution along the cube axes in momentum space (Fig. 5.59a). Thus,
there are six groups of electrons located in the ellipsoid energy minima. Because the
surfaces are ellipsoidal, the electron effective mass in a given group is anisotropic.
In a direction along the axis, it has the value m∗ = 0.98mo, and a direction vertical
to the axis the value m∗ = 0.19mo, where mo is the electron rest mass [167]. Hence,
the electron mobility in each group is anisotropic. It is small in a direction along
the axis and large in a direction perpendicular to the axis (Fig. 5.59b). In the cubic
crystal the average mobility is the same in all direction and expressed as

μ̄ =
μl +2μh

3
, (5.91)

where μl is the low mobility along the axis and μh the high mobility normal to
the axis.

In the absence of stress, the two energy valleys shown as solid-line ellipsoids
in Fig. 5.59b are equally populated with electrons, but the two groups have dif-
ferent mobilities in the [100] direction. Elastic strain in silicon destroys the cubic
symmetry and shifts the energy minima in opposite directions shown by the dashed
ellipsoids in Fig. 5.59b. A tensile strain in the x-direction results in contraction in
the z-direction. For a strain of 0.01, the shift in energy between D4 and D2 in the
figure is approximately (15 eV)e, where e is the tensile strain (Fig. 5.60) [167]. For
e = 0.01, the shift is 0.15 eV which is ∼5kT. As a consequence, practically all elec-
trons will transfer from the higher energy x-valley to the lower-energy z-valley.

Thus, if a rectangular NMOS channel is placed in the (100) plane with the
source-drain axis oriented in the x-direction and a tensile stress applied along the
source-drain, a compressive stress would result in the z-axis. Essentially all inver-
sion electrons would then be transferred from the higher-energy in-plane x-valleys
to the lower-energy out-of-plane z-valleys. The carriers then move from source to
drain, perpendicular to the z-axis which is the direction of low effective mass and
hence high mobility. In addition, the probability of an electron to be scattered from a
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z-valley into an x-valley decreases because the number of final states in other valleys
is reduced. This further increases the electron mobility [167]. An overall increase in
strain-induced electron mobility by a factor larger than 1.7 has been experimentally
verified [168–171]. Similar NMOS results are obtained by applying compressive
out-of-plane stress instead of a tensile in-plane stress [172].

Strain in silicon also improves the hole mobility. By applying a uniaxial compres-
sive strain in the source-drain direction, a substantial increase in the hole mobility is
obtained in the low- and high vertical field regimes as shown in Fig. 5.61 [173]. The
valence band structure along the <100> axis in Si is shown for unstrained silicon in
Fig. 5.62a (Chap. 1). The offset band V 3 is too deep in energy to be appreciably pop-
ulated by holes. The light-hole band V 2 has a higher curvature and hence smaller
effective mass than the heavy-hole band V 1. The two bands coincide at k = 0. A
proposed valence band structure for strained Si is shown in Fig. 5.62b [174]. In this
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model, the strain lifts the degeneracy of the light- and heavy-hole bands at k = 0.
Also, the heavy-hole band drops in energy (moves up) and becomes “warped,” ex-
hibiting a curvature similar to that of the light-hole band [173, 174]. As a conse-
quence, most of the inversion holes populate the upper band (V 1) and move from
source to drain with a smaller effective mass and hence higher mobility than without
strain.

Several methods have been demonstrated to simultaneously induce tensile strain
in NMOS and compressive strain in PMOS. They will be detailed in Chap. 7.

5.6 Ultrathin Oxide and High-K Dielectrics

A silicon-dioxide film of thickness less than ∼4nm is referred to as ultrathin ox-
ide. Assuming a maximum allowable oxide-field of 6× 106 V/cm, the maximum
voltage that can be applied across a 4-nm oxide is ∼2.4V. In small devices, when
the voltage across the oxide drops below 3.2 V, the shape of the tunneling barrier
is trapezoidal rather than triangular, and the current through the oxide is mainly
due to direct tunneling (Chap. 4). The direct tunneling current increases rapidly
as the oxide thickness is reduced below 4 nm. To maintain the steady increase in
performance and circuit density while suppressing short-channel effects, the ratio
of channel length to gate oxide thickness must remain above ∼45 [38,41]. Thus, for
an effective gate length of 70 nm, the silicon-dioxide thickness must be ∼1.5nm.
For such a thickness, the gate current can increase above ∼10A/cm2 (Chap. 4).
Because of the associated standby power dissipation, this can become prohibitive,
even in power-tolerant high-performance logic applications.

The primary motivation for the development of high dielectric-constant gate in-
sulators is to avoid an increase in the gate leakage current associated with the rapid
increase in tunneling current through silicon-dioxide as the SiO2 thickness is re-
duced. Figure 5.63 compares the NMOS gate current density, measured at 300 K for
a fixed gate voltage VG =VFB − 1V on three dielectrics of K =3.9 (SiO2), K =5,
and K =18 as a function of equivalent oxide thickness, teq or EOT (Chap. 4). For
the same teq, higher-K materials are thicker than SiO2, providing a longer tunneling
distance and hence considerably smaller gate current.
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Example: for teq =2nm, the physical dielectric thickness is, respectively,
2nm, 2×(5/3.9)=2.56nm, and 2×(18/3.9)=9.2nm for SiO2, K =5, and K =18.

Figure 5.64 shows how the standby power dissipation decreases with increasing
dielectric constant. The plot for SiO2 of tox = 1.5nm is based on measurements
[176]. The curve for the high-K dielectric shows the potential reduction in power
dissipation for a high-K material with the same teq value [177].

5.6.1 High-K Dielectric Requirements

One of the present challenges in integrating high-K gate-dielectrics into a CMOS
process is to achieve the high gate dielectric-constant and low gate leakage while
maintaining surface and interface properties, and long-term reliability equivalent to
those of silicon-dioxide.

Table 5.6 summarizes important high-K dielectric requirements. A minimum di-
electric constant of about 15 is needed to achieve an equivalent oxide thickness of
≤1nm while maintaining an acceptable level of gate leakage. The bandgap must be
greater than about 5 eV to provide sufficiently large conduction and valence band
offsets (barrier heights) to limit thermionic (Schottky) electron and hole emission,
as illustrated for electrons in Fig. 5.65.
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Table 5.6 Important high-K dielectric requirements

Dielectric constant >15
Bandgap >5eV
Barrier height for electrons, ΔEc >1eV
Barrier height for holes, ΔEv >1eV, satisfied with most materials
Thermal stability Similar to SiO2
Chemical stability Similar to SiO2
Interface trap density, Si <1011/cm2

Interface trap density, gate Low, to avoid Fermi-level pinning
VT stability, hysteresis 10 mV hysteresis
Inversion-carrier mobility 95% of SiO2
Long-term reliability >10 year

For gate-first processing, the material must withstand high processing tempera-
tures, in particular source-drain annealing temperatures, without reacting with sili-
con or exhibiting changes in its properties. The interface-state density, Qit , on both
the dielectric-silicon and dielectric-gate interfaces must be kept small. An increase
in Qit at the dielectric-silicon interface can degrade the inversion-carrier mobility
and modify the threshold voltage. A high density of interface charge at the gate-
insulator interface can result in Fermi-level pinning, limiting the flexibility of ad-
justing the gate workfunction (Chap. 4).
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5.6.2 High-K Materials

The need for insulators of higher dielectric constant than oxide is not limited to
high-performance logic. In DRAM applications, for example, an increase in capac-
itance density reduces the cell capacitor area required for a given cell capacitance
(Chap. 8). Also, a larger capacitance density is needed to reduce the size of on-chip
decoupling capacitors in the nF range. A variety of high-K materials are introduced,
ranging from forming oxynitrides with K = 4–7 to the development of ferroelectric
insulators of K > 500.

5.6.2.1 Oxynitrides

The dielectric constant of oxynitrides (SiON) can range from ∼4 to 7, depending on
the composition, thickness, and deposition conditions. Ultrathin oxynitride films of
1.8–2.8 nm thickness and K > 5.7 have been formed by nitridizing silicon in an am-
monia (NH3) atmosphere at 800–900◦C to grow an ultra-thin film of silicon nitride
(Si3N4), and then rapid-thermal annealing (RTA) in diluted nitrous oxide (N2O) at
800–1000◦C to reoxidize silicon. The thin interfacial oxide reduces the interface-
state and fixed charge densities by eliminating the N −H bonds associated with the
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Si3N4 in direct contact with silicon [178–184]. Silicon-dioxide and oxynitrides have,
however, reached the limit of 1.1–1.5 nm due to the rapid increase in gate current.

5.6.2.2 Hafnium-Based Dielectrics

Figure 5.66 compares calculated band offsets of various high-K dielectrics on
silicon [185]. Because of its sufficiently wide bandgap of ∼6.0eV and band offsets
ΔEC ≈ 1.5eV, ΔEV ≈ 3.4eV, and good thermal stability in contact with silicon
[186], hafnium-dioxide appears to be the most promising gate-insulator for high-
performance applications. When in direct contact with silicon, however, hafnium-
dioxide and other hafnium-based dielectrics, such as HfON, HfSiO, HfSiON, and
HfTaON degrade the surface mobility to considerably below 80% of the value ob-
tained with silicon dioxide [187–189]. The mobility degradation is associated with
coulomb scattering with charges at the silicon-dielectric interface or within the in-
sulator, surface roughness, and phonon scattering [190, 191]. Inserting an ultrathin
SiO2 layer between the high-K dielectric and silicon improves carrier mobility, but at
the cost of reducing the effective dielectric constant of the composite film [188,192].

5.6.2.3 Other High-K Materials

A comprehensive discussion of high-K materials that are being explored for digital,
memory and analog applications is beyond the scope of this book. For a review, the
reader is referred to [177]. The dielectrics shown in Fig. 5.66 constitute only one
part of the materials that are being explored. In addition to Al2O3 and ZrO2, other
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binary metal oxides, such as TiO2 and La2O3 have also been demonstrated. The
main motivation for exploring them is their predicted thermal stability with silicon,
wide bandgap and band offsets.

Aluminum-oxide gate-dielectrics have been demonstrated with teq < 1.5nm, gate
leakage of 0.4 A/cm2 at 1 V gate-overdrive, interface-state density <1011 cm−2, and
good thermal stability in contact with silicon [193–195]. The dielectric constant of
10–11 is, however, too low for high-speed MOSFETs at nanoscale dimensions. In
addition, high bulk charge levels have been observed.

Metal-insulator-metal (MIM) capacitors of Hf O2 −Al2O3 laminates have also
been demonstrated for RF and mixed-signal applications [196]. The capacitors
exhibit low leakage (10−9 A/cm2) at 3.3 V and 125◦C, a capacitance density of
3.1fF/μm2, and linear and quadratic voltage coefficients of capacitance (VCC) of,
respectively, −80ppm/V and 100ppm/V2 (Chap. 6).

Tantalum pentoxide (Ta2O5) exhibits a high dielectric constant of typically
∼25 [197]. Its conduction band offset to silicon is, however, low in the range 0.6–
0.8 eV [198]. In ultrathin films, this can result in excessive gate leakage at operating
voltages. The material is therefore not attractive for high-speed digital applica-
tions. Ta2O5 of thickness >3nm has been used as a node-dielectric in DRAM cells,
increasing the cell-capacitance density while maintaining an acceptable retention
time [199]. The Ta2O5 dielectric constant has been enhanced to ∼50 by depositing
Ta2O5 epitaxially on a ruthenium electrode under conditions to form a hexagonal
crystal-symmetry (as opposed to a conventional orthorhombic symmetry), making
the material attractive to DRAM designs in the Gbit range [200].

Because of its very high dielectric constant (K > 100), Barium-Strontium-
Titanate, BST [(BaxSry)TiO3] is very attractive for Gbit-scale DRAM cells. Since
BST cannot withstand high-temperature processes, it is only used for stacked-
capacitor cells that are constructed after all high-temperature cycles are completed
[201] (Chap. 8). BST films of equivalent oxide thickness below 1 nm and leakage
current in the nA/cm2 range have been successfully deposited on a ruthenium-
or platinum-base electrode, demonstrating its potential for Gbit DRAM stacked-
capacitor cells [201–204].

5.7 Gate Stack

The first NMOS structure that was fabricated about four decades ago had an alu-
minum gate. Because of the low melting point of aluminum, the source and drain
were diffused before metal deposition. As a consequence, the gate was not self-
aligned to source and drain. This was not a serious issue since the channel was
several microns long and the misalignment was a small fraction of the total channel
length. As the channel length was reduced to micron and submicron dimensions,
self-alignment between gate and source-drain became an absolute necessity. Since
polysilicon and refractory metals can withstand high-temperature processes, they
can be deposited and patterned before high-temperature source-drain processes,



346 5 Insulated-Gate Field-Effect Transistor

allowing source and drain to be implanted and annealed after gate patterning and
be self-aligned to the gate.

The main motivation for the development of refractory-metals to replace polysil-
icon gates is: the increase in the contribution of polysilicon depletion to the electri-
cal equivalent gate oxide thickness; the increase in polysilicon gate resistance as the
MOSFET horizontal and vertical dimensions are reduced; and secondary benefits
of a metal gate might include reduction or elimination of boron diffusion into and
through the gate dielectric. Another important advantage of refractory metals that
will become apparent from the discussion below is the ability to tune the gate work-
function and independently adjust the NMOS and PMOS threshold voltages without
the need to adjust the channel dopant concentration.

5.7.1 Polysilicon Workfunction

The polysilicon gate must be degenerately doped to minimize gate depletion and the
resulting increase in the capacitance equivalent thickness, CET, when the MOSFET
is turned on (Chap. 4). In modern CMOS, a dual polysilicon gate-workfunction is
implemented with the NMOS gate heavily doped n-type and the PMOS gate heavily
doped p-type. The polysilicon-gate workfunction is therefore approximately equal
to the silicon affinity χ(∼4.15V) in NMOS and to χ + Eg/q (∼5.25V) in PMOS
(Chap. 4). Assuming zero effective oxide charge and intrinsic silicon, the room tem-
perature threshold voltage would be ∼− 0.55V for NMOS (n+-poly) and +0.55V
for PMOS (p+-poly), that is, both MOSFETs would be “normally-on,” as illus-
trated for NMOS in Fig. 5.67. To adjust the threshold voltage and also suppress
short-channel effects, the channel is doped with increasing concentration as the
channel length is reduced. An increase in channel dopant concentration results in
an increase in vertical field and in ionized-impurity scattering, reducing the effec-
tive inversion-carrier mobility. The impact on mobility can be reduced by adjust-
ing the workfunction instead of dopant concentration, and confining the inversion

Fig. 5.67 Energy-band
diagram for NMOS show-
ing the effect of workfunction
difference between n+-poly
and intrinsic silicon. The
workfunction difference is
φms = φm − φSi = Eg/2q ≈
−0.55V
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Fig. 5.68 Energy-band diagrams showing the reduction in polysilicon workfunction by incorpo-
rating germanium [206]

carriers to a region of low concentration, such as with a super-steep retrograde pro-
file (Fig. 5.54).

The polysilicon workfunction can be adjusted for PMOS by incorporating ger-
manium into the heavily doped p-type polysilicon [205–208]. Figure 5.68 compares
the conduction-band and valence-band energy levels in single-crystal Si, Si1−xGex,
and Ge materials [206].

The electron affinities of Si and Ge are comparable, but Ge has a considerably
smaller energy gap. Thus, the valence band is about 0.45 eV higher in Ge than in
Si. Incorporating Ge into polysilicon is found to raise the valence band and hence
reduce the SiGe workfunction by an energy that increases with the fraction x of Ge.
For example, for x ≈ 0.45, the p+-poly-SiGe workfunction decreases by ∼0.4V
while the n+-poly-SiGe workfunction decreases only slightly. A large fraction of
the reduction in energy gap is related to strain induced by the SiGe [206]. Thus,
the workfunction difference between p+-poly and the n-type PMOS body decreases
by ∼0.4V, requiring considerably less channel dopant concentration to achieve a
specific threshold voltage. This results in reduced normal field and ionized-impurity
scattering, hence an increase in inversion-carrier mobility. A single workfunction
p+-poly-SiGe gate for NMOS and PMOS was demonstrated with improved current
drive by adjusting the Ge fraction [209].

Another advantage of adding Ge to p+-poly is the increase in the active dopant
concentration and hole mobility as found from Hall-measurements [205–207]. Also,
the activation temperature of boron in p+-poly-SiGe is reduced. The p+-gate resis-
tivity is found to decrease by a factor of 4 at a Ge fraction of 0.45. The n+-poly-SiGe
resistivity is not appreciably affected for x ≤ 0.45 but begins to increase sharply at
higher Ge concentrations. [205–207].

5.7.2 Metal Gates

The main advantages of refractory metals over polysilicon are the reduced sheet re-
sistance and elimination of gate depletion effects. The workfunction of metal-gates
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must, however, satisfy both the NMOS and PMOS requirements as did the n+-poly
and p+-poly gates. This has been initially achieved by choosing a single metal of
midgap workfunction, that is, a workfunction approximately equal to that of intrin-
sic silicon. As the channel concentration is increased, however, to suppress short-
channel effects, the NMOS and PMOS threshold voltages obtained with a midgap
gate become too large, ∼±0.5. The need for considerably lower threshold voltages
in MOSFETs at nanoscale dimensions prompted the development of metal gates that
are separately optimized for NMOS and PMOS.

5.7.2.1 Midgap Metal Gates

A midgap metal gate has a workfunction φm ≈ χ+Eg/2q ≈ 4.71V, approximately
equal to that of intrinsic silicon. It allows the design of symmetrical NMOS and
PMOS threshold voltage characteristics with a single gate material, simplifying the
process in addition to solving the polysilicon problems mentioned above. Tungsten
(W ), TiN, and stacked W/TiN gates have a workfunction near 4.8 V and are hence
appropriate materials as midgap gates [210–215]. Structures with a W/TiN gate-
stack combine the high TiN/Si interface quality with the low tungsten resistivity.

The main disadvantage of midgap gates can be described as follows: As the chan-
nel length is reduced, the channel dopant concentration is increased to suppress
short-channel effects. At nanoscale dimensions, the channel concentration can reach
levels above 1018 cm−3 where the Fermi potential approaches −0.5V for NMOS and
+0.5V for PMOS. Unless the dopant concentration is modified, the threshold volt-
age is fixed at about ±0.5V. Nanoscale MOSFETs require VT in the range ±0.2V
to 0.25 V to ensure an adequate gate overdrive. The threshold voltage can be ad-
justed to a magnitude lower than 0.5 V by counter-doping in a very thin region
under the surface, that is, forming a thin “buried n-channel” in NMOS and “buried
p-channel” in PMOS, of appropriate dose. The obvious disadvantage of this ap-
proach is the reduced surface mobility and increased susceptibility to short-channel
effects [216–219]. A lightly-doped channel well obtained with a step channel profile
or super-steep retrograde well reduces the impact on mobility but is not to adequate
to reduce VT to the required level. Also, this approach exacerbates the short-channel
effect.

5.7.2.2 Dual Workfunction Metal Gates

The limitations of single-metal midgap gates, such as W and TiN, prompted the de-
velopment of dual workfunction NMOS and PMOS metal gates for nanoscale MOS-
FETs. To satisfy low-voltage applications, the metal workfunction must be about
χ + 0.2V (NMOS), and about χ + Eg/q− 0.2V (PMOS), that is, about 4.35 V for
NMOS and 5.07 V for PMOS [220]. The metals are hence said to have band-edge
workfunctions (Fig. 5.69).
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Fig. 5.69 Optimized dual workfunction metal gates. The Equilibrium Fermi level lies 0.2 V below
the conduction band-edge (NMOS) and 0.2 V above the valence band-edge (PMOS)

Several refractory metals have been investigated as a replacement of polysilicon
to form dual-workfunction gates. Among them are molybdenum (Mo), platinum
(Pt), Tantalum (Ta), Titanium (Ti), Tantalum Nitride (TaN), Tantalum Silicon Nitride
(TaSixNy) and fully silicided gate (FUSI). Key properties of some of the materials
are briefly described here. Details on processes to deposit the metals and tune their
workfunction can be found in Chap. 7 and references therein.

To be viable for nanoscale CMOS, the metal gates must have band-edge work-
functions as described in Fig. 5.69. They must exhibit electrical, thermal, and
chemical stability with underlying thin gate dielectrics, in particular with high-K
dielectrics. Metals exhibit anisotropy in their workfunction [221]. For example,
single-crystal molybdenum varies from ∼4.4V in the (112) plane to ∼4.95V in
the (100) plane [222]. The metal workfunction depends on the deposition condition,
annealing and dielectric material upon which it is deposited. For example, the Mo
workfunction is found as 5.05 V over SiO2 and 4.95 V over ZrO2, a difference of
100 mV [223]. To simplify the process, it would be advantageous to deposit a single
gate material and then tune its workfunction independently for NMOS and PMOS.
For example, by selectively implanting inert ions, such as Ar+ or N+ into molyb-
denum, the microstructure of Mo can be amorphized and its workfunction reduced
to near 4 V, suitable for NMOS, while the nonimplanted Mo film maintains a higher
workfunction of 4.95 V that is suitable for PMOS [224].

Ruthenium-base gate materials also appear promising as dual-workfunction
metal gates. Ru is found to have a PMOS workfunction of 5 V while a Ru-Ta alloy
can be tuned to an NMOS workfunction as low as 4.2 V [225]. The material is also
found to be compatible with Hf-base high-K dielectrics [226].

Other integration processes to form dual workfunction metal gates include dop-
ing hafnium nitride (HfN) with lanthanum (La) to form an NMOS gate, and doping
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TaN with Al to tune the workfunction for a PMOS gate [227], or tuning TiN for
PMOS and TaSiN for NMOS [228, 229].

5.7.2.3 Fully Silicided Gate, FUSI

Full gate silicidation (FUSI) is found to be an excellent method to integrate a
metal gate into a CMOS process, and tune its workfunction to an NMOS or PMOS
value [230]. Most of the FUSI work focuses on nickel and its silicides. The work
function of NiSi FUSI depends on whether it is formed on arsenic-, boron- or
undoped polysilicon [231,232]. The workfunction is found to be 4.58 V on arsenic-
doped, 5.1 V on boron-doped and 4.87 V on undoped polysilicon. The difference
is attributed to pile-up of impurities at the NiSi-SiO2 interface, which is more pro-
nounced for arsenic than for boron.

Tuning of FUSI on high-K HfSiON has been achieved by selectively reducing
the polysilicon height in PMOS to obtain a nickel-rich silicide, thus modifying the
phase of full nickel-silicidation from NiSi of workfunction ∼4.44V on the NMOS
gate to Ni31Si12 of workfunction ∼5.0V on the PMOS gate [233]. More detail on
this process is given in Chap. 7.

5.7.2.4 Fermi-Level Pinning

The extracted gate workfunction on high-K dielectrics is frequently found to dif-
fer appreciably from its value on SiO2 or vacuum. This is observed on both metal
and polysilicon gates on high-K dielectrics [223,234–242]. As for Schottky-barriers
discussed in Chap. 2, this is attributed to a high density of electronic states at the
interface between the gate and high-K dielectric, resulting in Fermi-level pinning
(Fig. 5.70) [243].

DielectricGate

ECNL

EV

EVacuum

EC

EF,m

φCNL
φm,vac

Interface states

Interface

Fig. 5.70 Illustration of Fermi-level pinning caused by high electronic-state density at the interface
between gate and high-K dielectric. ECNL is the charge neutrality level
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For polysilicon on HfO2 and Al2O3, interface states are believed to be related
to Si-Hf and Si-O-Al bonds [241]. For metal- high-K interfaces, interfaces are re-
lated to metal-induced gap states in the insulator (MIGS) [243]. Interface states are
assumed to be continuously distributed throughout the band gap. The density of
acceptor-type states is found to increase toward the conduction band edge and the
density of donor type states to increase toward the valence band edge [234]. Accep-
tor states are negatively charged when below the Fermi level and neutral above the
Fermi level. Donor states are neutral below the Fermi level and positively charged
above the Fermi level. If the Fermi level coincides with the charge-neutrality level,
ECNL, the surface is neutral. Figure 5.70 illustrates the case where the metal Fermi
level is initially above ECNL. In this case, band alignment occurs by electron transfer
from the metal to interface states. An interface dipole is created, pulling the metal
workfunction down toward ECNL [234]. Because of the high interface state density,
the metal Fermi level becomes pinned near ECNL and a higher effective metal work-
function is measured.

Fermi level pinning is undesirable because it limits the flexibility in tuning the
gate workfunction. Understanding the nature of interface states and controlling their
level is very important.

5.7.2.5 Line-Edge Roughness, LER

The variability of MOSFET electrical parameters, such as off-current, on-current,
threshold voltage, matching, reliability, and speed is caused primarily by fluctua-
tions in effective channel length, gate-dielectric thickness, and channel dopant fluc-
tuations. The parameters are therefore specified at nominal values, allowing for a
variability of 3σ to 6σ, where σ is the standard deviation of a particular parameter.
The variation of gate line-width is the main contributor to fluctuations in effective
channel length. The worst-case Ioff is then specified for the minimum gate line-width
(“3σ to 6σ low”), and the worst-case IDsat for the maximum gate line-width (“3σ to
6σ high”). Patterned gates have typically rough edges because of their granularity
and variability caused by lithography and etch. They exhibit an additional variability
in the line-width within the MOSFET, referred to as line-edge roughness, LER [244]
(Fig. 5.71).

For a channel length larger than ∼80nm, LER is found to have negligible impact
on MOSFET parameters. As the channel length is reduced below 80 nm, however,
the contribution of LER to channel length variability becomes increasingly impor-
tant [245–247]. Simulations of 32-nm to 50-nm MOSFETs show that to limit the
increase in Ioff below three times the value predicted without LER, the maximum 3σ
variation on LER must be 3 nm [248, 249].

The LER can be smoothened by implant and diffusion processes. Using scanning
tunneling microscopy (STM), the LER is found to depend strongly on implanted
dose of source-drain extensions, halos, and co-implanted species [250].
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Fig. 5.71 Simulated MOSFET-gate line-edge roughness (Adapted from [244])

5.8 Three-Dimensional Structures, FinFETS

A FinFET belongs to the family of nonplanar multi-gate structures, whereby the
gate is wrapped around a thin silicon pillar, or “fin,” which constitutes the body
of the MOSFET. The channel is typically formed on two or three sides of the fin.
Figure 5.72 illustrates a FinFET constructed on silicon-on-insulator (SOI), with a
channel formed on the sides and top of the fin, referred to as a tri-gate FinFET.

As with the planar MOSFET, the channel length is defined by the polysilicon or
metal line-width and source-drain extensions. The channel width of the structure
in Fig. 5.72 is equal to two times the fin-height plus the top fin-width. Thus, the
FinFET occupies a smaller horizontal area per unit channel-width than the planar
MOSFET. Another advantage of FinFETs is the control of the channel by the wrap-
around gate, requiring considerably less dopant concentration in the MOSFET body
to suppress short-channel effects. This results in a smaller subthreshold slope and
higher inversion-carrier mobility. The gate can be made to wrap around multiple
fins in parallel to increase the current-carrying capability. FinFETs are thus very
attractive for nanoscale CMOS.

Process enhancements to planar MOSFETs can also be applied to FinFETs. A
FinFET with molybdenum gate and hafnium-oxide high-K dielectric of teq in the
range 1.75–1.95 nm has been demonstrated [251]. By tuning the molybdenum work-
function with nitrogen implant, the NMOS and PMOS threshold voltages were re-
duced to +0.28V and −0.17V, respectively. The corresponding subthreshold slopes
were near ideal, 62.5–67.5 mV/decade. A metallic wrap-around gate was also ob-
tained by full nickel silicidation and a dual workfunction achieved by impurity
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Fig. 5.72 Illustration of tri-gate FinFET constructed on silicon-on-insulator (SOI)

segregation, as discussed in the preceding section [252]. The FinFET channel mo-
bility can also be enhanced by appropriate crystal orientation and strain [253–255].
Another performance enhancement can be obtained by full source-drain silicidation
to form Schottky-barriers of appropriate barrier height, and diffusing source-drain
extensions from the silicide [256]. The technique results in low source-drain resis-
tance and ultra-short source-drain extensions.

Processes related to FinFETs are further discussed in Chap. 7.

5.9 Problems

(The temperature is 300 K unless otherwise stated.)

1. In a gate-controlled pn junction, the body is p-type of concentration 5 ×
1016 cm−3. The gate dielectric has an equivalent oxide thickness of 25 nm and the
gate overlaps the n-region that has an effective dopant concentration of 1018 cm−3

in the overlap region. The gate, body and n-region are at zero potential. Find the
surface potential in the p-region and in the overlapped n-region for an effective
oxide charge Qeff = 0 and for Qeff = +1012 charges/cm2.

2. In a gate-controlled pn junction, the body is p-type, uniformly doped with NA =
2 × 1015 cm−3. The source is heavily-doped n+, maintained at ground potential.
The surface of the body is tailored by implanting boron which, at the end of all
processes, can be approximated by a Gaussian profile with a peak concentration of
5× 1016 cm−3, located at the surface, and a straggle ΔRp = 0.1μm. Calculate the
threshold voltage and body-bias effect for VFB = −0.6V, teq = 25nm, and a body-
to-source reverse bias VB = 1V.
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3. The body of an NMOS is uniformly doped with NA = 2× 1016 cm−3, the gate is
degenerately doped n-type polysilicon, and the equivalent gate oxide thickness is
teq = 10nm. Calculate the effective oxide charge necessary to turn-on the NMOS for
zero gate voltage and zero body bias.

4. Positive electrostatic charge is delivered to the gate of an NMOS at a rate of
0.5 pC/s. The gate dielectric is SiO2. How long does it take to breakdown the oxide?
Assume the effective gate dimensions to be Weff = 20μm and Leff = 5μm.

5. The gate of the NMOS in Problem 4 is connected to a pn junction. What would
be the time to breakdown for a junction leakage of 200 fA? 600 fA?

6. Derive a relation for the temperature dependence of the long-channel thresh-
old voltage. Plot the threshold voltage as a function of temperature in the range
−20◦C to 140◦C for an NMOS having the following properties: Uniform channel
with NA = 1017 cm−3, tox = 10nm, N+-polysilicon gate, L = 10μm, Qeff = +1011

charges/cm2, and source and body at ground.

7. Show that for a uniformly dopant MOSFET body, the body-bias effect can be
expressed as

dVT

dVB
=

CMin

CMax −CMin
,

where VB is the source to body voltage.

8. The gate dielectric of a PMOS consists of 10-nm SiO2 and 20-nm Si3N4. The
effective channel length and width are, respectively, 2μm and 5μm and the channel
is uniformly doped with ND = 5×1016 cm−3. The source is at ground and the drain
at −0.1V. Assume that electrons are trapped at the oxide-nitride interface and esti-
mate the total number of electrons necessary to bring the MOSFET to the onset of
strong inversion for the following three cases:

(a) Degenerately-doped n+-polysilicon gate at ground potential,
(b) Degenerately-doped p+-polysilicon gate at ground potential,
(c) No gate.

9. Given: Long-wide channel NMOS; teq = 10nm; body uniformly doped with NA =
1017 cm−3; source to body bias = 1V. How much must the gate voltage change to
change the inversion layer concentration by one decade in the middle of the weak
inversion regime?

10. A long- and wide-channel NMOS is biased as shown in the figure below. Given:
VFB = −0.7V,

Equivalent gate oxide thickness teq = 25nm,
Uniform body concentration: NA = 4×1016 cm−3,
Subthreshold ideality factor: n = 1.3,
VT defined at ID = Io = 80nA,
Node to body leakage 1 pA.
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Find the maximum node voltage under steady-state conditions.

11. To maximize circuit speed, a MOSFET is designed to the minimum possible
channel length. Short-channel constraints, however, require that 3σ low VT for the
shortest MOSFET be above 0.3 V. The dependence of VT on channel length is found
empirically as

VT = 1.1−0.6/L

where L is μm. The channel length tolerance is ±0.2μm. Estimate:

(a) The shortest nominal channel length allowable,
(b) The nominal VT for the channel length in a),
(c) The 3σ high VT for the channel in a).

12. Consider an NMOS where teq = 5nm, VT = 0.5V, VG = 2.5V, VD =
0.1V, VS = VB = 0V, and a total extrinsic resistance of 600Ohm-μm. The in-
version electron mobility at VG = VT is 650cm2/Vs. Estimate the channel length at
which the intrinsic and extrinsic resistances are equal.

13. For the box-shaped body boron profile shown in the figure below, teq =
10nm, Qeff = 1011 q C/cm2, degenerately doped n-type polysilicon gate, and
source, drain and body are grounded. Find the threshold voltage, the maximum
depletion depth, and the surface field at threshold.

14. With the source and body at ground, the threshold voltage of a long-channel,
isolated enhancement-mode PMOS is −0.15V. The threshold voltage is adjusted to
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2x1015 cm–3

5x1016 cm–3

135 nm

Boron

−0.3V by applying a body-to-source reverse voltage, VB. Find VB, assuming teq =
5nm and a uniform body concentration of ND = 1017 cm−3.

15. The channel length of a wide PMOS is 2μm. Given: Hole mobility at VT =
200cm2/Vs, VT = −0.6V, VG = 2V, teq = 5nm, and body uniformly doped at
ND = 4×1017 cm−3. Estimate the time of flight of holes from source to drain.
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Chapter 6
Analog Devices and Passive Components

6.1 Introduction

Analog devices allow the design of circuits whose inputs and outputs are continu-
ously varying quantities, such as resistance, capacitance, current, and voltage. The
measured analog signal has an infinite number of possible values. The information
is conveyed by the instantaneous value of the signal. Initially, analog circuits were
designed primarily with bipolar transistors (Chap. 3). Analog MOSFETs, however,
have become increasingly important because of their higher packing density, lower
cost, high input impedance, and performance that has gradually approached that of
bipolar transistors.

While several component parameters can be simultaneously optimized for dig-
ital and analog applications, there are specific analog requirements that are differ-
ent from digital. In particular, the trend in high-performance, high-density digital
MOSFETs is to reduce the size to deep submicron and nanoscale dimensions and
operate at supply voltages as low as about 0.8 V, while analog devices typically
require higher voltages and hence larger dimensions, particularly to ensure a suffi-
ciently large signal-to-noise ratio. Other parameters, such as high transistor cut-off
frequency, high maximum oscillation frequency, and high Early voltage, low bipolar
base resistance, low component mismatch, and low noise, are of particular impor-
tance to analog applications. The relative importance of these parameters depends
on application. When mixed analog and digital components are designed on the
same die, such as in system on a chip (SoC), there is a trade-off between simultane-
ously optimizing the two sets of components and manufacturing cost.

The first section of this chapter discusses analog components, their key
parameters and requirements. Many analog circuits use matched component pairs
of intended identical characteristics. This is particularly important in the design of
converters and operational amplifiers. Also, current and voltage signals fluctuate
around their nominal values. These fluctuations, referred to as noise, interfere with
signals and limit their accuracy. Mismatch and noise have become increasingly

B. El-Kareh, Silicon Devices and Process Integration: Deep Submicron 369
and Nano-Scale Technologies,
c© Springer Science+Business Media, LLC 2009
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important as device dimensions and operating voltages are reduced. Sources of
mismatch and noise are reviewed in the last two sections.

6.2 Analog Devices

Analog devices can be categorized into active and passive. The most important ac-
tive analog devices are the NPN and PNP transistors and their complementary ar-
rangement, sometimes referred to as CBIP. Since bipolar transistors have already
been discussed in detail in Chap. 3, they will not be covered in this chapter. Other
active devices are the junction field-effect transistors, JFET, and the analog MOS-
FET. Passive devices are precision resistors, precision capacitors, varactors, and
inductors.

6.2.1 Junction Field-Effect Transistor, JFET

A Junction Field-Effect Transistor consists of a semiconductor channel, whose
thickness and hence resistance can be varied by narrowing or widening one or two
pn junction depletion regions. The basic principles of a JFET were demonstrated by
Lilienfeld and O’Heil [1–3], almost 20 years before the first bipolar transistor was
invented, and then developed by Shockley [4].

As in MOSFETs, there are two types of JFET s, the n-channel JFET (NJFET)
and the p-channel JFET (PJFET). Each type of JFET can be normally-on (depletion
mode) or normally-off (enhancement mode). The most common type of JFET is,
however, normally on. Figure 6.1 illustrates a normally-on double-gated NJFET
with no voltage applied.

The channel consists of an n-type region, assumed uniformly doped for simplic-
ity. The heavily doped contacts on both sides of the channel are the JFET source and
drain. The gate is shown with two pn junctions, a top gate and a bottom gate, that

Ohmic contactN-channel

n+ n+
Source

e
Drain

Gate

Gate
Built-in

depletion regionP+-gate

2(a–xd)

L

xd

xd
2a

Fig. 6.1 Schematic of an n-channel JFET at thermal equilibrium
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are typically tied together and used to modulate the conducting width of the chan-
nel. The metallurgical width of the channel is the distance 2a between the top and
bottom metallurgical junctions. The width of the conducting channel is 2(a− xd),
where xd is the width of the built-in junction depletion region in the channel. In the
absence of applied voltage and for a uniformly-doped channel, the width of the de-
pletion region is uniform. The length L of the channel is approximately the length
of the plane portion of the gate. The channel width is in a direction normal to the
page. The channel resistance is:

RCh =
ρL
S

=
ρL

2W (a− xd)
(6.1)

where ρ is the channel resistivity, L the channel length, S the channel cross-sectional
area, W the channel width, 2a the metallurgical channel thickness, and xd the junc-
tion depletion width.

6.2.1.1 JFET at Turn-Off

The following assumptions are made to simplify the discussion:

1. The gate to channel junction is a one-sided abrupt junction and the channel is
uniformly doped.

2. The structure is symmetric with respect to center axis.
3. Top and bottom gate are tied together.
4. The source is grounded; VG and VD are, respectively, the gate and drain voltage

with respect to source.
5. The channel is long, that is, the lateral field is very small compared to verti-

cal field.

When a bias voltage VG is applied to the gate such that the channel is fully de-
pleted at the source, the channel is turned-off. This is when xd increases to the value
a at the source (Fig. 6.2).

The width of the depletion region at turn-off is

xd =

√
2ε0εSi(|Vb|± |VG|)

qND
∼=

√
1.3×107(|Vb|± |VG|)

ND
= a, (6.2)

n+ n+Source

Bottom gate

Top gatePinch-off at
source P+-gate

2a
Drain

A
VG = VP –|Vb| < 0

VD

Fig. 6.2 Schematic of an n-channel JFET at turn-off
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where Vb is the built-in voltage, VG is the applied gate voltage, and ND is the
channel dopant concentration, assumed uniform. The plus sign is used for a
reverse-biased gate, where the depletion region expands, and the minus sign for
a forward-biased gate, where the depletion region narrows. The reverse gate voltage
at turn-off, also referred to as the threshold voltage VT is

VT = |Vb|−
qNDa2

2εSiε0
= |Vb|−VP ∼= |Vb|−7.72×10−8NDa2 V. (6.3)

where VP is the pinch-off voltage defined as

VP =
qNDa2

2ε0εSi
V. (6.4)

For a depletion-mode NJFET, the threshold voltage is negative. The built-in volt-
age for a one-sided step-junction, can be approximated as (Chap. 2)

Vb ∼= 0.55+
kT
q

ln
ND

ni
V. (6.5)

Example: For ND = 1.2 × 1016 cm−3, a = 0.5μm, and 300 K, ni ≈ 1.4 ×
1010 cm−3, Vb ≈ 0.90V, and VT ≈−1.41V.

6.2.1.2 Linear Mode

For a given gate voltage of magnitude below threshold, the total reverse voltage
seen at the drain end of the channel is |Vb|+ VD ±VG where VD is the positive
drain voltage. As VD increases, the gate to channel depletion region widens at the
drain boundary, decreasing the thickness of the conducting channel, as illustrated in
Fig. 6.3 for VG = 0. For small VD, in the range 10–100 mV, the increase in xd remains
small and has negligible impact on the overall channel resistance. In this case, the
drain current is a linear function of drain voltage. Neglecting extrinsic source and
drain resistances, the drain current is found as

n+ n+

N-channel

Source
e

Bottom gate

Top gate

Small widening of
depletion regionP+-gate

2a

VD ≈ 10 –100 mV  

Drain
A

VG = 0 

Fig. 6.3 Schematic of NJFET biased in the linear mode
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ID =
VD

RCh
=

2W (a− xd)
ρL

VD =
2WqμnND

L
(a− xd)VD A. (6.6)

Combining (6.2) and (6.6) gives

ID ≈ 2WqμnND

L

[

a−
√

2ε0εSi(|Vb|± |VG|)
qND

]

VD A, (6.7)

or

ID ≈ 2WqμnNDa
L

[

1−
√

2ε0εSi(|Vb|± |VG|)
qNDa2

]

VD A. (6.8)

Defining

G0 =
2WqμnNDa

L
, (6.9)

and using the definition of pinch-off voltage in (6.4) gives

ID = G0

[

1−
√

(|Vb|± |VG|)
|VP|

]

VD A. (6.10)

The drain current is maximum when the gate is at zero potential. It decreases as
the reverse gate to source voltage increases and goes to zero when |VG|+ |Vb|= |VP|.

The channel linear conductance gD-lin is

gD−lin =
∂ ID

∂VD

∣
∣∣∣
VG

= G0

[

1−
√

|Vb|± |VG|
|VP|

]

S, (6.11)

and the linear transconductance gm-lin is

gm−lin =
∂ ID

∂VG

∣∣
∣∣
VD

=
G0

2VP

√
|VP|

|Vb|± |VG|
VD S. (6.12)

6.2.1.3 Transition Mode

The channel voltage drops from VD at the drain boundary to zero at the source.
The reverse gate-to-channel voltage is therefore position dependent. For very small
VD, the channel voltage can be assumed uniform and approximated as Vb ±VG. As
VD increases, this approximation becomes inaccurate and the position-dependence
channel voltage must be taken into account. At any point in the channel, the
reverse voltage is Vb + VCh(y) ± |VG|, where y is the distance from the source.
The reverse voltage is Vb ± |VG| at the source and increases to Vb +VD ± |VG| at
the drain. The depletion width and hence channel thickness is therefore position de-
pendent. The channel thickness decreases from source to drain (Fig. 6.4). Thus, an
elemental section dy of the channel would have a higher resistance near the drain
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n+ n+

Elemental resistance
increases from source to drain 

Drain

Bottom gate

Top gate
Depletion regions

VD > 0

A

VG = 0 

Source

y

Fig. 6.4 Schematic of NJFET biased in the transition mode

than near the source. As for the MOSFET, the JFET current-voltage characteristic
in this mode can best be analyzed by the method of gradual channel approximation
in which the lateral field is very small compared to the vertical field and the channel
depth is assumed to be solely dependent on gate voltage.

The resistance of an elemental section dy of the channel is

dR(y) =
dy

2WqμnND[a− xd(y)]
Ohm. (6.13)

From Ohm’s law, dV (y) = ID · dR(y), where ID is the same at any plane crossing
the channel. Integrating from source, where V = 0, y = 0, to drain, where V = VD,
y = L, yields

2qμnNDW
VD∫

0

{[

a−
√

2ε0εSi

qND
(|VG|+ |Vb|+V (y))

]}

dV (y) = ID

L∫

0

dy

and

ID = G0 VP

{
VD

VP
− 2

3

[(
|VG|+ |Vb|+VD

VP

)3/2
]

+
2
3

[(
|VG|+ |Vb|

VP

)3/2
]}

, (6.14)

where VP and G0 are defined in (6.4) and (6.8). Figure 6.5 shows the ID −VD
characteristics in the linear and transition regions obtained from (6.14). The
gradual-channel approximation is only valid up to the point P after which the current
saturates, as will be discussed below.

A Taylor expansion of (6.14) for very small VD results in (6.10). As VD further
increases, the overall channel resistance increases and the rate of increase of drain
current with drain voltage departs from linearity, as shown in the transition regions
in Fig. 6.5.
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Fig. 6.6 Schematic of an NJFET illustrating the pinch-off condition at the drain for VG = 0

6.2.1.4 Onset of Saturation, Pinch-Off at Drain

For each of the points P in Fig. 6.5, there is a value of VD where the drain to gate
reverse voltage is sufficiently large to pinch-off, that is, fully deplete the channel
at the drain, while the rest of the channel is still conductive (Fig. 6.6). The drain
voltage for this condition is referred to as VDsat to indicate that, for a long channel,
the current saturates at this point and does not further increase as the drain voltage
is increased.

At onset of pinch-off, the total drain to gate reverse voltage is

VDsat +Vb + |VG| =
qNDa2

2εSiε0
= VP (6.15a)

or
VDsat = VP −|VG|− |Vb| (6.15b)
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law characteristic in (6.18) (dashed line)

Substituting (6.15a) in (6.14) gives

IDsat = G0

⎧
⎨

⎩
VP

3
− (|VG|+ |Vb|)

⎡

⎣1− 2
3

√
|VG|+ |Vb|

VP

⎤

⎦

⎫
⎬

⎭
A. (6.16)

The drain current reaches its maximum when VG = 0, that is

IDsat(0) = G0

⎧
⎨

⎩
VP

3
−|Vb|

⎡

⎣1− 2
3

√
|Vb|
VP

⎤

⎦

⎫
⎬

⎭
A. (6.17)

A good approximation is found as

IDsat ≈ IDsat(0)

(
1− |VG|

VP −|Vb|

)2

A. (6.18)

Figure 6.7 compares the IDsat −VG characteristic found from (6.16) and (6.17)
with the square-law relation in (6.18).

6.2.1.5 Saturation Conductance and Transconductance

Ideally, the saturation conductance should be zero. As VD increases above pinch-off,
the depletion region between drain and channel expands, displacing the pinch-off
point P toward the source (Fig. 6.8).

The potential at P remains essentially constant as (6.15a)

VP = VDsat +Vb + |VG| =
qNDa2

2εSiε0
.
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Fig. 6.8 Illustration of NJFET above pinch-off

The displacement of the pinch-off point is approximated as

ΔL = xd−lateral =

√
2ε0εSi(VD −VP)

qND
cm. (6.19)

For a long channel, ΔL is negligible compared to the channel length and the
drain current remains essentially constant at the value of IDsat defined by (6.16) and
(6.17), independent of VD. In this case, the saturation conductance is near ideal,
that is, the saturation resistance appears infinite (Fig. 6.5). To visualize the flow of
carriers above pinch-off, consider the non-depleted channel between source and P
separately from the depleted region within ΔL. Since P is positive with respect to
source, the voltage across the non-depleted channel region induces a field E which,
for a long channel, is sufficiently small that Ohm’s law applies. This gives rise to a
drift electron current component from source to point P of density (Chap. 1)

jn = qnvn = qnμnE A/cm2.

Since the current through any plane normal to the channel is the same, the elec-
tron velocity must increase from source to drain as the non- depleted channel cross-
section decreases. The voltage difference between drain and point P drops across
a narrow region ΔL, creating a sufficiently high field to accelerate electrons to the
saturated velocity in that region. Carriers reaching P are hence swept to the drain at
saturation velocity. Pinch-off therefore means that the free carrier concentration is
considerably reduced but not zero. The JFET drain can be compared to the collector
of an NPN transistor.

For short channels, ΔL can become a sizable fraction of the total channel length
so that the effective channel length decreases as VD increases (Fig. 6.9). This is
referred to as channel length modulation. Consequently, the channel resistance is
reduced and IDsat increases as VD increases. Thus, the conductance becomes finite in
saturation, as illustrated in Fig. 6.9. The short-channel drain current can be modeled
by adding a modulating factor λ as
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IDsat ≈ IDsat(0)

(
1− |VG|

VP −|Vb|

)2

(1+λVD) cm. (6.20)

When VD =−1/λ, IDsat = 0. The value of VD at this point is called the Early voltage
(Fig. 6.8).

The saturation transconductance gmsat is found from (6.16) as

gmsat =
∂ ID

∂VG
= G0

⎡

⎣1−

√
|Vb|± |VG|

VP

⎤

⎦ S. (6.21)

This is identical to the linear drain conductance in (6.11). A good approximation
is obtained from (6.18) as

gmsat =
2IDsat(0)

VP −|Vb|

(
1− |Vb|± |VG|

VP

)
S. (6.22)

The maximum transconductance is

gm−max =
2IDsat(0)

VP −|Vb|
S. (6.23)

6.2.1.6 AC Response

A figure of merit is the frequency at which the JFET gain drops to 1. This is the
frequency fT at which the small-signal current through the input gate capacitance is
equal to the small-signal drain current. The small-signal gain is

Gain =
∂ ID

∂QG ω
=

∂ ID

∂VG ω CG
=

gm

2π f CG
, (6.24)
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where
CG = CGS +CGD +CGCh.

CGS, CGD, and CGCh are, respectively, the gate to source, gate to drain and gate to
channel capacitances. The frequency at unity gain is

fT =
gm

2π CG
Hz. (6.25)

6.2.1.7 Effect of Extrinsic Resistances

So far, extrinsic resistances outside the channel were not taken into account and
only the voltages seen at the junction depletion boundaries were considered. The
voltages seen at the contacts must, however, include voltage drops across parasitic
series resistances at the source and drain. Because of the very low gate current,
voltage drop across the gate series resistance can be neglected. Thus, the terminal
drain to source voltage, denoted as V ′

D, is

V ′
D = VD + ID(RS +RD) V, (6.26)

where RS and RD are, respectively, the extrinsic source and drain series resistance,
including contact resistances, and VD is the voltage seen at the drain depletion
boundary. The terminal gate to source voltage is

V ′
G = VG + IDRS V, (6.27)

where VG is the voltage seen at the gate depletion boundary. The measured transcon-
ductance and conductance are

g′m =
gm

1+RSgm +(RS +RD)gd
S, (6.28)

and
g′d =

gd

1+RSgm +(RS +RD) gd
S, (6.29)

where gm, gd are, respectively, the intrinsic transconductance and conductance, that
is, without accounting for extrinsic series resistances.

The measured transconductance and conductance are thus reduced by extrinsic
series resistances.

6.2.1.8 Gate Leakage Sources

Gate leakage currents reduce the JFET input impedance and contribute to noise. The
main contributors to gate leakage are:

– Thermal generation within the gate junction depletion region,
– Thermal generation outside the gate junction depletion region,
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– Thermal generation at junction surface intercepts,
– Impact ionization near the drain.

Thermal generation within and outside the junction depletion region and genera-
tion at junction surface intercepts are discussed in Chap. 2.

Impact ionization is caused by the high field at the drain. As the drain voltage
increases, carriers entering the depletion region at the drain gain sufficient energy
from the field to create electron-hole pairs (ehp) by impact. This applies to ther-
mally generated carriers and channel electrons coming from the source. Defining
the ionization rate αi as the number of electron-hole pairs (ehp) generated within a
path length of one centimeter, the total number of ehp generated in the high-field
drain region is (Chap. 2)

xd p∫

xdn

αi(E)dx,

where xdn and xd p are, respectively, the depletion boundaries at the drain and gate,
and αi (E) the field-dependent ionization rate, taken to be of the form as

αi(E) = ae−b/|E| cm−1.

Approximate values for a and b are given in Chap. 2, Table 1.
Incident carriers are thus multiplied by impact ionization with a multiplication

factor.

M =
1

1−
∫ xd p

xdn αi(E)dx
. (6.30)

Avalanche multiplication, and hence the drain to gate junction breakdown BVDG
occurs when the integral in the denominator of (6.30) approaches unity and M tends
to infinity. For a long channel, breakdown occurs when the voltage between channel
and gate reaches a critical value and the drain and gate current increase sharply.
Typical multiplication and breakdown characteristics are shown for four different
PJFET channel-lengths L in Fig. 6.10.

Initially, the gate current is negligible compared to the drain current. As the drain
voltage increases, the probability for impact ionization and multiplication increases
and the gate current increases almost exponentially with drain voltage. This is shown
in Fig. 6.10 for a gate current above 1 pA. The fraction of thermally generated cur-
rent is small compared to the drain current. Thus, the current that is multiplied is
predominantly the drain current ID. Since electrons and holes are generated in pairs,
the drain current must increase at the same rate as the gate current. In the multipli-
cation range, however, the increase in drain current is a very small fraction of ID
and hence not discernable. As avalanche multiplication is approached, the gate and
drain currents become comparable.

The impact-ionization gate current IG is a function of incident drain current and
the two- or three-dimensional field near the drain boundary. For the same bias con-
ditions, IG increases as the channel length is reduced (Fig. 6.10). The breakdown
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four PJFET channel lengths L. Absolute values are shown

voltage is essentially the same for the four channel lengths shown in the figure. For
long channels, the breakdown as measured with the source open, BVDG0, is essen-
tially the same as that measured with the source tied to the gate, BVDGS. As the
channel length is reduced, however, a point is reached where punch-through, that
is, merger of drain and source depletion regions, occurs at a voltage lower than
avalanche breakdown. In this case, BVDGS is smaller than BVDG0. Figure 6.10 shows
the ID −VD and IG −VD characteristics for VG = VS = 0. If a reverse gate voltage
is applied, the drain voltage at breakdown is reduced by the same amount since,
for long channels, the breakdown field depends on the total drain to gate reverse
voltage.

6.2.2 Analog/RF MOSFETs

Several requirements on analog and radio-frequency (RF) MOSFETs differ from
those of digital MOSFETs [5–8]. Among them are the stronger focus on high
transconductance, high-frequency response, high dynamic range (signal to noise
ratio), small low-frequency noise, high output impedance, and small mismatch be-
tween adjacent devices.

When only analog circuits are present, MOSFETs can be independently opti-
mized to meet specific circuit needs. Analog and radio-frequency (RF) MOSFETs
are, however, typically integrated with memory on the same die, mainly for cost
reduction. The trend in deep submicron and nanoscale CMOS results in conflict-
ing technology requirements that necessitate a trade-off between simultaneously
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Fig. 6.11 Basic NMOS differential amplifier

optimizing both sets of devices and manufacturing cost. In addition, isolation be-
tween the two groups of circuits becomes mandatory to avoid propagation of noise
from digital switching to the “quiet” analog circuits. This section discusses special
requirements for key analog MOSFETs.

The importance of high transconductance, high Early voltage (Chap. 5,
Fig. 5.29), low mismatch between adjacent devices, and low noise can be best
understood by considering a simple differential amplifier shown in Fig. 6.11 [9].

The two NMOS devices have a common source to which a constant current source
is connected. The NMOS drains are each connected to a load resistor RL that is
connected to the supply voltage VDD. If the input voltages Vleft and Vright are exactly
the same, then transistors T1 and T2 will have the same gate to source voltage
VG −VS, where VS is the voltage across the current source. Thus, T1 and T2 will
have the same drain currents. If the Vleft is increased by δVG and Vright decreased
by δVG, the current in T1 will increase by δID and the current in T2 will decrease
by δID. Vout1 will decrease by δID ·RL and Vout2 will increase by δ ID ·RL. Thus, the
differential gain from Vleft to Vout1 is [9]

Adiff = −2∂ ID.RL

2∂VG
= −∂ ID.RL

∂VG
. (6.31)

The term δID/δVG is the transistor transconductance gm. The gain is therefore
proportional to transconductance as

Adiff = −gmRL. (6.32)

The above relations were derived under the assumption of zero MOSFET con-
ductance gD, that is, infinite transistor output resistance. If gD is finite, the parallel
combination of RL and the transistor output resistance 1/gD results in a degraded
gain as
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Adiff = − gmRL

1+gDRL
. (6.33)

Thus high transconductance gm and low conductance gD (high Early voltage) are of
particular importance to analog designs. Another consideration in differential am-
plifiers is the minimum differential voltage that can be detected. Mismatch between
transistors T1 sand T2 produce an offset in the differential voltages at Vout1 and
Vout2 that cannot be distinguished from the signal being amplified. This is a DC er-
ror that limits the resolution of the system. Therefore, reducing mismatch-induced
offsets is extremely important to the design of most analog circuits. Input voltage
noise also results in an upper limit of useful amplifier gain because the noise is
amplified at Vout1 and Vout2. The main issue in mixed digital-analog designs is the
reduction in operating voltage with each digital generation to reduce power and
increase density. To maintain the same signal-to-noise ratio as the power supply
voltage is reduced, the noise level must be lowered. In the limiting case where the
digital voltage becomes too low for analog circuits, the structures can be optimized
for a dual power-supply voltage, for example, by fabricating MOSFETs with two
different gate oxides, a thin oxide for core digital circuits and a thicker oxide to sus-
tain a higher analog voltage. A thicker gate oxide, however, limits the scalability of
analog MOSFETs because of related short-channel effects (Chap. 5).

6.2.2.1 Lateral Channel Profile Optimization

To minimize short-channel effects as the channel length is reduced, a “halo,” also
known as a “pocket,” is typically implanted to locally increase the body concentra-
tion around source and drain (Chaps. 5 and 7). A pocket around the drain, however,
often degrades analog performance in terms of transconductance, Early voltage,
and threshold voltage mismatch. Transconductance directly affects the minimum
voltage-noise (Sect. 6.4), and the operating frequency (bandwidth). As discussed
in Chap. 5, the transconductance per unit width can be increased by reducing the
channel length, increasing the mobility, and reducing the threshold voltage. With a
symmetrical pocket implant, the transconductance degrades because of the increase
in local threshold voltage and decrease in local mobility associated with the higher
channel concentration at the source and drain. The MOSFET Early voltage is re-
duced because an increase in drain voltage above saturation laterally depletes part
of or all pocket implant, reducing the local threshold voltage and resulting in an
increase in drain current and hence higher conductance gD. The effect is similar
to that of channel-length modulation in short channels except that it also occurs in
long channels. The threshold voltage mismatch increases because of the increased
contribution of pocket dopant fluctuation to mismatch.

One method to alleviate the above problems is to implant the pocket only at the
source, that is, asymmetrically as illustrated in Fig. 6.12b [10–18]. This approach,
also referred to as lateral asymmetric channel (LAC), was initially introduced to
reduce the threshold-voltage roll-off and the lateral electric field as the channel
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length is decreased [10] (Chap. 5). A high lateral field increases the inversion carrier
temperature (Chap. 1). Hot carriers incident on the silicon surface and interface with
the gate dielectric are known to create surface states and dielectric traps, degrading
the channel conductivity and causing local shifts in threshold voltage, a serious re-
liability concern. The lower dopant concentration near the drain results in superior
hot-carrier reliability than with symmetrical halo structures because of the reduced
electric field. The lateral profile near the source can be optimized to increase the
average inversion carrier mobility [11–18]. Figure 6.13 compares the conventional
laterally-uniform channel profile with a typical asymmetrical lateral profile [11].
The lateral gradient in concentration near the source creates a field and field-gradient
such that electrons injected from the source into the channel are accelerated along
the channel toward the drain, enhancing velocity overshoot, hence increasing the
average mobility and MOSFET transconductance [11–18] (Chap. 5).

The combination of low dopant concentration at the drain and high concentration
at the source also reduces the dependence of Early voltage and subthreshold char-
acteristics on channel length. In the subthreshold regime, the transport of carriers
is similar to that of a bipolar transistor with the source acting as the emitter, the
body as the base and the drain as the collector of the transistor (Chaps. 3 and 5).
The density of minority carriers that are injected from the source into the channel
and subsequently diffuse to the drain is inversely proportional to the lateral Gum-
mel number in the channel. In asymmetrical structures, the Gummel number is de-
termined mainly by the laterally integrated dopant concentration near the source
and less dependent on the remaining part of the channel. This results in an almost
channel-length independent subthreshold current [19].

In asymmetrically halo-doped structures, the average channel concentration
away from the source can be made lower than in symmetrical structures, resulting
in a smaller gate capacitance when the MOSFET is driven into saturation. This
increases fT , fmax (Chap. 5), and RF performance [16]. A significant improvement
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in the ratio of transconductance-to-drain current, gm/ID, is obtained in the sub-
threshold mode [20–22]. The transconductance in the subthreshold mode can be
derived from (5.53)–(5.57) in Chap. 5 as

gm =
qID

nkT
S. (6.34)

In subthreshold, gm depends linearly on drain current as opposed to its depen-
dence on the square-root of ID in strong inversion. Also, the ratio gm/ID = q/(nkT )
in (6.34) is independent of device geometry and considerably higher than in the sat-
uration mode, resulting in higher gain (Fig. 6.14). An even higher gm/ID ratio is
found in an optimized asymmetrical structure by reducing the angle of halo implant
at the source and reducing the width of high dopant concentration [22].

6.2.3 Integrated Passive Components

Passive components include resistors, capacitors, varactors, and inductors. They can
be connected to the die as discrete elements or integrated within the die. An example
of integrating an inductor in a CMOS base process is shown in Fig. 7.7 of Chap. 7.
This section discusses integrated resistors, capacitors and varactors in a CMOS or
BiCMOS process.
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6.2.3.1 Resistors

Integrated resistors can be diffused in silicon or deposited as thin films (Chap. 7). In
a CMOS technology, available diffused resistors are the NMOS source-drain, PMOS
source-drain, n-well, and p-well. The NMOS or PMOS gate conductor, typically
polysilicon, can serve as a thin-film resistor. Additional resistors are available in a
BiCMOS technology. Among them are the NPN and PNP base and emitter polysil-
icon, and buried-layer resistors. In all cases, additional masking and implantation
steps may be needed to block silicidation and tailor the sheet resistance. Additional
precision thin-film resistors, such as nickel-chromium (NiCr) and silicon-chromium
(SiCr) may also be required.

Resistor Design

A typical straight-line diffused or polysilicon resistor is shown in plan view in
Fig. 6.15a. It consists of resistor body of the desired sheet resistance, and two highly-
doped connecting end regions. A thin dielectric, typically SiO2 or Si3N4, is patterned
to block silicidation over the resistor body and allow doping the resistor ends at high
concentration to reduce contact resistances. Schematic cross-sections of typical dif-
fused and polysilicon resistors are shown, respectively in Fig. 6.15b and c.
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The drawn resistor width WD is the width of the patterned resistor body, and the
drawn length LD is defined by the length of the silicide block film. The electrical
resistor dimensions LE and WE can be smaller or larger than the drawn dimensions.
The difference between designed and electrical dimensions are defined as

ΔL = LD −LE , (6.35a)
ΔW = WD −WE . (6.35b)

Resistor Parameters

The most important resistor parameters are the sheet resistance, matching of resistor
pairs (Sect. 6.3), temperature coefficient of resistance TCR, voltage coefficient of
resistance VCR, linearity, and parasitics. The resistance of a straight-line resistor
has the value

R = nRS +2Rend, (6.36)
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where n is the number of squares defined as LE/WE . RS is the body sheet resistance
and Rend the end-resistance that comprises contact, series, and edge resistance of the
heavily-doped region and is specified in Ohm-μm.

The choice of sheet resistance is a trade-off between size and performance. For
example, given a resistor value, the higher the sheet resistance the smaller the area
occupied by the resistor. As the area is reduced, however, the mismatch between
identical resistor pairs increases (Sect. 6.3). For convenience and layout efficiency,
the resistor can be designed in a meander form as shown in Fig. 6.16. For the resistor
geometry in Fig. 6.16, the effective number of squares is

n =
4L1 +5L2

WE
+8x0.559. (6.37)

The second term in (6.37) is the contribution of 8 corners to n; the value 0.559 is
obtained by conformal mapping techniques [23].

The total resistance is given by (6.36). The end resistance is the sum of contact
resistance between metal and silicide RC, silicide series resistance RSilicide, and edge
resistance Redge that comprises the transition resistance between silicide and silicon:

R = 2(RC +RSilicide +REdge/WE)+nRS. (6.38)

The edge resistance can be dominant because of the uptake of dopants by the
silicide and the depletion of dopants at the silicon interface resulting in a barrier
between silicide and silicon. Redge is expressed in Ohm-μm.

The difference between drawn and electrical resistance length ΔL is usually neg-
ligible because LE is defined by the thin silicide block mask that is typically pre-
cisely patterned by RIE, resulting in very small ΔL compared to LD. The difference
in width, ΔW can be extracted from measurement on straight-line resistors with
the same drawn width and varying drawn lengths, that is, with different number of
squares n = LD/WD. From (6.35b), one gets

ΔW = WD −RS
LD2 −LD1

R2 −R1
, (6.39)
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where RS is the sheet resistance of the resistor body, LD1, LD2 the drawn lengths of
two resistors (Fig. 6.15a), and R1, R2 the total resistance measured on the resistor
pair. Figure 6.17 shows the linear dependence of the ratio (LD2−LD1)/(R2−R1) on
WD for LD1 = 5WD and LD2 = 10WD [24]. When extracting ΔW from (6.38), it is
assumed that for a fixed width, Rend and RS are the same for the two resistors. ΔW
is obtained from the intercept of the curve-fit with the horizontal axis and RS from
the slope.

The contact resistance can be estimated from measurements on a structure as in
Fig. 2.61 and the silicide resistance from silicided resistor pairs of the same width
but different lengths. The edge resistance can then be approximated from (6.38).

Polysilicon resistors are typically integrated in very small sizes with a wide range
of values from tens of Ohms to Mega-Ohms by controlling the dopant type and con-
centration. The transport of carriers through polysilicon is different than through
single-crystal silicon. Polysilicon consists of crystallites, called grains, joined to-
gether by grain boundaries. A grain boundary consists of a few atomic layers of
disordered atoms [25]. The average grain size depends on deposition conditions
and dopant concentration. The crystallites are typically arranged at large angles be-
tween adjoining grains. Inside the grain the atoms are arranged periodically as in
single crystal silicon. Thus, the transport of carriers through the grain can be treated
in the same manner as described in Chap. 1. The transport of carriers from grain
to grain is, however, more complex. Figure 6.18a shows the average free-carrier
concentration obtained from Hall measurements versus average boron concentra-
tion in a p-type polysilicon film, and Fig. 6.18b shows measured and calculated
film resistivity in the same dopant range [25]. Calculations can be made in one di-
mension by making simplifying assumptions on grain size, trap density and dopant
concentration. At low dopant concentration, the hole concentration is only a very
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small fraction of the boron concentration. When the dopant concentration reaches
about 5× 1017 cm−3, the concentration of holes increases rapidly and approaches
that of boron at higher dopant concentrations.
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The hole mobility is found to have a minimum in the dopant concentration range
1017 cm−3 to 1018 cm−3 [71, 72] and to increase at higher or lower dopant concen-
tration as shown for a boron doped polysilicon film in Fig. 6.19.

The hole mobility is also found to increase with increasing grain size and film
thickness [25–29]. Since the resistivity is a function of mobility and carrier concen-
tration, it will depend on the polysilicon deposition conditions and grain size. One
of the major difficulties in high resistivity polysilicon resistors is its large sensitiv-
ity to dopant concentrations in the range 1016 cm−3 to 1018 cm−3 (Fig. 6.18b). For
example, over a dopant range of 5× 1017 to 5× 1018 a resistivity change of about
five decades has been observed in polysilicon compared to only one decade change
in single crystal silicon [25–29].

The effect of grain boundaries on the electrical properties of polysilicon has been
described by two models. One model is based on the segregation of dopants at grain
boundaries where they become inactive [30, 31]. The second model assumes that
the disordered atoms at the boundary are sites of incomplete bonding, creating in-
terface states that trap and immobilize free carriers, thus reducing the free carrier
concentration within the grain [25, 29, 32]. The charged traps create a space charge
surrounding the grain that constitutes a barrier to carrier flow from grain to grain,
which reduces the carrier mobility. This is schematically illustrated in a simplified
two-dimensional structure in Fig. 6.20.
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The grain boundary is found to be of negligible thickness compared to the grain
size. Interface states are assumed to be initially neutral. In n-type polysilicon, the
states are below the Fermi level and hence negatively charged by trapping electrons.
In p-type polysilicon, the states are above the Fermi level, hence positively charged
after trapping holes.

The transport of carriers across the grain boundary is mainly by thermionic emis-
sion, that is, by carriers that possess enough thermal energy to surmount the barrier
φB (Chap. 2). For p-type polysilicon and a grain size L, the conductivity is found
as [25]

σ = Lq2 p̄
(

1
2πm∗kT

)1/2

e−qφB/kT , (6.40)

where m∗ is the carrier effective mass and p̄ the average hole concentration. The
effective mobility can be obtained from the relation σ = qpμeff as

μeff = Lq
(

1
2πm∗kT

)1/2

e−qφB/kT . (6.41)

It follows that the effective mobility of carriers traveling across the grain bound-
ary increases with increasing temperature.

The mobility minimum is observed when the barrier reaches its maximum value
which is when the grain is fully depleted. The condition of full-depletion depends
on dopant concentration, grain size, and interface trap density. For typical polysili-
con films at room temperature, the mobility minimum is found in the concentration
range of 1017 cm−3 to 1018 cm−3 [25, 26].
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A modified grain-boundary trapping model is suggested in [33], whereby both
the segregation and trapping mechanisms influence the polysilicon film conductiv-
ity. The trapping mechanism also explains the reduction in polysilicon resistivity
after hydrogen annealing. The adsorption of hydrogen at grain boundaries is found
to reduce the interface trap density by passivation of dangling bonds [34].

The term “Thin-Film Resistor” (TFR) is reserved for resistors made of thin
metal or metal alloys, such nickel-chromium NiCr [35, 36], aluminum-doped
NiCr [37], silicon-chromium SiCr [38], titanium-nickel-chromium TiNiCr [39],
and tantalum-nitride TaN [40]. Their geometrical shape is similar to those of dif-
fused and polysilicon resistors but their fabrication is different. Figure 6.21 is a
schematic cross-section of a NiCr TFR.

The film is deposited at a thickness of about 5 nm–20 nm, typically by sputtering
from a target of the same composition onto a planarized insulator surface. After
patterning the TFR, a film of appropriate etch-selectivity to NiCr, such as a titanium-
tungsten alloy, is deposited and patterned to form end contacting pads.

Thin film resistors can have a sheet resistance from about 30 Ohm/square to
2000 Ohm/Square. The resistance can be adjusted by a process known as “laser
trimming,” a procedure that removes parts of the resistor to increase the number of
squares n, thus incrementally increasing the resistance [41–43]. The resistance is
monitored during trimming until the desired value is obtained. A 3σ resistance tol-
erance of 0.1% or less can be achieved by laser trimming. The trim factor is the ratio
of final to initial film resistance.

Temperature Coefficient of Resistance, TCR

The resistivity can be expressed in terms of the carrier mean-free path λ, which is the
average distance traveled by the carrier between collisions (Chap. 1). The mean-free
path in typical diffused resistors is considerably smaller than the resistor dimen-
sions, so that the resistor exhibits bulk properties whereby the carrier mobility is
essentially limited by phonon and impurity scattering. The temperature dependence
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of sheet resistance in the range −50◦C to +125◦C can then be approximated by the
linear relation

RS(T ) = RS0 [1+α(T −T0)] , (6.42)

where α is the temperature coefficient of resistance (TCR) expressed in parts per
million per ◦C (ppm/◦C) as

TCR = α = 106 1
RS0

dRS

dT
ppm/◦C, (6.43)

and RS0 is the sheet resistance at temperature T0. Thus, diffused resistors exhibit a
positive TCR as shown for source-drain resistors in Fig. 6.22 [44].

The conduction in polysilicon resistors differs from that in diffused resistors due
to the presence of grain boundaries. The conduction within the grain is similar to that
in single crystal silicon with a positive TCR, while the conduction across the grain-
boundary is dominated by thermionic emission that exhibits a negative TCR as can
be extracted from (6.40). Thus, the TCR of polysilicon resistors is a combination of
both mechanisms and will depend on temperature range, grain size distribution, and
dopant type and concentration [25, 28–33, 44–47]. The polysilicon resistor TCR is
found to be adjustable to near zero by tailoring the dopant type and concentration,
for example, by arsenic implantation into phosphorus-doped polysilicon [46], or by
adjusting the boron concentration in p-type polysilicon, as shown in Fig. 6.23 [47].

The capability of adjusting the polysilicon TCR to near zero is one of the major
advantages of polysilicon over diffused resistors.

The advantages of thin-film resistors (TFR) over polysilicon resistors are their
higher precision after trimming, lower TCR across a wide range of temperatures,
and the higher flexibility in adjusting the sheet resistance for specific applications.

The conduction mechanism in a TFR can be categorized according to the ratio
of film thickness d to electron mean-free path λ. The electron mean-free path in
metals is ∼30nm [38, 48–50]. For d � λ, the resistor exhibits bulk-like behavior,
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and (6.42) and (6.43) apply. For d ≈ λ, there are additional inelastic scattering events
at the resistor surface that add another component to the film resistivity as

ρ(T ) = ρSurf(T )+ρ0[1+α(T −T0)], (6.44)

where ρSurf is the surface-scattering related resistivity and ρ0 is the bulk resistivity
at T0. Since the mean-free path decreases with increasing temperature, the contri-
bution of surface scattering also decreases. This negative trend leads to a TCR that
is still positive but smaller than the bulk TCR [48]. For ultra-thin films with d � λ,
there is evidence of agglomeration of the film into an array of small individual is-
lands with boundaries between islands. For electron conduction to occur, electrons
must be transferred from one particle to the next across the boundary. It is the mech-
anism for this transfer that determines the film resistance [49]. The sheet resistance
is found to greatly increase and exhibit a negative temperature coefficient of re-
sistance. The negative TCR suggests a thermally activated process which initially
was attributed to thermionic emission but later found to be caused by a thermally
assisted tunneling mechanism [49]. With an assumed activation-energy Ea for carri-
ers to cross the boundary, the sheet resistance decreases exponentially with inverse
temperature as [48]

RS(T ) ∝ eEa/kT , (6.45)

with a negative TCR given by

TCR = − Ea

kT 2 . (6.46)
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Voltage Coefficient of Resistance, VCR

The voltage coefficient of resistance VCR is a measure of the sensitivity of resistance
to the applied voltage between its terminals

VCR = 106 1
RS0

dRS

dV
ppm/V. (6.47)

For polysilicon and thin-film resistors that are typically deposited over a thick
insulator, the VCR is negligible for all voltages that do not cause excessive current
which results in an increase in resistor temperature, and are sufficiently low to avoid
high-field transport effects and impact ionization. The VCR of diffused resistors is
appreciable, particularly when the resistor forms pn junctions with its surround-
ings. This is because as the applied reverse voltage is increased, the depletion width
spreads into the resistor body, reducing the conductive path and hence increasing
the sheet resistance. Since the voltage drops from one resistor-end to the other, the
depletion width becomes position-dependent causing non-uniform sheet resistance.

Resistor Linearity

A resistor is linear if its magnitude does not change with current or applied volt-
age. If, however, the power generated in the resistor is sufficiently high to cause
an increase in resistor temperature, referred to as self-heating, there will be a non-
linearity in the current–voltage characteristics that is closely related to the TCR of
the resistor in the same temperature range. The temperature rise due to self-heating
depends on how efficiently the heat is removed from the resistor and its surround-
ings, that is, on the thermal conductivity of the layers surrounding the resistor. For
example, for the same power dissipation, a diffused resistor in silicon will exhibit
less self-heating than a polysilicon or TFR deposited on a thick insulator because the
thermal conductivity of typical insulators is about two orders of magnitude smaller
than that of silicon. Similarly, a polysilicon resistor or TFR placed higher up above
silicon will exhibit more self-heating than resistors placed closer to the substrate.
Thus, to minimize self-heating, a maximum allowable current density must be spec-
ified. It is typically in the range 104 −5×104 A/cm2 (0.1–0.5mA/μm2).

Application of a large voltage across a polysilicon resistor that results in a cur-
rent density exceeding a threshold value, typically in the range 5–10mA/μm2, may
cause an irreversible change in resistor value. This effect has been utilized to trim
polysilicon resistors that deviate from the target value due to slight variations in
process conditions [51–53]. A simple electrical trimming technique was demon-
strated on heavily doped polysilicon films grown by Chemical-Vapor Deposition
(CVD) [51]. By applying pulses of current density above the threshold level, the re-
sistance decreased steadily with increased pulse amplitude, pulse width, and number
of pulses. A total resistance change greater than 50% was observed. The average
temperature, however, did not rise appreciably because of the low duty cycle of
the pulses. The mechanism of trimming is believed to be related to a reduction in
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barrier height at the grain boundary and the resulting increase in mobility. Since
grain boundaries have a considerably higher resistance than grains, most of the
power of each pulse is dissipated at grain boundaries, modifying the barrier. By
applying current pulses of amplitude larger than the threshold level but lower than
the amplitude of trimming pulses, the resistance was found to “recover” to its initial
value, or even to higher than its initial value.

Results of trimming polysilicon resistors doped with 7.5× 1019 cm−3 phospho-
rous are shown for three resistors of same width and different lengths in Fig. 6.24
[53]. A reduction in resistance up to 27% was observed after three pulses of 10μs
duration at intervals of 300 μs. The dependence of trimming on resistor length is not
well understood.

Parasitic Capacitance

Parasitic capacitances between a resistor and surrounding conductors are illustrated
in Fig. 6.25 for a resistor placed on the same plane as the first metal. The capac-
itance per unit area down to silicon is the equivalent of three capacitances in se-
ries, CPMD, CST I and CSi. CPMD is the pre-metal dielectric capacitance defined as
ε0εox/teq, where teq is the equivalent oxide thickness of the inter-level dielectric
separating the resistor from the planarized wafer surface. CST I depends on the STI
thickness tST I as ε0εox/tST I , and CSi is capacitance between the silicon surface and
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bulk. CSi depends on the surface dopant concentration and resistor bias conditions
with respect to silicon (Chap. 4).

Wiring capacitance, Cw is the capacitance to other conductors in the vicinity of
the resistor. Cw depends on the distance and dielectric constant of the insulator be-
tween resistor and conductor and, to some extent, on the resistor thickness. A dif-
fused resistor will typically have a larger parasitic capacitance than a polysilicon
or thin-film resistor because it is embedded in conductive silicon. To reduce the
parasitic capacitance, the resistor area should be reduced, for example, by using a
higher sheet resistance, and the resistor placed higher-up above silicon, and at a
large distance from other conductors. Also, decreasing the insulator dielectric con-
stant reduces Cw and decreasing the silicon surface dopant concentration reduces
silicon capacitance CSi.

6.2.3.2 Capacitors

The selection of integrated capacitors is based on several criteria, such as high ca-
pacitance per unit area (capacitance density), low voltage coefficient of capacitance
(VCC), low temperature coefficient of capacitance (TCC), low mismatch between
capacitor pairs (Sect. 6.3), low leakage at the operating voltage and temperature,
low parasitic capacitance, low trap density, and low additional cost.

On-chip decoupling capacitors are required, in addition to intrinsic junction and
dielectric circuit capacitances, to reduce power-supply noise. They are most effi-
cient when placed close to switching circuits and hence they occupy valuable area.
Thus, the most important criteria of decoupling capacitors is the high capacitance
density to reduce the area consumed by the capacitor, and the low leakage through
the dielectric at the operating voltage. An estimate of the total decoupling capaci-
tance Cdecap that is required to keep the circuit voltage “bounce” within a specified
value is given in [54]. In a time interval Δt, the circuit switching charge ΔQ is

ΔQ =
Ī

2 f
C, (6.48)
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where Ī is the average current during switching and f is the clock frequency. The
voltage “bounce” across the connected decoupling capacitor is

ΔV =
ΔQ

Cdecap
V. (6.49)

Cdecap must be sufficiently large to keep ΔV below a specified fraction r of the power
supply voltage VDD, that is

Cdecap >
Ī

2 f rVDD
=

P̄
2 f rV 2

DD
F, (6.50)

where P̄ = ĪVDD is the average power dissipated in the circuit. For a typical ratio
r ≈ 0.05, (6.50) becomes

Cdecap >
10P̄
fV 2

DD
F. (6.51)

Equation (6.51) gives a reasonable estimate of Cdecap [54]. Techniques to increase
the capacitance density and reduce the area are described below.

High precision capacitors are key elements for advanced analog CMOS technol-
ogy, particularly in the area of A/D converters and switched capacitor filters. In
addition to the high capacitance density and low leakage, they must exhibit low
VCC and TCC, low mismatch between capacitor pairs, low noise, low parasitic ca-
pacitance, low trap density, and a high quality factor Q.

The variation of capacitance with voltage in capacitors of the type in Fig. 6.26b–d
can be typically fitted to a parabola of the form (Fig. 6.27)

C = C0(1+α1V +α2V 2), (6.52)
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Fig. 6.26 Schematic cross-sections of typical precision capacitors. a Polysilicon-Insulator-Silicon;
b Polysilicon-insulator-Polysilicon; c Metal-Insulator-Metal (MIM); d Metal-Insulator-Silicide-
Polysilicon
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where α1 is referred to as the linear VCC and α2 the quadratic VCC. The temperature
coefficient TCC represents the fractional rate of change of total capacitance per ◦C
and is expressed in ppm/◦C as

TCC = 106 × 1
C
∂C
∂T

ppm/◦C, (6.53)

where C is the total capacitance.
Matching between capacitor pairs and capacitor noise are discussed detailed in

Sects. 6.3 and 6.4. The discussion of parasitic capacitance for a resistor applies also
to a capacitor. A low trap density is needed to reduce relaxation effects discussed
later in this section.

Junction capacitors are not attractive for precision analog applications because
of their inherent high VCC, TCC, parasitic capacitance, and series plate resistance.
The most widely used precision capacitors are shown schematically in Fig. 6.26.
A polysilicon-insulator-silicon capacitor of the type shown in Fig. 6.26a is reported
in [55, 56]. The capacitor consists of an n+-polysilicon plate patterned over silicon-
dioxide grown over a heavily-doped collector sinker of an NPN transistor in a
BiCMOS technology [55]. The voltage-dependence of capacitance for this structure
is shown in Fig. 6.27 for different oxide thicknesses and silicon phosphorus surface
concentration of 1020 cm−3.

The total capacitance is a combination of dielectric capacitance and space-charge
capacitances in silicon and polysilicon. A positive voltage on polysilicon with re-
spect to silicon depletes polysilicon and reduces the total capacitance. When the
voltage polarity is reversed, the silicon surface is depleted and the total capacitance
drops again.
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The temperature coefficient of capacitance can be resolved into three compo-
nents [57]

TCC = TCC(thermal) +TCC(SC) +TCC(OX). (6.54)

The first term represents the change in plate area and dielectric thickness due to
thermal expansion

TCC(thermal) = 106 ×
(

1
A

dA
dT

− 1
teq

dteq

dT

)
ppm/◦C. (6.55)

The second term represents the temperature dependence of the space charge (sur-
face depletion) capacitance

TCC(SC) = 106 ×
(

Cox

C2
Si

dCSi

dT

)
ppm/◦C. (6.56)

The third term corresponds to the temperature dependence of the dielectric
constant

TCC(OX) = 106 ×
(

1
εox

dεox

dT

)
ppm/◦C. (6.57)

The TCC of an n+-polysilicon/oxide/n+-silicon capacitor is found to be negligible
[56], and to range from 30ppm/◦C to 60ppm/◦C [55]. Most of the temperature
dependence is attributed to vertical and horizontal thermal expansions [57]. N+-
polysilicon/oxide/n+-polysilicon capacitors of the type shown in Fig. 6.26b exhibit
the same trend in VCC and TCC as for the n+-polysilicon/oxide/n+-silicon capaci-
tors [56]. The parasitic capacitance is, however, smaller because the bottom polysil-
icon plate in Fig. 6.26b is placed over thick oxide, resulting in a smaller capacitance
to the substrate than the junction capacitance in Fig. 6.26a. The VCC can be further
reduced by forming plates with metallic characteristics (Fig. 6.26d). For example,
a TiN-oxide-silicide capacitor with tox = 50nm exhibits an average linear VCC, α1
in (6.52), of about −2.1ppm/V and a quadratic VCC, α2 ≈−9.1ppm/V2 while the
TCC is found negligible [58, 59]. The very low VCC is due to the metallic char-
acteristics of TiN and silicide. The sheet resistance of TiN and silicide are, how-
ever, large when compared to aluminum or copper. A “true” metal-insulator-metal
(MIM) capacitor not only exhibits a lower plate sheet-resistance but can also be
placed higher up above silicon reducing the coupling to the substrate. The low plate
sheet-resistance and low coupling to the substrate, combined with a high resistiv-
ity of the substrate region underneath the capacitor, are important to ensure a high
quality factor Q of the passive element for high precision analog and RF designs.1

Such a capacitor is shown in Fig. 4.26c. It has been demonstrated in a SiGe BiCMOS
technology by sandwiching 50-nm oxide between the top two aluminum levels, re-
sulting in near zero VCC and high Q [60]. A MIM structure that uses a 20-nm thick

1 The quality factor is defined as:Q = 2π Energy stored
Energy dissipated per cycle . It is a dimensionless parameter

that, for example, describes how much amplitude is lost in one cycle of an oscillating system.
An oscillating mechanical system with low frictional forces would have a high Q. In a viscous
medium, the system would have a low Q.
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Fig. 6.28 Schematic cross-section of MIM capacitor with a 20-nm thick tantalum-oxide (Ta2O5)
dielectric, a top tungsten-silicide (WSi) plate and multiple tungsten-filled Vias to reduce the plate
resistance (Adapted from [61])
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Fig. 6.29 Schematic cross-section of Cu-Ta2O5-Cu MIM capacitor with Al2O3 barriers (Adapted
from [62])

amorphous tantalum-oxide (Ta2O5, K ≈ 20) as a capacitor dielectric is shown in
Fig. 6.28 [61]. Tungsten-silicide is used at the top plate and multiple vias are pat-
terned to reduce the plate resistance. The high capacitance density considerably
reduces the area occupied by the capacitor. Without proper treatment of interfaces,
however, the leakage, VCC and TCC in tantalum-oxide capacitors may be too high
for precision analog applications [62]. A MIM capacitor that uses tantalum-oxide
as a dielectric, copper plates, and Al2O3/Ta barriers above and below the dielec-
tric to protect against oxygen and copper diffusion is reported in [63] (Fig. 6.29).
The structure exhibits a capacitance density of 4.4fF/μm2 for a Ta2O5 thickness
of 40 nm, linear VCC α1 = 150 ppm/V , quadratic VCC α2 = 400 ppm/V 2, and
TCC = 200 ppm/K [62]. The coefficients are higher than with MIM capacitors with
an insulator of lower dielectric constant and are believed to be due to changes in
the Ta2O5 dielectric properties with temperature and voltage. Other high-K MIM
capacitors for decoupling and RF applications are reported in [63–66].

Capacitors are frequently used as memory elements in analog circuits. For exam-
ple, the capacitor C in Fig. 6.30 is charged to a voltage that corresponds to the analog
information to be stored. The information is read with a high-impedance amplifier.
If, prior to storing the information, the capacitor still “remembers” a fraction of the
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voltage that was applied to it in a previous operation, an error in the read-out oc-
curs [67]. The inability of a charged capacitor to discharge completely to zero volts
after shorting its electrodes is called dielectric absorption, DA [67–69]. This effect
is also known as “capacitor soakage” or “capacitor memory.” It is caused by slow
relaxation of residual polarization (dipoles aligned to the field) or trapped charge
after the voltage across the plates is removed. It is best understood by considering
the following experiment:

The capacitor is initially charged for a sufficiently long time until a voltage V0 is
obtained across its plates. The plates are then shorted for a very short time and
the open-circuit voltage across the plates measured directly after the discharge
(Fig. 6.31). Depolarization and trap-depopulation will give rise to a transient cur-
rent IDA to the plates, charging the plates and raising the voltage across the plates
asymptotically from zero to VDA, as shown in Fig. 6.31 [69]. VDA is a measure of
dielectric absorption and is defined as

VDA =
1
C

∫
IDAdt V. (6.58)
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6.2.3.3 Varactors

The term varactor is an abbreviation for variable reactor that refers to the variation
of capacitance with applied voltage to a pn junction, a Schottky-barrier diode, or an
MOS structure. It is used, for example, in the tuning stage of a radio receiver or a
voltage-controlled oscillator (VCO) [70–72].

Junction Varactor

For a reversed-biased junction, the capacitance depends on reverse voltage as
(Chap. 2)

Cj ∝V−n
R , (6.59)

where n = 1/2 for a one-sided abrupt junction, n = 1/3 for a linearly-graded junc-
tion, and VR is the sum of built-in voltage Vb and applied voltage Va. Figure 6.32
shows a schematic of a varactor formed between the p-base and n-collector of an
NPN transistor in an SOI BiCMOS technology [73]. The p-base contact receives the
PMOS source-drain implants and the contacts to collector sinkers receive the NMOS
source-drain implants. Thus, the structure consists of a p+-n junction, in which the
depletion region expands almost fully into the n-region. A similar varactor formed
between base and specially-designed collector in a bulk BiCMOS technology is pro-
posed in [74].

The profile in the n-region can be expressed as

ND(x) = G
(

x
x0

)m

, (6.60)

where G and xo are constants, m = 0 for a one-sided abrupt junction, m = 1 for a
linearly-graded junction. As the depletion region expands into the n-region by an
increment dx, the field increases by an increment

NPN
collector sinker

Substrate

BOX

Silicide

DTI

STI STISTI
P-baseN-epi

Buried n+ layer

Fig. 6.32 Schematic of a varactor formed between base and collector in an SOI BiCMOS
technology [73]
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dE =
qND

ε0εSi
(x)dx = G′

(
x
x0

)m

dx. (6.61)

The capacitance–voltage relation is obtained by solving Poisson’s equation

d2V
dx2 = −G′

(
x
x0

)m

. (6.62)

Integrating Poisson’s equation with appropriate boundary conditions gives the de-
pendence of depletion layer width as a function of reverse voltage as [75, 76]

xdn ∝V 1/(m+2)
R . (6.63)

Thus, the capacitance can be expressed as

Cj =
ε0εSi

xdn
∝V−1/(m+2)

R . (6.64)

For a one-sided abrupt junction, m = 0 and, from (6.59) n = 1/2. For a linearly-
graded junction m = 1 and n = 1/3 (Fig. 6.33). The capacitance-voltage character-
istic of a one-sided p+n step-junction is shown in Fig. 6.34.

A junction is said to be hyperabrupt if n > 1/2, in which case m must be negative
[75,77]. In a special case where m =−3/2 and n = 2 the capacitance is proportional
to V−2

R . When such a capacitor is used with an inductor L in a resonant circuit, the
resonant frequency varies linearly with applied reverse voltage Va. For Va �Vb

ω =
1

√
LCj

∝
1

√
V−2

a
∝Va. (6.65)

By choosing different values of m, one can obtain a wide variety of Cj versus Va
characteristics for specific applications.

One-sided abrupt, m = 0

Hyperabrupt, m = 3/2

Linearly-graded, m = 1

x0

|ND–NA|

x

Fig. 6.33 Illustration of impurity profiles in the n-region of a p+n junction with varying values of
the exponent in (6.60)
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The most important varactor parameters are the capacitance per unit area, capac-
itance sensitivity, tuning range, quality factor, low-frequency noise, and breakdown
voltage. The sensitivity is defined as [75, 76]

s = −dC
C

V
dV

=
−d(logC)
d(logV )

=
1

m+2
. (6.66)

For an abrupt junction, s = 1/2, and for a linearly-graded junction, s = 1/3. The
highest variation with biasing voltage is for a hyperabrupt junction with m = −3/2
and s = 2.

The tuning range is determined largely by the ratio of the maximum to the min-
imum varactor capacitances in the voltage range of operation and is reduced by
parasitics. It is expressed as

Cratio =
Cmax

Cmin
=

Cint−max +Cpar

Cint−min +Cpar
, (6.67)

where Cint is the varactor intrinsic variable capacitance and Cpar the parasitic capac-
itance assumed for simplicity to be voltage independent. The parasitic capacitance
of the varactor deteriorates the tuning range and hence the frequency tuning range
of, e.g, the VCO.

The quality factor Q is a measure of energy stored in the circuit element to energy
lost by, for example, Eddy currents in the substrate. It is defined as

Q = ω
Energy stored

Power lost
= 2π

Energy stored
Energy lost per cycle

, (6.68)

where ω is the angular frequency. A simplified equivalent circuit of a varactor is
shown in Fig. 6.35, where RS is the series resistance and RP the parallel equivalent
resistance all junction leakage-current components.
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Fig. 6.35 Equivalent circuit of a varactor. RS is the series resistance and RP the parallel equivalent
resistance of all junction leakage components
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Fig. 6.36 Cross-section and equivalent circuit of an enhancement-mode varactor

The maximum varactor quality factor is defined as [78]

Qmax ≈
(

RP

4RS

)1/2

. (6.69)

Qmax increases as the junction leakage decreases and the series resistance increases.
A Schottky diode would have an almost perfect one-sided abrupt junction, but typi-
cal Schottky diodes exhibit high reverse leakage that increases rapidly with increas-
ing reverse voltage, thus reducing the quality factor.

MOS Varactor

An MOS varactor can be formed between the gate and well in a standard CMOS
process. Figure 6.36 illustrates a varactor formed on the n-well of an accumulation-
mode PMOS, operating in the accumulation and depletion regions of the CV char-
acteristic (Chap. 4) [79–81]. The choice of an n-well rather than a p-well is made
because of the ease of isolation in bulk CMOS and the higher electron mobility. For
an applied gate voltage with respect to n-well far above flatband, the surface is in
strong accumulation. As the gate voltage decreases and becomes negative, the ca-
pacitance decreases from a maximum value Cox to a minimum value Cmin (Chap. 4).
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Fig. 6.37 CV plot obtained on a varactor formed by an array of structures similar to that of Fig. 6.36

Figure 6.37 shows a measured CV plot at 2.5 GHz on a varactor formed by MOS
structures similar to that in Fig. 6.36, arranged in an array of 14 gates of 1.95μm
effective channel length and 15.85μm effective channel width [79].

The quality factor of the polysilicon-oxide-well varactor can be increased by
reducing the gate length and hence the series resistance from the n+-regions to the
region under the gate. The tuning range, however, decreases due to the increasing
fraction of parasitic gate overlap and fringe capacitances [80].

The two-terminal structure in Fig. 6.36 can be extended to a three-terminal var-
actor by placing a p+-junction in the same n-well in direct contact with the region
under the gate as in a PMOS, allowing a wider varactor tuning range [81]. The
p+- and n+-regions can be separated from each other by a silicide-block film, as
shown in Fig. 6.38. A varactor of the desired capacitance can be formed by an array
of structures shown in Fig. 6.38 [81].

The MOS capacitance reaches its maximum value in strong accumulation (gate
positive). As the voltage on the gate is reduced and changes polarity, the MOS capac-
itance decreases and reaches its minimum value Cmin when VG ≈VT . In the absence
of a p+-region or with the p+-region floating, Cmin can only be established with an
adequate supply of electron-hole pairs, for example, by thermal generation. Other-
wise, the structure goes into deep depletion as the gate voltage is decreased below
VT (Chap. 4). With the p+-region floating, however, the capacitance in deep deple-
tion is undetermined and increases with time as more inversion holes are supplied.
By applying a negative bias on the p+-region, generated holes are swept-away from
under the gate and the structure remains at a fixed surface potential in deep deple-
tion. Thus, the MOS capacitance is lower than Cmin, increasing the tuning range. A
varactor of this type constructed in a 0.35μm technology yields a tuning range of
3:1 with the p+-region floating, while it increases to 5:1 with the p+-region at −3V.
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Fig. 6.38 Three-terminal accumulation-mode PMOS varactor (Adapted from [81])

A three-terminal varactor that combines pn junction and MOS variable capaci-
tances to achieve a high Q-factor is also demonstrated in [82,83]. A Q-factor of 108
at 2.5 GHz on a varactor of 723 fF total capacitance has been reported in [83].

The accumulation mode n-well varactor is found to exhibit considerably higher
low-frequency noise than pn junction varactors. The MOS noise is found to strongly
depend on bias conditions [84].

6.3 Matching

Identically designed devices that are processed and biased under the same conditions
are expected to have identical electrical parameters. In reality, however, there are
fluctuations in device dimensions and impurity concentrations that cause global and
local variability in parameters. Global variation accounts for the total variation in
the value of a parameter across a die, a wafer, a batch, or from batch to batch.
Local variation is a microscopic effect that causes mismatch in parameters between
adjacent devices on the same die [85, 86]. Since analog circuits are more sensitive
to differences and ratios of parameters rather than their absolute values, parametric
mismatch fluctuations between adjacent, identically designed and biased devices is
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critical for precision analog and mixed-signal applications. It is also important to
digital designs. For any electrical parameter P, the mismatch between two adjacent
devices 1 and 2 is the difference ΔP = P2−P1, with P1 and P2, respectively, the
parameter values for devices 1 and 2. The differences are assumed to be random
and have a normal distribution with zero mean and variance σ2

ΔP.

6.3.1 MOSFET Mismatch

In Chap. 5, the MOSFET current-voltage relationship was given in the linear
region as

ID = β
(

VG −VT − VD

2

)
VD A, (6.70)

and in the saturation region as

ID =
β
2

(VG −VT )2 A, (6.71)

where VT is the threshold voltage, VG the gate to source voltage, VD the drain to
source voltage and β the so-called current factor defined as

β = μeff Cox
Weff

Leff
= μeff

ε0εox

teq

Weff

Leff
. (6.72)

6.3.1.1 Inverse-Area Law

The main sources of mismatch in MOSFET drain current at a fixed gate voltage or
in gate voltage at a fixed drain current are the differences in VT and β between the
two structures [86–90]. These random differences have a normal distribution with
zero mean and variance that depends on gate area, Weff Leff , and distance d between
the centers of identical structures as [87]:

σ2
ΔV T =

A2
V T

W effLeff

+S2
V T d2, (6.73)

σ2
Δβ

β 2 =
A2
β

W effLeff

+S2
βd2, (6.74)

where AV T , Aβ , SV T , and Sβ are technology-dependent factors and the bars in the
denominators mean average values. Equations (6.73) and (6.74) are sometimes re-
ferred to as the Pelgrom laws [87]. For closely-spaced structures of area less than
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100μm2, where the separation between devices is of the same order as the device
dimensions, the second terms in the above equations can be ignored [86–88]. AV T
is expressed in the convenient unit of mV · μm and found to decrease with tech-
nology generation from 30-35 mV μm in a 2.5μm technology to ∼5mV μm in a
0.18μm technology [88]. Similarly, Aβ is best expressed in % ·μm. It is also found
to decrease from 2.3–3.2% μm to ∼1% μm in the same technology range [88].

The inverse area dependence of AV T and Aβ can be explained by considering
the different terms that affect the variability [86]. Consider, for example, the NMOS
threshold defined as (Chap. 5):

VT = −Qbmax

Cox
− Qeff

Cox
+φms +ψs V, (6.75)

where ψs is the surface potential at onset of strong inversion given as

ψs = 2φb = 2
kT
q

ln
NA

ni
V, (6.76)

and the bulk charge Qbmax defined as

Qbmax =
√

2ε0εSiqNAψs

Cox
+

qφI

Cox
C/cm2. (6.77)

The last term in (6.77) allows for an additional threshold adjust implant dose φI
which is assumed to have a delta function profile at the surface. The variance in VT
is determined from the variance in the individual terms on the right-side of (6.75).
Since the workfunction difference φms = φm−φb and surface potentialψs have a log-
arithmic dependence on dopant concentrations, they do not contribute appreciably
to mismatch and can be approximated as constants. The gate oxide thickness and di-
electric constant are typically well-controlled, so Cox can also be assumed constant.
This assumption may not, however, apply to high-K and composite dielectrics for
which no adequate data is available. The variance in VT is thus mainly related to that
of the effective oxide charge Qeff and integrated bulk dopant concentration Qbmax.
Under the assumption that Qeff follows a Poisson distribution [91, 92], its variance
can be approximated as inversely proportional to gate area

σ2
Qeff =

qQeff

W̄eff L̄eff
. (6.78)

There is also a fluctuation in the total dopant concentration due to the random
placement of impurity atoms [93–95]. This causes a variance in the mismatch of
Qbmax and hence in VT . Assuming a channel-length independent gate-controlled
depletion width xdmax, and that the dopant ions follow a Poisson distribution, the
variance in Qbmax due to dopant fluctuations an be expressed as [86]

σ2
Qbmax =

Q2
bmax

4W̄effL̄effxd maxN̄eff
∝

Q2
bmax

W̄effL̄eff
. (6.79)
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The variance in (6.79) becomes more significant as the channel dimensions are
reduced and the number of dopant atoms contained in the channel depletion layer
decreases [93–98]. Dopant fluctuation can be considerably reduced by forming a
nearly intrinsic channel, such as with thin-film SOI, FinFETs, or with a super-steep
well profile that confines the channel to a thin, lightly doped region (Chap. 5).

A similar analysis is made for σΔβ by considering that the local variability of tox
is typically negligible and, for long and wide channels σΔβ is essentially dependent
on the variability of effective mobility.

Another cause of VT mismatch is believed to be related to the polysilicon grain-
size distribution and the difference in dopant diffusivity between grain and grain-
boundary (Fig. 6.39) [99]. Immediately after implanting the gate, source and drain,
dopants are distributed within the top part of the polysilicon gate, as illustrated
schematically in Fig. 6.39a (possible channeling along grain boundaries is disre-
garded). During the initial stages of anneal, diffusion proceeds rapidly along the
grain boundaries (Fig. 6.39b) [99–108]. Upon further annealing, crystallites become
almost uniformly doped, however, leaving randomly distributed lightly-doped re-
gions close to the oxide interface (Fig. 6.39c). It is those regions where polysilicon
depletion is more pronounced, resulting in a local increase in VT and in σΔV T .

A similar mechanism is observed for arsenic and phosphorus doped polysili-
con [99, 100]. It is found that σΔV T induced by polysilicon grain-size distribution
will only follow an inverse channel area relationship when the channel dimen-
sions are large compared to the polysilicon grain size, which is in the range of
0.2–0.3μm [99]. When the grains are sufficiently wide to cover the whole chan-
nel area, the effect of rapid diffusion along grain boundaries disappears and, if the
thermal budget is insufficient to fully dope the grain, a large fraction of the polysili-
con gate remains lightly doped resulting in higher VT . Thermal treatment at a higher
thermal budget, however, increases the probability for boron penetration into silicon
from highly-doped polysilicon, locally reducing VT in PMOS (Fig. 6.39d). Boron
penetration is assumed to be a microscopic random effect and to result in additional
fluctuations in VT , hence an increase in σΔV T [100].

dc

ba

Lightly doped
grain 

Grain
boundary

Boron
diffusion

Fig. 6.39 Schematic illustration of diffusion along grain boundaries and within grains. a Directly
after implant; b Fast diffusion along grain boundary; c Islands of lightly doped grains; d Local
boron penetration (Adapted from [99])
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6.3.1.2 Validity of the Inverse Area Law

Although the dependence of VT mismatch on inverse gate area is reported to be
valid down to 180 nm dimensions [88], and even to structures of dimensions as
small as Weff/Leff = 1μm/50nm [109], the mismatch does not always follow the
Pelgrom-Lakshmikumar law. This is because several mechanisms that were not
taken into account when developing (6.73) and (6.74) become significant when
channel dimensions are reduced. Among them are the dependence of VT and ID
on channel dimensions due to short- and narrow-channel effects and their inverse,
line-edge roughness, enhanced fluctuation in dopant number, Fermi-level pinning
at the polysilicon grain boundaries, voltage drops across source and drain series
resistances, field-dependent mobility, and body-factor mismatch.

As discussed in Chap. 5, line edge roughness, LER, is a local fluctuation of up
to 5 nm in line width caused by the granularity in photoresist and variations in the
photon or electron beams [110–112]. LER causes a random variation of MOSFET
gate length along the gate width direction, resulting in additional variance in the
mismatch of threshold voltage, drive current, and off-state leakage. As channel di-
mensions are reduced below approximately 100 nm, the sensitivity of VT , ID and
Ioff to LER increases. Thus, the amount of LER that can be tolerated shrinks with
every technology generation [113–116]. The maximum LER that can be tolerated is
specified as 3 nm for the range 34-nm to 50-nm MOSFETs [114, 115].

For small-size MOSFETs, the depletion depth xd in (6.79) can no longer be as-
sumed uniform but is a function of Leff , Weff and VD (Chap. 5). Fluctuations in chan-
nel length and width are thus found to add new terms to the variance of VT [117].
The total charge within xd that is controlled by the gate is found to depend on Leff
and Weff approximately as [117].

Q2
bmax

Q2
bmax(0)

≈ 1− k1

Leff

+
k2

Weff

, (6.80)

where Qbmax(0) is the depletion charge density in long and wide channels and k1, k2
are process and geometry dependent constants. The signs on the right side of (6.80)
are related to short- and narrow-channel effects whereby the total depletion charge
controlled by the gate decreases as the channel length is reduced, but increases as the
channel width is reduced. For inverse short- and narrow-channel effects, the signs
must be interchanged. By substituting (6.79) in (6.78) and retaining the first-order
term of a Taylor expansion, the variance in the average Leff and Weff is found to add
two terms to the variance in VT mismatch in small-size MOSFETs [117].

σ2
ΔV T ≈ A2

1ΔVT

WeffLeff

+
A2

2ΔVT

WeffL
2
eff

− A2
3ΔVT

W2
effLeff

, (6.81)

where Ai in the numerators denote process and geometry-dependent constants. The
signs in the last two terms in (6.80) must again be interchanged for inverse short-
and narrow-channel effects.

Several mismatch models have been suggested with varying degrees of complex-
ity [118–122]. In [118], it is assumed that the MOSFET mismatch is caused by four
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parameters that affect the ratio Δ ID/ID: the threshold-voltage mismatch ΔVT , the
current factor mismatch Δβ , the source-drain resistance mismatch ΔRSD, and the
body factor mismatch Δσ . The current factor β is defined in (6.72). σ is a factor
that reflects the effect of body-bias on ID. LER is taken into account in the calcu-
lation of ΔVT and Δ ID. It is concluded that in cross-coupled MOSFETs, σ(ΔVT )
varies as (Weff Leff )−3/4 and σΔβ varies as (Weff Leff )−1/2.

In a suggested model by [119, 120], variations in process parameters such as
flatband voltage VFB, equivalent oxide thickness teq, effective surface mobility μeff ,
channel dopant number N, and extrinsic source-drain resistances RSD, are taken into
account in addition to variations in channel size dimensions. Correlations, for ex-
ample, between VT and β through tox are also considered. The model analyzes the
contributions to mismatch of individual process parameters and allows the identifi-
cation of the most significant contributors [119].

The local variance in channel length is found to depend on the channel width as

σ2
L ∝

1

Weff

, (6.82)

implying that as the channel width increases, line edge roughness “averages out”
and the mismatch in Leff decreases [120].

Similarly, the local variance of channel width is found to depend on length as.

σ2
W ∝

1

Leff

. (6.83)

For small-size MOSFETs, the simple equations (6.82) and (6.83) do not neces-
sarily apply. The local variance of source-drain resistance, channel dopant number,
mobility, and oxide thickness are, however, found to depend on the inverse of chan-
nel area [120].

6.3.1.3 Other Mechanisms Affecting Mismatch

In addition to dopant non-uniformities created in silicon and in polysilicon by the
polysilicon granularity, the grain boundaries are believed to represent surfaces of
high interface-state density that cause Fermi-level pinning at different crystallite
orientations with respect to the silicon surface (Chap. 5) [123]. Simulations sug-
gest that Fermi-level pinning causes a variance in ΔVT that increases as the gate-
dielectric thickness is reduced. The variance can be comparable to that caused by
dopant non-uniformities [123].

Another mechanism affecting mismatch is related to metal upper-level metal cov-
erage of MOSFETs that can result in incomplete passivation of interface states [124].
This is demonstrated on a specially designed test structure to measure mismatch, in
which only one of the transistors of a matched pair is covered by first or second
metal. Figure 6.40 illustrates the impact of metal coverage on mismatch in current
which is defined as
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Fig. 6.40 Mismatch of a transistor pair with W/L = 10/10. Dashed line: Both transistors not cov-
ered with metal; Solid line: Left transistor covered with metal-1; Dashed-dot line: Left transistor
covered with metal-2; body at 0 V (Adapted from [124])
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A large mismatch in drain current is observed when, for example, the left transis-
tor is covered with metal and the right transistor is left uncovered. The mismatch is
attributed to incomplete annealing of interface states when a metal cover is present,
and to result from a combination of VT -mismatch and β -mismatch. Independent
measurements show that the covered transistor exhibits higher VT and smaller β
than the transistor without metal coverage. Also, the mismatch is higher when the
transistor is covered with first-level metal than with second-level metal. This is at-
tributed to the difference in efficiency of annealing interface states. A smaller mis-
match is observed when both transistors are symmetrically covered with metal. The
mismatch can be considerably reduced by an additional anneal, if compatible with
the structure, that is believed to passivate a larger fraction of interface states.

The results in [124] are obtained for zero bias between plate and transistor.
During operation, however, there may be a potential difference between plate and
transistor causing shifts in VT and β , resulting in an additional mismatch between the
two transistors even when the plates are symmetrically arranged. The shift can be ac-
celerated by the elevated operating temperature, typically in the range 65 ◦C-125◦C.

6.3.1.4 Extraction of VT Mismatch

The algorithm used to extract threshold voltage mismatch is another important factor
to consider. The maximum-slope linear extrapolation method described in Chap. 5
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can be ambiguous since the position and magnitude of transconductance peak de-
pends on several factors, including mobility and source-drain resistance [125]. The
fixed current per channel-square method is more precise, provided the fixed current
is defined near the onset of strong inversion. The threshold voltage is then the gate
voltage where the drain current reaches the value (Chap. 5)

ID0 =
Weff

Leff
Ix A, (6.85)

where Ix, the drain current per channel square, ranges from 80–400 nA for NMOS,
40–200 nA for PMOS, depending on technology.

6.3.2 Bipolar Transistor Mismatch

The mechanisms for bipolar transistor mismatch fluctuations are similar to the local
microscopic effects discussed for MOSFETs. In Chap. 3, the collector current of an
NPN transistor was given at low-level injection and negligible multiplication as

IC =
qAE

(kT/q)
∫WB

0 (NA(x)dx)/(μn(x) . n2
i (x))

(eqVBE/kT −1) A, (6.86)

where AE is the area of the emitter of width WE and length LE , NA(x), μn(x), and
ni(x) are, respectively, the position-dependent base dopant concentration, electron
mobility and intrinsic carrier concentration in the base, WB is the base width, and
VBE the base-emitter forward voltage. A similar relation applies to a PNP transistor.
The exact low-level injection biasing conditions vary with emitter area and transistor
geometry and profiles, but VBE typically ranges from 0.6 to 0.8 V. Disregarding the
effects of emitter, base, and collector resistances, the collector-current ratio of two
identically biased transistors is

IC1

IC2
=

ISC1

ISC2
=

AE1

AE2

∫WB2
0 (NA(x))/(μn(x).n2

i (x))dx
∫WB1

0 (NA(x))/(μn(x).n2
i (x))dx

, (6.87)

where ISC1, ISC2 are, respectively, the collector saturation currents for transistors 1
and 2. Ideally, for identically designed transistors the ratio in (6.87) should be 1.
There are, however, variances in several process parameters that cause a mismatch
between the two transistors. Among them are: the variance in emitter size, in
intrinsic-base dopant profile, and in base width. The base dopant profile and base-
width can be monitored by measuring the base pinch resistance, that is, the resis-
tance of the active base [126]. In silicon-germanium (SiGe) transistors there are
additional variances in the Ge profile and the Ge concentrations at the emitter and
collector depletion boundaries that strongly impact transistor gain and Early voltage.

For a forward voltage in the range 0.6–0.8 V, the NPN base current can be as-
sumed to consist predominantly of injected holes into the emitter. This assumption
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is only valid for conditions where recombination-generation and impact ionization
contributions to base current are negligible. The ratio of base currents is then

IB1

IB2
=

ISB1

ISB2
, (6.88)

where ISB1, ISB2 are the base saturation currents of transistor 1 and 2. The mecha-
nisms that contribute to ISB are, however, complicated by the presence of an interface
oxide that can be contiguous or “broken” and variations in the emitter-polysilicon
morphology that can affect both the emitter junction depth and profile, representing
other sources of fluctuation.

The collector and base currents are correlated through the emitter area since they
both depend on AE . The fluctuation in their mismatch depends on emitter area AE
and distance d between transistor centers as [86, 87, 127, 128]

σ2
ΔIC

I2
C

=
b2

1C

W ELE
+b2

2Cd2, (6.89)

σ2
ΔIB

I2
B

=
b2

1B

W ELE
+b2

2Bd2, (6.90)

where bi are process and device dependent factors. When defining the variance in
current gain β = IC/IB, however, the correlation between IC and IB through AE must
be considered [86, 87, 129]. The variance in β is then expressed as

σ2
Δβ

β 2 =
σ2
ΔIC

I 2
C

+
σ2
ΔIB

I 2
B

− r
σΔIC

IC

σΔIB

IB
, (6.91)

where r is the correlation coefficient between the mismatches in IC and IB. The
smaller the r, the less the variance in device parameters depends on emitter size
fluctuations.

A plot of mismatch versus emitter current shows a larger variance at very low
currents where leakage components and variability in barrier heights are signifi-
cant. The variability in mismatch of IC and IB also increases at high emitter current
densities, typically >100μA/μm2 because of the variability in emitter, base, and
collector series resistance across which voltage drops become significant [130]. Be-
tween the two extreme regions, mismatch variability is almost constant over several
orders of magnitude of the active operating region.

6.3.3 Resistor Mismatch

Mismatch between resistor pairs is caused by variability in sheet resistance, resistor
width and length, and end resistance, including contact and edge resistance. The
resistance can be expressed as [131]
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R ≈ RS
(LD +ΔL)
(WD +ΔW )

+
2Rend

(WD +ΔW )
+2RC, (6.92)

where RS is the sheet resistance of the resistor body, LD, WD, respectively, the drawn
resistor length and width, ΔL, and ΔW the difference between drawn and effective
length and width, and Rend the end resistance. For typical resistors, the end resis-
tance is dominated by the spreading resistance at the edge, that is, the transition
from silicide to silicon, so that (6.92) can be approximated by adding a δL term to
the resistor length as

R ≈ RS
(LD +ΔL+δL)

(WD +ΔW )
= RS

Leff

Weff
. (6.93)

As for a transistor, the variance of resistor mismatch is the sum of local micro-
scopic variability and global systematic variability and can be expressed for wide
resistors as [86–89]

σ2
ΔR

R̄2 =
A2
ΔR

WeffLeff
+S2

ΔRd2, (6.94)

where AΔR and SΔR are process-related constants and d is the distance between the
resistor centers. For closely spaced resistors, the second term in (6.94) becomes
negligible. Figure 6.41 shows matching results obtained on a phosphorous-doped
polysilicon resistor-pair of 1.1 kOhm/Square sheet resistance, measured at room
temperature at three operating points: constant voltage across resistor and constant
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Fig. 6.41 Mismatch variance of a 1.1 kOhm/Square polysilicon resistor as a function of inverse
resistor area obtained for three operating points (Adapted from [132])
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current per unit width [132]. Matching is found to be independent of operating point
in this range. A considerably lower mismatch variance (<0.1%) is found for thin-
film resistors (T FR) than for polysilicon resistors [133].

6.3.4 Capacitor Mismatch

The mismatch of integrated capacitor pairs can be approximated by [134]

σ2
ΔC

C2 ≈ A2
ΔC

WeffLeff
+
σ2

W

W 2
eff

+
σ2

L

L2
eff

, (6.95)

where, for an oxide dielectric, AΔC is estimated as 1 nm but can be larger for other di-
electrics due to the larger variability in thickness and dielectric constant. σW and σL
represent, respectively, the line-edge variations due to roughness caused lithography
and etch and have typically the same values. A curve-fit to measured data is shown in
Fig. 6.42. While the mismatch variance of square-shaped capacitors, where the last
two terms in (6.95) have an equal effect on area, follows the first-order 1/

√
WL-law,

an appreciable departure is observed on capacitors with different W and L [134].
Direct measurement of small capacitances can be time-consuming and increas-

ingly inaccurate as the dimensions are reduced. A simple, accurate and fast method
to measure small capacitances using the principle of capacitance voltage-division
was developed in [135–137], and then later refined to measure the mismatch be-
tween capacitor pairs [138–140]. The basic principles of the method are described
in Figs. 6.43 and 6.44.
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Fig. 6.43 The floating gate capacitance measurement method (Adapted from [137, 139]). Cpar is
the parasitic capacitance
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Fig. 6.44 Example of output characteristics of the floating-gate capacitance measurement method
and definition of the slope S (Adapted from [137])
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The capacitor C1 to be measured is connected in series with a reference-capacitor
of known value C2 and their common node connected to a floating gate of a
“sense-MOSFET ” operating in a source-follower configuration. The MOSFET drain
and the second plate of the reference capacitor are grounded. A voltage VIN is ap-
plied to the second plate of the capacitor to be measured. A constant current ID
is forced through the MOSFET, establishing a fixed gate to source potential that
depends on the current amplitude. The voltage on the floating node depends on
the capacitance ratio of the two capacitors. In the source-follower configuration, a
change in VIN induces the same change in source potential so that, when parasitic
capacitances can be neglected, a plot of VOUT versus VIN yields a straight-line of
slope (Fig. 6.44)

S =
C1

C1 +C2
, (6.96)

from which the unknown capacitance can be extracted as

C1 = C2
S

1−S
. (6.97a)

The floating-gate method was applied to the measurement of matching by deter-
mining the difference between two identically designed capacitors instead of the
ratio between a known and an unknown capacitor [138, 139]. The relative capacitor
mismatch is

ΔC
C

=
C1 −C2

C
, (6.97b)

where
C =

C1 +C2

2
. (6.98)

The capacitor mismatch can then be extracted from the slope S as

ΔC
C

= 4(S−0.5). (6.99)

When the capacitor mismatch drops below about 0.05%, the impact of the par-
asitic capacitance Cpar on accuracy becomes noticeable. To improve the measure-
ment accuracy, a double-slope measurement is implemented in which the slope is
measured twice: first with C1 connected to VIN (C2 at ground), resulting in a slope
S1, and then with C2 connected to VIN and C1 to ground giving a slope S2 [4.139].
Assuming that the parasitic capacitance Cpar is the same for both configurations,

S1 =
C1

C1 +C2 +Cpar
, (6.100)

and
S2 =

C2

C1 +C2 +Cpar
. (6.101)
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The mismatch is then

ΔC
C

= 2
S1 −S2

S1 +S2
= 2

C1 −C2

C1 +C2
, (6.102)

which is independent of Cpar. A more sophisticated differential floating-gate mis-
match measurement technique which is believed to further improve the resolution is
detailed in [140].

6.4 Noise

Noise in electronic circuits is defined as the random fluctuation in signal current or
voltage (Fig. 6.45). It is the main limitation of the accuracy of a measuring device
and ultimately sets a lower limit on signals that can be detected and processed [141,
142]. The average value of current noise in obtained by integrating over sufficient
time is zero and therefore not useful for noise analysis. Instead, the mean square of
noise current i2n or voltage v2

n is used to describe the noise power. The noise power
is found to vary with frequency, particularly in the low and very high frequency
ranges. A measure of how it is distributed over frequency is the power spectral
density defined as

Si =
i2n
Δ f

A2/Hz, (6.103a)

or

Sv =
v2

n

Δ f
V2/Hz, (6.103b)

where Δ f is the bandwidth, that is, the frequency range over which noise is
measured.

I (
t)

Time, t

I (t) = I + in (t)

I

Fig. 6.45 Illustration of current noise, in(t), superimposed on an average signal current Ī
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6.4.1 Classification of Noise

Noise sources are classified as thermal noise, shot noise, generation-recombination
noise, and flicker noise also known as 1/f noise.

6.4.1.1 Thermal Noise

Thermal noise, also called Nyquist or Johnson noise, is due to the random motion
of carriers in a conductive medium of resistance R. The average thermal carrier
velocity at a temperature T is (Chap. 1)

vth =

√
3kT
m∗ ≈ 107cm/s at 300 K, (6.104)

where m∗ is the carrier effective mass and k = 8.62 × 10−5 eV/K = 1.38 ×
10−23 J/K. In the absence of an electric field, on the average, the centroid of
carriers does not move in a specific direction. In short periods of time, however,
more carriers can move in one direction than the other, causing the noise. When
a low to medium electric field is applied, a current is induced by drifting carriers
along the field but the drift velocity is much smaller than the thermal velocity.
Thus, thermal noise is unaffected by the presence or absence of direct current and
is directly proportional to temperature [141]

Si =
i2n
Δ f

=
4kT

R
A2/Hz, (6.105a)

or

SV =
v2

n

Δ f
= 4kT R V2/Hz. (6.105b)

For example, the thermal noise spectral density measured in a resistor of R =
1KOhm at 300 K is √

v2
n =

√
SVΔ f =

4nV√
Hz

From (6.105a) and (6.105b), it is concluded that the thermal-noise spectral-
density is independent of frequency and hence often called white noise. This is
found to be the case up to a frequency of 1013 Hz [141]. The noise level is some-
times specified by a temperature equivalent as

TN =
v2

n

4kRΔ f
, (6.106)

or a resistance-equivalent

RN =
v2

n

4kT0Δ f
, (6.107)
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where T0 = 290K is the standard noise temperature. If only thermal noise is present
then TN and RN are the actual temperature and resistance extracted from (6.105).
Otherwise, they can be higher.

6.4.1.2 Shot Noise

Shot noise is a random event related to energy of individual carriers that are trans-
ported over a barrier and is present in diodes, MOSFETs and bipolar transistors.
In contrast to thermal noise, shot noise is always associated with direct current and
depends on the carrier energy and velocity directed toward the barrier. Thus, the cur-
rent I that appears to be at a steady level actually consists of random current pulses.
The fluctuation in I is called shot noise of spectral power density

i2

Δ f
= 2qĪ A2/Hz, (6.108)

where I is the average current. For a pn junction, (6.108) holds as long as the fre-
quency f is lower than 1/τ where τ is the carrier transit time through the depletion
region. Since typically τ < 10ps, the shot noise remains frequency-independent
(white spectrum) up to frequencies in the higher GHz range [141, 142].

6.4.1.3 Generation-Recombination Noise

The Shockley-Read-Hall (SRH) generation-recombination process was described
in Chap. 1. It was found to be associated with localized electronic states, called
“traps,” with energies in the forbidden gap either at the surface or in the bulk. The
traps can randomly capture or emit carriers. Trapping and detrapping charge can
cause fluctuations in current (or voltage) as a result of fluctuation in the number of
carriers and their mobility. Consider, for example, the inversion layer of an NMOS
and assume for simplicity that the drain voltage is very small and the MOSFET
operates in the linear mode. The average inversion resistance per unit channel width
is (Chap. 5):

R̄ =
L

qNμ
Ohm/square, (6.109)

where N is the number of electrons per unit area and μ is the individual carrier
mobility. A small drain field E across the resistor produces an average current

Ī = qNμ E A/cm. (6.110)

Both the number of carriers and the carrier mobility can fluctuate as [142]

N(t) = N̄ ±ΔN(t), (6.111a)
μ(t) = μ̄±Δμ(t). (6.111b)
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The generation-recombination (GR) noise is discussed in terms of number fluc-
tuations and mobility fluctuations. Trapping and detrapping of carriers can cause
fluctuations in the number of an ensemble of carriers by modifying the threshold
voltage, and fluctuations in carrier mobility by modifying the vertical field [143].
Thus, the fluctuations in number of carriers and their mobility are correlated [144].
A similar reasoning applies to JFETs, bipolar transistors and passive devices.

6.4.1.4 Random-Telegraph Signal Noise

Random telegraph signal (RT S) noise, also known as “popcorn” or “burst” noise
is a special case of generation-recombination noise, observed at low frequencies
[142–150]. In MOSFETs of small channel dimensions, only a few traps are present.
Individual events of trapping and detrapping of carriers can then be observed to
cause the current to switch randomly between two levels, spending an average time
τh in the high state and τl in the low state [151]. This results in a waveform similar
to that of a random telegraph signal, displayed as a function of time in Fig. 6.46b.

When multiple interface trap-levels are “active,” the RT S exhibits more than two
current levels. A single such random-telegraph-signal has a frequency-dependent
Lorentzian-shaped power spectral density as shown in Fig. 6.47 [141,142,148,150,
152, 153]

Si =
i2

Δ f
≈ A

Iγ

1+( f / fc)2 A2/Hz, (6.112)

where A is a frequency-independent process constant, γ = 0.5–2, and

fc =
1

2π

(
1
τh

+
1
τl

)
Hz. (6.113)
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Fig. 6.46 Schematic representation of a electron trapping and detrapping, b RTS-like noise in
NMOS drain current (Adapted from [142])



426 6 Analog Devices and Passive Components

10–21

10–20

10–19

10–18

101
10–22

102 103 104100

1/f2

S
i (

A
2 /

H
z)

Frequency, f (Hz)

fc

Fig. 6.47 Lorentzian-shaped power spectral density for RTS-like noise in Fig. 6.46 [141]

Log f

Lo
g 

(i2 /
Δf

)

(White noise)
Δf

Corner
frequency

(Flicker, 1/f noise)

i 2

Total noise

1/f

W

Δf
i 2F

Fig. 6.48 Schematic representation of flicker noise spectral density versus frequency

6.4.1.5 Flicker or 1/f Noise

Flicker noise is a low-frequency noise that is known to result from carrier trapping
and detrapping by electronic states within the forbidden gap in the semiconductor
bulk and at the surface. The flicker-noise spectral density follows a 1/ f α -law where
α ≈ 1 (Fig. 6.48).

Flicker noise is always associated with direct current and has a spectral density
of 1/ f noise of a general form [153, 154]
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i2

Δ f
= K1

Ia

f b A2/Hz, (6.114)

where a is a constant ranging form 0.5–2, b ≈ 1, and K1 is a process-dependent
parameter.

The information gained from RT S-like noise is very valuable to modeling the
flicker noise [144]. It is now believed that the 1/ f characteristic of low-frequency
noise is the result of superposition of multiple “Lorentzians” of the type shown in
Fig. 6.47 with distributed time-constants [142, 149], as illustrated in Fig. 6.49 for
the superposition of 4 “Lorentzians” of different time-constants. Figures 6.50–6.52
are examples of measured flicker-noise on a polysilicon resistor [155], a MOSFET
[149], and a bipolar transistor [156].

The value K1 in (6.114) typically varies from one device to another and across
one wafer. This is because the flicker noise strongly depends on the trap density,
in particular the surface state density. Therefore, to reduce the flicker noise, it is
important to minimize the interface trap density and contamination.

6.5 Problems

The temperature is 300 K unless otherwise stated.

1. The concentration in a double-gated JFET channel is uniform at 2× 1016 cm−3.
Assume one-sided abrupt junctions and calculate the distance between the gate met-
allurgical junctions that will yield a threshold voltage |VT| = 1.4V.

2. The channel doping profile of a double-gated JFET can be approximated by two
half-Gaussian distributions as shown in the figure below. Assume one-sided abrupt
gate junctions. Calculate the pinch-off voltage.

3. For a channel length Leff = 5μm in problem 1, calculate the channel resistance
for VG = VS = 0V and VD at onset of pinch-off.

4. The lateral channel profile in an asymmetrical NMOS of effective channel length
Leff = 0.1μm can be approximated by a superposition of a Gaussian boron distri-
bution and a uniform boron concentration of 1017 cm−3. The Gaussian profile peaks
at 1018 cm−3 at the source and drops to 1017 cm−3 in the middle of the channel. As-
sume a one-sided abrupt source-channel junction and plot the built-in field in the
channel as a function of distance from the source.

5. Estimate the amount of decoupling capacitance required to keep the voltage noise
of a switching circuit to less than 5% of the power supply voltage VDD. Assume
100 W circuit power dissipation, a clock-frequency of 1 GHz, and VDD = 1.4V.
What is the required capacitance per unit area to fit the decoupling capacitor within
an area of 2cm2?



430 6 Analog Devices and Passive Components

0.25 0.30 0.35 0.40 0.45 0.500.20.150.10.050

6.0x1015

8.0x1015

1.0x1016

1.2x1016

1.4x1016

1.6x1016

4.0x1015

Distance between gate metallurgical junctions (μm)

C
ha

nn
el

 c
on

ce
nt

ra
tio

n 
(c

m
–3

)

6. The figure below is a schematic of a precision analog capacitor with SiO2 as
a dielectric, designed in a cross-coupled arrangement. Show that this arrangement
reduces the voltage coefficient of capacitance when compared to a single equivalent
capacitor having the same dielectric.
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Chapter 7
Enabling Processes and Integration

7.1 Introduction

Integrating a process on a chip requires a thorough and, throughout the development
cycle, continuous understanding of how it will be applied. This includes the defini-
tion of a set of required components, component parameters and their tolerances,
range of operating temperature, reliability expectations, set of available tools and
their limitations at the time of production, and overall cost. The integration cycle
begins with the definition of a full process flow. Process and device simulators are
utilized to optimize the flow and ensure that it will satisfy nominal values for all
parameters of the required components. Experimental short-loops are then run to
evaluate individual process modules. These loops can require special test structures
that may be part of a full test-die. Simulations and experiments are run in parallel to
ensure the feasibility of a full process flow. A complete test die is then designed to be
utilized for a full process-flow. The test-die typically contains structures that address
component parameters and their tolerances, reliability structures, yield structures,
process monitors, failure analysis structures, modeling structures, and sub-circuits.

The chapter begins with a description of a typical CMOS logic process flow, ap-
plicable to MOSFETs of ∼0.18μm channel length. This will be referred to as the
“conventional process.” A conventional BiCMOS process follows, that is applicable
to analog/mixed-signal designs. The flow utilizes several unit-process concepts that
are described in [1] and the references therein. Only a brief review of selected “con-
ventional” unit processes is presented in this chapter. The second part of the chap-
ter focuses on advanced enabling processes, applicable to structures of nanoscale
dimensions.

7.2 A Conventional CMOS Logic Process Flow

A conventional CMOS logic flow is schematically described in Figs. 7.1a–7.1m.
The starting material is a <100> oriented p+-wafer with a typical boron concen-
tration of about 1019 cm−3 upon which a p-type epitaxial layer is grown at a low
B. El-Kareh, Silicon Devices and Process Integration: Deep Submicron 439
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boron concentration, typically in the range 1015–1016 cm−3, to allow tailoring the
surface and subsurface to the desired dopant profile. Another advantage of epitaxy
is that it is essentially void of oxygen [1]. The heavily doped substrate serves as a
low-resistance path to suppress latch-up (Chap. 8). A 10–20 nm pad oxide (SiO2)
is grown and covered with a deposited 100–150 nm pad nitride (Si3N4). Shallow
trench isolation (STI) regions are patterned and etched (Fig. 7.1a). The trenches can
be etched with the patterned pads acting as a stencil (“hard-mask”) or, alternatively,
the photoresist (simply, resist) mask can be left in place to etch both the nitride-oxide
stack and the silicon trench. The STI depth typically ranges from 0.25 to 0.5μm.

The resist is removed and a thin, typically 10-15 nm, liner-oxide film is grown on
the trench sidewalls and floor. A silicon-dioxide layer is deposited by, for example,
high-density plasma (HDP) enhanced CVD, at an appropriate thickness to fill the
STI of varying width across the wafer (Fig. 7.1b).

The oxide layer is patterned by covering the STI regions with resist and dry-
etching the oxide layer from most of the active regions (Fig. 7.1c). This is done to
reduce the mass of oxide that must be removed by chemical-mechanical polishing
(CMP) in the next step.

The resist is removed and CMP with high-selectivity slurry is used to planarize
the surface and remove the excess trench oxide over the STI regions. The nitride
layer serves as an “etch-stop” (Fig. 7.1d). A high temperature oxidation may follow
to round the trench corners and relieve the stress created during STI processing, and
to suppress the reverse narrow-channel effect and subthreshold kink (Chap. 5).

The pad nitride and pad oxide are removed by wet or reactive-ion etching and
a screen oxide, referred to as sacrificial or disposable oxide, is grown (Fig. 7.1e).
The film serves as an amorphous layer for implantation in the next step, and also
as a screen layer to protect the surface from extraneous contamination and particles
during implantation. It also allows placing the peak of the implanted concentration
near the silicon surface.

The NMOS regions are covered with resist and the PMOS n-well and channel
are implanted at multiple energies and doses (Fig. 7.1f). The process is repeated for
the NMOS p-well and channel implants (not shown). An example of multiple p-well
profile is shown in Fig. 7.1g.

A high-energy and medium- to high-dose boron implant forms the retrograde
profile, that is, the impurity concentration drops-off toward the surface. The main
purpose of this implant is to reduce the well sheet-resistance to suppress latch-up.
Medium-energy, medium-dose boron implants increase the sub-surface concentra-
tion in regions susceptible to punch-through. Both the retrograde and anti-punch-
through profiles must be shaped to avoid excessive encroachment into the surface
and impact on threshold voltage. A low-energy shallow, low-dose boron or indium
implant adjusts the threshold voltage to the desired value.

The resist and disposable oxide are removed. The surface is cleaned and the
gate dielectric, typically 3–4 nm oxide, is grown, followed by the deposition of
undoped polysilicon without breaking the vacuum. The polysilicon is pattered by
directional reactive ion etching (RIE). Because of the high etch-selectivity between
silicon and oxide, etching essentially stops on the underlying gate-oxide (Fig. 7.1h).
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A liner-oxide, typically 10–15 nm thick, is grown or deposited conformal over
polysilicon. It serves to remove the RIE damage, as an offset spacer on the polysil-
icon sidewalls, and as a protective film during phosphorus/arsenic implantation of
the NMOS lightly-doped drain (LDD), or source-drain extensions (Fig. 7.1h). Boron
halos may also be implanted during this step or after sidewall-spacer formation in
the next step. The purpose of the lightly-doped drain or extension is to reduce the
electric field at the drain boundary near the channel surface. Halos are implanted
at large tilt to increase the channel concentration in regions susceptible to punch-
through and, in some designs, to provide reverse short-channel effect (RSCE) be-
havior (Chap. 5). A similar process is applied to PMOS arsenic/phosphorus halos
and boron LDD or source-drain extensions.

The resist is removed and a 100-150 nm nitride film typically deposited by CVD
to form the polysilicon-gate spacers. When etched directionally, nitride spacers are
left along the polysilicon sidewalls (Fig. 7.1i).

The purpose of the spacers is to keep the highly-doped source-drain regions and
their silicides (next step) at a sufficiently large distance from the channel and gate.
This is to avoid an increase in electric field at the drain, and silicide encroachment
into gate and channel regions. The selectivity between nitride and oxide allows etch-
ing to stop within the underlying oxide film.

The PMOS is covered with resist, as in Fig. 7.1h, and the NMOS source, drain,
and gate simultaneously implanted, typically with arsenic at a low energy and high
dose. A similar process is used for the PMOS boron source, drain and gate implants.
It should be noted that in this dual gate-workfunction process, the implanted dose
and final impurity profile in the polysilicon gate are limited by the requirements
on source-drain junction depth and lateral extent, and the associated thermal bud-
get, such as activation anneal cycles. A single workfunction, for example, in-situ
phosphorus-doped polysilicon for both NMOS and PMOS would allow more heav-
ily doped polysilicon, independent of source-drain, but would require a boron buried
channel in PMOS to re-adjust VT (Chap. 5).

The oxide is removed from source, drain, and gate regions and a refractory metal,
typically 20–30 nm titanium, cobalt, or nickel (Sect. 7.3.5) is sputter-deposited on
the entire surface (Fig. 7.1j).

The wafer is subjected to a two-step rapid-thermal anneal (RTP) to form the
silicide, TiSi2 or CoSi2, in exposed silicon regions, as described in [1] and in
Sect. 7.4.4.4. Silicide does not form on dielectrics, such as oxide and nitride. The
unreacted metal is removed by wet-etching, leaving self-aligned silicides in source,
drain and gate regions (Fig. 7.1k).

Figure 7.1l encompasses several steps. A dielectric, sometimes referred to as
pre-metal dielectric (PMD), is deposited to isolate the first interconnect metal from
polysilicon and silicon. The dielectric can consist of boro-phospho-silicate glass
(BPSG), phospho-silicate glass (PSG), oxide deposited by the decomposition of
tetra-ethyl-orthosilicate (TEOS), or a combination of glass and TEOS. A thin CVD
silicon-nitride or undoped oxide film (not shown) typically precedes PSG or BPSG
to act as a barrier for dopant diffusion from the glass into silicon, and also as an
etch-stop when patterning contacts.
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The glass is reflowed at 700◦C–800◦C, depending on the boron and phosphorus
concentration. It is then “softly” planarized by CMP, in preparation for contact
patterning. Contacts are patterned and etched directionally down to the silicide
on polysilicon, source, drain and wells. A thin, about 25-nm thick, Ti film is de-
posited, typically by sputtering (physical-vapor deposition, PVD), followed by a
10–50 nm PVD TiN film. The Ti film lowers the contact resistance and improves
adhesion with silicide, and the TiN film serves as an adhesion layer for the subse-
quent W and as a barrier to prevent reaction of tungsten with silicon and fluorine
penetration at the bottom of the contact. For high aspect-ratio (ratio of depth to
width) contacts, ionized PVD (IPVD) achieves higher sidewall and floor uniformity
(Sect. 7.4.3.2). Tungsten is deposited by CVD through a reduction of tungsten hex-
afluoride (WF6) by silane (SiH4) or hydrogen (H2), and then planarized by CMP.
The first-level metal typically consists of sputter-deposited 15–20 nm Ti, followed
by 25–40 nm TiN as a barrier layer, 300–600 nm Al-0.5%Cu alloy and 15 nm Ti with
25–40 nm TiN on the top. Alloying aluminum with Cu and the presence of top and
bottom Ti / TiN layers considerably extend the electro- and stress migration lifetime
of interconnects.1 TiN also serves as anti-reflective coat. The first metal level is pat-
terned by directional etching using photoresist as a mask. Figure 7.1l shows the
structure after first-metal level patterning.

An inter-level dielectric (ILD) layer, typically 0.5–1.0μm TEOS oxide, is de-
posited and planarized by CMP in preparation for patterning vias to form connec-
tions between first and second level metal. As for contacts, the vias are lined with
Ti/TiN, filled with tungsten and planarized. The second-level metal follows a sim-
ilar process as for the first level (Fig. 7.1m). The sequence is essentially repeated
for the third through the nth level. The metal thickness may, however, hierarchically
increase at upper levels to allow a higher current-carrying capability and to offset
the degradation of wiring RC time delays associated with scaling of wiring. More
advanced patterning and planarization processes, known as “damascene” and “dual
damascene,” are described in [1] and in Sect. 7.5.1.1.

7.3 A BiCMOS Process Flow

A variant of an analog/RF BiCMOS process that integrates CMOS, bipolar transis-
tors (Chap. 3), and passive components (Chap. 6) on the same die is described in
Figs. 7.2–7.7 [2]. Integration is best achieved by modularly adding bipolar modules
to a base-line CMOS process (Fig. 7.2).

Figure 7.3 shows schematic cross-sections of completed NPN and PNP struc-
tures up to silicidation [2]. The numbers in the figure refer to the different transis-
tor regions defined in the bottom of the figure. The substrate is a high resistivity

1 Electromigration is the movement of metal ions under the influence of an “electron wind” at
high current densities. This causes voids at the cathode side, locally increasing the resistance, and
hillocks at the anode side resulting in shorts. Stress-migration is the movement of metal ions under
the influence of mechanical stress.
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Fig. 7.2 A typical modular BiCMOS flow. Bipolar/analog-specific modules are highlighted in dark

SOI wafer for ease of isolation and to achieve a high quality-factor for analog pas-
sive devices. The top silicon thickness is about 500 nm and the buried-oxide (BOX)
thickness typically ranges from 0.1 to 1μm (Sect. 7.4.1.5). A 15–20 nm screen-
oxide layer is grown and a n+-buried layer (NBL) implanted with arsenic or an-
timony at low energy and high dose, using photoresist as a mask. The p+-buried
layer (PBL) is formed in a similar process.. The heavily-doped buried layers serve
as low-resistance collector paths for the NPN and PNP transistors. A 0.4–0.6μm
intrinsic epitaxial film is grown, upon which the bipolar transistors and CMOS will
be built. shown in region 3 in the figure. Shallow-trench isolation (STI) regions and
deep trench isolation (DTI) regions are formed by etching and oxide-filling STI and
DTI in either sequence. The surface is planarized with CMP after both regions are
filled with oxide. Shallow-trench, deep-trench, and buried oxide fully encapsulate
bipolar and CMOS structures with oxide. A disposable oxide film is grown in prepa-
ration for implanting collector “sinkers” to reduce the collector “down-resistance”
between collector-contact and buried-layer, and for implanting CMOS wells. NPN
sinkers are implanted, typically with a combination of phosphorus and arsenic at
multiple energies, using resist for masking. The process is repeated for implant-
ing PNP sinkers with boron. N-well and p-well regions are masked and implanted
through the same disposable oxide, as described in Fig. 7.1f.

The gate-stack is removed from the NPN regions and a boron-doped silicon-
germanium (SiGe) NPN base is grown epitaxially to a thickness of typically
100–200 nm. Germanium and boron are incorporated in-situ by adding germane
(GeH4) and diborane (B2H6) to the gas stream. The desired Ge and boron profiles
in the base are achieved by adjusting the GeH4 and B2H6 concentration during
growth. Figure 7.4 shows a SIMS profile obtained for a nearly flat Ge concentration
in the base [3]. The SiGe layer is capped with Si grown at 625◦C by atmospheric
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Fig. 7.3 NPN and PNP structures, shown after silicidation

pressure CVD. The Ge transitions at the SiGe/Si interfaces are exceptionally steep.
Other Ge profiles, such as triangular and trapezoidal, can also be obtained. A thin
silicon capping layer is grown over the SiGe film to serve as a buffer between the
emitter and base (Chap. 3). The base layer grows as single-crystal silicon on silicon
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Fig. 7.5 Bipolar structures at PNP base patterning

and as polycrystalline silicon on polysilicon and insulators. This is shown in dif-
ferent shadings in Fig. 7.3. A 20–30 nm oxide etch-stop is deposited on the entire
surface.

The NPN oxide and base are removed from the PNP region. The PNP SiGe base
is deposited with the desired Ge profile. The PNP base is covered with 15–20 nm
deposited oxide and the base implanted with arsenic or phosphorus. The base is
doped by implantation rather than in-situ because of possible profile interactions
between dopants and germanium. The PNP base is patterned as shown in Fig. 7.5.

At this point, polysilicon resistors may be masked and implanted to the de-
sired sheet resistance. A dielectric stack of typically 20–30 nm thermal SiO2 and
50–100 nm deposited Si3N4 serves as an insulator between the emitter polysili-
con (deposited in the next step) and the extrinsic base. The NPN emitter region
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is patterned and dry-etched through the nitride. Phosphorus is implanted through
the opening at a low-dose (1012–1013 cm−2) and medium energy (100–200 keV) to
form the NPN selectively implanted collector (SIC). The purpose of SIC is to delay
the onset of the Kirk effect (Chap. 3, Sect. 3.4.2). After a short oxide-wet-etch, an
interfacial oxide (IFO), ∼0.5nm thick Sect. 3.3.4.1, is formed by low-temperature
rapid-thermal oxidation, followed by deposition of 150–200 nm NPN polysilicon
emitter and a thin screen oxide. The emitter polysilicon is implanted with arsenic
at medium low-energy and a dose of about 2×1016 cm−2 and subjected to rapid-
thermal annealing at about 1000◦C to form the active emitter in silicon (11 in
Fig. 7.3). The NPN emitter is patterned and etched directionally, stopping on the
dielectric-stack. A nitride film is deposited to serve as a PNP polysilicon emitter
etch-stop. The PNP emitter process module is similar to that of the NPN structure.
Boron is implanted through the PNP emitter opening at low-dose (1012–1013 cm−2)
and medium energy (50–100 keV) to form the PNP SIC (14 in Fig. 7.3). After the
PNP IFO growth and emitter polysilicon deposition, boron is implanted into the
polysilicon at low energy and a dose in the range 5×1015–8×1015 cm−2. The NPN
and PNP structures are shown in Fig. 7.6 after PNP emitter-polysilicon patterning.

The CMOS gate-stack, polysilicon resistors and capacitor are simultaneously pat-
terned and directionally etched, followed by silicidation as described in Sect. 7.1.
The NMOS source and drain serve as contacts to the PNP base, NPN collector,
polysilicon resistor and capacitor contacts. The PMOS source and drain serve as
contacts to the NPN base and PNP collector contacts. An insulator, such as the
nitride spacer deposited over the polysilicon gate, is patterned over polysilicon re-
sistors to serve as a block during silicidation of source, drain, gate, and capacitor
plate. Cross-sections of polysilicon resistors and capacitors are shown in Figs. 6.15
and 6.26 in Chap. 6.

Silicidation is followed by interconnect process modules similar to those de-
scribed in Sect. 7.1. A thin-film SiCr or NiCr resistor may be inserted between the
upper-level metals, as shown in Fig. 6.21 in Chap. 6. Also, a spiral inductor can be
formed when patterning the last metal or a combination of two or three metal levels
to reduce the inductor line resistance, as shown in Fig. 7.7.
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7.4 Advanced Enabling Processes

The purpose of this section is to briefly review conventional processes and to de-
scribe new enabling processes for deep submicron and nanoscale technologies.

7.4.1 Crystal Growth and Wafer Preparation

The first step in wafer preparation is to grow a nearly defect-free silicon crystal with
the desired dopant type and concentration. There are essentially two methods for
growing single-crystal silicon: The Czochralski (CZ) crystal pull method and the
Float Zone (FZ) method [1].

7.4.1.1 Czochralski Crystal-Pull Method2

The Czochralski crystal-pull method to grow single-crystal silicon is illustrated in
Fig. 7.8 [4]. It is the method of choice for high volume production of large (300
to 400 mm diameter) wafers. Ultra-high purity pieces of polysilicon are melted in
an inert atmosphere (typically argon) in a quartz crucible. The crucible is kept at a

2 Discovered 1916 by Polish Professor Jan Czochralski who accidentally dipped his pen into a tin-
melt rather than in the ink-pot while writing his report. When he quickly pulled it out, he noticed a
tin-crystal that was grown on the tip of his pen.
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Fig. 7.8 Schematic illustration of key elements of the Czochralski (CZ) crystal-pull method (heat
shields not shown)

temperature slightly above the silicon melting point of 1412 ◦C using surrounding
heaters and heat shields to precisely control radial and axial temperature gradients
in the melt. Doping is achieved by adding controlled amounts of elements, such as
boron, phosphorus or arsenic into the melt. A seed crystal of the desired orientation
is partially lowered into the melt at a temperature near the solidification point to ini-
tiate the growth. It is then withdrawn while the seed and crucible rotate in opposite
directions to improve homogeneity. The seed must not only sustain the weight of
the ingot but also the rotation torque. The seed is pulled at a varying rate, starting
at about 3 cm per minute to grow a crystal with a diameter of a few mm, and then
gradually slowing down the pull-rate to increase the crystal diameter to the desired
value. The growing crystal replicates the crystalline orientation of the seed crystal.
The gradual decrease in pull-rate is referred to as the Dash process [5]. It ensures
that the crystal will be dislocation free even though the seed crystal may contain
dislocations caused by the thermal shock with the melt.

To end the growth process, the pull-rate is gradually increased to slowly reduce
the crystal diameter and form an end-cone similar to the seed cone to avoid forming
dislocations. Since the solubility of impurities is higher in the melt than in the crys-
tal, the ratio of impurity concentration in the crystal CS to its concentration in the
melt CL is called the segregation coefficient kseg

kseg =
CS

CL
(7.1)
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For most impurities, kseg is smaller than one. Thus, the melt concentration increases
as the crystal is grown and the melt is consumed. This results in an increase in
crystal concentration from the seed-end to the tail-end of the crystal. The rotation
rate, pull-rate, and temperature are computer controlled and adjusted to minimize
radial and axial concentration inhomogeneities.

Since a reaction between the Si melt and the quartz (SiO2) crucible is unavoid-
able, oxygen will dissolve in the melt and be initially incorporated in the crystal
primarily as interstitials (Oi). The oxygen concentration and distribution can be
controlled by adjusting the rotation, pull-speed and other growth parameters. When
controlled, the crystal oxygen concentration can range from about 1.2×1018 cm−3

to 1.9×1018 cm−3 [6, 7]. Thermal convection due to density gradients as a result of
temperature gradients plays an important role in the incorporation of oxygen in the
crystal by causing the melt to stream along the crucible walls and dissolve more
silicon dioxide [6]. A better control is achieved by growing the crystal with an axial
magnetic field to the melt. The method, referred to as magnetic Czochralski (MCZ),
suppresses convection, resulting in a reduction of the oxygen content by one order of
magnitude compared to non-magnetic growth [8]. An improved control of oxygen
concentration can be achieved by regulating the melt rotation with an electromag-
netic force rather than crucible rotation (Fig. 7.9) [9].

The presence of oxygen can be beneficial or detrimental, depending on its to-
tal concentration. If maintained at an optimum concentration between ∼1018 cm−3

and 1.8×1018 cm−3, it has the advantage of enabling intrinsic defect-gettering,
as described below [10]. At an initial concentration above 1.8×1018 cm−3, how-
ever, oxygen can precipitate out and cause stacking faults, dislocations, and wafer
warpage [11–17].

The crystal is then cut into slices which, after polishing, results in wafers used
as the starting material for chip production. The polished wafers must satisfy strin-
gent requirements with respect to impurity concentration, defect density, thickness,
flatness, diameter, crystal orientation, and their tolerances.

Fig. 7.9 Schematic diagram
of the principle of melt
rotation by electromagnetic
force. The current passes
axially through the crystal and
radially through the melt. The
resulting force F rotates the
melt [9]

Magnetic
field, B

Current, I

Force, F

Si crystal

Si melt

Current, I
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7.4.1.2 Intrinsic Gettering [10]

Gettering is the process by which mobile impurities, such as heavy metals are
removed from active device regions of the wafer. The metals and point defects (va-
cancies, interstitials) diffuse through the crystal and are trapped by defective re-
gions, such as dislocations or oxide precipitates that are intentionally created away
from the device region. It is an important step in yield enhancement that can be
performed during wafer preparation or subsequent processing steps. There are es-
sentially two types of gettering, extrinsic and intrinsic. One example of extrinsic
gettering is the bombardment of the wafer backside with argon ions to produce a
damaged region that can act as a sink for mobile impurities and point defects. De-
position of a polysilicon layer on the wafer backside has also been used for external
gettering by providing grain boundaries that can act as traps for mobile impurities.

Intrinsic gettering removes mobile metal impurities, particularly metals that de-
grade the minority carrier lifetime, from the active device region of the wafer
through oxygen precipitates forming bulk micro-defects (BMD) that are intention-
ally created in a region deep in the bulk of the wafer [10]. The requirement for intrin-
sic gettering is that the initial interstitial oxygen content (Oi) be over the O solubility
limit, for example, in the range of ∼1018 cm−3 and 1.8×1018 cm−3. A typical get-
tering thermal cycle is the so-called high-low-high sequence that consists of three
steps (Fig. 7.10): (a) A high temperature (>1100◦C for 2–4 h) heat treatment in an
inert atmosphere, such as Ar, N2, or H2, to out-diffuse oxygen from the top (and
bottom) region of the wafer, leaving a zone that is denuded of oxygen and essen-
tially free of oxygen-induced defects; (b) A low temperature anneal (600 ◦C–750◦C
for ∼2h) to enhance nucleation of oxygen precipitates beneath the denuded zone;
(c) A high temperature cycle (1000◦C–1100◦C for ∼2h) to getter heavy metals
and point defects. The depth of the denuded zone typically ranges from 5 to 40μm,
depending on the level of oxygen concentration, temperature, thermal-cycle time,
and ambience [6,10]. The cycle-time for the first high-temperature treatment can be
shortened by rapid-thermal annealing (RTA) as demonstrated on germanium-doped
CZ wafers in [18].

7.4.1.3 High-Resistivity Czochralski Wafers

Wafers of resistivity above ∼100Ohm-cm are required for special applications,
such as components with high quality-factor3 for RF applications. High-resistivity
crystals, of the order of 1 kOhm-cm, can be produced with magnetic Czochralski,
MCZ [19]. In the presence of interstitial oxygen, however, the resistivity can be
modified during processing thermal cycles in the range 350 ◦C–550◦C [20–23]. At
an oxygen concentration larger than ∼1017 cm−3, significant amounts of shallow-
donor type oxygen aggregates, referred to as thermal donors, can be formed at

3 See footnote 1, Chap. 6, page 401.
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Fig. 7.10 Illustration of intrinsic gettering. a Thermal cycle at >1100 ◦C for oxygen to escape; b
Low-temperature anneal at 600 ◦C–750 ◦C to enhance nucleation of oxygen precipitates; c High-
temperature intrinsic gettering-anneal at 1000◦C–1100 ◦C

a sufficiently high concentration to critically modify the wafer resistivity. The
thermal donor concentration can be considerably reduced by a special annealing
sequence [20, 24].

7.4.1.4 Float-Zone Crystal Growth

The principle of float-zone (FZ) crystal growth is illustrated in Fig. 7.11. A seed
crystal with the desired orientation is clamped at the starting end of the ingot that
typically consists of a polysilicon rod. A molten zone is formed by, for example, an
RF heating coil and moved slowly from the seed to the ingot end. The molten zone
is stabilized by surface tension and magnetic levitation (not shown). At the freezing
interface, there will be a distribution of impurities between the melt and the crystal
due to segregation. Since kseg is smaller than one, impurities will be driven from
the seed-side to the opposite end side. A high-purity crystal can be produced with
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multiple zone-passes along the ingot, a technique known as zone-refining. Since the
melt does not touch a crucible, a crystal with very low interstitial oxygen concen-
tration (<1015 cm−3) can be grown. Thus, crystals of very high resistivity can be
obtained.

Dopants can be introduced into the molten zone by means of a controlled gas
mixture. Doping the crystal can also be performed by neutron transmutation doping
(NTD), for example, by converting silicon (Si30) to phosphorus (P31) to form high-
resistivity n-type wafers [25–27].

The main drawbacks of float-zone crystal growth are the limited wafer size
(≤200mm) and cost. FZ-wafers are typically used for special application, such as
power transistors, solar cells, and very high-resistivity (in excess of 1 kOhm-cm)
wafers for RF designs where the component’s quality-factor is important [28].

7.4.1.5 Silicon-On-Insulator, SOI

A silicon-on-insulator wafer is shown in Fig. 7.12. It consists of a support wafer,
an insulator, typically a buried oxide (BOX), and a top single-crystal. Depending
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Fig. 7.12 Illustration of silicon on insulator (SOI)

on application, the top silicon-crystal, referred to as body, can range from less than
50 nm to several μm. If needed, it can be thinned to the desired thickness by ox-
idation and etch, or thickened by epitaxial growth. In high-performance MOSFET
designs, the source and drain abut the BOX. If the field-induced depletion region
under the gate abuts the BOX, the structure is referred to as fully-depleted (FD) SOI.
Otherwise, the structure is called partially-depleted (PD). The BOX thickness typ-
ically varies from about 100 to 1μm and depends primarily on the method of SOI
production and circuit requirements. In most applications, the type and resistivity of
the support wafer are chosen to reduce parasitic effects on device operation. For ex-
ample, a very high-resistivity wafer is chosen for analog/mixed-signal applications
to reduce losses by Eddy-currents in the wafer.

There are several advantages of SOI wafers over “bulk” wafers. Among them are:

(a) Reduced junction capacitance and hence higher performance and lower power
dissipation when junctions abut the BOX.

(b) Formation of a quantum well in ultra-thin body (<50nm) SOI MOSFETs, im-
proving speed.

(c) Elimination of latch-up in CMOS (Chap.8).
(d) Reduction in MOSFET body-effect, particularly in fully-depleted SOI due to

the pinning of the field-induced depletion region at the BOX.
(e) Reduction in subthreshold slope, particularly in FD SOI due to the decreased

silicon capacitance at the source-end of the channel.
(f) Full isolation when used in conjunction with lateral dielectric isolation, for ex-

ample, oxide-filled deep trenches. In mixed-signal applications, this allows the
separation of analog from digital circuits to suppress noise coupling. In non-
fully-depleted SOI MOSFETs, it also allows individual adjustment of threshold
voltage by applying an appropriate body-bias (referred to as dynamic threshold
voltage).

(g) Construction of three-dimensional structures, such as FinFETs, as discussed in
Chap. 5.

(h) High-voltage bipolar transistor, MOSFET, JFET applications, as discussed in
Chaps. 3, 5, and 6.
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The main disadvantages of SOI wafers are:

(a) The starting wafer cost. This can, however, be offset by process simplifications
enabled by SOI, such as elimination of wells.

(b) Floating body-effect in high-performance MOSFETs. When the body is not tied
to a fixed potential, impact ionization at the drain charges the body and reduces
the threshold voltage, or even induces a bipolar effect that leads to voltage snap-
back between source and drain. Several methods have been suggested to sup-
press this parasitic effect [29–32].

(c) Increase in thermal resistance. Since the thermal conductivity of silicon dioxide
is over two orders of magnitude lower than that of silicon, the dissipation rate
of power into the silicon wafer is reduced, leading to an increase in component
temperature due to self-heating. This can be reduced by thinning the BOX.

The most common methods to produce SOI wafers are SIMOX (Separation by
Implanted Oxygen), Bond and Etch-back (BESOI), and the Smart Cut.

Forming a silicon-dioxide layer by oxygen-ion implantation was first reported
in [33] and further investigated in [34, 35]. It was first applied to device fabrication
in [36]. Initially, the implantation conditions to form stoichiometric buried SiO2
were an ion energy of 150 keV and dose 1.2×1018 cm−2 followed by an anneal
cycle at 1150◦C for 2 h and longer, resulting in a buried oxide thickness of about
200 nm. Because of the high-cost related to the required long oxygen implant and
anneal times, the techniques was modified to SIMOX at essentially a lower dose of
about 4×1017 cm−3, decreasing the buried-oxide thickness below ∼100nm [37,38].

Bonding of two wafers can be achieved by oxidizing one or both wafers and
bringing them in intimate contact at elevated temperature [39]. This was initially
accomplished by applying a voltage between the wafers, generating an electrostatic
force in the gap between them that pulls the wafers together (Fig. 7.13) [40]. A more
efficient method is pressing the oxidized surfaces of the two wafers together and
subjecting them to an oxidizing atmosphere [41]. It is believed that in this process a
partial vacuum is created between the wafers, bringing them in intimate contact and
creating Si-O-Si bonds between them.

A controlled thinning of the device wafer is required to form the top silicon
film with the desired thickness. This is achieved by grinding and polishing, or
by etch-back with one or two highly selective “etch stops” built into the device
wafer [39, 42]. The complexity of incorporating etch-stops and the additional cost
of consuming two “bulk” wafers to produce one SOI wafer in BESOI are reduced
by combining wafer bonding with hydrogen implantation to precisely define the top
silicon depth [43, 44]. This technique, dubbed as “Smart Cut,” can be described in
six basic steps illustrated in Fig. 7.14 [44]:

(a) Thermal oxidation of the device wafer. This will form the buried oxide (BOX)
when the SOI wafer is completed.

(b) Hydrogen implantation at a dose that can range from about 1016 cm−2 to
1017 cm−2 and an energy that defines the peak of hydrogen concentra-
tion (the projected range). Hydrogen creates micro-cavities parallel to the
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wafer surface and, after bonding to a second wafer and thermal treatment at
400◦C–600◦C [steps (c) and (d)], induces an in-depth splitting over the whole
wafer at the implanted projected range [44].

(c) Bonding the oxidized wafer to a second wafer that will be referred to as the
support wafer.

(d) First thermal treatment at 400◦C–600◦C, resulting in propagation of cracks par-
allel to the bonded surface and splitting of the top silicon interface.

(e) High temperature treatment (1050◦C–1100◦C) to stabilize the bonded
interface.

(f) Touch-up polishing to smooth the surface.

The split-wafer that was initially oxidized can now be used as the new support
wafer when forming the next SOI wafer, eliminating the need for two “bulk” wafers
to produce one SOI wafer.
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7.4.2 Short-Duration Thermal Processes

Thermal processes are an integral part of process integration. They are required
for several steps, such as activation of implanted species and annealing of implant
damage, dielectric growth, gettering, silicidation, glass-reflow, passivation of the
silicon-surface, and rapid-thermal deposition. Junctions such as the MOSFET source
and drain and the emitter and base of bipolar transistors play a dominant role in
device size and performance. It is therefore important to minimize and control the
junction vertical and lateral extent, particularly at submicron, deep submicron, and
nanoscale dimensions. This is accomplished by optimizing the total temperature-
time product, referred to as the thermal budget. The objective is to achieve a high
degree of implanted dopant activation, that is, to provide dopants with sufficient
thermal energy and time to move them from interstitial to substitutional sites and
to remove implant damage, while minimizing the vertical and lateral diffusion of
dopants.

7.4.2.1 Rapid-Thermal Processes, RTP

Because of their large heat capacity, furnaces with large boat-loads of wafers re-
quire anneal-temperature cycles of tens of minutes and are hence not suitable for
short-duration thermal processing. This led to the development of rapid-thermal-
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Fig. 7.15 Comparison of typical furnace and RTA anneal cycles (Adapted from [47])

processing (RTP) tools that typically consist of heating the entire wafer by tung-
sten halogen lamps for a wide range of temperatures and durations as short as a
few seconds [45–48]. Figure 7.15 compares typical rapid-thermal anneal (RTA) and
furnace-anneal temperature cycles. The RTA cooling rate is determined by radiative
cooling from the wafer and hence is much slower than the heat-up.

Rapid-thermal anneal enables the reduction of junction depth while maintaining
high dopant activation and low contact and series resistances [49–53]. In combina-
tion with 49BF2

+-preamorphized silicon, RTA enables the formation of junctions as
shallow as about 100 nm [49, 50]. The shallower 49BF2

+-implanted junction com-
pared to the boron-implanted junction is a result of two factors: amorphizing the sur-
face impedes channeling, and fluorine reduces boron transient-enhanced-diffusion
(TED) caused by the presence of implant-induced point defects [49].

High-speed silicon bipolar transistors with a polysilicon emitter acting as a dif-
fusion source have also been obtained by highly activating the extrinsic base and
simultaneously annealing the emitter and base junction depths with RTA [54].
A similar process simplification has also been demonstrated for high-speed
analog/mixed-signal silicon-germanium (SiGe) BiCMOS processes by simultaneous
RTA of the bipolar emitter and base and MOSFET source-drain junctions [55, 56].

7.4.2.2 Spike and Flash Anneal

As the MOSFET channel size is scaled down below 90-nm, ultra-shallow source-
drain junctions of depth x j far below 100 nm with surface concentrations above
1020 cm−3 become necessary to reduce short-channel effects while maintaining low
contact and spreading resistances and reducing implant-induced defects (Chap. 5).
Similarly, the depth of source-drain junction extensions and their sheet resistance
RS must be optimized. In addition, the silicide thickness must also be reduced be-
low 40 nm and ultra-thin oxides of thickness less 5 nm must be controllably grown.
These requirements have necessitated the extension of rapid-thermal processing
tools to fast ramp-rates and peak-temperature durations of about 1–2 s, referred to as
spike-anneal [57–63]. Further reduction in channel-size below about 45 nm requires
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Fig. 7.17 Schematic diagram of flash-lamp anneal system (Adapted from [65, 68])

the development of extremely short heating and cooling rates and peak-temperature
durations in the millisecond range, referred to as flash-lamp anneal (FLA) [64–72],
or laser-spike anneal (LSA) [73–84]. Figure 7.16 compares the temperature versus
time for RTA, spike and flash anneals. Spike anneal can be considered as an ex-
tension of RTA with shorter dwell times at high temperature. A typical spike an-
neal cycle consists of ramping up the temperature from a pre-anneal temperature of
about 500◦C to 1000–1100◦C at a typical rate of 150◦C/s with 1–2 s dwell-time
at peak temperature (e.g., above 950◦C), and then ramping down at a similar fast
rate [57,58,61,63]. A millisecond flash-lamp anneal system is shown schematically
in Fig. 7.17. The top heat source is typically white-light Xe flash lamps assisted by
bottom RTA with near infrared tungsten halogen lamps [65, 68]. The wafer is typi-
cally pre-heated with RTA prior to flash annealing. For example, after reaching an
intermediate temperature of 700 ◦C to 750◦C, the wafer is flashed to peak temper-
atures of 1275◦C to 1325◦C [72]. The shorter wavelength of FLA and LSA causes
the energy to be absorbed in a thin layer at the surface. The bulk of the wafer acts as
a (solid) thermal heat sink for the heated surface layer. Thus, the cool-down in FLA
and LSA is very rapid. The flash ramp rate is typically of the order of 106 ◦C/s for
both ramp-up and ramp-down [64].



7.4 Advanced Enabling Processes 463

7.4.2.3 Laser Anneal

Laser annealing systems utilize XeCl or KrF high-intensity excimer UV laser pulses
of nanosecond duration to heat the wafer surface either above the silicon melting
point [74–84], or anneal the surface in a non-melting mode [85–91]. In the melt-
anneal mode, the surface is pre-amorphized to a specific depth by implanting, for
example, Ge or Si and then rapidly heated to the melting point by intense laser
irradiation. The melt-temperature of amorphous silicon is about 250◦C below that
of crystalline silicon, giving the process enough latitude to control the size of the
molten zone [92–94]. Also, because the dopant diffusivity in molten silicon is about
eight orders of magnitude higher than in the solid, dopants distribute almost uni-
formly in the melt and diffusion stops abruptly at the liquid-solid interface [74].
Melting and recrystallization occur in very short times, <100ns, due to the short
laser pulses that cause only a very thin layer of silicon to melt so that the heat
rapidly dissipates into the silicon bulk [76]. Thus, ultra-shallow abrupt junctions
with dopant concentrations above the solid-solubility can be achieved [76, 78]. The
main issues with laser melt-anneal is the residual defect density at the amorphized-
crystalline boundary (referred to as end-of-range defects), the need for an amor-
phous layer, the impact of irradiation on the gate-stack and gate-dielectric integrity,
and deactivation of dopant impurities during subsequent thermal cycles [95].

Non-melt laser anneals typically utilize 15–30 ns pulses at 0.4–0.6J/cm2

whereby the temperature reaches ∼1200◦C–1400◦C at an absorption depth in
silicon of about 7 nm, while the silicon bulk remains essentially unheated [85].
At ultra-low boron implant energies of ≤500eV, the projected range is about
2.5 nm and the entire boron profile is expected to be heated during the pulse.
After the pulse, the heat dissipates into the bulk and the surface cools down in
less than 1 ms [85, 86]. A high degree of dopant activation with negligible dopant
movement can be achieved with non-melt laser anneal, enabling the design of
high-performance MOSFETs with sub-5 nm channel length and reduced series and
contact resistances [87,89–91]. Figure 7.18 illustrates the improvement of sub-5 nm
MOSFET channel halo control with the low thermal-budget millisecond (or laser
spike) anneal when compared to conventional RTP.

An important consideration with RTA, FLA and LSA is the temperature control
and uniformity, particularly in the presence of multiple patterns of varying layer
stacks and optical properties that can cause significant local temperature variations.
These pattern effects can be severe limitations of laser spike anneal and flash-lamp
anneal [73].

7.4.2.4 Rapid Thermal Oxidation and Nitridation, RTO, RTN

The most common thermally-grown dielectrics on silicon are silicon-dioxide
(SiO2), and dielectrics incorporating nitrogen in SiO2. The grown films serve
primarily as gate-dielectrics [97–104], DRAM cell capacitor dielectrics, precision
analog capacitor dielectrics discussed in Chap. 6 [105, 106], emitter-base interface
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oxide discussed in Chap. 3 [56,107,108], and device isolation. This section presents
examples where it is more advantageous to grow dielectrics by a rapid-thermal pro-
cess than by a conventional furnace process.

Reduction of Thermal Budget with RTO

The main advantage of rapid-thermal oxidation over conventional furnace oxida-
tion is the ability to grow SiO2 at high temperature to achieve high-quality oxide
while minimizing the thermal budget. For example, it is well known that adding
chlorine-containing species, such as HCl, Cl2, or C2H2Cl2, to an oxidizing ambient
greatly improves the electrical stability of oxide films and their interface with sil-
icon by gettering metal ions and creating Si-Cl bonds at the surface [109–113].
This is especially important to gate oxides. To obtain good gate-oxide bulk and
interface properties, however, the oxide film must be subjected to high tempera-
tures, in the range 950◦C–1100◦C, during oxide growth or post-oxidation anneal-
ing [109,110]. Rapid-thermal oxidation was introduced to reduce the overall thermal
budget while achieving the high-quality thin thermal-oxide films of thickness 10 nm
or below [97–100]. RTO films are typically grown at 1050–1150◦C in controlled
oxygen ambient [98, 99].

Another example is the oxidation of silicon-germanium alloys. In some strained-
MOSFET configurations, a small amount of germanium is added to silicon near the
surface. Conventional furnace oxidation of the strained surface can cause the SiGe
structure to relax with the formation of defects (Chap. 5). To avoid strain relaxation,
the gate oxide is typically formed by a low-temperature process, but the quality of
the oxide is poor when compared to conventional thermal oxidation. Also, oxidation
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of SiGe alloys reveals selective oxidation of silicon, rejecting Ge from the oxide
layer and thus results in pileup of metallic-Ge at the oxide-silicon interface, which
degrades the dielectric quality [102–104]. Application of rapid thermal oxidation
RTO to SiGe strained layers is particularly attractive for minimization of thermal
budget to avoid strain relaxation. In addition, RTO offers higher flexibility in reduc-
ing the Ge pile-up at the surface and better control over oxide growth in the thin
oxide regime compared with furnace oxidation [102].

Suppression of Boron Penetration with Oxynitride

One of the potential problems with thin SiO2 is boron penetration from the PMOS
gate into the oxide and channel. A slight modification of pure SiO2 by incorporating
small mount of nitrogen into the oxide is found to not only reduce boron penetration
but also to increase the dielectric constant and improve the dielectric field-strength
and oxide-silicon interface stability [114–129]. The improvements are mainly at-
tributed to the “pile-up” of controlled amounts of nitrogen at the silicon-oxide in-
terface [118,120]. The lightly nitrided oxides, referred to as oxynitrides, are formed
by growing SiO2 at high temperature in either furnace or RTP in an atmosphere
containing a mixture of oxygen and ammonia (NH3) [114–116, 121], nitric oxide
(NO) [123, 128], or nitrous oxide (N2O) [117–120, 124, 124, 129]. Rapid-thermal
oxidation and nitridation offer higher flexibility in forming high-quality oxynitride
films while maintaining a low thermal budget. For example, a thin oxide film can
be grown in dry oxygen by RTO at 1100◦C, the oxide then nitrided by RTN in an
ammonia atmosphere, and the nitrided-oxide reoxidized by RTO in dry oxygen at
900◦C–1150◦C. The reoxidized nitrided-oxide is referred to as ONO [116]. Ammo-
nia was initially used as a nitrogen source because it would dissociate more readily
than N2 and provide more nitrogen at the Si− SiO2 interface, resulting in a more
efficient barrier to boron penetration. The resulting presence of large concentrations
of hydrogen, however, causes an increase in charge trapping and MOSFET instabil-
ity [121]. Because of those deleterious effects, other sources such as N2O, NO, or a
mixture of NO/N2O are now more commonly used [117–120].

Trench Sidewall Oxidation

Oxide-filled shallow-trench isolation, STI, remains the preferred choice for de-
vice isolation in nanoscale technologies. A typical STI module consists of growing
15–25 nm “pad-oxide” and depositing 150–200 nm pad silicon-nitride, transferring
the trench pattern to the silicon-nitride that acts as a stencil, and directionally etch-
ing silicon to a depth of 200–400 nm, depending on the technology node. The trench
surface is then thermally oxidized to remove the etch-damage and provide a protec-
tive 10–20 nm thick liner prior to oxide-fill deposition and planarization.

Oxidation of the trench surface is an important step in the isolation module. It is
typically done at a temperature above 1000◦C for a short duration of time to provide
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a high-quality side-wall interface with silicon and some rounding of the trench cor-
ners. One important consideration with STI is the shape of the corner at the surface
boundary between STI and MOSFET channel just before forming the gate stack
(gate dielectric and conductor). Rounding the corner is necessary to suppress gate-
oxide thinning and gate-polysilicon wrap-around the corner, both causing a reverse
narrow-channel effect, RNCE, as described in Chap. 5. Corner rounding from high-
temperature oxidation alone is found inadequate to suppress RNCE because of the
small extent of rounding and the presence of a “divot” as described in Chap. 5.
This has prompted the development of alternate techniques to suppress RNCE while
minimizing stress-induced defects and encroachment into the channel [128–136].
One method consists of recessing the nitride stencil to expose the silicon corners,
and then annealing in hydrogen to round the corners, as described in Fig. 5.49 of
Chap. 5 [130]. This so-called two-step method was found to produce a corner with
radius of curvature up to 35 nm [131]. Another method undercuts the pad oxide in a
slow etchant, such as a 1:99 HF solution or a low-concentrated ammonium-fluoride
solution, after STI etch (Fig. 7.19) [130, 131]. Silicon is then subjected to “soft,”
isotropic etching in an O2 +CF4 plasma mixture, resulting in the desired corner
rounding [132].

The annealing ambient is also found to play a role in gate-oxide thinning at the
STI corners. Annealing in an argon atmosphere after growing the sacrificial oxide
greatly reduces gate-oxide thinning at the STI corners when compared to annealing
in nitrogen [134]. The more enhanced gate-oxide thinning in nitrogen ambient is
attributed to N2 pile-up at the silicon-oxide interface at the STI corner, retarding
oxidation [134].

7.4.3 Thin-Film Deposition

Thin-films can be formed by physical-vapor deposition, PVD, such as sputtering,
or by chemical vapor deposition, CVD [1]. While CVD typically exhibits superior
conformality in high aspect-ratio features, that is, depth or height of feature divided
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by its width, sputtering is preferred wherever applicable because of its simplicity
and lower cost. This section describes two advanced deposition methods that have
become increasingly important in deep submicron and nanoscale technologies as the
aspect ratio of features, such as trenches or contacts, is further increased: Atomic
Layer Deposition, ALD and Ionized Physical Vapor Deposition, IPVD.

7.4.3.1 Atomic Layer Deposition, ALD

Atomic layer deposition, ALD, initially called atomic layer epitaxy, ALE, was de-
veloped in the 70s [137]. It was initially introduced as a variant of PVD for epitaxial
film growth of ZnS films for use as electroluminescent films. The process form-
ing the film by sequential evaporation from two separate sources is illustrated in
Fig. 7.20 [138]. The elements Zn and Sx were pulsed-evaporated in time from two
separate sources to grow ZnS on a substrate at an adjusted temperature, using shut-
ters, so that the substrate was exposed to one element at a time. The deposition
conditions allow a single layer of sulfur to grow on a single layer of zinc, that is, the
Zn-S bond ensures monoatomic S coverage [138]. Similarly, a single layer of zinc
grows on a single layer of sulfur.

The process has exceptional features when compared to other deposition tech-
niques [138]:

(a) It is self-limiting and the film thickness does not depend on the rate of reactions,
provided that the dose in each reaction step is sufficiently high to ensure full

S
Zn

d

a

b

c

Oxidized
surface

Fig. 7.20 ALD (ALE) one-cycle sequence for ZnS with separately evaporated Zn and Sx. a Oxidized
wafer surface exposed to Zn vapor and bond formed between Zn and O; b Extra Zn is purged; c
Zn surface exposed to Sx vapor and Zn-S bond ensures monoatomic S coverage; d Extra S purged.
Cycle can be repeated to form another layer of ZnS (Adapted from [138, 139]
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monolayer coverage. The self-limiting nature of the sequence is the foundation
of ALD [141].

(b) The wafer temperature can be adjusted to result in re-evaporation from the sur-
face of any loosely bonded atoms. In the absence of vapor-phase reactions, this
results in a highly stable stoichiometric film.

(c) Process conditions allow only two-dimensional nucleation, resulting in very
uniform layers even in ultra-thin films.

The PVD-based method described in [137] has found very limited practical use.
Instead, ALD methods based on chemically reactive molecular precursors has be-
come the dominant path [138–146]. The method is illustrated in Fig. 7.21 for the
growth of ZnS films from ZnCl2 and H2S [138, 142].

Many ALD reactions use two volatile reactive chemicals, called precursors. The
precursors are pulsed separately into the substrate and react sequentially with the
surface one-at-a-time. Between the pulses, the reactor is purged with an inert gas
or evacuated. In the first reaction step, the precursor is chemisorbed at the sub-
strate surface, and during subsequent purging, excess precursors are removed from
the reactor. In the second step, another precursor is introduced on the substrate and
the desired film growth reaction takes place. Byproducts and excess precursors are
then purged from the reactor, completing one reaction cycle.

Cl

ZnCl2 +H2S
ZnS + HCl 

d

a

b

c

H

S

ZnZnCl2

ZnS

ZnCl2

Fig. 7.21 Simplified schematic diagram illustrating the growth of ZnS from ZnCl2 and H2S [138,
142]. a Reactant vapor of ZnCl2 pulsed onto wafer, ZnCl2 chemisorbed on the surface; b Excess
ZnCl2 purged from the chamber; c Reactant vapor of H2S pulsed onto wafer, reacts with ZnCl2; d
Excess reactants and byproduct HCl purged from chamber
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The key steps of an ALD cycle can be summarized as follows:

1. A precursor gas is pulsed so that an atomic layer can be chemisorbed,
2. The precursor gas is flushed with an inert gas or evacuated,
3. The precursor is thermally reacted, often in the presence of another gas, for ex-

ample, H2O or O2, to form a layer of the desired film,
4. The remainder of the precursor molecules is flushed away so that the entire cycle

can be repeated.

The amount of material deposited in one ALD reaction cycle is referred to
as growth per cycle, GPC [138, 142, 143]. The growth per cycle is typically much
less than a molecular layer because the large physical size of the precursor prevents
chemisorption of a complete atomic layer of the desired species.

The excellent control of film deposition, unmatched uniformity and conformality
on surfaces of planar and three-dimensional structures have earned ALD widespread
acceptance for depositing ultra-thin, conformal layers required for many nanoscale
structures. This includes high-K gate dielectrics [144–153], metal gates [148, 154],
DRAM cell capacitor-dielectric layers [155], MIM capacitor dielectric layers [156],
diffusion barrier liners [157, 158], and copper seed layers [159]. Barrier layers and
the copper seed layer are discussed in Sect. 7.5.1.

High-K dielectrics include hafnium-based dielectrics, such as HfO2 and
Hf xSi1−xO [144–148], aluminum oxide Al2O3 [147, 152], zirconium dioxide
ZrO2 [145, 152, 153], tantalum oxide Ta2O5 [149], titanium oxide TiO2 [150],
and strontium-titanate SrTiO3 [151]. The films are typically formed from two pre-
cursors as described above. For example, ALD hafnium-dioxide can be grown using
hafnium-tetrachloride (HfCl4) and water as precursors [144, 146]. An ultra-thin
silicon-dioxide film is typically grown as an interface oxide between high-K di-
electrics and silicon to minimize interface traps and mobility degradation [145].
HfO2 is grown at about 300◦C and 1.5 Torr. One growth cycle consists of a short
pulse (<1s) of H2O followed by a short pulse of HfCl4, separated from the first
pulse by several seconds. The final reaction is [144, 146]:

HfCl4 ↑ +2H2O ↑⇒ HfO2 ↓ +4HCl ↑ .

In ALD, the above reaction is divided into two successive half-reactions, the first
with HfCl4 and the second with H2O. Similarly, ALD aluminum oxide can be formed
from trimethyl aluminum and water [147, 152].

7.4.3.2 Ionized Physical Vapor Deposition, IPVD

Physical vapor deposition by sputtering has the advantage of simplicity and low
cost. Sputtering, however, results in the emission of mainly neutral atoms from the
bombarded target surface. Thus, the emission profile depends roughly on the co-
sine of the emission angle with respect to the normal to the surface [160], the size
of the sputter-target relative to the wafer-size, and on possible collisions of sput-
tered species with the residual gas in the chamber. This results in a varying angle
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of incidence onto the wafer and a highly non-conformal film-profile along the sur-
face of the opening, as illustrated in Fig. 7.22. Film conformality at any point of the
trench surface is defined as the ratio of the deposited film thickness at that point to
the thickness on the top flat surface.

To improve conformality, physical collimation of the sputtered flux can be
achieved by a honeycomb filter between target and wafer that screens-out sputtered
species with large-angle trajectories [161–163]. The collimator, however, signifi-
cantly reduces the deposition rate and hence the through-put. These limitations have
prompted the development of ionized physical vapor deposition, IPVD, which is an
enhanced deposition technique that allows direct control of the sputtered flux by ion-
izing the sputtered material and subsequently directing a fraction of the ions toward
the wafer to improve the floor-uniformity of the deposited film [164]. The method
consists of placing a secondary plasma, typically an argon plasma, with a high elec-
tron density (ne � 1011 cm−3) between target and wafer to ionize the sputtered
metal Fig. 7.23 [165, 166]. Metal is sputtered into high-density inductively-coupled
plasma (ICP) or electron cyclotron resonance (ECR) plasma.

Metal atoms are ionized by electron impact and diffuse toward the wafer
where they are collimated by the plasma sheath and directionally deposited. The
percentage of sputtered flux that is ionized typically varies from 50% to 90% [166].
The method is primarily used to improve the uniformity of deposited metal films
on the sidewalls and floor of high aspect-ratio vias [166–170]. Thin films of metals
such as TiN and TaN act as diffusion barriers (liners) and adhesion promoters for
aluminum or copper metallization (Sect. 7.4.1) [167–170]. Since the resistivity of
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Fig. 7.23 Schematic of a typical ionized PVD (IPVD) reactor (Adapted from [165, 166])

barrier metals is typically higher than the resistivity of aluminum or copper, it is
important to achieve good sidewall coverage of the barrier metal while minimizing
the volume occupied by the barrier.

One method to improve sidewall coverage is to adjust the bias voltage applied on
the wafer to control the directionality and bombardment energy of metal and argon
ions incident upon the wafer. With sufficiently high ion-bombardment energy, metal
can re-sputter from the bottom of the opening and re-deposit onto the sidewalls,
improving conformality (Fig. 7.24) [167–171]. The film can also be deposited in
two steps. In the first step, the metal is deposited by IPVD without applying a high
bias on the wafer. This ensures adequate via floor coverage. In the second step, the
wafer-bias is increased to accelerate ions to sufficiently high energies and re-sputter
metal from the trench-floor onto the sidewalls [170, 171].

7.4.3.3 Lithography Enhancements

So far, technology cycles have been described by a single number directly related
to the DRAM half metal-pitch in the array, that is, half the distance between the
centerlines of adjacent first-level metal lines. This number has been referred to as
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Fig. 7.24 Ionized physical vapor deposition, IPVD, with re-sputter from via or trench floor and
re-deposition onto sidewalls to improve coverage [167]

the “technology node.”4 For example, the 130-nm process technology refers to an
exposure system that can resolve a metal half-pitch of ∼130nm (0.13μm). The
smallest line-width or line-to-line space that can be printed on a chip, called the
critical dimensions CD, will be smaller than the DRAM half-pitch. From diffraction
theory, the resolution of a projection imaging system is given by [1]

d = k1
λ0

nsinθ
= k1

λ0

NA
, (7.1)

where d is the resolution, λ0 the wavelength in vacuum, n is the index of refrac-
tion of the medium between lens and photoresist (n = 1 in vacuum), θ the aperture
angle and NA is the numerical aperture. k1 is a dimensionless factor that depends
on the exposure system and resist. The resolution d can be decreased by reducing
λ0 and k1, and by increasing NA. For example, the resolution has been extended

4 The 2005 revision of the International Technology Roadmap for Semiconductors removes the
concept of “Technology Node” and replaces it with the “Technology Trend Cycle” specific to a
particular product. For continuity, the DRAM half-pitch is used here to describe the technology
generation.
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to sub-100 nm minimum features by reducing λ0 from 240 nm, obtained from KrF
excimer lasers, to 193 nm with ArF lasers. For patterns smaller than 65 nm, exten-
sion to a still shorter wavelength of 157 nm (F2 excimer lasers) may be consid-
ered. The Raleigh limit of k1 is 0.5, but the actual value typically ranges from 0.57
to 0.87 [172]. The 0.5 limit can be approached with resolution-enhancement tech-
niques (RET), such as phase-shift masks and off-axis illumination [1], and optical
proximity corrections (OPC) [173–179]. When combining multiple RETs, k1 val-
ues near 0.25 are expected. The numerical aperture NA typically ranges from 0.6
to 0.8 in a KrF system and approaches 0.9 in an ArF system [172]. NA can be in-
creased to values considerably above 1 by increasing the index of refraction n, as
discussed below.

7.4.3.4 Optical Proximity Correction, OPC

Optical proximity effects are variations of a shape that depend on the proximity of
the shape itself, for example, corners and ends to the line width, to other features
that affect patterns [173]. Examples of proximity effects are the difference in printed
line-width between an isolated line and a line in a dense array of lines of equal width
and space, line-end foreshortening, and corner rounding of rectangular-shape im-
ages. Corner rounding can be qualitatively explained by considering that at corners,
the intensity of exposure light and density of etch-reactants are shared between two
edges, so that exposure and etch proceed slower at the corner itself than at edges
away from the corner. Optical proximity correction (OPC) is a technique to intro-
duce assist features to compensate for proximity effects. Automatic programs are
available to place the correct size of assist features on a given layout [176, 177].

Regions of Different Line Density

Examples of regions of different line density are the center and edge of an array,
or nested and isolated lines (Fig. 7.25). Without OPC, isolated lines typically print
with a smaller width than densely packed lines. Also, the process window for print-
ing small isolated features is typically smaller than for dense features because of
the smaller depth of focus [173]. OPC is performed by selectively applying ad-
justments to the drawn line-width, or by placing sub-resolution lines (that do not
fully print a pattern on the resist), called scattering bars, adjacent to resolvable lines
(Fig. 7.25) [173, 174]. Scattering bars make isolated lines appear like dense lines.

Corner Rounding, Line-End Foreshortening

Examples of designs where line-end foreshortening becomes an issue are the
polysilicon gate overlap on field oxide (Fig. 7.26). The drawn polysilicon-gate over-
lap of the active area must be sufficiently large to ensure that the gate is patterned
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Fig. 7.25 Design of scattering bars to match the widths of isolated lines to the width of dense lines
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Fig. 7.26 Illustration of line-end foreshortening and correction by adding serifs at the end corners
(Adapted from [176])

over the field-oxide area. Without OPC, line-end foreshortening would require
additional overlap of the drawn shape to meet this requirement. Foreshortening is
considerably reduced by adding serifs or “hammerhead” features to the gate pattern,
as shown in Fig. 7.26.

Figure 7.27 illustrates how corner rounding can considerably reduce the effective
area of a drawn rectangular shape, for example, the emitter of a bipolar transistor.
Adding serifs to the corners results in a pattern that is close to the drawn shape.

7.4.3.5 Double Exposure and Double Patterning

Double exposure and double patterning have been introduced to reduce the effective
factor k1−eff (or k1−pitch) for printing a pitch without the need to reduce the actual
k1 or NA of the exposure system (7.1). The methods consist of splitting the design
into two masks to relax the minimum pitch and patterning the masks separately.
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Fig. 7.27 27Illustration of line-end foreshortening and OPC. a Corner rounding and shape-end
foreshortening without OPC; b Serifs added to the shape corners bring the printed image closer to
the drawn shape (Adapted from [176])
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Fig. 7.28 Illustration of double exposure sequence

In double exposure, two same or different masks and two same or different il-
lumination settings are sequentially used to print the desired pattern on the same
photoresist layer which is subsequently developed and etched into the substrate
Fig. 7.28 [180]. This technique is commonly applied to printing patterns of dif-
ferent dimensions and densities or pitches in the same layer, allowing independent
optimizations of exposure conditions for each set of patterns [180–185]. The two
exposures may, for example, each consist of lines which are oriented in one or the
other of two typically perpendicular directions [181]. In this case, double exposure
or patterning allows the decomposition of two-dimensional patterns into two one-
dimensional patterns which are easier to print.
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Fig. 7.29 Illustration of double patterning by pitch-splitting with hard mask [180]. a Hard-mask
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Double patterning is distinct from double exposure inasmuch as sequential ex-
posures are made on different resist layers, with each exposure followed by one or
more etching steps to transfer the resist patterns into the substrate [180]. This avoids
the interaction of images on the same resist, resulting in higher resolution than
with double exposure alone. Several double patterning schemes have been proposed.
Among those are the double-exposure-double-etch scheme shown in Fig. 7.29 [180],
and the self-aligned spacer-patterning shown in Fig. 7.30 [186]. The sequence in
Fig. 7.29 (shown for positive resist) makes the line-width CD independent of over-
lay [180].

Double exposure and double patterning have several concerns that have delayed
introduction into manufacturing [180]. Overlay is a major concern since the sec-
ond feature must be precisely positioned with respect to the first. Cost is another
concern because of the increased complexity in mask design, imaging and process
integration, and reduced yield.

7.4.3.6 Immersion Lithography

Immersion microscopy has been well-known for over a century.5 By placing a
medium, such as mineral oil or water, with an index of refraction n > 1 between ob-
jective and object, the wavelength in the medium is reduced to λ = λ0/n, effectively
increasing the numerical aperture and increasing the resolution by a factor n (7.1).

5 Ernst Abbe, a German Physicist, was the first to discover late in 1870 that the maximum ray
slope entering a lens from an axial point on an object could be increased by a factor equal to the
refractive index of the medium between lens and object.
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The method was applied to optical lithography, using a microscope objective as
the projection lens [188]. It is referred to as an immersion lithography system
(Fig. 7.31). It offers a cost-effective attractive alternative to extending the capability
of projection systems by reducing the illuminating wavelength because it does not
require the development of new masks, lens and resist material [189]. The require-
ments on the immersion fluid are uniform high index of refraction, transparency,
chemical stability and compatibility with the chosen resist, mechanical stability and
bubble-free so it can be used in step-and-scan systems with high-speed lens mo-
tion [190].

A numerical aperture NA = 1.4 was demonstrated on a commercial optical mi-
croscope with high-index oil-immersion (n≈ 1.5) optical lithography using 453-nm
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wavelength. The smallest feature produced was a 230-nm isolated line [191]. Oil
immersion was also predicted to extend the ArF 193-nm system to NA = 1.05 and
125-nm minimum feature at k1 = 0.68 [192]. Other immersion liquids were inves-
tigated. Among them are cyclic-hydrocarbons with index of refraction n ≈ 1.5 at
λ0 = 257nm [193, 194], and perfluoropolyethers with n ≈ 1.36 at λ0 = 157nm (F2
excimer laser) [194], and water n ≈ 1.44 at λ0 = 193nm [189, 195, 196]. Water is
most attractive because of its ease of use and high index of refraction, effectively
reducing the wavelength to λ = λ0/1.44 = 134nm. This represents an improvement
in resolution by 43% [196].

The depth of focus (DOF) for immersion imaging is defined based on the effec-
tive reduction in wavelength as

DOF = k2
λ0

nNA2 . (7.2)

This is significant since the effective DOF scales linearly with 1/n compared to
quadratically with 1/NA2 [196, 197].

7.4.3.7 Extreme Ultraviolet and Nanoimprint Lithography

Extreme ultraviolet lithograph (EUV or EUVL) and nanoimprint lithography (NIL)
are among the techniques considered for the extension of printing capabilities to
32-nm and smaller dimensions.

EUV systems typically contain several high-reflectivity condenser and projec-
tion Mo/Si multilayer mirrors [198–200]. The EUV wavelength of choice has been
selected as 13.5 nm (92 eV photon-energy) because Mo/Si mirrors reach a high re-
flectivity of about 72% at this wavelength [198]. With eight mirrors in the path from
source to mask, the optics would then absorb about 93% of the available EUV light.
Thus, the light source, typically from plasmas generated by laser or pulse discharges,
must be sufficiently bright to compensate this loss. The 13.5-nm wavelength can be
produced by transitions of lithium, xenon, or tin plasma-ions, with more focus on
the latter two ions. Because of the high radiation energy, EUV systems require high
vacuum to avoid absorption and ionization along the path, that is, the system must
be evacuated after each wafer exposure, reducing the throughput. Other consider-
ations are damage to mirrors and resolution limits similar to those of e-beam and
x-ray lithography.

The principle of nanoimprint lithography (NIL) is shown schematically in
Fig. 7.32 [201]. A mold with the nanostructures is pressed into a thin resist film, for
example, polymethymethacrylate (PMMA) that is heated above its glass transition
temperature. This creates a thickness contrast pattern in the resist that duplicates the
mold nanostructures.

After removal of the mold, anisotropic etching removes the compressed resist
regions in the resist, resulting in the desired resist pattern. Silicon dioxide and silicon
were initially used as mold materials. The mold was patterned with electron-beam
lithography and reactive-ion etching (RIE). Sub-10 nm imprints were demonstrated
with this technique [202]. Other mold materials are being considered.
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Fig. 7.32 Schematic of a nanoimprint process. a Imprint with mold to create a thickness contrast
in resist; b Mold removal; c Pattern transfer with RIE to remove residual resist in compressed areas
(Adapted from [30])

The major issue with NIL is the defect density created by the contact between
mold and resist. As a result, NIL has been limited so far to designs with less strin-
gent requirements on defects and throughput than deep submicron and nanoscale
CMOS. Among these are storage media, MEMS, flat-panel displays, and biomedical
devices [203].

7.4.4 Integration of Ultra-Shallow Junctions

Junctions with a depth x j<100nm are referred to as ultra-shallow junctions, USJ.
Techniques to reduce the junction while maintaining high sheet resistance are dis-
cussed in this section.

7.4.4.1 Low-Energy Ion Implantation

Several factors affect the implanted profile in conventional beam-line ion
implantation. Among them are the ion energy, mass, charge and dose, the sil-
icon crystallographic orientation with respect to beam, and the degree of sur-
face amorphization [1]. The implantation energy must be reduced to meet the
requirements on scaling vertical and horizontal dimensions to deep submicron
and nanoscale dimensions. In particular, ultra-shallow (x j < 100nm), low-leakage
source-drain and source-drain extension junctions must be formed at ultra-low im-
plant energies of 500 eV or less, and high dose to maintain the required low sheet
resistances [204, 205]. This can be done in conjunction with pre-amorphization
with silicon or germanium [204–207], and rapid-thermal [207–210], or spike-
anneal [211].
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Ultra-low implant-energies are particularly important to form ultra-shallow p+n
junctions because of the low boron mass and transient-enhanced diffusion (TED).
An alternative approach to ultra-low implant energy to achieve ultra-shallow boron
profiles is to use boron-containing molecular ions, such as BF+

2 of molecular mass
49 [1], BCl+2 of molecular mass 81 [211], or decaborane B10H14 of molecular mass
124 (that ionizes as B10H+

x ) [212, 213], which compares to a mass of 11 for boron
alone. Thus, the ratio of effective boron energy to the acceleration energy of the
molecules is ∼11/49 for BF+

2 , 11/81 for BCl+2 , and 11/124 for decaborane. For ex-
ample, when decaborane is implanted at energy 56 keV, the effective boron implant
energy is about 5 eV.

Conventional beam-line ion implantation at low energy suffers, however, from
fundamental limits that include space charge limitations and inability to effi-
ciently and uniformly dope three-dimensional structures, such as deep trenches
and FinFETs. The space charge limited current is illustrated for a cathode ray tube
in Fig. 7.33. A fraction of the field lines end on the emitted electrons, that is, the
space charge of electrons distorts the field. When the field is low, a point is rapidly
reached where the cathode is totally shielded from the anode field by the charge
of electrons, resulting in zero-field at the cathode and the current saturates. In this
case, the current is said to be space-charge limited to

j =
4ε0

9

√
2q
m

V 3/2

d2 A/cm2, (7.3)

where j is the current density, ε0 is permittivity of free space, q the electron charge,
m the electron mass, V the voltage between anode and cathode, and d the distance
between anode and cathode. Equation (7.3) is referred to as the Schottky-Langmuir
space-charge law. A similar situation occurs in an ion implanter operating at a low
accelerating voltage, that is, low ion energy. The ion beam current is reduced and
the transport of the beam from the ion source to the target becomes more difficult,
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Fig. 7.33 Effect of electron space charge on the electric field between anode and cathode
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leading to a strong degradation of throughput and uniformity when the beam energy
is decreased below 1 keV [214].

Space-charge limited current is also observed when carriers are injected into an
insulator, such as oxide, or a nearly intrinsic semiconductor. In this case, the space-
charge limited current law is referred to as Child’s law.

Another limitation of beam-line implantation is its inefficiency to uniformly dope
high-density, high-aspect-ratio three-dimensional structures, such as deep trenches
and FinFETs. This is because of very large tilt-angle requirements to implant side-
walls of trench- and fin-structures, and shadowing effects on the ion beam which
cause non-uniform doping of sidewalls.

7.4.4.2 Plasma Immersion Ion Implantation. PIII

To solve the above technical limitations, plasma immersion ion implantation, PIII,
also know as plasma doping, PLAD, or pulsed plasma doping P2LAD has been
proposed as an alternative to beam-line ion implantation [215–225]. The basic tech-
nique was first demonstrated in [226]. A typical configuration of a pulsed plasma
doping system is shown schematically in Fig. 7.34 [224]. In this configuration, the
plasma is continuous and the ion source is readily available when the voltage pulse
is applied.

Plasma immersion ion implantation offers many inherent advantages over con-
ventional beam-line implantation [216]. Among them are: higher throughput than

Faraday dosimeter

RF plasma excitation
power supply

High-voltage pulse
Power supply

Plasma

Pedestal

Accelerated ions Wafer

Electrostatic chuck

Sheath

Fig. 7.34 Schematic configuration of a pulsed RF-excited continuous P2LAD system (Adapted
from [224])
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those attainable with conventional accelerator beam-lines due to the higher current
densities possible with plasma sources [214, 218–220, 224, 225], the higher doping
uniformity over larger areas [218–220], the capability of uniformly-doped three-
dimensional structures [214,215,223], system simplicity and lower cost [218,224].
As a result, a better trade-off between sheet resistance RS and junction depth x j
can be achieved with PIII than with beam-line implantation. It is also claimed
that a lower RS can be obtained for the same x j or a smaller x j for the same
RS [214, 221]. PIII has, however, serious limitations in comparison with beam-
line implantation [225]. There is no systematic ion-mass separation - all positive
ions in the plasma are implanted to some extent. Also, ions are not strictly mono-
energetic because the distribution of their energies depends on several factors in-
cluding gas pressure, pulse shape and plasma density. So far, the technology has not
been adopted for manufacturing.

7.4.4.3 Suppression of Diffusion

Diffusion of impurities in silicon is fundamentally related to the interaction between
impurities and point defects. Native point defects are silicon vacancies and self-
interstitials. Boron and phosphorus diffuse essentially by the mechanism of intersti-
tials, while arsenic and antimony diffuse by the vacancy mechanism [1]. Thus, the
junction profile can be strongly influenced by incorporating “neutral” species that
affect the density of point defects and hence the dopant diffusivity in the vicinity of
the junction. Among these are carbon, fluorine and nitrogen. Figure 3.48 in Chap. 3
illustrates how placing substitutional carbon at a concentration of about 1% in the
vicinity of a region doped with boron, phosphorus, arsenic, or antimony, can retard
the diffusion of boron and phosphorus and accelerate the diffusion of arsenic and
antimony [227]. The plots are shown again in Fig. 7.35 for convenience.

The retardation mechanism is attributed to the creation of silicon interstitials by
the so-called kick-out mechanism in which substitutional carbon is replaced by in-
terstitial silicon, creating a flux of silicon interstitials from the doped region toward
the carbon-rich region and retarding diffusion of boron and phosphorus, and sup-
pressing transient-enhanced diffusion, TED. Also, interstitial carbon can be formed
by a dissociative reaction whereby substitution carbon and vacancies are created.
The flux of vacancies toward the doped region accelerates the diffusion of anti-
mony and arsenic [227]. Carbon can be incorporated in the desired region epitaxi-
ally by adding a carbon-containing compound, such as CH4-SiH3, to the gas mix-
ture [228–234], or by co-implantation [235–238]. In both cases, carbon is typically
placed just below regions doped with boron or phosphorus where retardation of dif-
fusion and suppression of TED is critical, such as the bipolar base and MOSFET
channel, source-drain, source-drain extensions and halos.

Transient enhanced diffusion of boron is also found to be suppressed by co-
implantation of fluorine [90, 239]. The suggested model is that fluorine traps self-
interstitials, retarding boron diffusion, and also forms B-F complexes, deactivating
a fraction of substitutional boron [239].
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Fig. 7.35 Diffusion of B, P, As, and Sb from highly doped substrates into Si and Si:C layers with
substitutional carbon at a concentration of 1% placed in the vicinity of the doped region (Adapted
from [227])

7.4.4.4 Junction Silicides

As the source-drain junction depth is reduced to ultra-shallow dimensions, the
silicide thickness must also be reduced to maintain low junction leakage. Thus,
the optimal silicide thickness becomes a trade-off between sheet resistance, con-
tact resistance, uniformity, and junction leakage [240]. In deep submicron technolo-
gies, this trade-off becomes more difficult to achieve with titanium silicide (TiSi2)
when the source-drain junctions are silicided simultaneously with the polysilicon
gate. The limitation of titanium silicide is the difficulty in transforming the ther-
modynamic metastable high-resistivity (60–90μΩ-cm) C49 phase to the stable low-
resistivity (12–20μΩ-cm) C54 phase as the polysilicon line-width is decreased from
about 1.5 to 0.1μm. Films composed of the C49 phase require higher temperature to
form the C54 structure when the lateral and vertical dimensions of silicide features
are reduced. This is attributed to the decreased number of nucleation sites for the
C54 phase in narrow lines. Higher temperature annealing to form the C54 phase re-
sults in agglomeration and an increase in sheet resistance [241–243]. Agglomeration
can be suppressed by depositing thicker titanium and forming a thicker silicide film.
However, a thicker silicide film consumes more of the junction and results in in-
creased junction leakage in ultra-shallow junctions. The observation of a line-width
dependence of the transformation of TiSi2 to its low-resistance phase was the main
reason that cobalt silicide was considered as an alternative to titanium silicide for
line-widths below ∼0.25μm [244]. The cobalt-silicide sheet resistance was found



484 7 Enabling Processes and Integration

to remain constant for n+-polysilicon and p+-polysilicon even for line-widths as
narrow as 0.08μm [245].

Nickel mono-silicide (NiSi) offers several advantages over titanium and cobalt
di-silicides [246–248]: (a) About 30% less silicon consumption than TiSi2 and
CoSi2 for the same sheet resistance, which is important when optimizing sheet
resistance and leakage in ultra-shallow junctions; (b) Low silicidation tempera-
ture; (c) No line-width dependence of sheet-resistance down to sub-50 nm line-
widths [247–250], while agglomeration of CoSi2 has been observed for line-widths
below ∼50nm [247]; (d) Lower silicidation temperature almost eliminates dopant
uptake by the silicide that would cause non-ohmic contact-behavior. Dopant pile-up
at the silicide interface and a lower silicide to silicon barrier height for holes is ob-
served in PMOS, which further reduces the contact resistivity to PMOS source and
drain [246, 250].

Nickel mono-silicide is typically formed by sputter-depositing a 9-nm to 30-nm
Ni film, depending on junction depth, and annealing by RTA at 400◦C–600◦C in an
inert atmosphere [246–250]. The film is typically capped with a Ti or TiN layer to
avoid oxidation of the silicide-silicon interface [251]. If heated between 200◦C and
300◦C, a higher-resistivity Ni2Si film begins to form. The film becomes unstable
at around 300◦C and converts to the NiSi, which is of lower sheet resistance [246].
One important difference between nickel-silicide and cobalt- or titanium-silicide is
that silicon diffuses out to the Ti or Co film to form the silicide while Ni diffuses in
toward the silicon interface to form NiSi, thereby eliminating bridging of the silicide
over dielectric films on the STI or spacers [246].

In the presence of excess Si, which is typical when contact is formed on sili-
con, thin NiSi films react with Si to form NiSi2 during post-silicidation processing
temperatures of about 700 ◦C–750◦C. Adding platinum (Pt) to Ni can improve the
thermal stability of NiPtSi by delaying the formation of NiSi2 [252, 253]. There
is another important advantage of alloying Pt with Ni that is related to silicon-
germanium (SiGe) polysilicon gates. Germanium is incorporated in the source and
drain of PMOS to induce a lateral compressive stress that enhances the hole mo-
bility (Chap. 5). In typical MOSFETs, SiGe is also present in the gate. The Ge in
polysilicon SiGe gates tends to segregate out of the SiGe during silicidation reaction,
so that the amount of Ge in the resulting germanosilicide NiSi1−xGex is consider-
ably less than in the starting film. This segregation becomes more pronounced as
the Ge fraction increases. This is attributed to the higher temperature required to
form NiGe compared to NiSi and it exacerbates the tendency of the germanosilicide
to agglomerate [254]. Adding 5–10% Pt to Ni results in greater Ge incorporation in
the germanosilicide thereby reducing the agglomeration and improving its thermal
stability [255]. A contact resistivity rC lower than 10−8 Ohm-cm2 was measured for
NiPt germanosilicide [256]. The integration of Ni0.9Pt0.1SiGe contacts was demon-
strated on tri-gate FinFETs with an increase of 18% in PMOS drive current when
compared to NiSiGe [257]. This is attributed to the lower source-drain sheet and
contact resistances.
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7.4.5 Gate Stack Module

The MOSFET gate stack consists of multiple layers that form the gate dielectric,
the gate conductor, and their interfaces. Figure 7.36 illustrates the transition from a
stack of silicided, doped polysilicon gates on SiO2 as the gate dielectric (Fig. 7.36a)
to full metal gates on a high-K dielectric (Fig. 7.36b). This section discusses high-K
dielectrics and metal gates, including fully-silicided (FUSI) polysilicon gates.

7.4.5.1 High-K Dielectrics

Because of their excellent interface and bulk properties, silicon-dioxide (SiO2)
and oxynitrides (SiON) have served as primary gate dielectrics down to nanoscale
(∼100nm) dimensions. As the channel length is reduced, the physical thickness
of SiO2 must also be reduced to maintain adequate gate control of the inversion
layer and reduced short-channel effects. At a channel length of about 65 nm and
below, however, the physical thickness of SiO2 must be reduced to less than 1.2 nm
where the rapid increase in gate leakage due to direct tunneling makes further scal-
ing impractical (Chap. 5). This fundamental limit prompted the development of in-
sulators of higher dielectric constant than SiO2, called high-K dielectrics, that can
be deposited physically thicker than SiO2, resulting in a significant reduction in gate
leakage due to tunneling for the same equivalent oxide thickness, teq (EOT). Among
these are hafnium-based dielectrics [258–267], sputter-deposited zirconium-oxide
(ZrO2) [268], thermally formed, evaporated, or atomic-layer deposited aluminum
oxide (Al2O3) [269, 270], and plasma-enhanced CVD tantalum oxide (Ta2O5) with
TaF5 as a precursor in an O2 +H2 atmosphere [271].

Hafnium-based dielectrics, such as HfO2, HfSiON, HfAlON, and hafnium sili-
cates have emerged as primary choices of gate dielectrics because they satisfy most
CMOS key dielectric requirements [261–267]. Among these requirements are the
dielectric constant, bandgap, band alignment to silicon and thermodynamic stabil-
ity [260]. Hafnium dioxide can be deposited by reactive co-sputtering of Hf in an
Ar +O2 atmosphere [258,262], chemical-vapor deposition (CVD) [260], or atomic-
layer deposition (ALD) with HfCl4 and H2O as precursors [144]. Other dielectric
compositions, such as HfSiON [265,266] and HfAlON [267] can be deposited by co-
sputtering Hf and Si targets, or Hf and Al targets in an Ar +O2 +N2 atmosphere. In
most cases, a very thin (∼0.6nm) interfacial oxide or oxynitride is formed between

Metal
High-KInterfaceSiO2

Silicide

Interface
Polysilicon

ba

Fig. 7.36 Gate-stack migration from silicided, doped polysilicon on silicon dioxide to metal gates
on high-K dielectric
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high-K dielectrics and silicon to avoid an increase in surface-state trap densities cre-
ated by direct contact of high-K dielectrics with silicon [258,260–267]. The interfa-
cial oxide can be grown, for example, by RTO, remote plasma oxidation, or In-Situ
Steam Generated (ISSG) SiO2 prior to deposition of the high-K dielectric [267]. Its
thickness must be optimized to achieve SiO2-like interface with silicon while mini-
mizing the impact on the overall dielectric constant. For example, a higher dielectric
constant can be obtained with HfSiON on an oxynitride interface SiON than on SiO2.

7.4.5.2 Metal Gates

Polysilicon gate conductors, even when heavily doped, are known to become de-
pleted to a depth of ∼1.2nm, increasing the capacitance-equivalent-thickness (CET)
in inversion by about 0.4 nm (Chap. 5). This increase becomes a larger fraction of
the total equivalent oxide thickness as device dimensions are scaled down. Thus, it
has become necessary to develop metal gates in conjunction with high-K dielectrics
to eliminate the impact of gate depletion on the CET. Additional objectives are
also to reduce the gate sheet resistance and eliminate boron penetration observed
with heavily-doped polysilicon PMOS gates. As for polysilicon gates, there is a
strong trade-off between process complexity and performance when choosing be-
tween a single-workfunction, near midgap metal gate, and dual-workfunction, band-
edge metal gates for nanoscale technologies (Chap. 5). Several single, near midgap
workfunction metal gates have been demonstrated. Among them are tungsten (W ),
deposited by sputtering [272] or metal-organic CVD [272], CVD WSi [274] and
WxN [275], reactively sputtered TiN [276–278] and TaSiN [280]. Patterning is per-
formed by conventional CMOS or a “replacement-gate” process where the gate is
formed after source and drain as illustrated in Fig. 7.37 [273, 274, 276, 280]. In this
scheme, the MOSFET isolation source, drain and gate are completed following a
conventional CMOS process (Fig. 7.37a). An oxide film is deposited and planarized
by CMP, exposing the polysilicon (Fig. 7.37b). The polysilicon gate and underlying
thin oxide film are removed by wet-etching techniques (Fig. 7.37c). A new gate di-
electric that consists of oxide, oxynitride or high-K material is deposited followed
by the deposition of a thin metal layer, such as TiN (Fig. 7.37d). The metal gate,
W or Al, is deposited (Fig. 37e) and planarized (Fig. 7.37f), resulting in the desired
metal gate MOSFET [273, 274, 280].

The advantages of midgap workfunction metal-gates over polysilicon have been
shown for fully-depleted ultra-thin undoped SOI where the threshold voltage for
NMOS and PMOS were simultaneously satisfied without additional doping of the
top silicon film. This is because, in ultra-thin SOI structures, the threshold voltage
and short-channel effects can be independently controlled with the thickness of
the top silicon film [273–275, 278, 279]. In bulk silicon, a midgap gate conductor
would result in NMOS and PMOS threshold voltages that are too high for nanoscale
applications if not adjusted with counter-doping similar to that of a buried chan-
nel. Counter-doping with a buried channel, however, degrades mobility and short-
channel characteristics. A single workfunction metal gate becomes less effective
as MOSFET dimensions are scaled down, nullifying the advantages of metal gates
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Fig. 7.38 Illustration of dual workfunction metal gate process (Adapted from [287])

over polysilicon. Thus, metal gate conductors with dual workfunction, 4.0–4.3 eV
for NMOS and 4.8–5.1 eV for PMOS, are required to achieve low threshold voltages
(Chap. 5) [281–286]. Figure 7.38 illustrates a gate-stack flow that demonstrates the
formation of a CMOS dual-workfunction metal gate using titanium as the gate elec-
trode for NMOS and molybdenum as the gate electrode for PMOS [287]. The struc-
ture is processed in conventional CMOS, including the formation of a 5-nm thick
Si3N4/SiON gate dielectric stack. This is followed by sputter-deposited 20-nm Ti
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Fig. 7.39 Illustration of dual workfunction metal gate process (Adapted from [289])

and 10-nm TiN to form the NMOS metal gate. The NMOS regions are then covered
with photo-resist while the TiN/Ti stack over the n-well was etched. 20-nm molyb-
denum is then sputter-deposited and annealed. This is followed by sputter-deposited
10-nm TiN, and 100-nm LPCVD, in-situ n-doped polysilicon as the top electrode.
The TiN films serve as barrier layers to prevent possible reactions among the metals
and the polysilicon during subsequent high temperature processes. The process is
completed in conventional CMOS.

One example of integrating a dual-metal gate CMOS on an ALD HfO2 gate di-
electric is reported in [289]. After forming the gate dielectric, TiN is deposited by
reactive sputtering to form the PMOS metal-gate, followed by depositing an oxide
film and patterning the NMOS regions in photoresist (Fig. 7.39a). The resist pattern
is transferred to the oxide by etching the oxide over NMOS regions, stopping on
TiN. The resist is removed and the oxide used as a stencil, or “hard mask,” to
pattern TiN (Fig. 7.39b). TiN is wet-etched (Fig. 7.39c), the oxide is wet-etched
(Fig. 7.39d), and a TaSiN film deposited by reactive sputtering to form the NMOS
gate electrode, followed by a heavily doped polysilicon film deposited by CVD
(Fig. 7.39e). The gates are patterned and the process completed in conventional
CMOS (Not shown). A similar process uses TaSiN for NMOS and Ruthenium (Ru)
for PMOS [290].

Fully silicided polysilicon (FUSI) can also serve as metal gates. This was
first demonstrated for single workfunction cobalt-silicide (CoSi2) in a 100-nm
CMOS technology [33], and for dual-workfunction nickel-silicide gates [291–294].
MOSFETs with fully Ni-silicided dual workfunction gates were fabricated on Hf-
SiON using nickel phase-controlled FUSI [292]. The workfunction was tuned by
modifying the nickel to silicon ratio: for a silicon-rich composition with a ratio
Ni/Si = 0.6 φm ≈ 4.5eV, suitable for NMOS, and for a nickel-rich film with a ratio
Ni/Si = 1.7 φm ≈ 4.85eV, which is suitable for PMOS [292]. The flow is shown
schematically in Fig. 7.40.
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The process follows a conventional CMOS flow up to polysilicon sidewall forma-
tion, oxide deposition and planarization by CMP. Nickel-silicidation of source and
drain is done independently of gates. The NMOS polysilicon gate is protected with
photoresist while the PMOS polysilicon gate is recessed by etch-back (Fig. 7.40a).
The resist is removed and a nickel film deposited by, for example, sputtering
(Fig. 7.40b). Simultaneous silicidation of NMOS and PMOS is done by using an
optimized 2-step Ni FUSI process. The Ni/Si ratio is controlled by limiting the first
RTP step without fully consuming polysilicon. Excess Ni is then selectively etched
and a second RTP step at higher temperature completes silicidation [288].

7.5 Advanced Interconnects

The drive to advanced interconnects is motivated by the need to reduce the wiring
RC delay,6 the power supply noise caused by IR drops, and the cross-talk noise
caused by capacitive coupling between adjacent wires.7 Thus, both the wiring re-
sistance R and capacitance C must be reduced. A simplified representation of wire
dimensions and capacitances is shown in Fig. 7.41. The wire resistance is

Rwire = ρm
Lm

Wmtm
Ohm, (7.4)

6 The RC product has the unit time: R = Voltage/Current = (Voltage × Time)/Charge; C =
Charge/Voltage.
7 Cross-talk refers to a signal on one line affecting the signal on another line in close proximity.
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where ρm is the metal resistivity, Lm, Wm the wire length and width, and tm is the
metal thickness (Fig. 7.41a).

The wire capacitance Cwire is the sum of line to above conductor capacitance
(Cla), line to below conductor capacitances (Clb) and line to line capacitance (Cll),
as shown in Fig. 7.41b. Neglecting fringe-effects and assuming for simplicity that
the conductors above and below the wire are continuous equipotential planes rather
than individual metal lines, Cla and Clb can be expressed as

Cla =
LmWmε0εi

ti−a
F, (7.5a)

Cla =
LmWmε0εi

ti−b
F. (7.5b)

where εi is the insulator dielectric constant, ti-a the thickness of the dielectric be-
tween the wire and the conductor above and ti-b is the dielectric thickness between
the wire and the conductor below. Similarly, the line to line capacitance can be ap-
proximated for each side of the wire as

Cla =
Lmtmε0εi

ti−ll
F, (7.6)

where ti-ll is the line to line space. Thus, assuming a uniform dielectric material
around the wire and neglecting fringe-effects, the RC delay τRC for the center wire
shown in Fig. 7.41b can be approximated from (7.2–7.4) as

RC = τRC =
ρmε0εiL2

m

tm

(
1

ti−a
+

1
ti−b

+
2

ti−ll

tm
Wm

)
s. (7.7)
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The dielectric below the first metal level is referred to as the pre-metal dielectric,
PMD. The dielectric between consecutive metal levels is called inter-level dielectric,
ILD. The dielectric between metal lines at the same level will be referred to as the
intra-level dielectric, ILLD.

It follows from (7.7) that for a given wire length and width, the RC delay can
be reduced by decreasing the conductor resistivity and insulator dielectric constant,
and by increasing the dielectric and metal thickness. As the PMD and ILD thick-
ness increases, however, so does the aspect ratio (depth to width ratio) of contacts
and vias, which increases the complexity of etching and filling the openings. An
increase in line to line space results in a wider metal pitch (distance between centers
of adjacent metal lines) and hence a lower pattern density. Finally, an increase in
metal thickness results in higher line to line capacitance and hence cross-talk be-
tween adjacent lines. Thus, when optimizing the interconnect design and process,
there is a tradeoff between capacitance, resistance, delay, cross-talk, circuit density,
and process complexity. This trade-off is alleviated with the introduction of lower
resistance copper wiring and low-K intra-level and inter-level dielectrics.

7.5.1 Copper Interconnects

Copper has replaced aluminum in deep submicron and nanoscale interconnects, pri-
marily because of its lower resistivity, higher electromigration resistance, and higher
melting point (Table 7.1). The resistivity of copper is less than 2/3 that of aluminum.
This property allows either a reduction in interconnect resistance for the same metal
thickness or a reduction in metal thickness and hence line to line capacitance for the
same wire resistance. The higher melting point is one of the main reasons copper
interconnects exhibit a longer electromigration lifetime than aluminum operating at
the same current density. The lower copper resistance further improves electromi-
gration and lifetime by reducing Joule heating for the same current.

Table 7.1 Properties of interconnect and contact metals

Property Al Cu Ti TiN Co Ni W

ρ 2.7 1.67 42.0 20a 5.25 6.84 5.65
TCR 0.071 0.130 e 0.0014b 0.531 0.692 0.411
TC 222 394 21.9 15c 69.0 82.9 166
CTE 23.8 16.5 8.41 d 13.8 13.3 17.4
Tm 660 1085 1670 2150 1495 1455 3387

ρ Resistivity (μΩ− cm), TCR Thermal coefficient of resistance (K−1), TC Thermal conductivity
(Wm−1K−1), CTE Coefficient of thermal expansion (×10−4K−1), Tm Melting point (◦C)
aMinimum value reported in [294], depends strongly on deposition conditions
bMinimum value reported in [295], depends strongly on film-stress
cMeasured on bulk [295]
d Not available
eMagnitude and polarity depend strongly on film thickness
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Two obstacles delayed the introduction of copper interconnects. 1. The inabil-
ity to pattern the metal by anisotropic reactive ion etching (RIE) due to the non-
volatility of the by-products; 2. The lack of an appropriate barrier film to be placed
around the metal to inhibit Cu migration into the surrounding insulator and silicon,
and inhibit oxidizing species to diffuse into copper, corroding the metal. Copper
diffuses rapidly into and through insulators and silicon. In silicon, Cu can segregate
in active regions, creating near mid-gap states that increase junction leakage. The
migration of Cu in insulators can degrade the dielectric integrity and also cause
leakage paths between interconnects, particularly along interfaces. The patterning
issue was resolved with a metallization process known as “damascene.” Novel and
efficient barrier liners have been developed for encapsulating the copper lines.

7.5.1.1 Damascene and Dual Damascene

Damascene refers to a decorative art of inlaying different metals into one another,
for example, gold into an oxidized steel background. In the damascene intercon-
nect scheme, the metal is “inlayed” into trenches patterned in an insulator [296].
Figure 7.42 illustrates this process for aluminum interconnects and compares it to
“conventional” metal patterning. In the conventional process, applicable to alu-
minum metallization, the metal films are first deposited on a planarized surface

ResistResist

Stud
Ti-TiN/W/TiN-Ti

Intra-level
 dielectric

Interconnect
TiN-Ti/AlCu/Ti-TiN

Inter-level
 dielectric

DamasceneConventional

e

f

d

b

c

a

Fig. 7.42 Comparison of “conventional” to damascene patterning, illustrated for aluminum-based
interconnects [296]
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erties (Adapted from [296])

and patterned with resist (Fig. 7.42a). The metal is directionally etched by RIE
(Fig. 7.42b) and then covered with a dielectric and planarized by CMP (Fig. 7.42c).
In the damascene process, the planarized dielectric is first patterned with resist
(Fig. 7.42d), and trenches reactively ion-etched into the dielectric (Fig. 7.42e). The
metal films are deposited, filling the trenches, and then planarized down to the sur-
face of the dielectric by CMP, leaving embedded metal in the desired wiring pattern
(Fig. 7.42f) [296]. The damascene process replaces dry-etching the metal with etch-
ing the dielectric, which is simpler.

Dual damascene is an extension of the damascene process whereby via and inter-
connect patterns are sequentially printed on top of each other in two masking steps
(Fig. 7.43) [296, 297]. Resist-1 and resist-2 in Fig. 7.43a have dissimilar exposure,
development and etch properties. Other materials can be used for this purpose. Vias
are first patterned in resist-1, followed by patterning trenches connected to vias, and
“stand-alone” trenches in a second masking step (Fig. 7.43a).

The intersection of the two mask openings defines the self-aligned via-stud. The
stud shape is selectively etched in the dielectric almost to completion, with mini-
mal attack on the resists (Fig. 7.43b). The RIE reagents are then changed in-situ for
patterning the trench images in resist-1 (Fig. 7.43c). The etch-chemistry is changed
again and, with both resist-patterns in place, the insulator is etched to the desired in-
terconnect metal depth. Vias are simultaneously etched down to the prior metal level
and the resists removed (Fig. 7.43d). The via and prior metal are intentionally shown
misaligned to emphasize the process-flexibility. The desired metal is deposited, fill-
ing the vias and trenches (Fig. 7.43e). It is then planarized by CMP (Fig. 7.43f).
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Fig. 7.44 Copper dual-damascene process sequence. a Deposition of a thin barrier liner and copper
seed after etching via and trench in the ILD; b Copper plating, CMP, and barrier-cap deposition

The steps are repeated for multi-level metals. The surface planarity is maintained
throughout the process.

While both patterning by dry-etching and damascene or dual-damascene can be
applied to aluminum-based interconnects, only the damascene or dual-damascene
process is applicable to copper because of the afore-mentioned non-volatility
of copper dry-etch by-products. The copper process sequence is illustrated for
dual-damascene in Fig. 7.44 [298]. It consists of etching vias and trenches in the
ILD, as described in Figs. 7.42 and 7.43. A thin barrier liner, for example, an ALD
TaN film, is deposited, followed by a thin copper seed-layer (Fig. 7.44a). A copper
film is electroplated and planarized by CMP. A barrier-cap layer is then deposited
over the entire surface (Fig. 7.44b), or selectively over copper only.

7.5.1.2 Barrier Layers

One of the main concerns with copper interconnects is the stability of the Cu inter-
face with the surrounding dielectric. Copper does not adhere well to most insulator
materials, diffuses rapidly into and through the insulator and silicon, and corrodes
rapidly in an oxidizing ambient. It is therefore necessary to encapsulate copper with
an efficient barrier to Cu and oxygen migration (Fig. 7.44) [299–309]. There are
two types of barriers in a copper damascene process, a barrier on the sides and floor
of trenches and vias (Fig. 7.44a), and a barrier-cap on top of copper prior to the
next inter-level dielectric deposition (Fig. 7.44b) [302]. The key purpose of barrier
liners is to prevent copper from diffusing into the ILD and oxygen from diffusing
into copper, and to promote adhesion with both the interlayer dielectric (ILD) and
copper.
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The most common barrier liners are tantalum nitride (TaN), or a combina-
tion of TaN and Ta [302–305]. The films can be deposited by CVD [299, 301],
PVD [298, 300, 305], or ALD [302–304]. Since liner resistivity is considerably
higher than that of copper and the liner does not carry appreciable current, the liner
must be sufficiently thin to minimize the copper volume displaced by the liner to
keep the effective interconnect resistivity at a value of about 2.2μΩ-cm [300, 302].
The effective resistivity is defined as

ρeff ∼= ρCu
Volume of Cu+ liner

Volume of Cu
Ohm−nm. (7.6)

The effective resistivity approaches the copper resistivity as the liner thickness is
decreased. As the interconnect line-width is reduced, metal nitride liners, such as
TaN, TiN and WN, deposited by ALD become more efficient since they can form
ultra-thin (1–2 nm) barriers with excellent conformality [302–304, 310].

A “self-formed” MnOx barrier is reported in [306–308]. A thin copper-
manganese alloy (Cu-2%Mn) is deposited as a copper seed layer by sputtering.
Copper is electroplated to the desired thickness, followed by an anneal cycle at
300◦C. During annealing Mn reacts with SiO2 to form a thin (≈2nm) MnSixOy
barrier. Excess Mn migrates to the top Cu surface and reacts with oxygen to form
MnOx, a key feature of this process [306]. The top MnOx is removed during copper
CMP. No barrier is formed at the via-bottom, resulting in intimate contacts between
the top and bottom copper layers. A barrier cap is then deposited on the surface. The
structure is extended to a bi-layer of an ultra-thin Ta film followed by a CuMn seed
film and copper electro-plating [308]. The structure is annealed after deposition of
a barrier cap, whereby a thin MnO film forms on all boundaries and encapsulates
copper. The ultra-thin Ta minimizes the required Mn concentration, reducing the
interconnect resistance.

Other barrier liner compositions, such as Ru/TaN have also been investi-
gated [309].

7.5.1.3 Copper Deposition and CMP

As has been shown, copper is typically deposited by electro-plating. A seed layer is
deposited on the barrier liner to facilitate the plating process. It provides an initial
low-resistance path for the plating current. Adhesion to the barrier layer can be
improved by adding a “glue layer” such as Ru [311]. For plating, the front-side
is contacted near the wafer edge to provide a uniform current. The film resistance
decreases rapidly as the Cu layer grows.

Chemical-mechanical polishing is the enabling process for damascene Cu inter-
connects. At every metal level, the copper film is planarized by CMP, typically down
to the surface of the surrounding insulator (Fig. 7.44b). A measure of the insulator
mechanical strength is its Young’s modulus [312]. Since low-K and ultra-low-K
dielectrics have a lower Young’s modulus than silicon-dioxide (Sect. 7.5.2), polish-
ing copper on the material would require the polishing pad pressure to be greatly
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Fig. 7.45 Illustration of copper dishing and dielectric erosion in a damascene CMP process
(Adapted from [315]). Dishing and erosion are the result of different polishing properties of the
metal and insulator. Erosion depends strongly on pattern density

reduced to avoid cracking, delamination, and excessive metal dishing and dielectric
erosion (Fig. 7.45) [313–315]. Since the rate of removal of copper is directly re-
lated to the down-force on the pad, this would mean a longer time and hence lower
throughput for polishing.

The electrochemical mechanical planarization process, ECMP, was developed
to alleviate the CMP problems, particularly in nanoscale technologies [316]. The
wafer is immersed in a specially-designed electrolyte and a voltage applied. A pas-
sivation film forms on copper where it prevents the Cu dissolution in the electrolyte.
A rotating polishing pad with almost zero down pressure (<0.5psi) gently re-
moves the passivation film wherever it touches the wafer, allowing Cu to dissolve
there [317, 318]. The dissolution of copper in the electrolyte involves oxidation of
Cu to Cu2+ ions and subsequent Cu ion diffusion

Cu →Cu2+ +2e. (7.7)

The removal rate does not depend on the pad down-pressure but is controlled by the
applied voltage.

The ECMP system typically consists of three platens [316–318]. In the first
platen, most of the Cu is removed by electro-chemical mechanical polishing at a
high-rate by the applied electric charge, independent of down-force. In the second
platen, the remaining thin Cu film is cleared in electro-chemical mechanical polish-
ing combined with a precision charge-controlled end-point [317]. The barrier-liner
and an eventual hard mask material are removed in a polishing step in the third
platen [318]. When compared to “conventional” CMP, ECMP removes copper at a
considerably higher speed while minimizing damage to the low-K ILD.

7.5.1.4 Barrier Cap

The cap layer must seal the top, prevent Cu from migrating along the surface, protect
the copper from corrosion during subsequent patterning steps, act as a polishing stop
and, in case of dielectric caps, the cap must act as etch-stop for vias that do not fully
land on the underlying metal [302].

Typical dielectric caps are PECVD silicon-nitride (SiNx) and silicon carbide
(SiC) which have K-values of about 5 to 7. The disadvantage of both materials
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Fig. 7.46 Schematic of cap configurations. a SiNx alone; b CoWP alone; c CoWP+SiNx

is the relatively high dielectric constant that increases effective K of the ILD. An-
other drawback is the poor adhesion with copper, allowing Cu to migrate along
the dielectric-Cu interface, causing voids in the metal and leakage between metal
lines [319,320]. The problems with dielectric caps can be resolved with self-aligned
metal caps, such as selective deposition of 5–20 nm cobalt-tungsten phosphide
(CoWP) [320–323], or cobalt-tungsten boride (CoWB) [324] by electroless plating.
Metallic barrier caps are found to be more efficient in suppressing Cu migration and
protecting the copper surface during processing without impacting the ILD K. The
caps can be formed with or without a silicon-nitride film (Fig. 7.46).

7.5.1.5 Fundamental Issues with Copper

As the copper interconnect width is reduced to nanoscale dimensions, two funda-
mental issues become more important: The liner occupies an increasingly larger
portion of the damascene feature, and the resistance increases non-linearly as the
line-width is reduced.

The liner accounts for about 15% of the feature volume at a minimum half-pitch
of about 90 nm. This fraction must be maintained as an upper limit of trench or via
width. The lower limit in barrier-liner thickness is the effectiveness in preventing
the diffusion of copper and oxygen. Replacing PVD TaN/Ta liner with, for example,
an ALD TaN (1 nm)/ALD Ru (2 nm) bi-layer, can significantly reduce the Cu volume
displaced by the liner [325, 326].

Figure 7.47 shows how the copper specific resistivity increases with decreasing
Cu line-width [325]. The copper resistivity increases with decreasing feature size
because of additional inelastic scattering of electrons at the line sidewalls [325,
327–329]. The electron mean-free path in copper, aluminum, and tungsten is, re-
spectively, about 39.3 nm, 14.9 nm, and 14.2 nm [329, 330]. As the line-width ap-
proaches the mean-free path, there is an increased contribution of inelastic electron
scattering on interfaces and rough porous sidewalls [327,331], and on grain bound-
aries [331]. The result is an increase in resistivity and RC delay as the line-width is
scaled down [332] (Fig. 7.48).
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7.5.2 Low-K Dielectrics

The motivation for developing low dielectric-constant (low-K) inter-level and intra-
level dielectrics is to reduce the capacitance between interconnects lines. This
not only reduces the RC delay but also the cross-talk noise between adjacent
signal-lines. Figure 7.48 shows how the RC delay is reduced by combining cop-
per interconnects with low-K dielectric [333, 334].

Among the key requirements on low-K materials are the chemical and mechani-
cal stability. The dielectric must maintain the low K-value during patterning, sur-
face cleaning, and plasma processes, with minimal moisture absorption and gas



7.5 Advanced Interconnects 499

Table 7.2 Properties of some low-K materials

Material K References

SiOF 3.4 [335]
SiOC-base 2.9 [336]
SiOCH no pores 3.1 [337]
SiOCH, porous, ∼0.6nm Ø pores 2.6 [337–343]
SiOCH, porous, 0.6–0.8 nm Ø pore 2.2–2.4 [337–343]
Air-gap 1.0

permeation. It must have a Young’s modulus larger than 8 GPa to avoid delamina-
tion and cracking during CMP, and must be thermally stable during subsequent heat
treatments at temperatures up to about 500◦C. It must exhibit a minimum break-
down field of ∼1MV/cm and have low leakage between conductors.

Several PECVD low-K dielectrics have been demonstrated on an integrated
copper damascene process. Among them are materials that belong to the Organo-
Silicate Glass (OSG) family, as summarized in Table 7.2 [335–343]. The OSG ma-
terials can be made silicon-rich, rigid without pores with K = 3.1. The dielectric
constant can be extended to ultra-low-K values of about 2.0 by introducing pores
of varying diameter. This can be achieved by, for example, adding an organic pre-
cursor, called porogens, to the tetramethylcyclotetrasiloxane (TMCTS) used for the
preparation of SiCOH dielectrics and annealing to remove the thermally less stable
organic CHx radicals from the film, thus adding porosity [337].

The porosity reduces K but also degrades the mechanical strength, resistance
to impurity penetration, and electric breakdown of the film. Because of porosity,
etching and CMP processes can degrade K. In some cases, it is necessary to seal the
pores with a special plasma treatment [344]. Figure 7.49 shows the capacitance as a
function of reciprocal line-to-line space for different ILD combinations [339]. The
capacitance increases from the value in point a to the value in point b in Fig. 7.49
as the space is reduced from 100 nm to 70 nm. For full-pore (both films with pores)
and a space of 70 nm, the capacitance drops to the value point c. The capacitance
drops further to the value in point d if the Cu thickness is scaled to about 2/3 of an
aluminum line of same width and sheet resistance.

The values are given for the center line in the inset at a minimum distance from
surrounding lines [339]. The value in a is for a combination of intra-level dielectric
with pores, inter-level dielectric without pores, and a line-to-line space of 100 nm.
The capacitance increases as the line-to-line space decreases.

The dielectric constant can further be reduced by forming air-gaps between metal
lines [345–349]. An effective dielectric constant of K ≈ 1.9 has been achieved with
an air-gap scheme shown in Fig. 7.50 [349]. The first Cu metal is formed on a
low-K dielectric (SiOC) (Fig. 7.50a). A special SiC film is deposited and patterned
(7.50b). The SiC film is etched and the insulator selectively removed from the air-
gap regions (Fig. 7.50c). This step is referred to as gap-etch. Another SiOC layer is
deposited under a condition to close the window at the top of the trench and form
an encapsulated air-gap. The film is then planarized by CMP (Fig. 7.50d), followed
by a second metallization level.
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7.6 Problems

The temperature is 300 K unless otherwise stated.

1. An NMOS p-well is implanted through a 10-nm screen oxide with boron at a
maximum energy of 400 keV and a dose of 2×1014 cm−2. At this energy, the range
and straggle of boron in the patterning resist are, respectively, 1.7μm and 0.1μm.

(a) Estimate the resist thickness necessary to ensure that the surface boron concen-
tration in the blocked areas does not increase by more than 1015 cm−3.

(b) What experiment and test would you implement to verify your estimate?

2. Vias are patterned with resist and etched in TEOS oxide to a depth of 1.0μm with
over-etch of 30%. The ratio of TEOS etch-rate to resist etch-rate is 1.5:1. What is
the minimum resist thickness required to protect the covered TEOS regions from
etching?

3. Calculate the required thickness of thermal oxide required to reduce the top sili-
con thickness in an SOI wafer by 100 nm.

4. A 500-nm deep and 250-nm wide trench for copper wiring is lined with 20-nm
tantalum of resistivity 500μΩ-cm. Copper is deposited and polished to the top of the
trench. A 100-nm thick silicon-nitride cap layer is deposited, followed by 800-nm
low-K dielectric (K = 2.9). Find:

(a) The effective interconnect sheet resistance.
(b) The effective dielectric constant of the dielectric stack above copper.

5. The nominal NMOS threshold voltage is measured lower than expected.

(a) Identify five possible process-induced mechanisms that would cause this behav-
ior.

(b) What experiments and tests would you implement to determine the actual
cause(s)?

6. The following electrical test-results were obtained on a PMOSFET:

Parameter Unit Measured 3σ-low Target 3σ-high
VT-lin V −0.45 −0.54 −0.62 −0.70
gmsat μS/μm 190 225 250 275
Cmax fF/μm2 4.5 4.4 4.6 4.8
ΔW nm 320 270 300 330
ΔL nm 240 225 250 275

Identify the most probable cause for the low threshold voltage and low transconduc-
tance.
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7. The following electrical test-results were obtained on a PMOSFET:

Parameter Unit Measured 3σ-low Target 3σ-high
VT-lin V 0 −0.54 −0.62 −0.70
gmsat μS/μm 305 225 250 275
Cmax fF/μm2 4.5 4.4 4.6 4.8
ΔW nm 320 270 300 330
ΔL nm 240 225 250 275

Identify the most probable cause for the low threshold voltage and high transcon-
ductance.

8. How can the NPN collector-base breakdown voltage be 25 V in a stand-alone
collector-base capacitor, and 10 V in a transistor?

9. The leakage current between two adjacent collectors is in the mA range for an
array of bipolar transistors of the type shown in Fig. 7.3, but in the sub-fA range
between two isolated transistors. What is the most probable cause for the difference?
How can you confirm this?

10. The gain β and gain-bandwidth product fT of a bipolar transistor are 80% higher
than expected. Identify process parameters that can cause this behavior. What inde-
pendent electrical test would you implement to verify the cause?

11. Why should the etched polysilicon gate of a MOSFET always overlap the field
oxide? How far should the drawn polysilicon image overlap the drawn field oxide
image to ensure adequate overlap of the on-chip patterns? Assume: Polysilicon line-
width 200 nm; radius of corner rounding 100 nm; line-end foreshortening 60 nm;
worst-case alignment tolerance of polysilicon pattern to field-oxide pattern 100 nm.

12. The space between two 400-nm high copper interconnect lines consists of 50-
nm thick dielectrics of K = 3.0 on each side and a 100-nm wide air-gap in the
middle. Disregard fringe effects and calculate the line-to-line capacitance per mm
interconnect length.

13. The vertical and horizontal impurity profiles of the channel, source-drain,
source-drain extensions, and halos are optimized for a 100-nm MOSFET channel
length. The threshold voltage measured on a 1μm long channel MOSFET fabricated
in the same process is 0.42 V in the linear mode and 0.39 V in the saturation mode.
Suggest a mechanism that causes this behavior.

14. The diffusion coefficient of Cu in SiO2 in the temperature range 300◦C–500◦C
is estimated as DCu = 57.8e−1.82(eV )/kT , where k = 8.62×10−5 eV/K is the
Boltzmann constant and T is the absolute temperature. Assume an 800-nm thick
SiO2 ILD under a copper interconnect line, no barrier at the bottom of the line, and
an initial Cu concentration of 1016 cm−3 in the oxide near the Cu−SiO2 interface at
an anneal temperature of 480 ◦C. Estimate the time required for Cu to diffuse down
to the bottom of the ILD.
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15. The source and drain pn junctions are contaminated with copper. Assume one-
sided abrupt junctions with a uniform background concentration of 1017 cm−3, and a
uniform Cu concentration of 5×1012 cm−3 within the depletion region. Estimate the
reverse junction leakage per unit junction area at 85◦C and 2.5 V reverse voltage.

16. In a BiCMOS process, the epitaxial film was deposited 30% thicker than speci-
fied. What electrical parameters would be affected by this change?

17. Compare the equivalent oxide thickness (EOT) of 9-nm hafnium oxide (K = 25)
to that of a dual layer 7-nm HfO2 and a 2-nm protective thermal SiO2.
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P. Rivallin, G. Guégan, D. Lafond, V. Laviron, V.; Carron, L. Brévard, C. Tabone,
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Chapter 8
Applications

8.1 Introduction

The first part of this chapter describes examples of NMOS, CMOS and BiCMOS
logic units. The presence of both NMOS and PMOS in an integrated bulk1 CMOS
process makes the circuit susceptible to a parasitic effect known as latch-up.
A CMOS inverter will be used to describe the latch-up mechanism and methods to
prevent it. The second part of the chapter covers different types of memory cells,
including dynamic random-access memory, DRAM; static random-access memory,
SRAM; and nonvolatile memory, NVM. The chapter concludes with a summary of
BiCMOS features that are important for analog/RF applications.

8.2 Logic Units

Four basic logic units are discussed in this section: the inverter, the NAND gate, the
NOR gate, and the transmission gate. A more detailed discussion of logic designs
can be found in Ref. [1].

8.2.1 The Inverter

This basic building block of digital elements is the inverter. It consists of a driver
transistor and a “load” as shown in Fig. 8.1.

The driver is always an enhancement mode device because this type of MOS-
FET requires that the drain and gate voltages be of the same polarity which allows
direct coupling between stages. For this discussion, it is assumed that the driver is

1 The term “bulk” is used to distinguish the wafer on which CMOS is constructed from silicon on
insulator, SOI.
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Fig. 8.2 Inverters with different types of pull-up devices. a Linear resistance. b Enhancement mode
NMOS in saturation. c Depletion-mode NMOS. d Enhancement mode PMOS (CMOS)

an enhancement mode NMOS of threshold voltage VT n. CL is the load capacitance
that is the equivalent to the sum of all capacitors seen by the output. VDD is the
power-supply voltage and VSS is typically at ground. Four types of load devices
are shown in Fig. 8.2. The load can be a resistor (Fig. 8.2a), an enhancement-mode
NMOS connected in saturation with the gate tied to the drain (Fig. 8.2b), a depletion-
mode NMOS (Fig. 8.2c), or an enhancement mode PMOS in a CMOS technology
(Fig. 8.2d).
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Assume initially that the pull-up device is a simple resistor of resistance R. If the
input voltage is “Low,” at or near VSS <VT n (“0” in the truth table), the NMOS driver
is off and the current through the resistor charges CL to “high,” at or near VDD, with
a time constant RCL. The load is hence called a “pull-up” device since the current
through the load brings the output to “high,” that is, VDD. If the input is rapidly
switched to “high,” the NMOS conducts and the capacitor discharges through the
driver. The output drops to a low potential, at or near VSS. The driver is hence called
the “pull-down” device. Thus, the output voltage signal is the “inverse” of the input
signal.

A plot of Vout versus Vin transfer characteristic of an inverter with a passive pull-
up resistor is shown in Fig. 8.3a [1].

Ideally, the output voltage VOH should be at VDD when the input voltage is at
VSS (0 V), and VOL should be at VSS (0 V) when the input voltage is at VDD. This

“1”

V
O

ut
 (V

)

VOH=VDD

VIn (V)
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0
VIHVIL
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b

Fig. 8.3 a Inverter transfer characteristic and unity-gain points (Adapted from [1]). b Definition of
“low” and “high” noise margins, NML and NMH (Adapted from [1])
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condition is approached in a CMOS inverter, as will be shown in the next section.
It can be seen in Fig. 8.3a that for an inverter with pull-up resistor, the output does
not drop completely to ground (0) but to a value VOut-Low (VOL) that depends on R
and the NMOS on-resistance Ron which includes the NMOS channel and extrinsic
resistances

VOut−Low =
VDDROn

R+ROn
. (8.1)

With the pull-down transistor in the conducting state, current passes through both
the resistor and the NMOS, dissipating power. To reduce power dissipation and
decrease VOL, R must be large. But as R increases, the RCL delay increases. Thus,
the value of R is a trade-off between speed, power, and the maximum VOL that can
be allowed.

In the transfer characteristic of Fig. 8.3a, there are two points A and B, called
unity-gain points, where dVOut/dVIn = −1. The input voltages at these points are
denoted by VIL at point A and VIH at point B.

VOH and VOL can deviate from their nominal values and can also shift from circuit
to circuit due to variability in component and process parameters. Transient voltage
excursions superimposed on VOH and VOL, referred to as noise, can occur from ex-
ternal influences, such as line to line coupling from adjacent signal lines. An inverter
must therefore be designed with adequate margin to prevent false switching in the
presence of noise.

A figure of merit of an inverter is its static noise-margin, NM, defined as the
absolute difference between the applied voltage, that is, from the driving gate and the
input voltage corresponding to the nearest unity-gain point. Since there are two unity
gain points on the transfer characteristic, there are two noise margins denoted by
the low noise margin, NML, and the high noise margin NMH , as shown in Fig. 8.3b
[1–5].

NML is defined as the difference in magnitude between the maximum low output
voltage, VOLmax of the driving inverter, and the minimum low input voltage, VILmin
(at the unity-gain point) that can be recognized by the driven inverter

NML = |VILmn −VOLmax| . (8.2a)

Similarly, NMH is the difference in magnitude between the minimum high output
voltage, VOHmin of the driving gate and the maximum high input voltage VIHmax (at
the unity-gain point) that can be recognized by the driven inverter

NMH = |VOHmin −VIHman| . (8.2b)

For example, if the minimum high output, VOHmin, of the driving inverter in Fig. 8.4
is less than the sum of maximum high input, VIHmin, and noise margin NMH of the
driven inverter, there is a possibility that noise will flip the driven inverter to the
opposite state.

A performance figure of merit is given in Chap. 5, (5.77), as

τ ≈ CL VDD

IDsat
s, (8.3)
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Fig. 8.4 Part of an inverter chain. The output of the driving inverter-1 is the input of the driven
inverter-2

where CL is the load capacitance, VDD the total voltage swing, and IDsat the satura-
tion drain current of a pull-up or pull-down transistor. For minimum physical space
between inverters in Fig. 8.4, the wiring capacitance is typically negligible and CL
is just the sum of the MOSFET drain capacitances in inverter-1 and the MOSFET
gate capacitances in inverter-2.

Pull-up MOSFETs have replaced passive resistors because of power, speed and
the considerably smaller area occupied by a MOSFET of the same equivalent re-
sistance. One option is an enhancement-mode NMOS connected in saturation with
VG = VD, as shown in Fig. 8.2b. The main disadvantage of this option is that, as
for the passive resistor load, the “high” output is lower than VDD. From Chap. 5,
it can be determined that when the pull-up drain and gate are connected and VIn
is switched to “low,” the output will be at approximately one threshold voltage VT
below VDD rather than at VDD. Actually, the output voltage will be lower by more
than VT because, as the output goes “high,” the source becomes reversed biased with
respect to body. This is known as the body-effect discussed in Chap. 5. The output
low voltage VOL decreases as the “gain” ratio βR of pull-down to pull-up resistance
increases. This ratio is given as (Chap. 5)

βR =
W/L of pull-down

W/L of pull-up
. (8.4)

This is why the pull-down NMOS is designed with a considerably higher W/L ratio
than the pull-up transistor. If the gate of the pull-up NMOS is separately connected
to a higher supply voltage than VDD, the transistor can be made to operate in the
linear region and the “high” output can again approach VDD.

An alternative is to reduce VT of the pull-up transistor below zero by using a
depletion-mode NMOS. This can be achieved by forming a thin “n-skin” at the
channel surface, for example, by ion implantation, so that the transistor is normally-
on (Chap. 5). The channel is turned-off by applying a negative voltage on the gate
with respect to source. In the configuration of Fig. 8.2c, the depletion-mode NMOS
pull-up is always on since the gate is connected to source. One advantage of this two-
terminal configuration is that the “high” output can go all the way to VDD without
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necessitating a separate pull-up gate connection. Another advantage is the faster
switching transition because the depletion mode pull-up NMOS provides more cur-
rent to charge CL than other NMOS pull-up structures throughout the output voltage-
swing from zero to VDD [6].

8.2.2 The CMOS Inverter

A schematic cross-section of a CMOS inverter formed on a p-type substrate is shown
in Fig. 8.5. It consists of a complementary pair of enhancement-mode NMOSFETs
in series with an enhancement-mode PMOS, with their gates connected to a com-
mon input, Vin, and drains connected to a common output, Vout . The NMOS source
is typically connected to the p-well at ground potential VSS = 0V. The PMOS source
is connected to the n-well at the power-supply voltage VDD. Under steady-state con-
ditions, the output is either at VDD or VSS (ground). The NMOS is characterized by a
threshold voltage VTn, and βn defined as

βn = μnCeqWn/Ln, (8.5a)

while the PMOS is characterized by a threshold voltage, VTp and βp defined as

βp = μpCeqWp/Lp, (8.5b)

where μ , C, W , and L are, respectively, the effective mobility, gate-oxide equivalent
capacitance, effective channel width, and effective channel length.

The basic operation of the CMOS inverter can be described by examining the
circuit diagram in Figs. 8.2d and 8.5. When the input voltage is “high,” at VDD >VT n,
the NMOS is conducting, while the PMOS is not conducting because the PMOS
source is at the same potential as the gate; the output voltage is “low,” at VSS. When

P-substrate

P-contact

Inverter cross-section

N-contact

Vin

VDD
Vout

VSS

G

DS

G

NMOSP-well N-well

D S

PMOS

Fig. 8.5 Schematic cross-section of a CMOS inverter
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the input voltage is switched from VDD to VSS, the NMOS turns-off, the PMOS turns-
on, and the output voltage is “high,” at VDD. The main advantage of a CMOS over
an NMOS inverter is that, under all DC (steady-state, stand-by) conditions, one of
the transistors is off and there is no direct current through the inverter from VDD to
VSS. This is the key attribute that has made CMOS the technology of choice for low-
power applications. The voltage conditions for three regions of MOSFET operation
in a CMOS inverter are given in Table 8.1.

The CMOS regions of operation are shown in Fig. 8.6. Since the effective
inversion-hole mobility is about 1/3 of the electron mobility, (W/L)PMOS is often
made 3× (W/L)NMOS and VT n and VT p are made the same magnitude so that the
NMOS and the PMOS currents are equal. One important attribute of a CMOS in-
verter is the high noise-margin because, as can be seen from Fig. 8.6, the inverter
switches all the way between VDD and ground (“rail-to-rail”).

There is only a narrow region between the center dotted lines where both tran-
sistors are in saturation. Ideally, the output impedance of both transistors is infinite
in this region and a small current causes a large instantaneous change in voltage.

Table 8.1 Voltage conditions of three regions of operation of MOSFETs in a CMOS inverter

MOSFET Off Linear Saturated

PMOS VIn > VTp +VDD VIn < VTp +VDD VIn < VTp +VDD
VOut > VIn −VTp VOut < VIn −VTp

NMOS VIn < VTn VIn > VTn VIn > VTn
VOut < VIn −VTn VOut > VIn −VTn

0.5 VDD

0.5VDD

VDD

0

VTn
VDD+VTp

VDD

IDn + IDp

V
O

ut

VIn

PMOS sat,
NMOS lin.

PMOS off,
NMOS lin.

PMOS lin,
NMOS sat.

PMOS lin,
NMOS off.

Fig. 8.6 Static transfer and current characteristics of a CMOS inverter and operating regions
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Because of channel length modulation, however, the output impedance is finite and
there is a finite slope in the transition in this region. Compared to other inverter
configurations, the transition is still very sharp.

8.2.2.1 Latch-Up

Latch-up is a phenomenon which forms a low resistance path between VDD and
ground. It is triggered by an electric or radiation pulse; however, the path stays in a
low resistance state after the pulse is removed [7–9]. This can cause loss of informa-
tion or, if the current is not limited by series resistances, the destruction of the circuit.
The CMOS inverter can be susceptible to latch-up because of the presence of four-
layer PNPN (or NPNP) structures, such as the sequence of p-source, n-well, p-well,
n-source shown in Fig. 8.7 [10,11]. Under normal operating conditions, the n-well to
p-well junction is reverse-biased while the other junctions are either reverse-biased
or at the same potential. Thus, the impedance between VDD and ground (VSS) is
high. If a junction becomes forward-biased, even for a very short duration, internal
gain can cause the structure to switch from high-impedance to low-impedance, re-
sulting in high current between VDD and ground. This effect, known as latch-up, is
best explained by examining the inverter cross-section in Fig. 8.7, where a circuit
consisting of an NPN-PNP transistor pair and two resistors is overlaid. A simplified
lumped circuit model is shown in Fig. 8.8 [8, 12–16]. A more accurate model re-
quires the resistors, transistors, and junction capacitors to be treated as distributed
elements.

In the example shown in Fig. 8.7, the p+-source of the PMOS acts as the
emitter, the n-well as the base, and the p-substrate/p-well as the collector of
the PNP transistor. Similarly, the n+-source of the NMOS acts as the emitter,

P-well

P-substrate

P-contact N-contact

Vin

VDDVoutVSS

DS

PNP
NPN

RPW

h
e

e

h

CNW

PMOSNMOS

SD

RNW N-well

Fig. 8.7 CMOS inverter cross-section with overlaid equivalent circuit of parasitic NPN-PNP pair
and n-well and p-well resistors
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Fig. 8.8 Lumped circuit model of CMOS inverter latch-up structure. Also identified are the NPN
and PNP emitter, base and collector along a PNPN current path in Fig. 8.7

the p-substrate/p-well as the base, and the n-well as the collector of the NPN tran-
sistor. Thus, the base of the PNP transistor is the collector of the NPN transistor
and the base of the NPN transistor is the collector of the PNP transistor. Assume,
for example, that a voltage-spike of amplitude above VDD is applied to the PMOS
source. Since the n-well is at VDD, the voltage-spike can transiently forward-bias
the source to n-well junction, although the source and n-well are shorted externally.
Minority-carrier holes are injected from the source into the n-well (electrons are si-
multaneously injected from n-well into the source). Due to the large minority-carrier
diffusion length in the well region, nearly all injected holes diffuse through the n-
well and drift in the p-substrate/p-well to be collected at the p-well contact. The hole
current IPW passing through the p-well resistance, RPW , creates a positive voltage
drop IPW . RPW that can locally forward-bias the NMOS source to p-well junction.
Minority-carrier electrons are then injected from the NMOS source into the p-well
and diffuse toward the n-well where they drift to the n-well contact (holes are simul-
taneously injected from the p-well into the NMOS source). The flow of electrons
in the n-well causes a negative voltage-drop INW .RNW across the n-well resistance,
RNW , that can locally forward-bias the PMOS source to n-well junction This is a
regenerative feed-back that quickly causes the structure to latch to a low-impedance
path between VDD and VSS. Lateral currents can also result from forward-biasing
the n+-source to p-well junction, from avalanche multiplication current from the
n-well to p-well/p-substrate, or from CNW (dv/dt) displacement current caused by a
voltage-spike across the n-well to the p-well/p-substrate junction. Most susceptible
to latch-up are circuits where large voltage transients and high currents are present,
such as input-output circuits. An example of the current-voltage characteristic in a
latch-up structure is shown in Fig. 8.9.

The current-voltage plot is illustrated for latch-up triggered by impact ionization
at the junction between n-well and p-well/p-substrate. Assume initially that RNW



532 8 Applications

ITr

IH

T

Voltage (V)

C
ur

re
nt

 (
A

)

VTrVH

As RNW , RPW decrease
     ITr, IH increase

H

Fig. 8.9 Example of latch-up I–V characteristic

and RPW are infinite. The PNP and NPN structures would then each exhibit the
characteristics of an open-base bipolar transistor. For this case, the current is [10–12]

I =
I0

1− (αn +αp)
A, (8.6)

where I0 is the n-well junction reverse current and is a function of junction reverse
bias, and αn, αp are, respectively, the current gains of the parasitic NPN and PNP
transistors (Chap. 3). It follows that when αn +αp approaches 1, the current goes
to infinity. This condition is triggered at the point T that initiates a region of un-
stable negative resistance (shown as a dashed line) where αn and αp increase with
increasing current and the voltage necessary to sustain the current decreases. Point
H defines the holding voltage VH and holding current IH where αn +αp = 1 (or
βn ·βp = 1) and δ I/δ I0 = ∞. VH is less than approximately 2VBE , (<1.4V), where
VBE is the emitter-base forward voltage (Chap. 3). The current beyond point H is
only limited by series resistances. As the shunt resistances RNW and RPW decrease,
IH and ITr increase, indicating a higher immunity to latch-up. This is the main rea-
son for implementing retrograde wells in bulk CMOS. Three conditions must be met
to sustain the latch-up state [17]:
(a) For given RNW and RPW , sufficient lateral current through the p-well and n-well
must be present to forward-bias the emitter-base junctions of the parasitic transis-
tors; (b) The sum αn +αp (or product βn ·βp) must be a minimum of 1 and exceed
the value necessary for regeneration and (c) the bias supply must be capable of
“sinking” a current greater that the holding current IH .
Several process and circuit techniques are available to suppress latch-up in bulk
CMOS. Among them are:
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1. Lowering the well resistance by increasing the retrograde well concentration and
adding multiple well-contacts at short intervals. A higher well-concentration also
increases the effective base Gummel-number of the parasitic transistors, thus
reducing their current gain.2 Lowering the well resistance is, however, limited by
junction breakdown and parasitic capacitances. One method to efficiently lower
the well resistance and increase the Gummel number is to form a heavily-doped
buried layer under the well. The buried layers can be formed epitaxially with-
out added complexity in a BiCMOS process [17], or implanted at high energy
beneath the wells [18].

2. Placing p+ guard rings, for example, PMOS source-drain in p-well, around the
n-well, and n+ guard rings, for example, NMOS source-drain in n-well, around
the p-well. The guard rings act as collectors that intercept most of the injected
minority carriers before they reach the circuit within the well [19,20]. This option
will, however, increase circuit size and is only considered for circuits where large
voltage transients and high currents are present, such as at input/output (I/O)
terminals.

3. Reducing the distance between silicide and source-drain metallurgical junctions
to increase minority-carrier injection into the source, thus degrading the parasitic
bipolar current gain [21].

Latch-up can be eliminated by encapsulating the NMOS and PMOS with
dielectrically-filled deep trenches merging with the buried oxide in SOI substrates.

8.2.3 The BiCMOS Inverter

BiCMOS allows the combination of both bipolar and CMOS circuits on the same
die, taking advantage of high bipolar current drive capability, low quiescent power
and the high packing density of CMOS. Thus, BiCMOS improves switching speed
by driving high capacitive loads with bipolar transistors while maintaining the low
CMOS static current for digital circuits. One variant of a BiCMOS inverter is shown
in Fig. 8.10 [22]. When the input transitions from high (at VDD) to low (at VSS), the
PMOS turns on and the NMOS turns off. A high current through the PMOS biases
NPN transistor T1 transiently to the on-state, thus charging-up the load capacitance
CL to approximately VDD−VBE through T1 at a higher speed than with CMOS alone.
VBE is the forward voltage on the NPN base-emitter junction (Chap. 3). Final charg-
ing to VDD is through the PMOS and resistor R1. Since NMOS is off, there is no base
current in transistor T2, and T2 remains off. Similarly, when the input is switched
to VDD, NMOS turns-on and PMOS turns-off. T2 turns-on and discharges the load
capacitor at a higher speed than with CMOS alone.

2 The effective base Gummel number is the integral of base concentration along the active path of
the bipolar transistor (Chap. 3).
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8.2.4 CMOS NAND and NOR Gates

A CMOS two-input NAND gate is shown in Fig. 8.11a. The corresponding logic
symbol and truth table are shown in Fig. 8.11b. As for the inverter, each input con-
sists of a pair of complementary MOSFETs. When input A is low (0) and input B is
low (0), both PMOS devices are on and both NMOS devices are off, and the output
is high (1). When A is low and B is high, PMOS-1 is on, NMOS-1 is off, PMOS-2
is off and NMOS-2 is on. The path from output to VSS is blocked and the output is
high (1). Similarly, when A is high and B is low, the output is high (1). The only
condition where the output is low (0) is when both A and B are high. Therefore, the
output is high (1) only when A and/or B are not high.
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A CMOS two-input NOR is shown in Fig. 8.12a and its logic symbol and truth
table in Fig. 8.12b. When input A is low and input B is low, both PMOS devices are
on and both NMOS devices are off and the output is high. When A is low and B is
high, PMOS-1 is off, NMOS-1 is on, PMOS-2 is on and NMOS-2 is off. The output
is low. Similarly, when A is high and B is low, or both A and B are high, the output
is low. The only condition for the output to be high is when neither A nor B is high.

8.2.5 BiCMOS Two-Input NAND

The NAND output current drive capability can be enhanced with bipolar transistors,
as shown in Fig. 8.13. The basic operation of a BiCMOS NAND gate is similar to
that of the BiCMOS inverter shown in Fig. 8.10. When at least one input is low,
at least one of the NMOS transistors in series is off and one of the parallel PMOS
transistors is on. Base current is thus supplied to NPN transistor T1 but not to NPN
transistor T2. T1 is on and provides most of the current to charge CL to approximately
VDD−VBE . Final charging to VDD is through PMOS-2 and R2. Only when both inputs
A and B are high does T2 turn on and provide most of the current to discharge the
load capacitor to VSS.

The performance advantages of BiCMOS over CMOS alone are achieved at
higher processing complexity and lower circuit density (Chap. 7). Thus, applica-
tions of BiCMOS are limited to digital circuits where high drive currents are needed,
such as input/output drivers, and analog and mixed analog/digital designs. It should
be noted that as the CMOS channel length is reduced below ≈200nm and the power
supply voltage is reduced below ≈2V, CMOS performance improves while bipolar
performance degrades, and digital BiCMOS loses its advantage [23].
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8.2.6 The Transmission Gate

The transmission gate (or pass gate) is shown in Fig. 8.14. It consists of a parallel
arrangement of an NMOS and a PMOS transistor that form a complementary switch.
Its main objective is to transfer logic levels without degradation from one node to
another. For this purpose, a control signal is applied to the gate of the NMOS, and
its complement applied to the gate of the PMOS.
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Assume initially that the PMOS is not present and load capacitor CL is at VSS (0).
When VG is at VDD (1), NMOS is on. For Vin = VSS, there is no current between Vin
and Vout and CL remains uncharged at VSS. For Vin = VDD (1), electron current flows
through the NMOS from Vin (source) to Vout (drain), charging the capacitor toward
VDD. As Vout approaches the NMOS threshold voltage VT n, NMOS begins to turn-off.
Vout reaches its maximum value of VG −VT n. This means that the transmission of a
“1” degrades to VDD −VT n when the signal passes through the NMOS alone. Note
that the body effect is included in VT n. If CL is initially charged to VDD(1), Vin = VSS
(0) and VG again switches to VDD, the capacitor completely discharges to VSS through
the NMOS. Thus, the NMOS degrades a “1” but not a “0.”

Similarly, consider the PMOS alone. For VG = VDD(1), the complement VG =
V SS(0) and the PMOS is on. Assume CL to be initially discharged at VSS(0). If the
input signal to be transmitted is Vin = VSS(0), there is no current between Vin and
Vout and the capacitor remains uncharged. If the input signal is a “1” (VDD), hole
current flows from Vin (source) to Vout (drain) until the capacitor fully charges to
VDD. If, however, the load capacitor is initially charged to VDD and the signal to be
transmitted is a “0,” hole current flows from Vout(VDD) to Vin(VSS) until Vout = VT p,
the PMOS threshold voltage. Thus, the PMOS degrades a “0” but not a “1.” By
combining both transistors as in Fig. 8.14, a gate is constructed that transmits both
a logic “1” and a logic “0” without degradation [1].

8.3 Memories

Memories store information in the form of bits (binary digits). If they lose their
information when the power is turned-off they are said to be volatile. The most im-
portant volatile memory types are Dynamic-Random Access Memory (DRAM) and
Static Random Access Memory (SRAM). “Dynamic” refers to the fact that the cell
information must be refreshed periodically (or “dynamically”), even if the power is
on. Otherwise, the information would be lost because of leakage, as discussed be-
low. “Static” means that the cell retains its information as long as power is on. Non-
volatile memories (NVM) retain the information even when the power is tuned off.

Memories can be designed as “stand alone,” occupying a full chip, or embed-
ded as part of a chip that incorporates other functions, such as in a system on a
chip (SoC).

8.3.1 Dynamic Random-Access Memories, DRAM

The DRAM cell was briefly described in Chap. 5. It consists of a storage capacitor, of
capacitance CS, and one transfer device, typically an NMOS for stand-alone DRAM
(Fig. 8.15). Hence, the cell is referred to as a one-device, or 1T-cell [24, 25]. The
small cell-size allows the design of high-packing density memories with low-cost
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per bit. A density figure of merit is the area occupied by the cell, measured in F2,
where F is the minimum lithographic feature size.

A charged capacitor may represent a logic “1” and a discharged capacitor a logic
“0.” The cells are arranged in rectangular arrays of rows and columns, as illustrated
in Fig. 8.16 where only 4×4 cells are chosen for illustration. The control lines that
connect the MOSFET gates are called word lines (WL), and the lines orthogonal to
the word-lines are called bit-lines (BL). For example, a “256 Mega-bit” (Mb) array,
that actually consists of 228 bits, can be arranged as multiple sub-arrays of 256 (28)
bit-lines by 64 (26) word-lines.
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The full array can be thought of as two half-arrays mirror-imaged with respect
to the column-select and sense amplifier circuits. A sense amplifier is essentially a
pair of cross-coupled inverters between the bit lines, with one bit-line of one half of
the array connected to one node of the amplifier and the bit-line of the second half
of the array to the second node of the amplifier.

8.3.1.1 Read Operation

To read the information of the highlighted cells in Fig. 8.16, for example, the sense
amplifiers are first de-activated and all bit-lines along WL-2 and their “mirror” bit-
lines are pre-charged to exactly matching voltages that are intermediate between
high and low logic levels. The pre-charge circuit is then turned-off and the transfer
devices in the shaded cells turned-on by applying a voltage on WL-2 gates suffi-
ciently above the NMOS threshold voltage. This connects the storage capacitors in
the shaded cells to their corresponding bit-lines. The charge in each cell is now re-
distributed between CS and the corresponding CBL, where CS �CBL. A charged cell
causes the voltage on the bit-line to rise by a value approximately proportional to
the ratio CS/CBL with respect to the “mirror” bit-line. A discharged cell causes the
voltage on the bit-line to dip below the level of the “mirror” bit-line. The charge
transfer ratio is a measure of the voltage division that occurs when the cell capacitor
is connected to the corresponding bit-line, defined as

T =
CS

CS +CBL
� 1. (8.7)

The capacitance of each bit-line is sufficiently large to hold the pre-charge voltage
for a time long enough to complete the read cycle. The ratio CS/CBL, however, must
be sufficiently high to result in a voltage signal typically in the range of 50–100 mV
at the sense amplifier to allow signal amplification so that the row can be read at the
output terminal.

8.3.1.2 Restore Operation

Since the cell capacitance is considerably smaller than the bit-line capacitance, the
information is lost after each read access. This is referred to as a destructive readout.
Thus, at the end of a read cycle, the values must be restored to the cell capacitors
immediately after the read operation. The sense-amplifier detects the bit-line infor-
mation and writes it back into the cell. This is done simultaneously for all cells that
are addressed by the word-line.
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8.3.1.3 Access and Cycle Times

The access time tAccess is the delay between the rising edge at the clock-pulse and
the time the information becomes available at the output terminal. The cycle time
tCycle is the minimum time between two accesses. Because of the need to refresh the
cells after a “read,” tCycle > tAccess. Typically, tCycle ≈ 2× tAccess.

8.3.1.4 Write Operation

To write new information in a particular cell, the word-line is activated and a read
operation is first performed on the entire row. The voltage on the bit-line corre-
sponding to the cell is then forced by the sense-amplifier to the desired “1” or a “0.”
The amplifiers then drive the bit-lines, charging the cells with the new information.

8.3.1.5 Retention Time and Refresh Operation

Since the inner plate of the cell capacitor is connected to a junction, the cell charge
can gradually leak-out because of several junction leakage mechanisms, even when
the power is not interrupted. Among the leakage mechanisms are thermal genera-
tion, sub-threshold leakage, gate-induced drain leakage (GIDL), or direct tunneling
through gate oxide (Chap. 5). Assume, for example, that a cell is charged to 2.5 V,
and that detection of a “1” by the sense amplifier is only possible if the cell voltage
remains above 2.3 V. For a cell capacitance of 30 fF and junction leakage of 1 fA, the
cell voltage drops to 2.3 V in 6 s. In this case, the retention time is roughly 6 s. Be-
cause of loss of charge, the cells must be refreshed periodically by reading all cells
in a row and writing-back the information before losing the ability to distinguish
between a “1” and a “0.” Long retention time is required to reduce power and delays
associated with refreshing the data. Since material and process cause leakage to vary
from cell to cell, the retention time is specified for the leakiest bit within a chip. The
minimum retention time is typically specified as 64 ms although most of the cells
exhibit longer retention times. In this case, each row must be refreshed every 64 ms.
Assuming 8192 rows, this requires a refresh rate of one row every 7.8μs.

8.3.1.6 Variable Retention Time, VRT

A single DRAM cell exhibits variable retention time (VRT) when its leakage current
decreases or increases abruptly with time. VRT was first observed during testing of
1 Mb DRAM arrays [26]. Multiple-state and two-state VRT were observed on a very
small fraction (∼0.01%) of cells. The retention time of an individual cell varies
abruptly from one storage cycle to another as shown in Fig. 8.17 [26,27]. The dura-
tion of one leakage state ranged from seconds to hours and decreased with increas-
ing temperature. Also, the frequency of transitions between states increased with
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Fig. 8.17 a Multiple-state retention times measured on one cell as a function of time (Adapted from
[26] b Two-state retention times measured on one cell as a function of time (Adapted from [27])

temperature. The observed multiple-state or two-state VRT can result in a failure if
the shortest retention time measured is smaller than specified for all operating tem-
peratures. As a result, the minimum retention time should be specified with a large
“safety margin” to protect against failure of VRT cells. This results in an increase
in power dissipation and cycle time. Thus, understanding the mechanism behind
VRT and implementing process techniques to reduce the occurrence of VRT become
important to the development of low-power, high-capacity DRAM.

The VRT pattern is analogous to that of the random telegraph signal (RTS) de-
scribed in Chap. 6. The origin of VRT has been correlated to the fluctuation in the
generation-recombination leakage current of the pn junction connecting the cell
to the transfer device [28]. This was determined by separately monitoring sub-
strate and bit-line leakage currents on a specially-designed structure that accesses
the nodes connecting the NMOS junction to the cell-capacitors. Both the bit-line
and node junction leakage currents are measured on the substrate but, with the
word-line “low,” only the sub-threshold current can be measured on the bit-line.
RTS-like fluctuations were observed on the substrate current but not on the bit-line
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current, indicating that fluctuations are caused by generation-recombination and not
sub-threshold current. The fluctuation is attributed to an intermediate, near mid-gap
energy state that can switch from a low-leakage, stable level to a high-leakage meta-
stable level. Its power spectral density is found to follow the Lorentzian noise spec-
trum described in Chap. 6 [28].

8.3.1.7 Single-Event Upsets, SEU

The information in the cell can be lost by generation of electron–hole pairs in silicon
along the path of incident highly energetic particles, such as alpha particles [29], or
cosmic rays in the form of neutrons and protons [30], striking sensitive regions of the
die. An alpha particle is a double-ionized helium atom (2 protons, 2 neutrons) that
can emanate from trace amounts of radioactive contamination in materials used for
manufacturing. Alpha-particles can possess energy typically in the range of 4 MeV
to 8 MeV and penetrate 25–50μm in silicon. Cosmic rays collide with atoms in the
atmosphere and create cascades or showers of predominantly protons and neutrons
which can penetrate deep in silicon and collide with silicon nuclei, generating addi-
tional energetic particles [30–32]. The particles create a large amount of electron–
hole pairs along their path. Minority carriers can be collected by a reverse-biased
cell node within or in the vicinity of the particle path. If the collected charge is suf-
ficiently large, the state of the cell can be upset. The resulting error is recoverable.
It is thus called a single-event upset, SEU, or a “soft-error” to distinguish it from a
“hard error” which causes permanent damage to the circuit and is nonrecoverable.
Single-event upsets are observed in both memory and digital circuits. The mini-
mum collected charge that upsets the cell is referred to as the critical charge, Qcrit .
The soft-error rate (SER) caused by alpha particles can be reduced by designing the
node with a higher capacitance to increase Qcrit , by the use of purified materials
with reduced concentration of radioactive contamination, and by shielding the cell
with a buried well as shown in Fig. 8.18. The entire chip may also be shielded with
a particle-absorbent film. In case of cosmic rays, however, process fixes are more
difficult to implement.

8.3.1.8 Cell Structures

High-density DRAM memory cell-capacitors are constructed three-dimensionally to
reduce the horizontal area occupied by the cell. The cell capacitor can be formed in
a deep trench below the silicon surface, or stacked above the silicon surface.

Trench-Capacitor Cell

One variant of a trench capacitor cell is shown in Fig. 8.18 [33]. Its unique feature
is the self-aligned buried strap that connects the inner plate to one junction of the
transfer device.
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Fig. 8.18 Trench-capacitor DRAM cell

The cell in Fig. 8.18 is constructed on a p-type substrate. A buried n-well is
first implanted beneath the p-well to connect all outer capacitor plates in the array.
A trench is directionally etched into the substrate, about 8μm deep for a 180-nm
minimum feature size on the chip. The trench is filled with arsenic-doped polysil-
icon that is recessed down to the top level of the cell-capacitor. Out-diffusion of
arsenic from polysilicon into the trench sidewalls connects to the n-well to form the
common outer (2nd) capacitor plate. The arsenic-doped polysilicon is then etched
away and a thin oxidized nitride capacitor dielectric grown on the trench sidewalls.
This is followed by depositing a first n+-polysilicon trench-fill and recessing it to
a controlled depth to expose the trench-top and grow a thick isolating oxide col-
lar. A second n+-polysilicon trench-fill is deposited and etched-back deep enough
to expose and etch the thick oxide collar where a buried “strap” will be formed.
A third n+-doped polysilicon fill is deposited and recessed below the silicon sur-
face. The three n+-polysilicon fills constitute the inner plate of the trench capacitor.
Out-diffusion from the third (trench-top) polysilicon forms the buried “strap” that
connects the inner plate to one junction of the NMOS transfer device. The shallow-
trench isolation is patterned in a U-shape over the trench such that it cuts through
the buried strap on three sides and leaves the strap only where the strap makes con-
nection between inner plate and transfer device (Fig. 8.19).

Defects and heavy metal contamination increase leakage and reduce retention
time. To reduce defects and metal contamination in the array, the transfer-device
junctions are implanted with low-dose arsenic and blocked from silicidation. Also,
the bit-line contact is formed by diffusion from n+-polysilicon rather than with
a conventional metal stud on silicide (Fig. 8.18). Although the low junction
concentration increases extrinsic resistances, the impact on DRAM access- and
cycle-time is negligible.
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Scaling of the horizontal dimensions of the transfer device and cell-capacitor
is limited. The threshold voltage and channel length of the transfer device must
be sufficiently large to ensure that the off-current does not exceed the minimum
specification for retention time, typically less than 0.1 fA at 85◦C for sub-100 nm
technologies. As the channel length is decreased, the dopant concentration must be
increased to reduce short-channel effects on threshold voltage discussed in Chap. 5.
Also, as the channel width is reduced, the drive current decreases. This is exacer-
bated by a decrease in mobility because of an increase in channel doping concentra-
tion and electric field (Chap. 5). Several variants of the trench-cell in Fig. 8.18 have
been reported [34–36, 47]. They are mostly aimed at reducing the cell size while
maintaining acceptable cell-capacitance and drive current of the transfer device.

To reduce the off-state leakage, the physical channel length of the transfer de-
vice can be increased by recessing the channel region and forming a curved channel
area below the silicon surface. This technique, called recessed-array channel transis-
tor (RCAT), achieves long-channel characteristics without increasing the horizontal
channel dimensions [39, 40]. Also, the drive current of the transfer device can be
increased while maintaining very low cell leakage by forming the transfer channel
on a fin (Chap. 5). One method for integrating an array FinFET is described in [41].
The RCAT and FinFET features can be combined to optimize the transfer device
with respect to size, leakage, and drive current [42].
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Constructing three-dimensional transfer devices directly above the trench-cell is
shown to reduce the cell area to 8F2 (F: minimum feature size) in 0.175-μm rules,
resulting in a cell area of 0.245μm2 [34–37], and an area of 6F2 (0.135μm2 cell
area) in 0.150-μm design rules [38].

The cell capacitor area can be enhanced while keeping minimum dimensions of
the trench-top by forming silicon nodules, similar to hemispherical silicon grains
(HSG), before filling the deep trench with the inner plate [43, 44]. HSG utilizes
special surface treatment of polysilicon and was first introduced in a stacked-cell
capacitor, as will be described in the next section [45]. Further improvement of
capacitor surface area can be achieved by etching the trench in a “bottled” form
rather than directionally [43, 46, 48].

The trench-capacitor dielectric must sustain thermal cycles subsequent to dielec-
tric growth or deposition. This limits the choices of cell-dielectric and is the main
reason why oxynitride has prevailed as the dielectric of choice for high-density
DRAM cells [47]. Recent reports show, however, that aluminum oxide (Al2O3) can
be a viable enhancement of the trench-cell capacitance [44, 48, 49]. A thin carbon
film was deposited as an outer capacitor plate of high conductivity and thermal sta-
bility, and shown to be compatible with high-K dielectrics [49].

Stacked-Capacitor Cell

The principle of operation of the stacked-capacitor cell is identical to that of a
trench-capacitor cell. The difference between the two cells is in the construction
of the capacitor. An example of a method of forming a stacked capacitor is shown
in Fig. 8.20 [45, 50].

Contacts to the inner capacitor plate are patterned in an inter-level oxide film
(Fig. 8.20a). A first amorphous silicon (a-Si) film is deposited, heavily doped with
phosphorus (P) at a concentration of about 3× 1020 cm−3, filling the contact hole.
This is followed by the deposition of a sacrificial borophosphosilicate (BPSG) layer.
The BPSG and P-doped a-Si films are simultaneously patterned and directionally
etched to form a capacitor “mold” (Fig. 8.20b). Another phosphorus-doped a-Si
film is deposited and directionally etched to form cylindrical side-walls around the
BPSG, contacting the first P-doped a-Si on the sides (Fig. 8.20c). The BPSG “mold”
is selectively etched in HF vapor (Fig. 8.20d). Hemispherical-grained silicon (HSG-
Si) is formed on the exposed surfaces of the P-doped a-Si cylinder [45, 51, 52].
The surfaces are first cleaned by removing the native oxide in a dilute HF solu-
tion. Hemispherical grains are then formed by, for example, the “seeding” method
described in [45, 51], resulting in an increase in as much as 30% in effective
capacitor-plate area (Fig. 8.20e). The structure is annealed at approximately 800◦C
to recrystallize the a-Si and activate phosphorus. A capacitor dielectric, such as
oxynitride or higher-K material, is then formed or deposited, for example, by atomic
layer deposition (ALD), then covered by a doped polysilicon film that constitutes
the outer capacitor plate (Fig. 8.20f).
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Fig. 8.20 Example of stack-capacitor cell (Adapted from [45])

One of the main advantages of the stacked capacitor cell is the flexibility in the
choice of capacitor dielectric. This is because the capacitor is formed after all high-
temperature steps are completed, enabling the use of temperature-sensitive high-K
cell-dielectrics (Chap. 7), such as Barium-Strontium Titanate, BST [(Ba,Sr)TiO3],
and Ruthenium Oxide (RuO2) [53], Aluminum Oxide (Al2O3) [54], Aluminum Ox-
ide and H f O2 dual dielectric (AHO) [55], and Zirconium oxide (ZrO2) [56]. The
main disadvantage of the cell is the topography created by the stack, compared to a
planar top-surface in a trench-capacitor process.

8.3.2 Static Random Access Memories, SRAM

A circuit schematic of the most common SRAM design is a 6-device CMOS cell
shown in Fig. 8.21. A typical layout of the cell is shown in Fig. 8.22 [57, 58]. The
cell can be viewed as consisting of two cross-coupled inverters, forming a “latch,”
and two access devices for read-write operations. The NMOS-PMOS drains of each
inverter are connected to the gates of the other inverter. When “Node-1” is high, T3
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(Adapted from [57, 58])

is on and “Node-2” goes low, T2 is on and T1 is “off.” Let this state define a “0.”
When “Node-2” is high, T1 is “on” and node-1 goes low, T4 is “on” and T3 is “off.”
This state defines a “1.” The feedback in the cell ensures the data is retained when
the power is on. Thus, the cell has two stable states that define a “0” and a “1.”

The word-line controls access to the cell through the two access transistors T5
and T6. When the word-line is high, T5 and T6 are turned on and connect the nodes
of the cell to the bit-lines (Fig. 8.21).
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8.3.2.1 Stand-By

In standby, the word-line is low, T5 and T6 are off and the cell is idle. The cell is
designed such that the feedback (reinforcement) between the two inverters ensures
that the cell retains its information as long as the power is on, so there is no need
for periodic “refresh” as in DRAM. The only current in this state is leakage current
consisting of junction and MOSFET leakage components described in Chap. 5. For
low-power applications, the leakage currents must be kept very low.

8.3.2.2 Read Operation

The read operation is nondestructive, that is, there is no need for restoring the data
after a read. The two capacitive bit-lines are first pre-charged to VDD and then dis-
connected from the pre-charge circuit (not shown). Assume that a “1” is stored in the
cell and node-2 is high. When the word-line is brought to a high voltage, turning-
on access transistors T5 and T6, the cell information is transferred to the bit-lines
(Fig. 8.21). This leaves Bit – line at its pre-charged level and discharges the comple-
mentary Bit − line to VDD − 100mV through T1 and T5. If a “0” were stored in the
cell, Bit − line would remain at a high level and Bit – line would go to VDD−100mV.
In both cases, the established differential signal is typically about 100 mV and suf-
ficiently high to be detected by the sense-amplifier (not shown). The direct differen-
tial sensing without the need to refresh after a read is one of the reasons an SRAM
memory is faster and consumes less power than a DRAM.

8.3.2.3 Write Operation

The voltages to be written are first applied to the bit-lines. To write a “1,” for exam-
ple, Bit – line is set high (“1”), and Bit − line is low (“0”). Access transistors T5 and
T6 are turned on by addressing the word-line and the voltages on the bit-lines are
written to the cell, regardless of previous information in the cell.

8.3.2.4 Cell Stability

A measure of cell stability is the static noise margin (SNM) [2–5, 59–62]. This is
the maximum magnitude of noise voltage that can be tolerated at the internal cell
nodes before the cell flips its state. The most common way of representing the SNM
graphically is shown in Fig. 8.23 in which the voltage transfer characteristic (VTC)
of inverter-2 and the inverse VTC of inverter-1 are plotted [59–62]. For symmetrical
inverters, the inverse plot for inverter-1 is obtained by rotating the VTC of inverter-
2 about the axis of unity slope (45◦) through the origin. The noise margins for a
given inverter characteristic are defined as the lengths of the sides of the largest
rectangles that can be fit in the upper and lower half of the curve. These are shown
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Fig. 8.23 Measured “butterfly curve” on a 3-D SRAM cell fabricated in a 1.2 V CMOS technology
(Adapted from [62])

in Fig. 8.23 for the upper half characteristic as NML and NMH . To illustrate this
definition assume, for example, that in the presence of noise the VTC of inverter-2
shifts down and the VTC of inverter-1 shifts to the right. Once they both shift by the
NM values, they meet at only one point. Any increase in noise would then flip the
cell [59]. For NMH = NML, the rectangle becomes a square as shown in the figure.

The noise margin is degraded during an active operation of the cell because an
additional noise component is induced by the active operation itself. Thus, the worst-
case noise margin should be specified for active operation, such as “read.”

8.3.2.5 Scaling to Smaller Dimensions

When designing an SRAM cell for high-density, low power applications, the primary
objective is to reduce the cell-area and operating voltage while maintaining cell
stability and speed [57, 58, 63–70]. As the operating voltage is reduced, however,
the noise margins decrease and it becomes more difficult to achieve adequate cell
stability [64]. Also, the susceptibility of the cell to single-event upsets increases
with decreasing operating voltage because the critical charge Qcrit that upsets the
cell decreases with decreasing voltage [31,32,65,71]. For example, an SRAM array
of 6-device cells designed in a 90-nm technology shows an average increase in soft
error rate by 18% for a reduction of 10% in operating voltage [32].
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The region of the SRAM cell that is most sensitive to a “strike” by an energetic
particle is a reverse-biased drain junction of an NMOS or PMOS in the cross-coupled
inverters. There are four possible sensitive “strike” locations, namely the two PMOS
drains and the two NMOS drains (Fig. 8.24) [72]. Assume, for example, that a “1” is
stored, that is, the NMOS of inverter-2 is “Off” and its PMOS is “On.” In this case,
the NMOS drain is reverse-biased at VDD. A “strike” through the drain or within
its vicinity creates electron–hole pairs causing a transient flow of minority-carrier
electrons to the drain while the holes flow to the substrate/p-well contact. The flow
of electrons tends to discharge the drain to ground while the On-PMOS tends to
restore the drain to its high potential. Since the PMOS has a finite conductance, the
transient current can drop the drain potential sufficiently to cause the cell to flip.

Since collection by an NMOS drain causes a transition from high to low and col-
lection by the PMOS causes a transition from low to high, it is possible to measure
the SER either on NMOS or PMOS drains by programming the nodes to either low
or high voltage [32]. In an n-well technology the PMOS drain is located inside
the well and the well-substrate junction provides a potential barrier that prevents
minority carriers generated outside the well from diffusing to the “struck” drain.
Consequently, the SER for low to high transitions is smaller than for high to low
transitions [32, 72].

The SER is found to be proportional to the sensitive volume defined by the cell’s
drain area and the minority-carrier collection depth [32, 73]. Scaling the drain to
smaller dimensions has opposing effects on the SER: The sensitive volume for col-
lection of generated minority carriers is reduced, but the drain capacitance also de-
creases, making the cell more susceptible to soft errors. One method to avoid the
conflict is to place a capacitor plate at a fixed potential above the drain, increasing
the drain capacitance without increasing its area [67, 68]. This was achieved, for
example, by optimizing a metal-insulator-metal (MIM) capacitor between the metal
contacting the drain and a titanium-nitride (TiN) plate separated from the drain by
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silicon nitride (Si3N4) or tantalum-oxide (Ta2O5) as the insulator. A minimum-size
cell of area 0.46μm2 was obtained while considerably reducing the SER [67].

An important consideration when scaling the cell to smaller dimensions is the
increased impact of fluctuations in transistor characteristics. As the channel reaches
nanoscale dimensions, fluctuations in the number of dopant atoms within the chan-
nel become significant. For example, a channel of 50-nm length and width, doped at
a concentration of around 1018 cm−3, will contain about 100 dopant atoms. A small
fluctuation in the number of dopant atoms can have a significant effect on threshold
voltage. One approach to solve the problem is to construct a near intrinsic chan-
nel on SOI [74], or on a double-gated fin-structure [58]. Since no dopant atoms are
needed, fluctuations are no longer a problem.

8.3.3 Nonvolatile Memory, NVM

A semiconductor memory is said to be nonvolatile if it retains its information after
its power supply is turned-off. Nonvolatile semiconductor memories can be catego-
rized as Read-Only-Memory (ROM), Electrically-Programmable ROM (EPROM),
and Electrically Erasable and Programmable ROM (EEPROM or E2PROM). Pro-
gramming is the operation of setting (or writing) the desired bit-state of each cell.
A ROM has permanent storage of information that can be read but not readily pro-
grammed. An EPROM can be erased only by exposing the entire chip to strong
ultraviolet light, typically of 235-nm wavelength for about 20 min. After erasure,
the memory array can be electrically re-programmed. EEPROM allows electrical
programming and erasing of individual bit or byte, whereas in flash EEPROM large
blocks of cells, ranging from 512 bytes to entire chip, are erased simultaneously “in
a flash” [75]. This section describes four types of EEPROM cells: the floating-gate,
the trapped-charge, the phase-change, and the magneto-resistive.

8.3.3.1 Floating-Gate Cell

A floating gate cell is shown in Fig. 8.25 [76]. It consists of a MOSFET, typically
an NMOS, with an additional gate that is encapsulated in a dielectric and referred
to as the floating gate, FG. The gate oxide thickness ranges typically from 5 nm to
12 nm while the inter-poly dielectric equivalent oxide thickness ranges from 25 nm
to about 50 nm.

Basic Concept

Charge trapped in the floating gate (FG) modulates the MOSFET threshold voltage
VT as seen by the control gate (CG). Absence of electron charge in the floating gate
results in low VT . The MOSFET turns on when the control gate voltage is increased
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to a specified level above VT and a large drain to source current can be measured.
This state represents a logical “1.” Presence of electron charge in the floating gate
shifts VT to a higher positive value. The MOSFET remains off when the control gate
voltage is increased to the specified level. This state defines a logical “0.”

Read Operation

The band-diagram of a floating gate structure is shown schematically in Fig. 8.26.
Figure 8.26a shows the band diagram for an erased cell, with the control gate at
ground potential and no charge in the floating gate or dielectrics. This state rep-
resents a logical “1,” The small field created in the gate oxide is due to the work
function difference between the polysilicon and the p-type body. To read the cell, a
positive voltage is applied to the control gate and capacitively coupled to the floating
gate, increasing the field in the gate oxide so that the field at the silicon-oxide inter-
face is high enough to invert the surface (Fig. 8.26b).

In a programmed cell, the floating gate is negatively charged by ΔQFG causing a
positive shift in threshold voltage, ΔVT, proportional to ΔQFG, expressed as

ΔVT = VT −VT 0 =
ΔQFG

CFG−CG
, (8.8)

where VT 0 is the threshold voltage with zero floating-gate charge, and CFG-CG is the
floating-gate to control-gate capacitance.

The ID −VCG characteristics for an erased and a programmed cell are shown
schematically in Fig. 8.27. The plots for programmed and erased sates are parallel
to each other. The read voltage VRD is chosen between the two curves, ensuring that
it is above VT 0 for the erased state but below VT for the programmed state. It should
be noted that erasure does not always result in zero charge on the floating gate, and
programming does not always place the same amount of charge on the floating gate.
Thus, safe margins should be allowed when defining the read voltage, VRD.
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Programming (Write) Operation

The charge needed to program the cell must be injected into the floating gate, ei-
ther by Fowler-Nordheim (FN) tunneling [77], or by channel hot-electron (CHE)
injection. [78].

FN tunneling was discussed in Chaps. 4 and 5. Tunneling through the thin oxide
can be induced by applying a high voltage on the control gate, creating a field of
about 107 V/cm in the oxide (Fig. 8.28). The tunneling current has approximately
an exponential dependence on the induced electric field in the gate oxide. When a
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positive voltage is applied to the control gate while source, drain and body are kept
at ground, tunneling occurs across the entire gate-oxide region.

Programming can also be achieved by hot-electron injection from the high field
region near the drain, as shown schematically in Fig. 8.29. To enhance hot-electron
injection, the MOSFET is biased in the pinch-off mode by applying a high volt-
age on the drain, for example, VD = 5V, and a high voltage on the control gate, for
example, 10 V, while the source and body are at ground. Channel electrons are accel-
erated by the lateral field between pinch-off point and source. They gain additional
kinetic energy as they enter the high-field region near the drain and become “hot”
(Chap. 5). A fraction of hot electrons can possess energy in excess of the Si-SiO2
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Fig. 8.29 Illustration of programming by hot-electron injection
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Fig. 8.30 Energy band diagram for a charged (logical “0”) floating gate structure

barrier of 3.2 eV and, if directed toward the interface, surmount the barrier and travel
to the floating gate. The high voltage on the control gate ensures that an adequate
fraction of electrons are directed toward the floating gate and get trapped in it. The
energy band diagram for a charged floating gate structure is shown schematically
in Fig. 8.30. As can be seen, the floating-gate charge is in a potential well with the
gate and inter-poly insulators acting as potential barriers. The probability for elec-
trons to spontaneously overcome the barriers is extremely low. This is why the cell
is nonvolatile and has a long retention time.
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Fig. 8.31 Energy band diagram for a floating gate structure under FN “erase” conditions

Erase Operation

In flash EEPROM, all cells in a block must be erased, that is, set to “1,” before
reprogramming the memory. The most common method to erase the cell is by FN
tunneling. A large negative voltage is applied to the floating gate with respect to
drain or source while keeping the other terminals at ground. The energy band dia-
gram under “erase” conditions is shown in Fig. 8.31. The negative voltage on the
control gate creates a sufficiently high field in the gate oxide, allowing trapped elec-
trons to tunnel through the barrier to the drain or source.

NAND Structure

An 8-bit NAND structure is illustrated in Fig. 8.32 [79]. The structure can be formed
in its own p-well on an n-type substrate for ease of isolation [80]. Its main advantage
over an array of individual cells is the elimination of contacts between the cells,
considerably reducing the memory size.

To read a particular bit, a low voltage, for example, 1 V is applied to the selected
bit-line and a high voltage, for example, 5 V applied to all control-gates except the
selected cell. The high voltage ensures that all unselected cells are on, whether pro-
grammed or not. The voltage on the control gate of the selected cell is chosen above
the threshold voltage of an erased cell, but below the threshold voltage of a pro-
grammed cell. It is assumed here that the MOSFET is on when VCG = 0, that is,
VT is negative. Thus, current is measured between the bit-line and source if a “1”
is stored in the selected cell, and no current measured if a “0” is programmed in
the cell.

The cells can be block-erased, typically by FN tunneling from the floating gates
to the drains or p-well. To program a selected cell, a high voltage is applied to the
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Fig. 8.32 Schematic representation of a NAND flash structure (Adapted from [79, 81])

selected bit-line and to all control gates except that of the selected cell where a low
voltage is applied. The applied voltages are such that all unselected cells operate
in the linear mode while the selected cell operates above pinch-off, creating a high
field in the pinch-off region of the selected cell. Thus, programming by hot-electron
injection is achieved in the selected cell only.

NOR Structure

In the NOR flash structure, the cells on a control-gate line are arranged in paral-
lel between the respective bit-line and common source at ground, as illustrated in
Fig. 8.33.

To read a cell, a positive voltage above threshold is applied to the selected
control-gate line (word-line, WL) while all other word-lines are grounded. Thus,
the state of the cell is sensed by the presence or absence of current measured on
the bit-line, provided that all unselected (grounded control gates) connected to the
same bit-line have a sufficiently high threshold voltage. It is possible, however, that
“over-erasing” may result in a positive charge on the floating gate of one of the un-
selected cells. This would reduce its threshold voltage below zero. In this case, the
read operation would be seriously disturbed by leakage through the unselected cell.
The problem can be avoided by implementing a split-gate structure that merges a se-
lect transistor with the EEPROM structure as shown schematically in Fig. 8.34. This
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Fig. 8.33 Schematic repre-
sentation of a NOR flash struc-
ture (Adapted from [81, 82])
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Fig. 8.34 Schematic of split-gate NOR cell (Adapted from [83])

ensures that unselected cells remain turned off regardless of the threshold voltage
of the storage device since current is measured only when both parts of the channel
surface are inverted [82–84].

In the NOR architecture, the cell can be sensed at a higher speed than in the
NAND architecture because the selected cell is directly connected between bit-line
and ground. It can be programmed by FN tunneling or channel hot-electron injection
at the drain side. Block erase can be accomplished by FN tunneling from the floating
gate to the silicon surface. The main disadvantage of the NOR architecture is the
larger memory size because a bit-line contact is needed for every two cells and
larger cell-size if the structure in Fig. 8.34 is chosen [82].

Data Retention

Nonvolatile memories are specified to retain data for at least 10 years. Thus, leak-
age from the floating gate in a programmed cell through the gate oxide or inter-poly
dielectric (IPD) must be very low at all operating temperatures. Depending on the
size of the structure, a threshold voltage shift of 2 V in a programmed cell corre-
sponds to about 103–104 electrons stored in the floating gate. A loss of 20% of this
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stored charge (about 2–20 electrons per month) can cause a wrong “read” of the cell
and data loss [85]. Triple-layer stacks composed of oxide-nitride-oxide (ONO) have
been shown to exhibit very low leakage and are commonly used as inter-poly di-
electrics [86, 87]. Both FN tunneling and channel hot-electron (CHE) injection that
are used to program and erase the cell are known to stress the gate dielectric and
create traps in the oxide and at its interface with silicon. Traps generated in the ox-
ide by FN tunneling and CHE can create low-field leakage paths from the floating
gate to the silicon surface. This leakage component, referred to as stress-induced
leakage current, SILC, becomes more important as the oxide thickness is reduced.
Charge loss due to SILC may prevent the tunnel oxide from being thinned below
8 nm [88, 89].

Program/Erase Endurance

The difference in threshold voltage between a programmed and erased state, referred
to as the threshold-voltage window, decreases with time due to drift in VT caused
by programming and erasing (Fig. 8.35) [90]. Program/erase (P/E) cycling can sig-
nificantly increase the trap density in the gate oxide and oxide-silicon interface. The
trapped charge causes the threshold voltage to shift and the threshold-voltage win-
dow to decrease. Traps in the oxide also increase leakage from the floating gate to
silicon, reducing data retention time. Each P/E cycle can introduce an incremental
decrease in the threshold-voltage window. The maximum number of cycles that the
cell can withstand before the window closes to such a level that a “1” and a “0”
can no longer be distinguished is called “endurance.” This number is specified as
105–106 cycles. The plot in Fig. 8.35 is for programming with CHE and erasing by
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Fig. 8.35 Threshold voltage window closure as a function of program/erase cycles (Adapted
from [90])
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FN tunneling [90]. The VT shift is more pronounced for erasing (ΔVT-low) than pro-
gramming (ΔVT-high) because stressing by channel hot-electrons causes less damage
than FN tunneling [91].

Multi-Level Cell, MLC

The discussion so far focused on a memory element that can store one bit of data in
a cell in which two states can be distinguished, a “1” and a “0,” by measuring the
presence or absence of drain current associated with the absence or presence of elec-
tron charge in the floating gate. Multi-level cells (MLC) are capable of storing more
than one bit per cell by placing controlled amounts of electron charge in the floating
gate and sensing the associated magnitude of drain current rather than merely its
presence or absence. For example, if four threshold voltages can be distinguished
by injecting controlled amounts of charge into the floating gate, two bits of data can
be stored in each cell, doubling the memory density [92–94]. The threshold voltage
distributions are compared in Fig. 8.36 for a two-state and four-state cell. A cur-
rent sensing algorithm is used to distinguish between the four states in the two-bit
cell, requiring a tight VT distribution to maintain an acceptable threshold voltage
window. The lowest VT corresponds to unselectively erasing the entire block or sec-
tor. Its distribution is highest because of the dispersion in the cell characteristics.
Tighter VT distributions can be obtained for the higher states by programming the
cell in controlled voltage pulse increments [85]. The measured current will be differ-
ent for a “11,” “10,” and “01” measured at fixed read voltage, VRD, while no current
is measured for the “00” level.
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Fig. 8.36 Comparison of threshold voltage distribution of a two-state to a four-state EEPROM cell
(Adapted from [85])
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8.3.3.2 Trapped-Charge Memory

Scaling floating-gate cells to thinner gate oxide and smaller cell-size is limited by
the increased charge loss due to SILC [95,96] and capacitive coupling between cells
causing disturbs [96, 97]. Trapped-charge memory cells, such as polysilicon-oxide-
nitride-oxide-silicon (SONOS) stacks [98], utilize uniform or localized charge trap-
ping in the nitride rather than charging the floating gate to store information. SONOS
cells are attractive for high density memories and embedded applications because
of the absence of SILC, reduced coupling between cells, ease of integration in a
CMOS-base process, and ease of extension to multi-level cells [100, 101]. The first
trapped-charged device was demonstrated in 1967 [99]. A schematic cross-section
of a SONOS cell is shown in Fig. 8.37. It is simply a MOSFET with a composite di-
electric that consists of approximately 2–5 nm oxide in contact with silicon, 10-nm
silicon-nitride, 5–6 nm blocking oxide, and a polysilicon gate. The blocking oxide is
thermally grown on silicon-nitride to a thickness above 5 nm to prevent undesirable
charge injection from the polysilicon gate, improving data retention [98].

The cell can be programmed, for example, by drain-sided channel hot electron
injection with the source and body grounded, the gate at about +6V, and the drain at
+5V [102]. Electrons are then trapped in the nitride above a channel region within
a distance of about 100-nm from the drain [102]. The average threshold voltage in
this region can be increased by about 3 V in 10μs programming time. The structure
thus consists of two channels, one near the drain with the high VT and the other
on the source-side with a “charge-neutral” low VT . Erasing can be accomplished by
applying a negative voltage on the gate with respect to the drain, resulting in hole
tunneling, neutralizing the trapped charge. To read the cell, the gate is brought to
an intermediate positive voltage VRD above the “natural” VT and the drain current is
measured. A programmed cell will not conduct, indicating a “0” and an erased cell
conducts, indicating a “1.”

P-Si

N+-poly
gate

N+-source N+-drain

NitrideOxide

Silicon

Oxide

Nitride

Oxide

Silicon

Fig. 8.37 Schematic cross-section of a SONOS structure [103]
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Fig. 8.38 Example of a “read” in reverse direction after right side was programmed. Inversion
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Multiple-Bit Cells

A two-bit trapped-charge memory cell relies on highly localized trapping and de-
trapping of electrons at the drain and source sides in a structure similar to that in
Fig. 8.38. Thus, each side will have two states, a charged, high VT state and a
discharged low-VT state. Programming is achieved by channel hot-electron injec-
tion [101, 102]. The left side is programmed by applying, for example, 9 V on the
gate and 4.5 V on the right junction that becomes the drain, while grounding the
left junction that becomes the source. The cell is read by applying a low read bias
of about 3 V on the gate and switching the roles of the junctions with 1–2 V ap-
plied to the left junction and the right junction grounded [101]. This ensures that the
full effect of the trapped charge is sensed (Fig. 8.38). To program the right junc-
tion, the procedure is reversed. The erase operation consists of applying a high
voltage on the junction with the gate at ground or at a negative bias. Holes are
generated by band-to-band tunneling in silicon in the gate-induced depletion region
at the junction boundary. Holes are accelerated by the two-dimensional field and
injected into the trapped charge region where they neutralize trapped electrons or
are trapped. Techniques to extend the cell capacity to four bits per cell have been
reported [104].

8.3.3.3 Phase-Change Memory, PCM

In phase-change memory, PCM (also called PRAM or Ovonic Unified Memory,
OUM ), information is permanently stored by reversibly changing the resistance of
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a thin film with current pulses. A small region of a chalcogenide-based material,3

such as Ge2Sb2Te2 (called GST), is rapidly switched between a crystalline phase
having a low resistance, referred to as the “set-state” and representing a “0,” and an
amorphous phase with several orders of magnitude higher resistance, referred to as
the “reset-state” and representing a “1” [105–115].

The transition of one phase to the other is accomplished by appropriate heating
and cooling of the material. Locally heating the material above the melting point
with a current pulse, typically above 600◦C, causes it to lose all crystalline structure.
Cooling it rapidly, at a faster rate than nucleation and crystal growth, prevents it
from re-crystallizing [106]. The material can be switched to the crystalline state
by heating it to a temperature between the glass transition and the melting point.
In this range, the rate of nucleation and growth of crystallites increases rapidly as
the melting temperature is approached [107]. The write/read performance is in the
nanosecond range and comparable to that of DRAM [108, 109]. It improves with
decreasing volume of the material to be heated and cooled [108–111]. Figure 8.39
shows a schematic cross-section of a phase-change memory cell [111]. To achieve
a high current density, the size of the bottom electrode contact is reduced to the
limit allowed by lithography [107–112], or to sub-lithographic dimensions [113],

Select
transistor

Top
electrode

Bottom
electrode

GST

Programming
volume

SiO2

Interfacial
layer

Fig. 8.39 Schematic cross-section of a phase-change cell with tantalum-oxide interfacial layer
(Adapted from [111])

3 Chalcogenides are compounds of chalcogens, such as Selenium (Se) and Tellurium (Te). This is
similar to the material used in re-writable optical media (such as CD-RW and DVD-RW). In this
case, the optical properties of the material are modified with a laser beam rather than its resistiv-
ity [106].
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Fig. 8.40 Illustration of pos-
sible array of cells connected
in rows (BL) and columns
(WL) (Adapted from [107])
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reducing the reset current to less than 50μA. In the cell of Fig. 8.39, a very thin
tantalum-oxide interfacial layer is deposited to improve adhesion and reduce heat
dissipation from the heated GST volume to the bottom electrode. Current for heating
passes through the interfacial layer by direct tunneling [111].

A section of a memory array is shown schematically in Fig. 8.40 [107]. Every
cell is connected to a select transistor, a MOSFET or bipolar transistor, which also
provides the write and read current. VA is the applied write or read voltage. The
“contact” resistance RC limits the current when the cell is above the glass transition
temperature and highly conductive. In the amorphous state, the material is highly
resistive and does not conduct significant current. Thus, to change the cell-state, it
is necessary to increase the voltage above a “threshold level” to create a field in the
material of approximately 3×105 V/cm that allows conduction and Joule heating by
a trap-to-trap hopping mechanism referred to as the Poole-Frenkel conduction [107].

Scaling to smaller dimensions will affect the relative attractiveness of the differ-
ent cell types. As the minimum feature size is scaled beyond the 65-nm “node,” for
example, the design of floating-gate EEPROM memory appears to encounter serious
limitations [109]. One important issue with the floating-gate design is the gate-to-
gate proximity disturb. Phase-change nonvolatile memory has emerged as a viable
alternative to floating-gate flash EEPROM and is predicted to scale-down to 22 nm
without programming thermal-disturbs between adjacent cells [109]. It is predicted
to exhibit better performance and longer endurance than the floating gate flash mem-
ory [107–109, 114–117]. Also, the extension of storage capability of a GST-based
phase-change memory from 1 bit per cell to 2 bits per cell has been demonstrated
in [117] by determining two distinct partially crystalline states in addition to the
amorphous and “fully” crystalline states.

8.3.3.4 Magneto-Resistive Cell

A memory is universal if it is nonvolatile, exhibits the performance of SRAM,
and has the density and cost of DRAM. Magnetic tunnel junction magnetoresistive
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Fig. 8.41 Schematic of an MTJ-MRAM cell. Arrows indicate possible direction of polarization
(Adapted from [121])

random-access memory (MRAM or MTJ-MRAM) is found to have the potential of
becoming a universal memory technology with the speed of SRAM, the nonvolatil-
ity of flash memory and storage densities that approach those of DRAM [118–124].
MRAM appears to exhibit much greater write-erase endurance than flash memory
[122]. An MTJ-MRAM cell cross-section is shown schematically in Fig. 8.41 [121].
It consists of a stack of two magnetic layers separated by an ultra-thin insulator that
acts as a tunneling barrier. The pinning layer keeps the polarization of one of the
magnetic layers in a fixed direction. The polarization direction of the “free” mag-
netic layer can be switched from parallel or anti-parallel to that of the fixed magnetic
layer. This is where the information is stored. The resistance of the memory bit can
be low or high, depending on the direction of spin-polarization of the free layer with
respect to that of the fixed layer. The resistance to tunneling is lowest if the mag-
netization directions of the two layers are parallel and highest if they are aligned
anti-parallel.

The stored information is detected by selecting the cell with, for example, a
MOSFET [123] (not shown) and sensing the current between the two electrodes.
Switching of the magnetic field is produced by forcing current through orthogonal
conductors under and above the bit, to create an external magnetic field in the de-
sired direction. The cell is designed such that switching occurs only if current passes
through both lines crossing the selected cell but not if current passes through only
one line [121].

MRAM has been shown to exhibit a speed similar to that of SRAM and a den-
sity comparable to that of DRAM. It is considerably faster than flash memory and
is predicted to have “infinite” retention time and endurance when compared to flash
memory. These features make it a potential choice for a “Universal Memory,” re-
placing SRAM, DRAM, and flash memory in the future.
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8.3.4 BiCMOS for Analog/RF Applications

In Chap. 6, it was shown that the trend to deep submicron and nanoscale CMOS
results in conflicting technology requirements for digital and analog applications.
As the channel length is reduced to improve CMOS performance for digital circuits,
the power-supply voltage and output resistance (Early voltage) decreases. This con-
flicts with the analog need for high signal-to-noise ratio, high output resistance to
maintain high amplifier gain, and for maximum oscillation frequency, fmax, derived
for short-channels as [125]

fmax =
fT

2[
√

(rG + rS/r0)+2π fT rGCGD]
, (8.9)

where fT is the cut-off frequency (gain-bandwidth product) given by (5.73), rG is
the gate resistance, rS is the source resistance, r0 is the output resistance, and CGD
is the gate to drain capacitance. Equation (8.9) may be considered as an extension
of (5.74) derived for long channel MOSFETs. It can be seen that as r0 decreases
so does fmax. To increase r0 the channel length must be increased. Thus, there is
a trade-off between CMOS Early voltage and speed which makes deep submicron
and nanoscale CMOS not suitable for many analog applications. Also, as the gate
oxide thickness is reduced below ∼1.5nm to improve the drive current (Chap. 5),
the tunneling gate current increases to a level that becomes prohibitive for low-noise
and low power analog applications, such as low-noise amplifiers (LNA).

Because of the CMOS limitations, many analog designs utilize bipolar transistors
to improve performance and reduce power and noise. It was shown in Chap. 3 that
introducing Ge in the base and an ultra-thin interface oxide (IFO) between polysil-
icon and the single-crystal silicon emitter provides the flexibility of simultaneously
optimizing the transistor gain, Early voltage and frequency response. This flexibil-
ity and the ease of integrating complementary bipolar transistors with CMOS have
made BiCMOS very attractive for combining digital and analog/RF circuits on the
same die. Among high-performance analog/RF designs are low-noise amplifiers,
analog-to-digital, and digital-to-analog converters. In addition, isolation between
the “quiet” analog and “noisy” digital circuits can be easily and efficiently achieved
with silicon-on-insulator (SOI) and dielectrically-filled deep-trench merging into the
buried oxide (BOX) of the SOI, as illustrated in Fig. 7.3.

Thus, there is increased interest in SiGe-base BiCMOS that utilize CMOS pri-
marily for digital functions, and complementary bipolar transistors for analog and
RF functions [126].
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8.4 Problems

The temperature is 300 K unless otherwise stated.

1. The PMOS pull-up transistor in a CMOS inverter has the following parameters:
VT = −0.5V, Weff = 3μm, Leff = 0.3μm, teq = 6.5nm, VDD = +2.5V, μeff =
100cm2/Vs. Assume the gate to be switched instantaneously to 0 V and estimate
the time to charge a load capacitance of 1 pF?

2. An enhancement NMOS pull-up transistor is connected as in Fig. 8.2b. Given:
Linear VT = +0.4V, Vin = 0V, VDD = 2.5V, Maximum output on load capacitor
Vout = 1.9V. Explain the difference between the magnitudes of VDD and Vout.

3. An inverter with a depletion-mode pull-up device has the following character-
istics: VDD =5V, VSS =0V. VT(Pull-up) = −3.5V, VT(Pull-down)=0.5V, βPull-down/
βPull-up =10. The inverter is driven by an identical inverter. Approximate graphically
its noise margin NMH when the input is high, and NML when the input is low.

4. What process features should be added to eliminate latch-up in a CMOS con-
structed on an SOI wafer?

5. A 30-fF storage capacitor of a DRAM cell is charged to 2 V. The bit-line of ca-
pacitance 0.4 fF per cell is pre-charged to 1 V. What is the maximum number of cells
that can be connected to one bit-line if the minimum read signal on the sense latch
should be 50mV?

6. At what maximum wavelength does light begin to erase electron charge in a float-
ing gate?

7. A floating-gate NMOS EEPROM cell has the following parameters: Gate oxide
thickness: 10 nm, effective channel dopant concentration: 1017 cm−3, inter-poly ox-
ide thickness: 20 nm, n+-poly floating gate (FG) width and length: 1μm.

(a) Assume zero oxide, interface, and FG charge. Calculate the voltage that must be
applied to the n+-poly control gate (CG) to turn-on the NMOS.

(b) How many electrons must be injected into the floating gate to raise the turn-on
voltage by 4 V?

(c) If the turn-on voltage is allowed to drop by only 2 V in 10 years, how many
electrons may be lost by leakage every month?
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Appendix A: Universal Physical Constants

Quantity Symbol Value Unit

Avogadro’s constant A0 6.0225×1023 Mole−1

Boltzmann constant k 1.3806×10−23 J/K
8.6181×10−5 eV/K

Electron rest mass m0 9.1091×10−31 kg
Energy equivalent of m0 0.511 MeV
Electron charge q or e 1.6021×10−19 C
Planck constant h 6.6256×10−34 J · s

4.1356×19−15 eV · s
Planck constant/2π h̄ 1.0546×10−34 J · s
Permittivity in vacuum ε0 8.8542×10−12 F/m
Speed of light in vacuum c 2.9979×108 m/s
Thermal energy kT 0.02586 (300 K) eV
Thermal voltage kT/q 0.02586 (300 K) V
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Appendix B: International System of Units, SI

Quantity Unit name Symbol Dimension

Capacitance farad F C/V
Conductance siemens S A/V
Energy joule J N ·m
Electric charge coulomb C A · s
Force newton N kg ·m/s2

Frequency hertz Hz s−1

Inductance henry H Wb/A
Length meter m m
Magnetic flux weber Wb V · s
Magnetic flux density tesla T Wb/m2

Mass kilogram kg kg
Power watt W J/s
Potential volt V J/C
Pressure pascal Pa N/m2

Resistance ohm Ω V/A
Temperature kelvin K K
Time second s s
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Appendix C: The Greek Alphabet

Upper case Lower case Upper case Lower case

A α alpha N ν Nu
B β beta Ξ ξ xi
Γ γ gamma O o omicron
Δ δ delta Π π pi
E ε epsilon P ρ rho
Z ζ zêta Σ σ sigma
H η êta T τ tau
Θ θ thêta γ υ upsilon
I ι iota Φ φ phi
K κ kappa X χ chi
Λ λ lambda Ψ ψ psi
M μ mu Ω ω omega
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Appendix D: Properties of Silicon
and Germanium (300 K, Intrinsic
Semiconductor Unless Otherwise Stated)

Property Unit Si Ge

Atomic number – 14 32
Atomic weight g/mole 28.09 72.59
Atomic density cm−3 5.0×1022 4.42×1022

Crystal structure – Diamond Diamond
Density g/cm3 2.328 5.323
Density of surface atoms cm−2

(100) 6.78×1014 6.27×1014

(110) 9.59×1014 8.87×1014

(111) 7.83×1014 7.24×1014

Dielectric constant εs 11.7 16.0
Effective electron mass kg

Longitudinal (4.2 K) 0.9163m0 1.58m0
Transverse (4.2 K) 0.1905m0 0.082m0
Density-of-states (4.2 K) 1.062m0
Density of states (300 K) 1.090m0

Effective hole mass kg
Longitudinal (4.2 K) 0.537m0 0.28m0
Transverse (4.2 K) 0.153m0 0.044m0
Density-of-states (4.2 K) 0.059m0
Density of states (300 K) 1.15m0

Elastic constants Pa
c11 1.656×1011 1.26×1011

c22 0.639×1011 0.44×1011

c44 0.796×1011 0.68×1011

Electron affinity eV 4.15 4.00
Energy gap eV 1.124 0.67
Index of refraction – 3.44 3.97
Lattice constant nm 0.543095 0.564613

(Continued)
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582 Appendix D: Properties of Silicon and Germanium

(Continued)
Property Unit Si Ge

Mobility cm2/Vs
Electron 1,450 3,900
Hole 500 1,900

Melting point ◦C 1,412 937
NC cm−3 2.80×1019 1.04×1019

NV cm−3 1.04×1019 6.00×1018

ni cm−3 1.4×1010 2.4×1013

Phonon mean-free path nm 7.6 10.5
Poisson ratio – 0.28 0.26
Thermal conductivity W/(cm ·K) 1.412 0.606
Young’s modulus, < 100 > Pa 1.3×1011 1.03×1011

α K−1 2.5×10−6 5.7×10−6

ΔEp eV 0.063 0.037
λph nm

Electrons 6.2 6.5
Holes 4.5 6.5

ΔEp: Average energy loss per phonon scattering
α: Coefficient of linear expansion
ni: Intrinsic carrier concentration
NC: Effective density of states, conduction band
NV: Effective density of states, valence band
m0: Free electron mass = 9.1091×1031 kg
λph: Optical phonon mean-free path

Sources

W. E. Beade, J. C. C. Tsai, R. D. Plummer, Quick Reference Manual for Silicon Integrated Circuit
Technology, Wiley-Interscience, New York, 1985.

R. Hull, Editor, Properties of Crystalline Silicon, EMIS Datareviews Series, Nr. 20, INSPEC,
London, 1999.

M. Shur, Physics of Semiconductor Devices, Prentice-Hall, Englewood Cliffs, NJ, 1990.
S. M. Sze, Physics of Semiconductor Devices, John Wiley and Sons, 1969.
H. Wolf, Semiconductors, John Wiley and Sons, 1971.



Appendix E: Conversion Factors

Length

nm Å μm cm m mil in

nm 1 10 10−3 10−7 10−9 C′ ×10−5 C′ ×10−8

Å 10−1 1 10−4 10−8 10−10 C′ ×10−6 C′ ×10−9

μm 103 104 1 10−4 10−6 C′ ×10−2 C′ ×10−5

cm 10−7 108 104 1 10−2 C′ ×102 C′ ×10−1

m 10−9 1010 106 102 1 C′ ×104 C′ ×10
mil C×104 C×105 C C×10−3 C×10−5 1 10−3

in C×107 C×108 C×104 C C×10−2 103 1
C = 2.54, C′ = 1/C = 3.937

Energy

eV J W · s N ·m Erg

eV 1 K K K K×107

J K′ 1 1 1 107

W · s K′ 1 1 1 107

N ·m K′ 1 1 1 107

Erg K′ ×10−7 K′ ×10−7 K′ ×10−7 K′ ×10−7 1

K = 1.6022×10−19, K′ = 1/K = 6.2415×1018

1 eV corresponds to λ = 1.240μm (ν= 2.418×1014 s−1)
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A
Abrupt junction, 72, 73, 98, 105, 107, 109,

130, 371, 404–407
Acceptor, 4–6, 11, 12, 26, 28, 35, 56, 74, 80,

86, 87, 114, 237, 249, 259, 313, 325, 351
Accumulation, 215–217, 222, 223, 225,

228–231, 236–238, 240, 242, 253, 254,
261, 320, 407–409

Acoustical phonon, 40, 41
Activation energy, 395
Active mode, 138, 141, 142, 145, 148, 151,

152, 162, 169, 170, 172, 183, 198, 296
AHO. See Aluminum on HfO2

Air-gap, 499, 500
ALD. See Atom layer deposition
Alpha particle, 542
Aluminum, 114, 158, 213, 251, 255, 323, 345,

393, 401, 446, 469–471, 485, 491, 492,
494, 497, 499, 545, 546

Aluminum on HfO2,546
Analog MOSFET, 369, 382, 383
Angled implant, 322, 384, 384, 481
Anisotropic etching, 478
Annealing temperature, 213, 249, 250, 328,

342, 464, 483
Anti punch-through, 320, 444
Aperture, 472, 473, 476, 477
Aspect ratio, 163, 446, 466, 467, 470, 481, 491
Atomic layer deposition, 161, 467–469, 545
Auger recombination, 48, 147, 148
Avalanche

breakdown, 41, 100–102, 105–109, 155,
156, 257, 267, 282, 284, 285, 381

injection, 251, 265–268
multiplication, 267, 380, 531

B
Back-end of the line, 305
Bandgap

lowering, 27–28, 164, 191–192, 197, 199,
204

temperature dependence, 15, 164, 191
Band

offset, 191, 197, 201, 215, 341, 343–345
splitting, 195, 236, 339

Band-to-band recombination, 46
Band-to-band tunneling, 41, 281, 285, 562
Barium–Strontium titanate, 345, 546
Barrier

cap, 494–497
height, 64, 77, 79, 93, 114, 115, 117, 119,

120–123, 125, 131, 138, 147, 160, 161,
187, 255, 264, 266, 341, 353, 397, 417,
484

layer, 446, 469, 488, 494, 495
liner, 469, 492, 494–497
lowering, 117, 121, 126, 197, 266, 314–316

Base
conductivity modulation, 148, 172–173, 175
current, 135, 140, 141, 148–153, 157, 159,

160, 164, 166, 169, 170, 182–185, 203,
416, 417, 428, 533, 535

Gummel number, 187, 144–148, 152–154,
163, 164, 175, 203, 204, 384, 533

push effect, 144, 148, 167, 172–175
region, 135, 139, 144, 148, 150, 160, 167,

175, 196
resistance, 144, 163, 167, 169–172, 182,

196, 369
transit time, 152, 177–179, 181, 185, 187,

188, 199–200, 203
transport factor, 140
width modulation, 152–154, 312
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BEOL. See Back–end of the line
BESOI. See Bond and etch–back SOI
BiCMOS

inverter, 533–535
NAND gate, 535, 536
process, 385, 439, 446–450, 461, 533

Bipolar junction transistor, 135
Bipolar transistor mismatch, 416–417
Bit-line, 294, 295, 538–541, 543, 547, 548,

556–558
BJT. See Bipolar junction transistor
BMD. See Bulk micro-defects
Body bias effect, 294–296, 323, 353, 354
Boltzmann

approximation, 20, 22–25, 64, 68, 72, 146,
220, 234, 296

constant, 18, 30, 35, 119, 502
distribution, 18, 79

Bond and etch-back SOI, 458
Boron penetration, 321, 412, 465, 486
Boro-phophosilicate glass, 445, 545
BOX. See Buried oxide
BPSG. See Boro-phosphosilicate glass
Breakdown

dielectric, 267, 499
junction, 100–102, 105–109, 130,

282–284
oxide, 267, 269, 283–285

Breakdown voltage
collector-base, 155, 156, 158, 174, 175
drain-well, 380, 381
emitter-base, 155, 158
collector-emitter, 155, 156, 203, 204
gated, 155, 156, 158, 174, 175, 203, 204,

380, 381
transistor, 144, 154–156, 203

BST. See Barium–Strontium titanate
Built-in

field, 43, 44, 51, 66, 86, 146, 174, 178, 181,
199, 201, 206, 242, 429

potential, 66
voltage, 64, 66, 67, 70, 71, 75, 77, 91, 109,

129, 177, 279, 286, 317, 372, 404
Bulk micro-defects, 454
Buried layer, 122, 144, 171, 172, 174, 179,

186, 187, 386, 447, 533
Buried oxide, 63, 64, 320, 447, 456, 458, 533,

566

C
Carbon, 3, 9–11, 201–202, 478, 482, 483, 545
Capacitance

equivalent thickness, 236, 254, 346, 486
voltage characteristic, 98–100, 405, 406
voltage measurement, 122, 131

Capacitor, mismatch, 419–422
Capture cross-section, 96, 97, 149, 280
Carrier

concentration, 2, 22, 23, 25, 27–29, 32,
44–46, 49, 50, 64–66, 77, 79, 80, 82,
83, 90, 92, 94, 111, 139, 140, 144–147,
153, 172, 173, 177, 178, 192, 197, 199,
216–218, 224, 225, 231, 234, 243, 257,
280, 297, 302, 337, 377, 389, 391, 416,
582

confinement, 300
diffusion, 81, 82, 84, 135, 139, 150, 159,

172, 200, 219, 279, 282, 531
drift, 39, 41, 206, 334
injection, 27, 45, 77, 112, 120, 122, 131,

159, 192, 203, 206, 249, 296, 314, 533
generation, 93, 239
lifetime, 45–50, 90, 96, 148, 187, 205, 219,

220, 259, 454
transport, 28–44, 264–268

CBIP. See Complementary bipolar transistors
Cell leakage, 544
CET. See Capacitance equivalent thickness
CD. See Critical dimension
CG. See Control gate
CHE. See Channel hot-electron effect
Chalcogenides, 563
Channel

conductance, 293–294
dopant number, 413, 414
hot-electron effect, 553–555, 557–560, 562
hot-electron injection, 553–555, 557–560,

562
length, 274–276, 286, 293, 294, 303, 306,

309–316, 318–321, 330, 333, 334, 340,
345, 346, 348, 351, 352, 354–356, 371,
377, 380, 381, 383, 384, 408, 411, 413,
414, 429, 439, 463, 485, 502, 528, 535,
544, 566

length modulation, 293, 294, 312–313, 377,
378, 383, 530

resistance, 287, 302, 303, 312, 371, 372,
374, 377, 429

width, 275, 287, 302, 323–325, 352, 371,
381, 408, 413, 414, 424, 528, 544

Charge
sharing, 314
neutrality, 92, 172, 174, 220
neutrality level, 115, 350, 351
storage, 88–90, 120, 186, 187

CHE. See Channel hot electron
Chemical-mechanical polishing, 328, 444, 495
Chemical-vapor deposition 161, 188, 396, 485
Child’s law, 481
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CMOS, Complementary metal-oxide
semiconductor

inverter, 523, 526, 528–533, 567
NAND gate, 534–535
NOR gate, 534–535
parasitic bipolar, 533
pass gate, 536
process flows, 439–445
transmission gate, 536–537

CMP. See Chemical mechanical polishing
Cobalt (Co), 166, 442, 445
Cobalt silicide, CoSi2, 483,484, 488
Collector

current, 135, 140, 141, 148–156, 171, 175,
180, 181, 183, 185, 187, 191, 192, 197,
198, 204, 205, 416

resistance, 144, 171–172, 204, 205, 416
delay time, 179

Collector-base
breakdown, 155, 156, 158, 174, 175
capacitance, 152, 175, 179, 182, 184, 189
reverse characteristics, 151–156

Collision, 29, 30, 33, 34
Compensated impurities, 12
Complementary bipolar transistors, 566
Complementary error function, 61
Compressive stress, 338, 484
Conduction band

splitting, 195, 237
valley, 16, 194, 195

Conductivity, 3, 6, 10, 11, 31, 32, 51, 148, 166,
167, 169, 172, 173, 175, 213, 287, 384,
392, 393, 396, 458, 545

Confinement, 300
Continuity, 49, 69, 81, 180, 227, 283, 289
Contact

aspect ratio, 446, 467, 491
metal spiking, 127
resistance, 55, 91, 92, 123, 125, 127–129,

165, 171, 176, 301, 302, 379, 386, 388,
389, 446, 463, 483, 484, 564

resistivity, 125, 165, 484
Control gate, 551–557
Copper

deposition, 495–496
interconnects, 491–498, 502
metallization, 470
narrow-line effect, 497–498
seed, 469, 494, 495

Corner, rounding, 63, 328, 466, 473–475, 502
Cosmic rays, 542
Covalent bond, 1, 3, 50, 101
Critical

charge, 542, 549

dimension, 472
field, 106, 269, 282, 284, 285, 316

Cubic crystal, 338
Current

crowding, 127, 166, 169, 205
density, 29, 30, 42, 49, 51, 82, 83, 86, 92,

110, 119–121, 127, 130, 144, 146, 147,
153, 169, 173–175, 180, 181, 202, 206,
239, 285, 340, 396, 480, 491, 563

gain alpha, 140
gain beta, 140, 148, 151, 152, 164, 198, 199,

203, 417
gain roll-off, 314, 315, 319, 321, 383,

CVD. See Chemical vapor deposition
CV. See Capacitance-voltage
Cylindrical junction, 75, 130
CZ. See Czochralski
Czochralski crystal growth, 451–453

D
DA. See Dielectric absorption
Damascene, 446, 492–497, 499
Deal triangle, 250
Debye length, 221, 231, 233, 242, 256, 257
Deep depletion, 238, 241, 257–259, 265, 266,

269, 283, 408
Deep trench isolation, 447
Delay time, 179–184, 310
Density of states

conduction band, 18, 20–22, 192
valence band, 18, 20–22, 192

Denuded zone, 454
Depth of focus, 473, 478
Depletion

approximation, 64, 65, 223, 256, 259, 266,
268, 280, 291

capacitance, 89, 154, 177, 179, 184, 401
layer, 69, 77, 174, 179, 180, 184, 202, 205,

244, 257, 259, 279, 282, 288, 319, 321,
323, 405, 412

mode, 273, 370, 372, 524, 527, 528, 567
region, 56, 57, 64–66, 68–77, 79, 85, 90–94,

96–98, 101, 102, 104, 105, 108, 109,
121, 123, 130, 139, 145, 149–152, 154,
173, 174, 180, 181, 184, 185, 201,
217–219, 228, 233, 236–238, 243, 252,
257, 277–280, 283–285, 313, 315, 317,
323, 325, 370–372, 376, 379–381, 404,
407, 424, 457, 503, 562

width, 65, 68, 70, 71, 73, 77, 93–94, 98, 99,
105–107, 109, 129, 147, 149, 150, 152,
174, 180, 181, 184, 232, 233, 259, 279,
285, 310, 312, 317, 329, 371, 373, 396,
411
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Diamond structure, 9
DIBL. See Drain-induced barrier lowering
Dielectric

absorption, 403
constant, 5, 35, 67, 71, 74, 77, 98, 213, 220,

226, 227, 340, 341, 343–345, 398, 401,
402, 411, 419, 465, 485, 486, 490, 491,
497–499, 501

isolation, 159, 457
relaxation, 45, 51, 90, 219

Diffusion
capacitance, 89–90
coefficient, 502
constant, 42, 44, 86, 92, 172, 197, 200
current, 42, 43, 56, 77, 82, 86, 90, 96, 140,

146, 297
leakage, 94
length, 49–51, 81, 84, 88, 89, 135, 139, 140,

144, 145, 147, 150, 151, 159, 177, 185,
219, 257, 279, 282, 320, 531

Diffusivity, 3, 57, 58, 146, 153, 178, 297, 332,
412, 463, 482

Dishing, 496
Displacement current, 239–241, 263, 531
Disposable oxide, 441, 444, 447
Divot, 327, 466
DOF. See Depth of focus
Donor, 3–5, 11, 12, 23–26, 28, 29, 32, 34, 35,

44, 56, 74, 80, 113, 114, 120, 249, 259,
313, 351, 454, 455

Dopant
atom, 412, 551
number, 413, 414
profile, 201, 257, 319, 416, 444

Doping, 3–6, 23, 26, 28, 62, 127, 158, 166,
188, 196, 197, 242, 305, 310, 348, 349,
385, 386, 429, 452, 456, 481, 482, 486,
544

Double exposure, 474–476
Double patterning, 474–476
DRAM. See Dynamic random access memory
Drain-induced barrier lowering, 306, 314
Drain resistance, 353, 372, 414, 416
Drift

current, 43, 49, 56, 146, 172, 178, 297
dependence on electric field, 29, 43
mobility, 32
velocity, 30, 31, 33, 37, 39, 40, 41, 193, 206,

207, 293, 303, 330, 331, 333, 334, 423
Driver. See Pull-down
DTI. See Deep trench isolation
Dual-damascene, 446, 492–494
Dual workfunction, 348, 349, 352, 486–489

Duty cycle, 151, 396
Dynamic random-access memory, 523

E
Early voltage, 151–154, 156, 157, 175, 177,

188, 196, 198–201, 203, 205, 312, 313,
369, 378, 382–384, 416, 566

Ebers-Moll model, 142
ECMP. See Electrochemical mechanical

polishing
ECR. See Electron cyclotron resonance
Edge capacitance, 77, 122, 298, 327, 419
EPROM. See Electrically programmable

read-only memory
EEPROM. See Electrically erasable,

programmable read-only memory
Effect of curvature, 75, 94, 107
Effective

channel length, 286, 293, 312, 313, 319,
351, 354, 377, 408, 429, 528

channel width, 275, 287, 324, 408, 528
charge, 253, 260, 270
density of states, 20–22, 98, 582
mass, 5, 6, 16–17, 21, 22, 30, 32, 33, 35,

119, 161, 192–195, 285, 330, 331,
334–335, 338–340, 392, 423

mobility, 41, 288, 300, 301, 331, 337, 392,
412, 528

Richardson constant, 119
Ehp. See Electron-hole pair generation
Einstein relation, 44, 146, 297
Electrically erasable, programmable read-only

memory, 551
Electrically programmable read-only memory,

551
Electrochemical mechanical polishing, 496
Electromigration, 491
Electron

affinity, 113, 116, 214, 245
cyclotron resonance, 470
hole pair, 15, 41, 44, 46, 49, 93, 94, 96, 97,

101, 109, 148–151, 240, 279, 281, 285,
380, 408, 542, 550

injection, 140, 144, 147, 315, 554, 555, 557,
558, 561, 562

mobility, 31, 146, 181, 193, 195, 197, 332,
335–339, 355, 407, 416, 529

Emitter
crowding, 175
delay time, 179, 181–184
narrow-width effect, 323
polysilicon, 158, 386, 417, 449, 450
region, 144, 158, 449
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resistance, 161, 165–168, 172, 176, 181,
203, 205

Emitter-base
breakdown, 155
capacitance, 176, 177, 181, 184
reverse current, 151
tunneling, 144

Endurance, 559, 564, 565
Energy band

diagram, 8, 13, 65–67, 113, 114, 196, 198,
214, 215, 220, 243, 245, 285, 346, 347,
392, 553–556

model, 6–12
Energy gap, lowering, 26, 146, 147, 178, 192,

201
Enhancement mode, 273, 355, 370, 407, 523,

524, 527, 528
E–k diagram, 13–15
Energy-momentum diagram, 338
Elastic scattering, 195
Energy state, 11, 18, 19, 20, 46, 542
EOT. See Equivalent oxide thickness
Epitaxy, 175, 179, 188, 444, 467
Epitaxial layer, 57, 144, 439
Epitaxial realignment, 161
Equivalent oxide thickness, 227, 233, 236,

253, 269, 311, 340–342, 345, 353, 397,
414, 485, 486, 503, 551

Etch rate, 327, 501
Etch-rate ratio, 501
EUV, EUVL. See Extreme ultra-violet

(lithography)
Excess carriers, 45, 46, 50, 80, 81, 83, 145
Extreme ultra-violet (lithography), 478
Extrinsic

base, 144, 150, 159, 163, 167–169, 177,
182, 205, 448, 449, 461

Debye length, 231, 242, 256, 257
resistance, 148, 301–303, 355, 379, 526, 543

F
Fall-time, 188
FD SOI. See Fully-depleted SOI
Fermi–Dirac distribution, 18–20, 25, 234
Fermi

level, 19, 20, 22, 24–26, 43, 65, 80, 81, 101,
112, 113, 115, 116, 160, 197, 215, 217,
218, 245, 249, 259, 360, 269, 277–279,
349, 351, 392

level pinning, 116, 255, 342, 350, 351, 413,
414

potential, 9, 13, 14, 24, 25, 34, 43, 65–67,
75, 76, 80, 104, 108, 113, 117, 122, 142,
165, 214, 215, 216, 220, 221, 224–226,

229–234, 236, 239, 242–244, 248, 252,
259–263, 267–269, 273, 277, 280, 283,
285, 286, 288, 289, 291, 292, 295–297,
305, 311, 312, 315, 324, 325, 330, 337,
341, 345, 348, 353, 354, 373, 376, 408,
411, 415, 421, 458, 465, 490, 525, 528,
530, 550, 552, 555, 565

F-function, 222–224, 231, 232
FG. See Floating gate
FEOL. See Front-end of the line
Field oxide, 159, 323–326, 328, 473, 474, 502
FinFET, 352–353, 412, 457, 480, 481, 484,

544
FLA. See Flash-lamp anneal
Flash

lamp anneal, 462, 463
memory, 564, 565

Flatband
capacitance, 233
voltage, 251, 253, 254, 260, 261, 263, 277,

285, 414
Flicker, 1/f noise, 423, 426–429,
Floating gate, 420–422, 551–561, 564, 567
Float-zone, 455–456
FN. See Fowler–Nordheim
Forward

active mode, 141, 142, 145, 151, 162, 169,
170, 172, 198, 205, 206

bias, 118–120, 129–131, 135, 137, 138,
140–142, 155, 160, 166, 167, 172,
175–177, 186, 187, 204, 206, 280, 294,
296, 318, 372, 530, 531, 532

current, 84, 87, 91, 112, 131, 206
early voltage, 153, 157
gain, 141
punch-through, 158
voltage, 77, 80, 88, 89, 91, 92, 118, 140,

142, 150, 153, 169, 173, 177, 184, 198,
206, 280, 416, 532, 533

Fowler–Nordheim tunneling, 250, 265–266,
554

Frequency response, 165, 175–182, 381, 566
Fringe capacitance, 408
Fully depleted SOI, 457
Fully silicided, 213, 349, 350, 485, 488
FUSI. See Fully silicided (gate)
FZ. See Floating-zone

G
Gain, bandwidth product, 180–181, 304, 502,

566
Gate

controlled pn junction, 261, 277–286, 353
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current, 239, 266, 303, 306, 340, 344,
379–381, 566

electrode, 487, 488
depletion, 312, 346, 347, 379, 486
dielectric, 255, 275, 277, 306, 341, 345, 346,

349, 351, 353, 354, 384, 444, 463, 466,
469, 485–488, 559

induced drain leakage, 306, 540
overdrive, 287, 288, 290, 291, 295, 303,

309, 345, 348
oxide, 275, 276, 321–324, 328, 329, 340,

346, 354, 383, 411, 444, 464, 466, 528,
540, 551–556, 558, 559, 561, 566, 567

stack, 255, 276, 345–352, 447, 450, 463,
466, 485–489

Gated diode, 277–286
Gaussian distribution, 58–60, 429
Generation

leakage, 379, 540
lifetime, 45, 47, 48
recombination centers, 205
recombination noise, 423–425

Germanium, 8, 10, 11, 55, 146, 188, 192, 195,
213, 337, 347, 416, 447, 449, 454, 461,
464, 479, 484

Gettering, 453–455, 460, 464
GIDL. See Gate-induced drain leakage
GPC. See Growth per cycle
Graded base, 174, 178, 181, 198, 205
Gradual channel approximation, 288–290, 312,

374
Growth per cycle, 469
GST. See Chalcogenides (GeSbTe)
Guard ring, 122, 533
Gummel

number, 87, 144–148, 152–154, 163, 164,
175, 203, 204, 384, 533

plot, 148, 149, 168

H
Halo, 321, 322, 351, 383–385, 442, 445, 463,

464, 482, 502
HBT. See Heterojunction bipolar transistor
HDP. See High-density plasma
Heavily doped silicon, 12, 26–28
Heavy holes, 17
Heterojunction bipolar transistor, 1, 150, 179,

188
HF. See High frequency (CV)
High-density plasma, 444
High field, 37, 152, 174, 201, 264, 283, 293,

330, 331, 377, 380, 396, 554, 556, 557
High-frequency, 237–240, 254, 255, 257,

259–262, 269, 381

High-K dielectric, 247, 254, 261, 340–342,
344, 349, 350, 352, 469, 485–486, 545

High-level injection, 79, 90–92, 145, 148, 152,
167, 172–174

High performance, 135, 156, 179, 195, 308,
309, 311, 340, 343, 369, 457, 458, 463,
566

Holding current, 532
Holding voltage, 532
Hole

injection, 85, 120, 147, 148, 172, 343
mobility, 120, 154, 193, 331, 335, 339, 347,

356, 391, 484, 529
HP. See High performance
Hot-electron effect, 267, 553–555, 557–562
Hot-hole injection, 85, 120, 147, 148, 172, 343
Hyperabrut junction, 405–406
Hysteresis, 261

I
Ideality factor, 119, 131, 298, 354
IFO. See Interface oxide
ILD. See Inter-level dielectric
Image-force barrier lowering, 117, 126
Immersion lithography, 476–478
Impact ionization, 41, 93, 100, 101, 103–106,

108, 109, 111, 130, 139, 149, 151–156,
219, 281–283, 285, 380, 396, 417, 458

Impurities
acceptor, 11–12
diffusion, 56
donor, 11–12
ionization energy, 11–12
scattering, 32, 34–36, 193, 300, 346, 393
segregation, 161

Indirect transition, 15, 16
Inductor, 200, 370, 385, 405, 450, 451
Inelastic scattering, 395, 497
Injection

efficiency, 85, 90, 92, 140, 160, 172
parameters, 27, 45, 144–151, 161,

162, 165
ratio, 120, 135, 148, 158, 164

Integrated bipolar transistor and CMOS, 446
Interface

trapped charge, 247–250
oxide, 158–162, 176, 196, 417, 469, 566

Interstitial oxygen, 453, 454, 456
Interstitial site, 2
Intrinsic

base, 143, 144, 154, 156, 163–165, 167,
169–172, 175, 182, 199, 200, 202, 205,
416
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carrier concentration, 2, 22, 23, 27, 28, 147,
153, 164, 192, 197, 199, 234, 246, 280,
416, 582

Debye length, 221
Fermi level, 22
gettering, 454, 455
resistance, 301–303
silicon, 3, 20, 22, 23, 346, 348

Inverse
area law, 410–414
mode, 171, 172
square capacitance, 90, 100, 122

Inversion
capacitance, 259
carrier mobility, 300–301, 321, 330, 331,

342, 346, 347, 352, 384
layer, 218, 233–236, 239, 257, 267, 280,

283, 287, 289, 297, 300–302, 324, 337,
424, 485, 555, 562

Inverter, 523–531, 533–535, 539, 546,
548–550, 567

Ion implantation, 97, 320, 458, 480, 481, 527
Ionization energy, 1, 4–7, 12, 26, 101–104
Ionization rate, dependence of electric field,

102, 283, 285, 380
Ionized impurity scattering, 34–36, 193, 196,

300, 346, 347
Ionized physical-vapor deposition, 467,

469–472
IPD. See Inter-poly dielectric
IPVD. See Ionized physical-vapor deposition

J
JFET. See Junction field-effect transistor, 273,

274, 370–372, 374, 375, 377–381, 429,
457

Joule heating, 33, 91, 491, 564
Junction

breakdown, 130, 282, 284, 319, 354, 380,
533

capacitance, 71, 98, 179, 184, 203, 206, 306,
319, 401, 457

curvature, 94, 282
field-effect transistor, 273, 370
profile, 55–57, 74, 106, 482
spiking, 461

K
Kirk effect, 172–175, 181, 202, 204, 206, 450

L
LAC. See Lateral asymmetrical channel
Laser anneal, 463
Laser spike anneal, 462, 463

Latch-up, 135, 441, 444, 457, 523, 530–533, 567
Lateral diffusion, 163, 460
Lateral asymmetrical channel, 383
Lattice

constant, 2, 9, 14, 190, 191, 337
mismatch, 189, 190
scattering, 34, 35, 300, 331

Leakage
mechanisms, 540
power consumption, 213, 308

LDD. See Lightly-doped drain
LER. See Line-edge roughness
Lever rule, 252
LF. See Low frequency (CV)
Lifetime, 46–48, 50, 90, 96, 97, 147–149, 187,

219, 220, 257, 259, 305, 446, 454, 491
Light holes, 16, 17, 195, 340
Lightly-doped drain, 276, 442, 445
Linearly-graded junction, 72, 73, 93, 105, 106,

130, 404–406
Linear mode, 287–290, 293, 303, 304, 314,

372, 424, 502, 557
Line-edge roughness, 351, 352, 413
Liner

barrier, 469, 470, 492, 494–497
sidewall, 276, 444

Lithography enhancements, 471
Load. See Pull-up
Load capacitor, 533, 535, 537, 567
Local oxidation of silicon, 324
LOCOS. See Local oxidation of silicon
LOP. See Low operating power
Lorentzians, 425–427, 429, 542
Low field, 29, 41, 94, 193–196, 330, 331, 559
Low-frequency, 203, 228–230, 238, 239, 254,

260–262, 269, 381, 406, 409, 426, 428,
429

Low-level injection, 46, 77, 79, 87, 143–147,
149–151, 153, 173–175, 177, 198, 199,
205, 416

Low-K dielectric, 495, 498, 499, 501
Low operating power, 309
Low-pressure chemical-vapor deposition, 488
Low stand-by power, 309
LPCVD. See Low-pressure chemical-vapor

deposition
LSA. See Laser spike anneal
LSTP. See Low standby power

M
Magnetic

Czochralski, 453, 454
RAM, 565
tunneling junction, 564
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Mask, 62, 130, 323, 328, 388, 444, 446, 447,
473–475, 477, 478, 488, 493, 496

Matching, 351, 387, 400, 409, 418, 419, 421,
539

Matthews-Blakeslee, 190
Matthiessen’s rule, 36
Maximum frequency of operation, 182
MCZ. See Magnetic Czochralski
Mean-free path, 35, 103, 104, 106, 333, 334,

393–395, 497
Mean-free time, 33, 35, 36, 330, 331
Memory cell, 294, 295, 523, 542, 552,

561–563
Metal gate, 213, 254, 274, 323, 346–350, 469,

485–488
Metal-induced gate states, 351
Metal-insulator-metal capacitor, 345, 399, 401,

550
Metallurgical junction, 56–59, 62, 65, 68, 71,

75, 78, 82, 85, 100, 129, 130, 158, 175,
205, 273, 276, 312, 371, 429, 533

Metallurgical channel length, 306
Metal pitch, 471, 491
Mid-gap metal, 348, 486
MIGS. See Metal-induced gate states
MIM. See Metal-insulator-metal (capacitor)
Minority carrier

diffusion, 81, 82, 84, 95, 121, 139, 150, 159,
172, 200, 219, 279, 281, 282, 531

distribution, 145
drift, 174, 207
injection, 27, 45, 88, 89, 92, 112. 118, 120,

122, 131, 135, 144, 159, 160, 173, 177,
201, 203, 206, 296, 314

storage, 185, 186, 187, 120, 122
MIM. See Metal-insulator-metal (capacitor)
Minimum line-width, 305
Minimum line to line space, 305
MLC. See multilevel cell
Mobile ion charge, 251
Mobility

degradation, 388, 344, 469
enhancement, 32, 195, 196, 277, 300,

330–340
Momentum, 5, 13, 15, 16, 34, 46, 48, 102, 194,

335, 338
MOS. Metal-oxide-silicon

capacitance, 225, 226, 229, 239, 408
structure, 213–270, 273, 277, 286, 313, 404,

408
MOSFET, Metal-Oxide-Silicon Filed-Effect

Transistor
body, 296, 324, 328, 352, 457
channel, 260, 461, 463, 466, 482

characteristics, 286–331
cross-section, 275
current drive, 330, 331
definition, 63
dimensions, 304, 486
drain, 421, 527
figure of merit, 304
gain, 303
gate, 352, 413, 485, 527
in saturation, 314, 331, 336
instability, 465
layout, 274
leakage, 548
mismatch, 410, 413, 414, 416, 421, 424,

425, 429
operation, 213, 273, 529
parameters, 253, 277, 306, 311, 331, 351
performance, 213, 310, 330
punch-through, 317
resistance, 302
saturation, 336
size, 330
source, 112, 294, 460, 461
structure, 244
symbol, 274

MRAM. See Magnetic RAM
MTJ. See Magnetic tunneling junction
Multi-level cell, 560, 561

N
NAND

flash, 557
gate, 523, 534–536

Nano-imprint lithography, 478–479
Narrow-channel effect, 277, 286, 306,

322–324, 326, 328, 329, 413, 444, 466
Native oxide, 160, 161, 248, 545
NCE. See Narrow-channel effect
N-channel MOSFET, 273
Neutral base, 138, 139, 143, 148, 150, 152,

154, 196, 201
Neutron transmutation doping, 456
Nickel silicide (NiSi), 350, 484, 488
NiCr, 386, 393, 450
NIL. See Nano-imprint lithography
NM. See Noise margin
Noise

current, 422
figure, 429
generation-recombination, 423–425
low-frequency (1/f), 203, 381, 406, 409,

426, 428, 429
margin, 525, 526, 529, 548, 549, 567
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RTS, 425–426
shot, 423, 424
thermal, 423–424
voltage, 383, 429

NMOS. See N-channel MOSFET
Non-equilibrium, 77
Non-ohmic behavior, 484
Non-volatile memory, 523, 537, 551–565
Non-uniform profile

base, 178, 197, 198
built-in field, 43

NOR
flash, 557, 558
gate, 523, 534, 535

Normally-off, 274, 370
Normally-on, 273, 346, 370
NPN transistor, 51, 58, 61, 62, 90, 138,

141–145, 157, 168, 169, 171, 174, 198,
205, 206, 377, 400, 404, 416, 531, 533,
535

NTD. See Neutron transmutation doping
Numerical aperture, 472, 473, 476, 477
NVM. See Non-volatile memory
N-well, 58–60, 74, 106, 275, 386, 407–409,

441, 444, 447, 488, 528, 530–533, 543,
550

O
OED. See Oxidation-enhanced diffusion
Off-current, 298, 299, 306, 308, 309, 351, 544
Ohmic contact, 55, 81, 111, 118, 120, 123,

124, 130, 131
One-sided step junction, 99, 105–107, 109,

110, 217, 223, 372, 406
ONO. See Oxide-nitride-oxide
OPC. See Optical proximity correction
Optical

phonon, 40, 41, 101, 103, 104, 108, 119,
300, 330, 331

proximity correction, 473–475
Organo-silicate glass, 499
OSG. See Organo-silicate glass
OUM. See Ovonic unified memory
Ovonic unified memory, 563
Oxidation-enhanced diffusion, 320
Oxide

fixed charge, 247, 250
trapped charge, 247, 250

Oxide-nitride-oxide (ONO), 465, 559
Oxygen, 188, 248, 249, 402, 444, 453,

454–456, 458, 464, 465, 494, 495
Oxygen precipitate, 452, 455
Overlap capacitance, 177

P
Parasitic

bipolar, 533
capacitance, 135, 136, 143, 166, 397–401,

406, 420, 421, 533
resistance, 159
PNP, 167

Partially-depleted SOI, 457
Pass gate, 536
Pauli’s exclusion principle, 18
Pb-center, 248, 249
P-channel MOSFET, 273
PCM. See Phase-change memory
PD. See Partially-depleted (SOI)
P/E. See Program/erase
Peak field, 71, 73, 93, 129, 189, 242, 267, 284
PECVD. See Plasma-enhanced chemical-vapor

deposition
Pelgrom, 410, 413
Perimeter to area ratio, 169
Phase-change memory, 562–564
Phonon

acoustical, 40, 41
optical, 40, 41, 101, 103, 104, 108, 119, 300,

330, 331
Phosphosilicate glass, 445
Photoresist, 413, 444, 446, 447, 472, 475, 488,

489
Physical vapor deposition, 446, 466–469, 470,

472, 495
Piezoresistance, 194, 337
PIII. See Plasma immersion ion implantation
Pinch-off

condition, 291, 375
point, 290, 291–293, 312, 376, 377, 554
voltage, 372, 373, 429

Pinched-resistance, 167
PLAD/P2LAD. See Plasma laser doping

(pulsed)
Plasma

doping, 158, 481
enhanced chemical-vapor deposition, 485
immersion ion implantation, 481–482

PMD. See Pre-metal dielectric
PMOS. See P-channel MOSFET
PN junction, 55–111, 119, 121, 131, 135, 145,

155, 219, 261, 275, 277–286, 295, 296,
313, 353, 354, 370, 404, 409, 424, 541

PNP transistor, 137, 142, 143, 167, 182, 183,
184, 206, 416, 530, 531

Pocket, 321, 383–385
Point defect, 57, 97, 158, 202, 320, 321, 454,

461, 482
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Poisson
equation, 220, 242, 324
distribution, 411

Polysilicon
base, 159
depletion, 254, 322, 346, 412
emitter, 61, 158, 160–163, 165, 177, 196,

450, 461
grain, 412, 413
grain-boundaries, 413

PMD. See Pre-metal dielectric
PMOS, 58, 74, 106, 255, 273–275, 286, 316,

318, 320, 321, 331–333, 335, 339, 340,
346, 347–350, 352, 354–356, 386, 404,
407–409, 412, 416, 441, 442, 444, 445,
450, 465, 484–489, 523, 524, 528–531,
533–537, 546, 550

Power gain, 181, 182, 304
Pre-metal dielectric, 397, 443, 445, 491
Precursor, 468, 469, 485, 499
Program/erase, 559
PSG. See Phosphosilicate glass
Pull-down, 525–527
Pull-up, 524–528
Pulsed CV plot, 257, 269
Pulsed plasma doping, 158, 481
Punch-through

MOSFET, 317–318
Reverse, 154, 157, 158
voltage, 155, 157, 158, 177, 317, 320

PVD. See Physical vapor deposition
P-well, 275, 276, 386, 407, 441, 444, 501, 528,

530–533, 543, 550, 556

Q
Q. See Quality factor
Qcrit. See Critical charge
QM. See Quantum-mechanical
Quasi-Fermi level, 80, 81, 130, 160, 279
Quasi-neutral region, 86, 92, 95, 96, 120
Quasi-static CV plot, 239, 254
Quality factor, 399, 401, 406–408, 447, 454,

456
Quantum-mechanical effect, 254, 264

R
Raleigh limit, 473
RAM. See Random-access memory
Random-access memory, 523, 565
Random telegraph signal, 425–426, 541
Rapid-thermal

anneal, 161, 343, 445, 454, 461
nitridation, 463, 465

oxidation, 161, 328, 450, 464, 465
processing, 461

RC
delay, 184, 489, 490, 491, 497, 498
time constant, 186, 525

Reactive-ion etching, 444, 478
Read operation, 539, 540, 548, 552, 557
Read-only memory, 551
Reciprocity, 142
Recombination, 16, 44–49, 79, 81, 82, 84,

89, 96, 98, 111, 120, 130, 139, 140,
145–148, 150, 157, 160, 167, 177,
185–187, 219, 239, 297, 320, 417,
423–425, 541, 542

Rectifying contact, 55, 111, 112
Resist, 306, 444, 445, 447, 472, 473, 476–479,

488, 489, 493, 501
Resistivity, 32, 37, 39, 120, 125, 165, 302, 310,

337, 347, 348, 371, 389–391, 393, 395,
401, 446, 454–457, 470, 471, 483, 484,
490, 491, 495, 497, 498

Resistor, mismatch, 417–419
Resolution, 254, 383, 422, 472, 473, 476, 478
Resolution enhancement technique, 473
Restore operation, 539
RET. See Resolution enhancement technique
Retention time, 309, 345, 540, 541, 543, 544,

555, 559, 565
Retrograde

profile, 201, 204, 347, 444
well, 58, 332, 333, 348, 532, 533

Reverse
active mode, 138, 141, 151, 152
bias, 93–111, 117, 121–123, 135, 137,

138, 142, 150, 151, 155, 183, 187, 219,
279–286, 294, 297, 353, 372, 530, 532,
542, 550

current, 93, 96, 100, 101, 121, 151, 152,
156, 278, 279, 281, 283, 532

early voltage, 157
leakage, 93, 94, 282, 407
narrow-channel effect, 444, 466
punch-through, 157–158
short-channel effect, 319, 445
voltage, 93–96, 98–100, 101, 104, 108–110,

112, 121, 122, 155–157, 174, 180, 181,
279, 280, 282, 284, 323, 372, 373, 375,
381, 396, 404–407

Richardson constant, 119
RIE. See Reactive-ion etching
Rise time, 182, 185–186, 188
ROM. See Read-only memory
RNCE. See Reverse narrow-channel effect
RSCE. See Reverse short-channel effect
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RTA. See Rapid-thermal anneal
RTN. See Rapid-thermal nitridation
RTO. See Rapid-thermal oxidation
RTP. See Rapid-thermal processing
RTS. See Random telegraph signal
RTS noise, 425–426
Rutherford’s model, 35

S
Saturation

current, 83, 96, 119, 120, 141, 147, 416, 417
mode, 137, 290–291, 295, 304, 313, 314,

385, 502
region, 375, 410
velocity, 96, 101, 174, 180, 311, 312,

377
voltage, 142, 165, 166

Saturation voltage
collector, 142–143, 165, 166
drain, 332

SBD. See Schottky-barrier diode
Scaling, Limits, 306, 307, 309
Scatter bars, 473, 474
Scattering, 28, 32–36, 44, 103, 104, 108, 111,

192, 193, 195, 285, 300, 316, 330, 331,
337, 344, 346, 347, 393, 395, 473, 474,
497

SCE. See Short-channel effect
Schottky-barrier

contact, 120
diode, 55, 112, 122, 131, 187, 404
clamp , 187

Schröedinger, 7, 13, 234
Seed crystal, 452, 455
Seeding, 545
SEG. See Selective epitaxial growth
Segregation coefficient, 452
SER. See Soft error-rate
SEU. See Single-event upset
Selectively implanted collector, 161, 162, 171,

172, 179, 181, 189, 450
Selective deposition, 497
Selective epitaxial growth, 188
Selectivity, 393, 444, 445
Self-heating, 206, 396, 458
Separation by implanted oxygen, 458
SER. See Soft error rate
Series resistance, 119, 120, 122, 131, 154, 165,

166, 177, 179, 202, 302, 331, 379, 388,
406–408, 413, 417, 461, 530, 532

Shallow trench isolation, 63, 375, 326, 440,
444, 447, 465

Sheet resistance, 51, 128, 154, 168–170, 172,
182, 199, 200, 205, 206, 287, 293, 304,

310, 347, 386–389, 393–396, 398, 401,
417, 418, 444, 449, 461, 479, 482–484,
486, 499, 501

Shockley-Read-Hall, 48, 147, 424
Schottky-Langmuir space-charge law, 480
Short-channel effect, 276, 306, 309, 310, 312,

319, 322, 330, 340, 346, 348, 352, 383,
445, 461, 485, 486, 544

Shot noise, 423, 424
SIC. See Selectively implanted collector
SiCr, 386, 393, 450
Sidewall

spacer, 445
oxidation, 306, 321, 405–406

SiGe. See Silicon–Germanium
SILC. See Stress-induced leakage current
Silicide, 122, 128, 129, 131, 158, 165, 166,

213, 276, 301, 302, 305, 310, 320, 349,
350, 353, 387–389, 399, 401, 402, 408,
418, 443, 445, 446, 461, 483–485, 488,
533, 543

Silicon
bandgap, 191
compensated, 25–27
crystal, 1, 2, 11, 15, 46, 161, 451, 457
energy-band diagram, 214–215, 346
intrinsic carrier density, 20–23

Silicon on insulator, 63, 320, 328, 352, 353,
456–460, 566

Silicon–Germanium, 55, 146, 188, 195, 213,
416, 461, 464

SIMOX. See Separation by implanted oxygen
Secondary ion mass spectroscopy (SIMS), 61,

62, 162, 168, 169, 171, 189, 447, 449
Single-event upset, 542, 549
Sinker, 144, 171, 172, 400, 404, 447
Small signal

capacitance, 73, 99
impedance, 87

Smart Cut, 458, 460
SNM. See Static noise margin
Soft error-rate, 542, 549
SOI. See Silicon on insulator
Silicon-oxide-nitride-oxide-silicon (SONOS),

561
Source resistance, 566
Space charge, limited current, 480, 481
Spacer, 189, 201, 202, 276, 442, 445, 450, 476,

477, 484
Specific contact resistance, 125, 129
Spherical junction, 107
Spike anneal, 461–463
Spreading resistance, profiling, 168
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Sputtering, 393, 446, 466, 467, 469, 486, 488,
489, 495

SRAM. See Static random-access memory
SRH. See Shockley-Read-Hall
SRP. See Spreading resistance profiling
Stacked-capacitor cell, 545–546
Stand-by power, 298, 330
Static noise margin, 526, 548
Static random-access memory, 523, 537
Step coverage, 471
Step junction, 57, 68–71, 94, 99, 105–107,

109, 110, 113, 129, 130, 217, 223,
282–284, 291, 372, 405, 406

STI. See Shallow-trench isolation
Storage capacitor, 537, 539
Storage time, 182, 186–187
Strained silicon, 1, 337–340
Strap, 542–544
Stress-induced leakage current, 559
Strong inversion, 218–220, 224, 225, 228–230,

232–233, 236–238, 240, 241, 243–244,
252, 257, 279–281, 286, 299, 324, 354,
385, 411, 416

Space charge
region, 57, 70, 115, 200, 215, 217
limited current, 480, 481

Substitutional site, 3, 11, 460
Substrate current, 541
Subthreshold

current, 298, 316, 384
mode, 296, 327, 385
slope, 298, 299, 309, 316, 318, 327, 331,

352, 457
Surface

accumulation, 215–217, 222–223, 242, 320,
407

charge, 115, 220–222, 225, 227, 229, 232,
282, 287, 289, 291, 296, 313, 321

depletion, 215, 218, 401
field, 235, 242, 277, 283–285, 300, 331, 355
inversion, 218, 233, 234, 236, 257, 280, 283,

287, 289, 297, 300–302, 311, 324, 337,
424, 485

mobility, 236, 287, 294, 300, 301, 311, 331,
332, 344, 414

potential, 215, 216, 224–226, 229, 230, 232,
233, 239, 242–244, 252, 259, 260, 261,
263, 267, 277, 280, 283, 286, 289, 291,
296, 297, 312, 324, 325, 353, 408, 411

recombination, 120, 150–151
recombination velocity, 120, 150
roughness scattering , 300, 331, 337
states, 114–116, 246, 384

T
Tantalum nitride (TaN), 349, 350, 393, 470,

494, 495, 497
TCC. See Temperature coefficient of

capacitance
TCR. See Temperature coefficient of resistance
Technology node, 465, 472
TED. See Transient-enhanced diffusion
Temperature coefficient of capacitance, 398,

400, 401
Temperature coefficient of resistance, 387,

393–395
Temperature dependence

breakdown voltage, 108
current gain, 164
diffusivity, 58, 146, 332, 463
intrinsic-carrier concentration, 147
mobility, 34–36
resistivity, 37, 393–395
threshold voltage, 346

Tensile stress, 190, 337, 338
Tetraethyl orthosilicate (TEOS), 445, 446
TFR. See Thin-film resistor
Thermal

budget , 62, 412, 445, 460, 463–465
equilibrium, 17–28, 30, 43–45, 64–81, 90,

93, 111, 113, 114, 118, 121, 136, 139,
140, 144, 147, 245, 370

noise, 423–424
oxidation, 458
velocity, 29, 30, 36, 40, 47, 97, 149, 280,

423
Thermionic emission, 118, 119, 121, 123–125,

392, 394, 395
Thin film

deposition, 466–479
resistor, 386, 393, 394, 396, 398

Threshold voltage
adjustment, 457
roll-off, 383
window, 559, 560

Three-dimensional structures, 352–353, 457,
469, 480, 481

TiN, 348, 350, 401, 446, 470, 484, 486, 488,
495, 550

Titanium (Ti), 97, 349, 442, 445, 446, 484,
487, 488

Titanium nitride (TiN), 550
Titanium silicide (TiSi2), 445, 483, 484
Transconductance, 176, 294, 303, 304, 334,

373, 376–379, 381–385, 416, 501, 502
Transient-enhanced diffusion (TED), 158, 320,

461, 480, 482
Transmission gate, 523, 536–537
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Transistor
action, 135, 136–143
breakdown, 144, 154–156, 203
resistances, 165–172

Transit time, 88–90, 135, 152, 175, 177,
178–181, 185, 187–200, 202–207, 303,
316, 333, 424

Transitions, 9, 16, 20, 46, 47, 56, 64, 97, 108,
183, 228, 448, 478, 533, 540, 550

Trapped-charge memory, 561–562
Trench-capacitor cell, 542, 545
Triangular voltage sweep, (TVS), 263
Trim factor, 393
Trimming, 393, 394, 396, 397
Tuning range, 406, 408
Tunneling

Band-to-band, 41, 281, 285, 562
current, 108, 110, 111, 123, 161, 164, 213,

254, 285, 286, 340, 341, 553
direct, 93, 100, 265, 266, 340, 485, 540, 564
emitter-base, 144
Fowler–Nordheinm, 250, 265–266, 554
leakage, 201
probability, 125, 160, 161, 165

TVS. See Triangular voltage sweep, 263, 264
Two-carrier concept, 1–6

U
Ultra

low-K dielectric, 495,
shallow junction, 158, 160, 310, 479–484
thin oxide, 265, 461

Undoped silicate glass, 350, 445
Universal memory, 565
Universal mobility, 300
USG. See Undoped silicate glass
USJ. See Ultra shallow junction

V
Vacancy, 2, 4, 202, 482
Valence band splitting, 195
Varactor

junction, 404–407
MOS, 407–409

Variable retention time, 540–542
VCC. See Voltage coefficient of capacitance
VCR. See Voltage coefficient of resistance
Velocity

overshoot, 179, 200, 240, 241, 316,
333–334, 384

saturation, 41, 79, 95, 200, 293, 303, 316
Voltage coefficient of capacitance, 345, 398,

430
Voltage coefficient of resistance, 387, 396
Voltage snap-back, 458
Voltage transfer characteristics, 548
VRT. See Variable retention time
VTC. See Voltage transfer characteristics

W
Wafer bonding, 458
Wafer warpage, 453
Weak inversion, 219, 224, 225, 230, 238, 299
Wiring

capacitance, 398, 527
Word-line, 294, 295, 538-541, 547, 548, 557
Workfunction

difference, 113, 214, 244–247, 254–255,
277, 285, 346, 347, 411

dual, 348–350, 352, 486–489
midgap, 348, 486

Write operation, 295, 540, 548, 553–556

Z
Zener breakdown, 108–111
Zerbst relation, 259




