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in selected topic areas authored by those who are authorities in their own 

subfields of nanotechnology with two vital aims: (1) to present a 

comprehensive and coherent distilling of the state-of-the-art 

experimental results and understanding of theories  detailed from the 

otherwise segmented and scattered literature, and (2) to offer critical 

opinions regarding the challenges, promises, and possible future 

directions of nano research. 

The second volume of Annual Review of Nano Research includes 13 

articles offering a concise review detailing recent advancements in a few 

selected subfields in nanotechnology. The first topic to be focused upon 

in this volume is the electronic and optical properties of nanostructured 

materials and their applications. The second featured subfield is the 

recent advancement in the synthesis and fabrication of nanomaterials or 

nanostructures. Applications of nanostructures and nanomaterials for 

environmental and/or energy conversion and storage purposes are the 

focus in this volume. 

Dr. Jeff Zhang has devoted many long hours in the editing and 

formatting of all the review articles published within this volume. Mr. 

Yeow-Hwa Quek from World Scientific Publishing was responsible for 

much of the coordination necessary to make the publication of this 

volume possible. 
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CHAPTER 1 

OPTICAL AND DYNAMIC PROPERTIES OF UNDOPED AND 

DOPED SEMICONDUCTOR NANOSTRUCTURES 

Jin Z. Zhang
1
* and Christian D. Grant

2
 

1
Department of Chemistry and Biochemistry, University of California, Santa 

Cruz, CA 95064 USA 
2
Lawrence Livermore National Laboratories, Livermore, 

CA 94550 USA *Corresponding author, email: zhang@chemistry.ucsc.edu 

This chapter provides an overview of some recent research activities on 

the study of optical and dynamic properties of semiconductor 

nanomaterials. The emphasis is on unique aspects of these properties in 

nanostructures as compared to bulk materials.  Linear, including 

absorption and luminescence, and nonlinear optical as well as dynamic 

properties of semiconductor nanoparticles are discussed with focus on 

their dependence on particle size, shape, and surface characteristics.  

Both doped and undoped semiconductor nanomaterials are highlighted 

and contrasted to illustrate the use of doping to effectively alter and 

probe nanomaterial properties.  Some emerging applications of optical 

nanomaterials are discussed towards the end of the chapter, including 

solar energy conversion, optical sensing of chemicals and biochemicals, 

solid state lighting, photocatalysis, and photoelectrochemistry. 

1. Introduction 

Nanomaterials are the cornerstones of nanoscience and 

nanotechnology and are anticipated to play an important role in future 

economy, technology, and human life in general.  The strong interests in 

nanomaterials stem from their unique physical and chemical properties 

and functionalities that often differ significantly from their 

corresponding bulk counterparts.  Many of these unique properties are 

extremely promising for emerging technological applications, including 
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nanoelectronics, nanophotonics, biomedicine, information storage, 

communication, energy conversion, catalysis, environmental protection, 

and space exploration. 

One of the most fascinating and useful aspects of nanomaterials is 

their optical properties, including linear and non-linear absorption, 

photoluminescence, electroluminescence, and light scattering.  For 

instance, semiconductor nanomaterials with spatial features on the order 

of a few nanometers exhibit dramatic size dependence of optical 

properties due to the quantum confinement effect [1, 2].  Shape and 

interaction between particles can also play an important role [3-5].  

Therefore, their optical properties can be varied for different applications 

by controlling the size and shape of the nanostructures. 

Since the surface-to-volume ratio (1/R scaling for spherical 

nanoparticles with radius R) is exceedingly large for nanomaterials, 

typically a million-fold increase compared to bulk, many of their 

properties, including optical, are extremely sensitive to surface 

characteristics [6].  As a result, one could also manipulate or modify the 

surface to influence and control their properties.  Understanding of the 

surface properties of nanomaterials at the atomic level is still quite 

primitive at the present time. 

While static studies, e.g. microscopy and XRD, provide important 

information about crystalline structure, size, shape, and surface, dynamic 

studies of charge carriers can provide complementary information that 

cannot be easily obtained from steady-state or time-integrated studies [7].  

For example, the lifetime of charge carriers and their corresponding 

relaxation pathways determined from time-resolved studies can help gain 

insight into the effects of bandgap trap states that are due to surface or 

internal defects. 

In the rest of this article, we will provide an overview of some recent 

research activities in the study of optical and dynamic properties of 

semiconductor nanomaterials.  We will briefly discuss synthesis and 

structural characterization in order to make the article more self-

contained.  While we draw specific examples mostly from our own work, 

we attempt to cover as much relevant work as possible within the limited 

space.  Even though we try our best to provide a balanced presentation of 



Optical and Dynamic Properties of Semiconductor Nanostructures 3 

all the work cited, the viewpoints expressed in this article clearly reflects 

primarily our own interpretation and understanding.   

2. Synthesis of Semiconductor Nanomaterials  

Semiconductor nanostructures are synthesized by either chemical or 

physical methods.  In a typical chemical synthesis, reactants are mixed in 

an appropriate solvent to produce the nanostructured product of interest.  

The result of the synthesis depends strongly on a number of factors such 

as concentration, temperature, mixing rate, or pH if in aqueous solution 

[8-15].  Surfactant or capping molecules are often used to stabilize the 

nanoparticles and can even direct particle growth along a particular 

crystal plane into that of a rod or other structure [16].  Truly bare or 

naked nanoparticles are not thermodynamically stable because of high 

surface tension and dangling chemical bonds on the surface.  Impurities 

either from starting materials or introduced from some other source 

during synthesis can have deleterious effects by either profoundly 

altering their optical, structural, or chemical properties or even 

preventing the formation of the desired nanostructure.  In light of this, 

extreme care should be taken to ensure that high purity reactants are used 

and that synthetic technique is as clean as possible. 

Physical methods usually involve deposition onto appropriate 

substrate of the desired material from a source that is evaporated by heat 

or other type of energy such as light.  Most techniques of nanomaterials 

synthesis are a combination of chemical and physical methods, such as 

CVD (chemical vapor deposition) or MOCVD (metal organic chemical 

vapor deposition) [17-25].  In CVD, a precursor, often diluted in a carrier 

gas or gasses, is delivered into a reaction chamber at approximately 

ambient temperatures. As it passes over or comes into contact with a 

heated substrate, it reacts or decomposes to form a solid phase that is 

deposited onto the substrate. The substrate temperature is critical and can 

influence what reaction takes place.  The crystal structure of the substrate 

surface, along with other experimental parameters, determines what 

nanostructures can be generated.  In MOCVD, atoms to be incorporated 

in a crystal of interest are combined with complex organic gas molecules 

and passed over a hot semiconductor wafer. The heat decomposes the 
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molecules and deposits the desired atoms onto the substrate’s surface.  

By controlling the composition of the gas, one can vary the properties of 

the crystal on an atomic scale.  The crystal structure of the fabricated 

materials is dictated by the crystal structure of the substrate.  

A special technique for synthesizing nanostructures, especially 1-D 

structures such as nanowires, is based on the VLS (vapor-liquid-solid) 

mechanism first discovered in the mid-1960s [26-29].  The mechanism 

consists of small metal particle catalysts deposited on a substrate.  The 

substrate is then heated and vapor (e.g. Si, ZnO, GaN) of the material of 

choice is introduced.  The vapor diffuses into the metal until a saturated 

solution is generated and the material of choice precipitates forming 

nanowires.  There are several modern examples using VLS to grow 

many different types of nanowires or other one-dimensional 

nanostructures [30-34].  One such variation is where a laser ablates a 

substrate containing a metal/semiconductor mixture to create a 

semiconductor/metal molten alloy [35-37].  The resulting nanowires 

undergo VLS growth.  Nanowires made by the laser assisted catalytic 

growth have lengths up to several µm [38-41].   

The above synthetic techniques are generally considered bottom-up 

approaches where atoms and molecules are brought together to produce 

larger nanostructures.  An opposite approach is top-down where large 

bulk scale structures are fabricated into smaller nanostructures.  

Lithographic techniques such as e-beam or photo-lithography are 

examples that allow creation of nanostructures on the micron and 

nanometer scales, easily down to tens of nanometers [42].  Such 

techniques lend conveniently for mass production of high quality and 

high purity structures critical in microelectronics and computer industry.  

It is currently a challenge to create structures on a few nm scale using 

typical lithographic methods.  There is urgent need for developing new 

technologies that can meet this challenge, especially for the 

microelectronics and computer industry.  The combination of top-down 

and bottom-up approaches may hold the key to solving this problem in 

the future. 

There are a number of review articles and books that devote a 

significant amount of detail on nanomaterial synthesis [3, 5, 43-46], and 

we refer the reader to these resources since this chapter focuses more on 
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the optical properties of semiconductor nanomaterials and their 

applications.  

3. Structural Characterization 

Structural determination and understanding are an important and 

integral part of nanomaterials research.  Since the nanostructures are too 

small to be visualized with a conventional optical microscope, it is 

essential to use appropriate tools to characterize their structure in detail 

at the molecular or atomic level.  This is important not only for 

understanding their fundamental properties but also for exploring their 

functional and technical performance in technological applications.  

There are a number of powerful experimental techniques that can be used 

to characterize structural and surface properties of nanomaterials either 

directly or indirectly, e.g. XRD (X-ray diffraction), STM (scanning 

tunneling microscopy), AFM (atomic force microscopy), SEM (scanning 

electron microscopy), TEM (transmission electron microscopy), XAS 

(X-ray absorption spectroscopy) such as EXAFS (extended X-ray 

absorption fine structure) and EXANES(extended X-ray absorption near 

edge structure), EDX (energy dispersive X-ray), XPS (X-ray 

photoelectron spectroscopy), IR (infrared), Raman, and DLS (dynamic 

light scattering) [43, 44, 47-49].  Some of these techniques are more 

surface sensitive than others.  Some of the techniques are directly 

element-specific while others are not.  The choice of technique depends 

strongly on the information being sought about the material. 

X-ray diffraction (XRD) is a popular and powerful technique for 

determining crystal structure of crystalline materials.  Diffraction 

patterns at wide-angles are directly related to the atomic structure of the 

nanocrystals, while the pattern in the small-angle region yields 

information about the ordered assembly of nanocrystals, e.g. 

superlattices [3, 50, 51].  By examining the diffraction pattern, one can 

identify the crystalline phase of the material.  Small angle scattering is 

useful for evaluating the average interparticle distance while wide-angle 

diffraction is useful for refining the atomic structure of nanoclusters 

[Alivisatos, 1996, 933].  The widths of the diffraction lines are closely 

related to the size, size distribution, defects, and strain in nanocrystals.  
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As the size of the nanocrystal decreases, the line width is broadened due 

to loss of long range order relative to the bulk.  This XRD line width can 

be used to estimate the size of the particle by using the Debye-Scherrer 

formula.  However, this line broadening results in inaccuracies in the 

quantitative structural analysis of nanocrystals smaller than ~ 1 nm.  

 Scanning probe microscopy (SPM) represents a group of techniques, 

including scanning tunneling microscopy (STM), atomic force 

microscopy (AFM), and chemical force microscopy, that have been 

extensively applied to characterize nanostructures [47, 52].  A common 

characteristic of these techniques is that an atom sharp tip scans across 

the specimen surface and the images are formed by either measuring the 

current flowing through the tip or the force acting on the tip.  SPM can 

be operated in a variety of environmental conditions, in a variety of 

different liquids or gases, allowing direct imaging of inorganic surfaces 

and organic molecules.  It allows viewing and manipulation of objects on 

the nanoscale and its invention is a major milestone in nanotechnology. 

STM is based on the quantum tunneling effect [53].  The wave 

function of the electrons in a solid extends into the vacuum and decay 

exponentially.  If a tip is brought sufficiently close to the solid surface, 

the overlap of the electron wave functions of the tip with that of the solid 

results in the tunneling of the electrons from the solid to the tip when a 

small electric voltage is applied.  Images are obtained by detecting the 

tunneling current when the bias voltage is fixed while the tip is scanned 

across the surface, because the magnitude of the tunneling current is very 

sensitive to the gap distance between the tip and the surface.  Based on 

current-voltage curves measured experimentally, the surface electronic 

structure can also be derived.  Therefore, STM is both an imaging as well 

as a spectroscopy technique.  STM works primarily for conductive 

specimens or for samples on conducting substrates.  

For non-conductive nanomaterials, atomic force microscopy (AFM) 

is a better choice [52, 54].  AFM operates in an analogous mechanism 

except the signal is the force between the tip and the solid surface.  The 

interaction between two atoms is repulsive at short-range and attractive 

at long-range.  The force acting on the tip reflects the distance from the 

tip atom(s) to the surface atom, thus images can be formed by detecting 

the force while the tip is scanned across the specimen. A more 
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generalized application of AFM is scanning force microscopy, which can 

measure magnetic, electrostatic, frictional, or molecular interaction 

forces allowing for nanomechanical measurements.  

Scanning electron microscopy (SEM) is a powerful and popular 

technique for imaging the surfaces of almost any material with a 

resolution down to about 1 nm [48, 49]. The image resolution offered by 

SEM depends not only on the property of the electron probe, but also on 

the interaction of the electron probe with the specimen. Interaction of an 

incident electron beam with the specimen produces secondary electrons, 

with energies typically smaller than 50 eV, the emission efficiency of 

which sensitively depends on surface geometry, surface chemical 

characteristics and bulk chemical composition [55]. 

Transmission electron microscopy (TEM) is a high spatial resolution 

structural and chemical characterization tool [56].  A modern TEM has 

the capability to directly image atoms in crystalline specimens at 

resolutions close to 0.1 nm, smaller than interatomic distance. An 

electron beam can also be focused to a diameter smaller than ~ 0.3 nm, 

allowing quantitative chemical analysis from a single nanocrystal.  This 

type of analysis is extremely important for characterizing materials at a 

length scale from atoms to hundreds of nanometers.  TEM can be used to 

characterize nanomaterials to gain information about particle size, shape, 

crystallinity, and interparticle interaction [48, 57]. 

X-ray based spectroscopies are useful in determining the chemical 

composition of materials.  These techniques include X-ray absorption 

spectroscopy (XAS) such as extended X-ray absorption fine structure 

(EXAFS) and X-ray absorption near edge structure (XANES), X-ray 

Fluorescence spectroscopy (XRF), energy dispersive X-ray spectroscopy 

(EDX), and X-ray photoelectron spectroscopy (XPS) [58, 59].  They are 

mostly based on detecting and analyzing radiation absorbed or emitted 

from a sample after excitation with X-rays, with the exception that 

electrons are analyzed in XPS.  The spectroscopic features are 

characteristic of specific elements and thereby can be used for sample 

elemental analysis.  This is fundamentally because each element of the 

periodic table has a unique electronic structure and, thus, a unique 

response to electromagnetic radiation such as X-rays. 
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XAS is an element-specific probe of the local structure of atoms or 

ions in a sample.  Interpretation of XAS spectra commonly uses 

standards with known structures, but can also be accomplished using 

theory to derive material structure.  In either case, the species of the 

material is determined based on its unique local structure.  X-ray 

absorption spectroscopy results form the absorption of a high energy X-

ray by an atom in a sample.  This absorption occurs at a defined energy 

corresponding to the binding energy of the electron in the material.  The 

ejected electron interacts with the surrounding atoms to produce the 

spectrum that is observed.  Occasionally, the electron can be excited into 

vacant bound electronic states near the valence or conduction bands.  As 

a result, distinct absorptions will result at these energies.  Often these 

features are diagnostic of coordination.  XAS is commonly divided into 

two spectral region.  The first is the X-ray absorption near edge structure 

or the XANES spectral region [59].  The XANES technique is sensitive 

to the valence state and speciation of the element of interest, and 

consequently is often used as a method to determine oxidation state and 

coordination environment of materials.  XANES spectra are commonly 

compared to standards to determine which species are present in an 

unknown sample.  XANES is sensitive to bonding environment as well 

as oxidation state and thereby it is capable of discriminating species of 

similar formal oxidation state but different coordination.  The high 

energy region relative to XANES of the X-ray absorption spectrum is 

termed the extended X-ray absorption fine structure or EXAFS region.  

EXAFS yields a wealth of information, including the identity of 

neighboring atoms, their distance from the excited atom, the number of 

atoms in nearest neighbor shell, and the degree of disorder in the 

particular atomic shell.  These distances and coordination numbers are 

diagnostic of a specific mineral or adsorbate-mineral interaction; 

consequently, the data are useful to identify and quantify major crystal 

phases, adsorption complexes, and crystallinity. 

X-ray fluorescence (XRF) is a technique used to determine elemental 

composition in a material.  The technique is based on irradiating a 

sample with either a lab based X-ray source (X-ray tube) or 

monochromatic radiation such as that obtained from a synchrotron.  The 

emitted X-rays are characteristic of the element contained in the material.  
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In contrast, energy dispersive X-ray spectroscopy (EDS or EDX) is 

usually based on direct sample excitation with an electron beam (as in an 

SEM) with subsequent detection of an emitted X-ray.  In either case, the 

information obtained from either XRF or EDX is equivalent in that it is 

chemically specific.   

XPS is based on the measurement of photoelectrons following X-ray 

excitation of a sample.  It is a quantitative spectroscopic technique that 

measures the chemical composition, redox state, and electronic state of 

the elements within a material.  XPS spectra are obtained by irradiating a 

material with a beam of X-rays while simultaneously measuring the 

kinetic energy and number of electrons that escape from the top 1 to 10 

nm of the material being analyzed.  Thus, XPS is a surface sensitive 

analytic technique and it requires ultra high vacuum (UHV) conditions 

[58]. 

Optical spectroscopy such as IR and Raman provide more direct 

structure information while UV-visible electronic absorption and 

photoluminescence (PL) provide indirect structural information.  For 

example, higher crystallinity and large particle size result in sharper 

Raman peaks and strong Raman signal.  Disorder or high density of 

defects are reflected in low PL yield and trap state emission [7, 43].  

Dynamic light scattering (DLS) can provide a measure of the overall size 

of nanoparticles in solution, usually when the size is larger than a few 

nm.  In general optical spectroscopy is sensitive to structural properties 

but cannot provide a direct probe of the structural details. 

4. Optical Properties 

Semiconductor nanoparticles or quantum dots (QDs) have rich 

optical properties that strongly depend on size, especially when the 

particle size is less than the exciton Bohr radius of the material.  Exciton 

Bohr radii are typically on the order of a few nm for semiconductors like 

CdSe, but are smaller for metal oxides like TiO2.  Their optical properties 

are also very sensitive to the surface characteristics and, to a lesser 

degree, of shape of the nanoparticles. For example, the 

photoluminescence spectrum and quantum yield can be altered by orders 

of magnitude by surface modification of the nanoparticles [60].  This fact 
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can be used to advantage for specific applications of interest.  Another 

factor affecting the optical properties is the interaction between 

nanoparticles or between the nanoparticles and their embedding 

environment [3, 4].  Interaction between nanoparticles typically leads to 

lower PL quantum yield and red-shifted PL spectrum due to shortened 

charge carrier lifetime [61].  Interaction with the environment is more 

complex and depends strongly on the chemical and physical nature of 

environment medium. 

Optical properties are commonly characterized using spectroscopic 

techniques including UV-visible and photoluminescence spectroscopy, 

which both yield information about the electronic structure of 

nanoparticles.  Related optical techniques such as Raman and IR provide 

information about the crystal structure such as phonon or vibrational 

frequencies and crystal phases.  There are also a number of other more 

specialized optical techniques, often laser-based, that have been used to 

characterize the linear or non-linear optical properties of nanomaterials, 

such as second harmonic generation (SHG) [62-64], sum-frequency 

generation (SFG) [65, 66], and four-wave mixing [67]. 

4.1.  Linear Optical Absorption and Emission 

A striking optical signature of nanoparticles or quantum dots (QDs) 

is the strong size dependence of the absorption and photoluminescence 

(PL) (Figure 1 right) especially when the particle size is comparable to 

the exciton Bohr radius.  An experimental manifestation of the size 

dependence is the blue shift of the UV-visible and PL spectra with 

decreasing particle size.  This behavior is due to what is termed quantum 

confinement.  The quantum confinement effect may be qualitatively 

understood using the particle-in-a-box model from quantum mechanics.  

In other words, a smaller box yields larger energy gaps between 

electronic states than does a larger box.  For spherical particles, a 

quantification of quantum confinement is embodied in equation 1 [1, 2], 
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where Eg(∞) is the bulk bandgap, me and mh are the effective masses of 

the electron and hole, and ε is the bulk optical dielectric constant or 

relative permittivity.  The second term on the right hand side shows that 

the effective bandgap is inversely proportional to R
2
 and increases as size 

decreases.  On the other hand, the third term shows that the bandgap 

energy decreases with decreasing R due to increased Columbic 

interaction.  However, since the second term becomes dominant with 

small R, the effective bandgap is expected to increase with decreasing R, 

especially when R is small.  This effect is illustrated schematically in 

Figure 1 (left).  The effect of solvent or embedding environment is 

neglected in this form of the equation, but the effect of solvation is 

typically small compared to quantum confinement.  

 

 

Figure 1. (left) Illustration of quantum confinement effect in different systems ranging 

from atoms to bulk materials.  (Right) Photos of CdTe QDs with different sizes under UV 

illumination, ranging from 6 nm (red) to 2.5 nm (green) in size [73]. 

 

The quantum size confinement effect becomes significant 

particularly when the particle size becomes comparable to or smaller 

than the Bohr exciton radius, αB, which is given by: 

2
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πµ

εε
=α                                                                                    (2) 

where ε0 and ε are the permittivity of vacuum and relative permittivity of 

the semiconductor, µ is the reduced mass of the electron and hole, 
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memh/(me+mh), and e the electron charge.  For instance, the Bohr radius 

of CdS is around 2.4 nm [68] and particles with radius smaller or 

comparable to 2.4 nm show strong quantum confinement effects, as 

indicated by a significant blue-shift of their optical absorption relative to 

that of bulk [69-71].  Likewise, the absorption spectra of CdSe 

nanoparticles (NPs) show a dramatic blue-shift with decreasing particle 

size [72].  The emission spectra usually show a similar blue shift with 

decreasing size.  Figure 1 (right) displays different sized CdTe 

nanoparticles exhibiting different PL center wavelengths with larger 

particles (left) showing redder luminescence. 

The UV-visible absorption measured as a function of wavelength 

reflects the strength of the electronic transition between the valence (VB) 

and conduction bands (CB).  The transition from the valence to the 

conduction band is the solid state analog to the HOMO-LUMO 

electronic transition in molecules.  In the case of direct bandgap 

transitions, typically a strong excitonic band with a well-defined peak is 

observed at the low energy side of the spectrum.  The excitonic state is 

located slightly below the bottom of the conduction band.  The energy 

difference between the bottom of the CB and the excitonic state is the 

electron-hole binding energy, which is typically a few to a few hundred 

meV.  Thus, the peak position of the excitonic absorption band provides 

an estimate of the bandgap of the nanoparticle.  The bandgap energy 

increases with decreasing particle size, resulting in a blue-shift of the 

absorption spectrum as well as the excitonic peak.  In contrast, indirect 

bandgap transitions lack an excitonic peak and the spectrum usually 

features a gradually and smoothly increasing absorption with decreasing 

wavelength.  A well-known example is Si [7, 74].  Quantum confinement 

in indirect bandgap materials is less easily observable due to the lack of 

sharp or well-defined spectral peaks or bands.  The intensity of the 

absorbance for QDs follows Beer’s law.  In this case, QDs can be 

considered as large molecules.  Each QD typically contains a few 

hundred to a few thousands atoms and the absorption oscillator strength 

for one QD is proportional to the number of atoms in each QD [75, 76].  

An experimental study by Yu et al. determining the molar absorptivity of 

CdS, CdSe, and CdTe as a function of size bears this out quite well [77].  
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In PL spectroscopy, photoemission is measured following excitation 

of the sample with a fixed wavelength of light.  Photoluminescence 

reflects the electronic transition from the excited state, usually the 

excitonic state but also could be trap states, to the ground state, the 

valence band.  Since PL is a “zero-background” experiment, it is much 

more sensitive, by approximately 1000 times, than UV-visible absorption 

measurements [78].  Thus PL provides a sensitive probe of bandgap 

states that UV-visible spectroscopy is much less sensitive to.  For a 

typical nanoparticle sample, PL can be generally divided into bandedge 

emission, including excitonic emission, and trap state emission.  If the 

size distribution is very narrow, bandedge luminescence is often 

characterized by a small Stokes shift from the excitonic absorption band 

along with a narrow bandwidth which usually means there is a narrow 

energy distribution of emitting states.  In contrast, trap states are 

typically located within the semiconductor bandgap and hence their 

emission is usually red shifted relative to bandedge emission.  In addition, 

trap state PL is often characterized by a large bandwidth reflecting a 

broad energy distribution of emitting states.  The ratio between the two 

types of emission is determined by the density and distribution of trap 

states.  Strong trap state emission indicates a high density of trap states 

and efficient electron and/or hole trapping.   

It is possible to prepare high quality samples that have mostly 

bandedge emission when the surface is well passivated.  For example, 

TOPO (tri-n-octylphosphine oxide) capped CdSe show mostly bandedge 

emission and weak trap state emission, which is an indication of a high 

quality sample [8, 79, 80].  Luminescence can also be enhanced by 

surface modification [81-86] or using core/shell structures [12, 87-89].  

Many nanoparticles, including CdSe, CdS, ZnS, have been found to 

show strong photoluminescence [90]. Other nanoparticles have generally 

been found to be weakly luminescent or non-luminescent at room 

temperature, e.g. PbS [91], PbI2 [92], CuS [93], Ag2S [94].  The low 

luminescence can be due to either the indirect nature of the 

semiconductor or a high density of internal and/or surface trap states that 

quench the luminescence.  Luminescence usually increases at lower 

temperature due to suppression of electron-phonon interactions and 

thereby increases the excited electronic state lifetime.  Controlling the 
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surface by removing surface trap states can lead to significant 

enhancement of luminescence as well as of the ratio of bandedge over 

trap state emission [81-86].  Surface modification often involves capping 

the particle surface with organic, inorganic, biological molecules, or 

even ions that reduce the amount of trap states that quench luminescence.  

This scheme likely removes surface trap states, enhances luminescence, 

and is important for many applications that require highly luminescent 

nanoparticles, e.g. lasers, LEDs, fluorescence imaging, and optical 

sensing. 

One common issue encountered is PL quenching in solution over 

time.  The reason for quenching varies and may be influenced by such 

factors as pH, the presence of O2, CO, or other gas molecules, or even 

room light [95, 96].  More specifically, pH is one critical factor to 

consider if the particles need to be in aqueous solution.  There is indirect 

evidence that acidic conditions may result in dissolution of the oxide or 

hydroxide layer present on the surface of the nanoparticle that serves to 

stabilize the QD’s luminescence.  When the protecting layer is dissolved 

under acidic conditions, there is an increase in surface trap or defect 

states that quench the PL [60].  Whatever the true reason for the PL 

quenching, the luminescence intensity decay over time presents a 

problem for applications like biological labeling or imaging.  To address 

the problem, different approaches have been considered and used, 

primarily in terms of stabilizing the surface by using a protecting layer of 

another material, e.g. polymer, large bandgap semiconductor like ZnS, or 

insulator such as silica and polymers [97, 98].  One interesting example 

is SiO2 coated CdTe nanoparticles [73].  As shown in Figure 2, the PL of 

CdTe QDs lacking a silica coating is quenched within 200 s when 

dispersed in a tris-borate EDTA (TBE) buffer solution (blue curve).  

TBE is a commonly used buffer in molecular biology involving nucleic 

acids, so determining the PL stability of QDs in this relevant buffer is 

important for biological applications.  It should be pointed out that in 

SiO2 coated CdTe the PL intensity will not decay or decreases only 

slightly if they are dissolved in water.  With only a partial layer of silica 

coating, the PL is better stabilized (red curve) and the intensity lasts 

slightly longer than uncoated CdTe (blue curve) in TBE buffer.  

However, when a 2-5 nm shell of silica coats the CdTe QD surface, the 
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PL (green curve) persists longer than the uncoated or only partially 

coated CdTe.  Attempts have been made recently in our lab to put even 

thicker layers of silica with the hope that the PL will be more stable for 

even longer.  PL stability in biologically relevant buffers is essential for 

many PL based applications such as biomarker detection [73]. 

 

 

 

 

 

 

 

 

 

 
 

Figure 2. Effect of silica coating on the PL intensity in TBE buffer of CdTe nanoparticles.  

Adapted with permission from ref. [73].  Uncoated particles are shown in blue, partial 

silica coated in red, and with a 2-5 nm silica shell in green. 

 

In addition to PL emission spectroscopy, another very useful PL 

experimental technique is photoluminescence excitation (PLE).  This 

involves varying the wavelength of excitation while monitoring the PL 

intensity at a fixed wavelength.  In the simplest case of a single emitting 

species (or state), the PLE is identical to the absorption.  However, when 

there are several species present (e.g. different sized QDs) or a single 

species that exists in different forms in the ground state, the PLE and 

absorption bands are no longer superimposable.  This technique can yield 

information about the nature of the emitting state or species.  Specifically, 

in the case of ZnSe:Mn or ZnS:Mn QDs by monitoring the emission 

from the Mn dopant, the PLE band is identical to the absorption band 

indicating that the emission from Mn is due to energy transfer through 

excitation of the host crystal.  Comparison of absorption of PLE often 

provides useful information on the types of states that are contributing to 

the PL.   
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There are two practical problems that are often encountered in PL 

measurements: Raman scattering and high order Rayleigh scattering.  

Raman scattering from solvent molecules can show up as relatively 

strong signal in PL spectroscopy, especially when the PL intensity is low.  

For nanoparticles, PL speaks are generally broad for ensemble samples 

while Raman peaks are usually narrow.  A simple diagnostic to verify 

that a peak is due to Raman scattering is by changing the excitation 

wavelength and observe if the peak shifts accordingly.  If the observed 

peak is from Raman scattering, it will shift by the same amount in 

frequency as the change in excitation wavelength, while there will be no 

shift if the emission is due to true PL.   

Another potential artifact is high order Rayleigh scattering that occur 

at multiples of the excitation wavelength, λ.  For example, if λ=400 nm is 

the excitation wavelength, due to the basic grating diffraction equation,         

10
-6

nkλ=sinα+sinβ  (where n is the groove density of the grating, k is the 

diffraction order, α the angle of incidence, and β is the angle of 

diffraction), apparent “peaks” at nx400 nm can show up on the PL 

spectrum, e.g. 400 nm, 800 nm and 1200 nm corresponding to k=1,2, and 

3 respectively, if the spectrometer scans cover these regions.  Such 

apparent peaks do not correspond to real light at these wavelengths but 

are simply a grating effect from the 400 nm Rayleigh scattering.  One 

indication is their narrow line widths.  To determine this experimentally, 

one can use short or long pass optical filters to check if the observed 

peaks are from the sample or artifact from the instrument.  For instance, 

if a peak at 800 nm does not disappear when a filter that blocks 800 nm 

light is placed in front of the detector, it is most likely that this peak is a 

second order Rayleigh scattering from the 400 nm excitation light.  Of 

course, the first order 400 nm is usually blocked by a filter.  But there is 

usually still 400 nm light leaking through the filter.  Usually it is a good 

idea to try to avoid observing the first order excitation light directly by 

starting the PL spectral scan to the red of the excitation line.  Of course 

the choice of PL scan range depends on the emission properties of the 

nanomaterial under consideration.  Confounding mistakes of this sort due 

to Raman and Rayleigh scattering have appeared in the literature more 

often than expected. 
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4.2.  Non-Linear Optical Absorption and Emission 

Similar to bulk materials, nanomaterials exhibit non-linear optical 

properties such as multiphoton absorption or emission, harmonic 

generation, up- or down-conversion.  Nanoparticles have interesting non-

linear optical properties at high excitation intensities, including 

absorption saturation, shift of transient bleach, third and second 

harmonic generation, and up-conversion luminescence.  The most 

commonly observed non-linear effect in semiconductor nanoparticles is 

absorption saturation and transient bleach shift at high intensities [82, 86, 

99-104].  Similar non-linear absorption have been observed for quantum 

wires of GaAs [105, 106] and porous Si [107, 108].  These non-linear 

optical properties have been considered potentially useful for optical 

limiting and switching applications [109].   

Another non-linear optical phenomenon is harmonic generation, 

mostly based on the third-order nonlinear optical properties of 

semiconductor nanoparticles [110-113].  The third order non-linearity is 

also responsible for phenomena such as the Kerr effect and degenerate 

four wave mixing (DFWM) [114].  For instance, the third order non-

linear susceptibility, χ(3) 
(~5.6x10

-12 
esu) for PbS nanoparticles has been 

determined using time-resolved optical Kerr effect spectroscopy and it 

was found to be dependent on surface modification [113].  Third order 

non-linearity of porous silicon has been measured with the Z-scan 

technique and found to be significantly enhanced over crystalline silicon 

[109].  DFWM studies of thin films containing CdS nanoparticles found 

a large χ(3) 
value, ~10

-7 
esu, around the excitonic resonance at room 

temperature [115].   

Only a few studies have been carried out on second-order nonlinear 

optical properties since it is usually believed that the centrosymmetry or 

near centrosymmetry of the spherical nanoparticles reduces their firs-

order hyperpolarizability (β) to zero or near zero.  Using hyper-Rayleigh 

scattering, second harmonic generation in CdSe nanocrystals has been 

observed [116].  The first hyperpolarizability β per nanocrystal was 

found to be dependent on particle size, decreasing with size down to 

about 1.3 nm in radius and then increasing with further size reduction.  

These results are explained in terms of surface and bulk-like 
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contributions.  Similar technique has been used for CdS nanoparticles for 

which the β-value per particle (4 nm mean diameter) was found to be on 

the order of 10
-27

 esu, which is quite high for solution species [117].  

Second harmonic generation has also been observed for magnetic cobalt 

ferrite (CoFe2O4) colloidal particles when oriented with a magnetic field 

[118]. The nonlinear optical properties of nanoparticles are found to be 

strongly influenced by the surface. 

As discussed earlier, the optical properties of isolated nanoparticles 

can be very different from those of assembled nanoparticle films.  This is 

true for both linear and non-linear optical properties.  Theoretical 

calculations on nonlinear optical properties of nanoparticle superlattice 

solids have shown that an ideal resonant state for a nonlinear optical 

process is the one that has large volume and narrow line width [119-121].  

The calculations also showed that nonlinear optical responses could be 

enhanced greatly with a decrease in interparticle separation distance.  

Anti-Stokes photoluminescence or photoluminescence up-conversion 

is another interesting non-linear optical phenomenon.  In contrast to 

Stokes emission, the photon energy of the luminescence output is higher 

than the excitation photon energy.  This effect has been previously 

reported for both doped [122, 123] and high purity bulk semiconductors 

[124, 125].  For bulk semiconductors, the energy up-conversion is 

usually achieved by (i) an Auger recombination process, (ii) anti-Stokes 

Raman scattering mediated by thermally populated phonons, or (iii) two-

photon absorption [126, 127]. Luminescence up-conversion has been 

observed in semiconductor heterojunctions and quantum wells [127-143] 

and has been explained based on either Auger recombination [131, 136, 

144] or two-photon absorption [137].  Long-lived intermediate states 

have been suggested to be essential for luminescence up-conversion in 

some heterostructures such as GaAs/AlxGa1-xAs [136].  For 

semiconductor nanoparticles or quantum dots with confinement in three 

dimensions, luminescence up-conversion has only recently been reported 

for CdS [145], InP [126, 146], CdSe [126], InAs/GaAs [147], and Er
3+

-

doped BaTiO3 [148].  Surface states have been proposed to play an 

important role in the up-conversion in nanoparticles such as InP and 

CdSe [126].   
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Luminescence up-conversion in ZnS:Mn nanoparticles and bulk has 

been observed [149].  When 767 nm excitation was used, Mn
2+

 emission 

near 620 nm was observed with intensity increasing almost quadratically 

with excitation intensity.  The red shift of Mn
2+ 

emission from that 

usually observed at 580 nm to 620 nm has been proposed to be caused by 

the difference in particle size.  However, a more likely explanation could 

be the local environment of the Mn
2+

 ion rather than particle size.  

Comparison with 383.5 nm excitation showed similar luminescence 

spectrum and decay kinetics, indicating that the up-converted 

luminescence with 767 nm excitation is due to a two-photon process.  

The observation of fluorescence up-conversion in Mn
2+

-doped ZnS 

opens up some new and interesting possibilities for applications in 

optoelectronics, e.g. as infrared phosphors.  There remain some 

unanswered questions, especially in terms of some intriguing 

temperature dependence of the up-converted luminescence [150].  It was 

found that the up-conversion luminescence of ZnS:Mn nanoparticles first 

decreases and then increases with increasing temperature.  This is in 

contrast to bulk ZnS:Mn in which the luminescence intensity decreases 

monotonically with increasing temperature due to increasing electron-

phonon interaction.  The increase in luminescence intensity with 

increasing temperature for nanoparticles was attributed tentatively to 

involvement of surface trap states.  With increasing temperature, surface 

trap states can be thermally activated, resulting in increased energy 

transfer to the excited state of Mn
2+ 

and thereby increased luminescence.  

This factor apparently is significant enough to overcome the increased 

electron-phonon coupling with increasing temperature that usually 

results in decreased luminescence [150]. 

Raman scattering could also perhaps be considered as a non-linear 

optical phenomenon since it involves two photons and inelastic 

scattering.  Raman scattering is a powerful technique for studying 

molecules with specificity.  For nanomaterials, Raman scattering can be 

used to study vibrational or phonon modes, electron-phonon coupling, as 

well as symmetries of excited electronic states.  Raman spectra of 

nanoparticles have been studied in a number of cases, including CdS 

[151-156], CdSe [157-159], ZnS [154], InP [160], Si [161-164], and Ge 

[165-171]. Resonance Raman spectra of GaAs [172] and CdZnSe/ZnSe 
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[173] quantum wires have also been determined.  For CdS nanocrystals, 

resonance Raman spectrum reveals that the lowest electronic excited 

state is coupled strongly to the lattice and the coupling decreases with 

decreasing nanocrystal size [153].  Raman spectra of composite films of 

Ge and ZnO nanoparticles revealed a 300 cm
-1

 Ge–Ge transverse optical 

(TO) vibrational band of Ge nanocrystals, which shifted towards lower 

frequencies on decreasing the size of Ge nanocrystals due to phonon 

confinement in smaller crystallites [170].  For 4.5 nm nanocrystals of 

CdSe, the coupling between the lowest electronic excited state and the 

LO phonons is found to be 20 times weaker than in the bulk solid [157].  

For CdZnSe/ZnSe quantum wires, resonance Raman spectroscopy 

revealed that the ZnSe-like LO phonon position depends on the Cd 

content as well as excitation wavelength due to relative intensity changes 

of the peak contributions of the wire edges and of the wire center [173]. 

4.3.  Other Relevant Optical Properties: Chemiluminescence and 

 Electroluminescence 

Besides optical absorption and emission, nanomaterials have other 

interesting optical properties such as chemiluminescence (CL) and 

electroluminescence (EL) that are of interest for technological 

applications such as chemical sensing and biochemical detection.  For 

example, CL has been observed for CdTe nanoparticles [174, 175].  CL 

in CdTe nanoparticles capped with thioglycolic acid (TGA) was induced 

by direct chemical oxidation in aqueous solution using hydrogen 

peroxide and potassium permanganate under basic conditions [175]. The 

oxidized CL of CdTe NCs displayed size-dependent effect and its 

intensity increased along with increasing the sizes of the nanoparticles.  

Electron and hole injection into the CdTe nanoparticles through radicals 

such as O2
-
 and OH· are proposed to be responsible for the strong CL 

observed. 

Electroluminescence has been reported in various nanoparticles 

including Si [176], ZnO [177], and CdSe/CdS core/shells [178].  With a 

semiconductor polymer poly(N-vinylcarbazole) (PVK) doped with 

CdSe/CdS core–shell semiconductor quantum dots (QDs), white light 
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emission was observed and attributed to the incomplete energy and 

charge transfer from PVK to CdSe/CdS core–shell QDs. 

5. Charge Carrier Dynamics 

5.1.  Ultrafast Time-Resolved Laser Techniques 

Study of charge carrier relaxation in nanoparticles provides 

complementary information to steady-state experiments that may not be 

readily or easily accessible using the time-integrated techniques already 

discussed.  This charge carrier dynamical information can lead to a 

deeper understanding of nanomaterial fundamental properties including 

but not limited to optical properties.  Time-resolved laser spectroscopy is 

a powerful technique for probing charge carrier dynamics in 

nanomaterials [6, 7].  Two common techniques are transient absorption 

(TA) and time-resolved luminescence.  In transient operation 

measurement, a short laser pulse excites the sample of interest, namely a 

pump-pulse, and a second short laser pulse (probe pulse) is used to 

interrogate an excited population of charge carriers, e.g. electrons.  The 

probe pulse is delayed in time with respect to the pump or excitation 

pulse.  Changes in the detected signal (transmission in the case of 

transient absorption) of the probe pulse with this time delay contains 

information of the dynamics or lifetime of the excited carriers being 

probed [7].  The assignment of the observed signal is usually not trivial 

and often control experiments are combined with other information such 

as theory to help make the appropriate determination of origin of the 

transient absorption signal.  This is also partly due to the fact that the 

probe pulse initiates an electronic transition between two excited states 

that are often not well characterized, especially the higher-lying 

electronic state.  Nonetheless, transient absorption is versatile and 

provides high time resolution since the instrument response is 

determined only by the cross correlation of the pump and probe pulses, 

which are usually very short temporally (easily down to a few tens of fs 

with current technology). 
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In time-resolved luminescence measurements, the excitation 

mechanism is the same as in transient absorption.  The difference is in 

the monitoring of the excited population.  Instead of monitoring the 

excited state population with a second short laser pulse, the time profile 

of the photoluminescence is monitored.  If the PL is monitored directly 

with a photodetector, such as photomultiplier tube (PMT), photodiode, or 

charge-coupled device (CCD), the time resolution is limited by the 

detector, which is often much longer (ps or ns) than the excitation laser 

pulse.  For example Time Correlated Single-Photon Counting (TCSPC) 

can have an instrument resolution down to 25 ps and with instrumental 

deconvolution lifetimes of a few ps are reliably obtained.  One way to 

take full advantage of short laser pulses is to use a technique called 

luminescence up-conversion.  In this method, a second short laser pulse 

is mixed with the PL in a non-linear crystal to generate a new up-

converted or higher energy photon which is then directed into a 

spectrometer and detected.  The width or time-profile of the up-

converted pulse is mainly determined by the second laser pulse used for 

the up-conversion while the energy of the photons in the up-converted 

pulse is the sum of the energies of photons from the PL and second up-

converting laser pulse.  By changing the time delay between the second 

laser pulse with respect to the excitation pulse, a time profile of the PL 

kinetics is obtained.  In this case, the time resolution is much higher as it 

is determined by the cross overlap of the second up-converting and first 

pump pulse.  While the PL up-conversion technique provides high time 

resolution for PL dynamics measurement, it is often involved and 

challenging since the up-converted signal is typically small due to the 

low PL intensity and the non-linear nature of up-conversion [179]. 

5.2.  Linear Dynamic Properties: Relaxation, Trapping, and 

 Recombination 

Figure 3 provides a summary of possible dynamic processes 

involved in charge carrier relaxation in nanoparticles.  If we ignore non-

linear dynamic processes for now (to be discussed in the next section), 

the mechanisms are relatively simple and straightforward.  Electronic 
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relaxation in nanoparticles is similar to that observed in bulk solids, 

except with the important complication involving trap states. 

For simplicity, let us first ignore trap states and suppose that there is 

at most one exciton or electron-hole pair per nanoparticle.  In this simple 

case, above bandgap excitation produces an exciton or an electron in the 

CB and hole in the VB bound to each other by Columbic attraction.  If 

the electron and/or hole have excess kinetic energy, they will first relax 

to the bandedge (the electron to the bottom of the CB and the hole to the 

top of the VB) through electron-phonon interactions on the tens to 

hundreds of fs time scale.  Subsequently, the relaxed electron and hole at 

the bandedge can recombine radiatively, producing PL, or non-

radiatively, usually producing heat.  In a perfect crystal with few or no 

defects and hence a very low trap state density, radiative recombination 

dominates.  The PL quantum yield in this case is very high, near 90% or 

more. 

 
Figure 3.  Illustration of a pump-probe approach for lifetime measurements.  Different 

electronic relaxation pathways in a nanoparticle with trap states are illustrated: 1) electron 

relaxation through electron-phonon coupling with the conduction band (likewise for the 

hole in the valence band) following excitation across the bandgap; 2) trapping of 

electrons into trap states due to defects or surface states; 3) radiative and non-radiative 

bandedge electron-hole (or exciton) recombination; 4) radiative and non-radiative trapped 

electron-hole (or slightly relaxed exciton) recombination; and 5) non-linear and non-

radiative exciton-exciton annihilation. 
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However, in a crystal with defects or a QD with a relatively high 

density of bandgap trap states due to surface or internal defects, trapping 

of electrons or holes into these states becomes significant.  In many  

cases, trapping of charge carriers is faster than bandedge radiative 

recombination and therefore trapping dominates.  Typically, the higher 

the density of trap states, the more likely and faster trapping will take 

place.  Trapping lowers the bandedge PL yield and often the overall PL 

yield of the sample. 

Following trapping, charge carriers (electrons, holes, or both) can 

either undergo further trapping (e.g. from shallow to deeper traps, not 

illustrated in Figure 3) or recombine radiatively or non-radiatively, as 

illustrated in Figure 3.  This recombination process is quite similar in 

nature to bandedge carrier recombination processes.  If this step is 

radiative, PL from trap states can be observed, red-shifted relative to 

bandedge PL since the trapping process causes non-radiative energy loss.  

Therefore, bandedge or trap state PL can be differentiated.  If time-

resolved PL is used, one can determine the lifetime of the bandedge 

states versus trap states.  Since PL is a very sensitive technique, it is very 

useful for probing and understanding optical, dynamic, and electronic 

structure of nanomaterials. 

With low excitation intensity, most nanoparticles will only have one 

exciton per particle, and no non-linear processes, such as exciton-exciton 

annihilation or Auger recombination, should occur.  In this case, the 

charge carrier relaxation dynamics are relatively simple.  Following 

relaxation within the conduction band for the electron and valence band 

for the hole, the carriers at or near the bandedge will recombine either 

radiatively or non-radiatively.  The observed lifetime, τob, is related to the 

radiative, τr, and non-radiative, τnr, lifetimes, by the following equation: 

1/τob=1/τr+1/τnr                                                  (3) 

The lifetimes are related to the PL quantum yield, ФPL, by: 

ФPL= τob/τr.                                                  (4) 

There is sometimes confusion between radiative lifetime (τr) and 

observed lifetime (τob).  These two are strictly speaking equal only in the 

limit that τnr is very long or the PL quantum yield is nearly 100%, as in a 

perfect single crystal, according to equations 3 and 4.  Any lifetime 

measured experimentally based on time resolved PL or TA 
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measurements is just the observed lifetime τob, which contains 

contributions from both τr and τnr.   

In nanoparticles, oftentimes there is a high density of trap states that 

lead to charge carrier trapping before or following relaxation in the CB 

or VB.  The trapped carriers can recombine radiatively or non-radiatively, 

similar to bandedge carrier recombination.  Trapping is typically a non-

radiative process and contributes to τnr in equation 3.  Also, there is 

usually a distribution of trap states and trapping can therefore be through 

several stages, e.g. through first shallow traps and then deep traps, thus 

complicating the kinetics.  The shallow traps usually have shorter 

observed lifetimes than deep traps.  The nature of trap states depends on 

the chemical nature, crystal structure, and details of surface 

characteristics.  Surface-related trap states can be manipulated and this is 

often reflected sensitively in PL changes (spectral position and intensity).  

For example, based on time-resolved studies of a number of systems, the 

following general observations have been made: i) a high density of trap 

states corresponds to overall low PL yield; ii) a high density of trap states 

corresponds to relatively strong PL from trap states and weak or no PL 

from bandedge states; iii) a high density of trap states corresponds to 

short observed lifetime of charge carriers or the exciton; iv) a high 

density of trap states corresponds to a higher threshold for non-linear 

processes since it is harder to saturate all of the trap states.   

The last statement implies that nanomaterials are better non-linear 

optical materials in the sense that they can tolerate a higher density of 

optical and possibly other radiation.  This could be very useful for 

radiation protection applications. 

In the scenario where the nanoparticles have no trap states within the 

bandgap at all, it is essentially a small perfect single crystal.  In this ideal 

case, which is challenging to achieve experimentally, the behavior of the 

exciton or charge carrier is similar to that in bulk single crystals with the 

difference of spatial confinement.  This would in principle allow for 

study of the pure spatial confinement effect without any influence from 

trap or surface states.  However, this is not easy to achieve in reality due 

to bandgap states that are challenging to remove completely. 
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5.3.  Non-Linear Dynamic Properties 

Non-linear behavior occurs when there are multiple excitons 

generated in the same spatial region at the same time where there is 

strong interaction between the excitons.  This is typically reflected as a 

dynamic process that depends non-linearly (e.g. quadratically or even 

higher order) on the excitation light intensity [6, 7, 71, 86, 180-182].   

There have been various explanations for the observation of non-

linear dynamical behavior in nanomaterials, including higher order 

kinetics, Auger recombination, and exciton-exciton annihilation 

(illustrated in Figure 4).  It is challenging to assign an exact mechanism 

from only experimental data.  All these models can explain the 

observations reasonably well.  We have favored the exciton-exciton 

annihilation model since Auger recombination involves ionization and 

most time-resolved studies do not provide direct evidence for charge 

ejection.  In the exciton-exciton annihilation model, high excitation laser 

intensity for the pump pulse produces multiple excitons per particle that 

can interact and annihilate, resulting in one exciton doubly excited and 

another one de-excited.  If the rate of trapping is faster than the rate of 

exciton-exciton annihilation, which is often the case, trapping will reduce 

the probability of exciton-exciton annihilation.  However, when trap 

states are saturated, exciton-exciton annihilation will take place.  

Therefore, nanoparticles with a higher density of trap states have a 

higher threshold for observing exciton-exciton annihilation or require 

higher pump laser intensities to observe this non-linear process.  This 

behavior has been clearly demonstrated in CdS nanoparticles [60, 86].   

The comparisons can be subtle and require careful attention when 

different sized or shaped nanoparticles are considered.  This is partly 

because there are several factors, some competing, that need to be 

accounted for while making a comparison [183].  For example, when 

particles of different sizes but the same number of excitons per particle 

are compared, the smaller particles show a stronger non-linear effect or, 

conversely, a lower excitation threshold for observing the non-linear 

process.  This is because smaller particles have stronger spatial 

confinement and lower density of states per particle that both facilitate 

exciton-exciton annihilation.  On the other hand, when two samples of 
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the same material such as CdS with the same nominal optical density or 

concentration but different particle sizes are compared under the same 

excitation intensity, the larger particles show stronger non-linear effect.  

This is apparently due to a larger number of excitons per particle for the 

larger particles.  This indicates that the volume factor dominates over the 

effect of trap states.  In other words, larger particles have a larger molar 

absorptivity (see the section on linear optical properties) and thus absorb 

more photons to create more excitons for a given laser pulse.  The 

observation is opposite to what is expected for a larger number of trap 

states per particle, which for the larger particle should raise the threshold 

and thereby suppress exciton-exciton annihilation.  These are illustrated 

schematically in Figure 5. 

 
Figure 4. Illustration of non-linear and non-radiative exciton-exciton annihilation that 

results in the non-radiative de-excitation or recombination of one exciton and excitation 

of the other exciton to higher energy.  The excited exciton will eventually relax 

radiatively or non-radiatively. 

 

To further support the above argument, we have found that particles 

with similar volume but different shapes and thereby a different 

density/distribution of trap states show different thresholds for non-linear 

effects.  For non-spherical particles, the PL yield is much lower 

compared to that of spherical particles, indicating a higher density of trap 
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states for non-spherical particles.  Based on the model discussed above, 

we should expect non-spherical particles to show a higher threshold for 

or weaker effect of exciton-exciton annihilation since it is harder to 

achieve trap state saturation.  This is completely consistent with the 

experimental observation of stronger non-linear effect for the spherical 

particles [183]. 

It should be pointed out that our observations are qualitatively 

consistent with that made by Klimov et al. on CdSe nanoparticles [182].  

However, the time constant for non-linear decay is much faster in our 

observation (a few ps) than that reported by Klimov et al. (as long as 

hundreds of ps).  It is unclear if this difference is due to differences in the 

systems studied, experimental conditions, or even simply due to 

differences in data analysis and interpretation.  Further studies are 

needed to better understand this issue. 

 

 

 
Figure 5. Illustration of the size and shape dependence of exciton-exciton annihilation. 
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Very recently, it has been suggested that multiple excitons can be 

generated using a single photon in small bandgap semiconductors such 

as PbSe and PbS [184-189].  This is potentially useful for solar energy 

conversion and other applications.  Even though this is theoretically 

possible and there is preliminary supporting experimental evidence, it is 

unclear what the probability or efficiency is in practice.  Given that 

electronic relaxation is typically very fast (less than 100 fs), this multi-

exciton generation process with one photon is likely to be inefficient or 

has a very small cross section unless the energy levels involved can be 

carefully and intelligently designed to enhance the process.  Impact 

ionization is a scheme proposed for enhancing multiple exciton 

generation (MEG) [184-188].  It is yet to be realized in practical device 

applications.  Further research is needed to verify the feasibility of this 

approach and strategies to realize or enhance it. 

5.4.  Charge Transfer Dynamics Involving Nanoparticles 

Beside dynamic processes of charge carrier relaxation in 

nanoparticles, other important dynamic processes of interest include 

charge transfer from nanoparticles to other species such as surface 

attached molecules or from molecules to nanoparticles (often referred to 

as charge injection).  For example, dye molecules have been used to 

sensitize metal oxide nanoparticles such as TiO2 and ZnO for potential 

solar cell applications [190-195].  In this case, one important process is 

electron injection from the dye molecule to the nanoparticle.  The rate of 

injection is one critical factor in determining the solar conversion 

efficiency.  The rate itself depends on a number of factors including the 

relative electronic energy levels of the dye and nanoparticles, strength of 

interaction between them, optical properties of the dye.  Time-resolved 

studies have been successfully used to determine the rate of charge 

injection and its dependence on various factors such as distance and 

coupling strength [196].  In general, the injection rate has been found to 

be very fast, on the time scale of 100 fs or less [191].   

Charge transfer from nanoparticles to molecules near or on the 

nanoparticles has also been studied using time-resolved techniques.  

Study of such processes is important for understanding photochemical 
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and photocatalytic reactions when nanoparticles serve as photocatalysts 

or catalysts.  For instance, electron transfer dynamics from CdS and 

CdSe NPs to electron acceptors, e.g. viologen derivatives, adsorbed on 

the particle surface have been studied using transient absorption, 

transient bleach and time-resolved fluorescence [197, 198].  Electron 

transfer was found to take place on the time scale of 200-300 fs and 

competes effectively with trapping and electron-hole recombination.  

These results are important to understanding interfacial charge transfer 

involved in photocatalysis and photoelectrochemistry applications.  

6. Doped Semiconductor Nanomaterials 

Doping is a powerful and effective way to alter the electronic and 

optical properties of a semiconductor.  Doping is essential in the 

semiconductor industry since most semiconductors including silicon are 

essentially insulators without doping at room temperature.  

Similar to bulk materials, doping has been used for semiconductor 

nanomaterials [45, 46].  There are some unique challenges with doping 

nanomaterials.  For example, when the size is very small, one dopant ion 

per nanostructure can make a major difference in the properties of the 

nanostructure  The addition of the dopant can introduce electronic and/or 

structural defects into the pristine nanomaterial that can be advantageous 

or deleterious.  It is therefore critical to attempt to dope the 

nanostructures uniformly, i.e. same number of dopant ions per 

nanostructure (e.g. Figure 6).  There are further complications to this 

issue beyond just the number of dopants.  For example, the location of 

the dopant on the surface versus the interior affects the optical or 

electrical properties differently.  Another issue is the interaction among 

the dopants when the dopant concentration per particle is high, e.g. two 

or more dopants in close proximity.  This will remain a challenging and 

interesting issue for years to come, particularly when spatial features 

become smaller and the importance of the dopant becomes more critical.   

Recently, there have been some reports of uniform doping using 

either growth or nucleation doping techniques by decoupling the doping 

and growth processes.  Briefly, in nucleation doping reaction conditions 

are controlled in such a way along with judicious choice of reactants that 
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a nucleus of dopants such as MnSe can be created followed by shell 

growth of ZnSe effectively confining the dopants to the center of the 

particle.  Alternatively, also in a similar manner growth doping starts by 

creating a small ZnSe host crystal and then the doping atom may be 

introduced to either controllably dope the surface or the interior [199, 

200].  

Almost all studies of doped semiconductor nanostructures have been 

performed on ensemble averaged samples, i.e. the sample contains 

particles with a distribution of dopant per particle.  Doping typically 

follows a Poisson distribution.  The measured results need to be 

interpreted in such a manner.  Several good review articles on doped 

semiconductor nanomaterials have appeared recently [5, 45, 46].  In this 

article, we will show a few examples to highlight the complexity and 

uniqueness of doped semiconductor nanoparticles. 

 

 

 

Figure 6. Left: Schematic illustration of energy levels of shallow trap (ST), deep trap 

(DT), dopant excited state (DE) and dopant ground state (DG) in a doped semiconductor 

nanoparticle with respect to the band edges of the valence band (VB) and conduction 

band (CB).  Right: Illustration of nanoparticles with different numbers of dopant ions per 

particles as well as different locations of the dopant ions in the nanoparticles.   

 

One of the most extensively studied doped nanoparticles is Mn 

doped ZnS, which is of interest for applications as a phosphor material 

[201-207].  Related systems studied recently include ZnSe:Mn that 

clearly show a strong correlation between optical emission and the 
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location of the Mn dopant ion [208].  It has been found that at 1% Mn 

doping (measured in term of starting reactant materials, but actually 

determined for the product particles), the ZnSe bandedge PL is 

significantly quenched, by over a factor of 100 in peak intensity in 

comparison (Figure 7).  It is clear that with roughly one Mn
2+

 ion per 

nanoparticle, significant PL quenching of the host ZnSe occurs.  This 

makes sense since the time-integrated PL measured is conducted at low 

excitation intensity and is a single electron transition event.  One Mn ion 

per particle can affect the relaxation pathways dramatically.  Surprisingly, 

however, no PL from the Mn dopant ion was observed at this 1% doping 

level as one would expect.  It was found that at this particular doping 

level, the Mn ions are primarily on the surface of the ZnSe nanoparticles 

and are consequently non-emissive.   

This conclusion was reached after using a combination of PL, ESR, 

and XAFS on many different samples with varying doping levels.  XAFS 

was able to provide a direct measure of the location and coordination 

environment of the different ions including Zn, Se, and Mn [208].  At 

6% Mn doping, the ZnSe bandedge PL was further quenched by a factor 

of 800 relative to the undoped material with the characteristic 580 nm 

Mn dopant emission observed as expected.  At this doping level, ESR 

clearly shows two different environments for Mn ions with XAFS data 

indicating two different coordination sites and symmetry, octahedron 

versus tetrahedron [208].  It was suggested that the tetrahedron Mn site is 

in the interior of the ZnSe nanoparticle with Mn substituting for the Zn 

cations while the octahedral Mn site is located at or near the ZnSe 

nanoparticle surface.  While the interior Mn is emissive, the surface site 

is non-emissive, as illustrated in Figure 8, possibly because the extra 

ligands on the surface can potentially interact with either the capping 

agent or the solvent quenching the Mn emission.  If this model is correct, 

it suggests that one should avoid having surface Mn in applications such 

as nanophosphors where Mn emission is desired.  One needs to either 

remove surface Mn ions or find ways to encapsulate the Mn ions perhaps 

via a shell of a wide bandgap semiconductor such as ZnS into the lattice 

so they become optically emissive.  Growth or nucleation growth, as 

discussed earlier, may be a way help solve this problem of encapsulation 

of dopants [199, 200].  
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Figure 7. Photoluminescence spectra of ZnSe:Mn with different Mn doping levels: 1, 1, 5 

and 10% (Reproduced with permission from ref. [208]). 

 

Even though metal oxides are often considered insulators, in the 

context of this discussion, doped metal oxides share many similar 

properties to semiconductors as they can be considered large bandgap 

semiconductors.  One very interesting doped metal oxide is ZnO 

nanoparticles doped with various ions such as Co
2+ 

[209], Mn
2+

 [210, 

211], and Cu
2+

 [212].  As high as 35% of Co can be doped into CoxZn1-xO 

thin films without phase segregation [209].  As another example, TiO2 

nanoparticles and nanotubes have been doped with non-metal ions such 

as N to extend their photoresponse to the visible region and improve 

photoactivity [213-216].  Both TiO2:N and ZnO:N have found success in 

narrowing the bandgap and increasing light harvesting efficiency [217, 

218].  In addition, research has been conducted on the 

photoelectrochemical properties and photocatalytic activity for solar 

energy applications.  Several different synthesis protocols have been 

developed to produce TiO2:N.  The usual doping process involves using 

ammonia as a nitrogen source by sol-gel, thermal, or hydrothermal 

chemical methods [219, 220]. 
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Figure 8. Schematic illustration of two different Mn2+ sites in ZnSe nanoparticles with 

different coordination symmetry and optical properties: tetrahedral and emission at 580 

nm for the interior site while octahedral and non-emissive for the surface site. 

 

Charge carrier dynamics in doped semiconductor nanomaterials have 

also been studied with emphasis often placed on the carrier lifetime in 

the excited electronic state of the dopant ions.  Such lifetimes can vary 

significantly from dopant to dopant, ranging from ns to ms.  Some of the 

interesting and unresolved issues include how trap states mediate the rate 

of energy or charge transfer from host to dopant.  It can be expected that 

the trap state could play an important role in energy or charge transfer 

processes especially when the trap states are located in between the 

donor states of the host and the acceptor states of the dopant.  These 

issues require further investigation. 

In some cases, the study can be complicated by host trap states, 

especially when there is spectral overlap between trap state and dopant 

transitions.  For example, in the well-studied case of ZnS:Mn, there had 

been some controversy as well as some confusion about the carrier 

lifetime and related PL yield.  In 1994, it was first reported that the PL 

lifetime of Mn
2+

 in ZnS:Mn nanoparticles was significantly shorter (~20 

ns) than that in the bulk and had a greater luminescence efficiency [221-

223].  The observed ns decays were five orders of magnitude shorter than 

the bulk luminescence lifetime (1.8 ms) [224].  This was explained using 

rehybridization between the s-p conduction band of ZnS and the 3d states 
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of the Mn
2+

 because of quantum confinement.  However, subsequent 

studies have shown that the Mn
2+

 PL lifetime in ZnS nanoparticles is the 

same as the bulk (1.8 ms) [225-228].
  
In our study of the PL kinetics of 

ZnS:Mn nanoparticles monitored at 580 nm, we observed a slow 1.8 ms 

decay that is similar to the Mn
2+

 emission lifetime in bulk ZnS as well as 

fast ns and µs decays that are also present in undoped ZnS particles and 

thereby attributed to trap state emission [227],  as shown in Figure 9. 

 

 
Figure 9. PL delay kinetics monitored at 580 nm of Mn-doped (solid) and undoped 

(dashed) ZnS nanoparticles on different time scales.  Adapted with permission from ref. 

[227].  The major difference on long time scales is due to Mn doping. 

 

Although these recent studies have consistently shown that the Mn
2+

 

PL lifetime is similar in nanoparticles as in bulk ZnS:Mn, there are still 

active discussion over whether the PL quantum yield is higher in 

nanoparticles than in bulk.  Recent studies [201-206], including a 

theoretical study [207], made claims of enhancement that seem to 

support the original claim of enhanced PL [222].  For instance, a study 

on the PL and EL properties of ZnS:Mn nanoparticles has found that the 

PL efficiency increased with decreasing particle size [229].  However, 
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most of the reported PL or EL quantum yields have not been 

quantitatively compared between nanoparticles and bulk.  Quantitative 

and calibrated measurements of the PL quantum yield are essential to 

establish if there is truly an enhancement in nanoparticles.  

Another time resolved study that has come out of our lab is a 

comparative study between same diameter ZnSe:Mn with ZnSe using 

picosecond PL in combination with femtosecond transient absorption 

[230].  Briefly, it was shown that the electronic relaxation as determined 

from fs spectroscopy was multi-exponential and overall faster in Mn 

doped ZnSe particles relative to undoped ZnSe.  Also of interest is that 

PL relaxation was also multi-exponential in nature and that in the doped 

material the overall PL decayed more rapidly then the undoped ZnSe.  In 

addition on all time scales the relaxation was faster in ZnSe:Mn than in 

ZnSe.  The difference in lifetimes on all time scales was attributed to a 

mechanism of energy transfer from host to dopant either mediated by 

trap states and another without (directly from the bandedge states).  From 

these results the energy transfer possibly occurs on a time scale of tens to 

hundreds of ps which appears to be shorter than that reported in a study 

of ZnS:Mn by Chung where they found a rise time for the Mn
2+

 

luminescence of 700 ps [228].   

7. Applications of Optical Properties 

While this chapter focuses on fundamental optical and dynamic 

properties of nanomaterials, we wish to briefly discuss some of the 

relevant emerging technological applications that span a wide range of 

fields from chemical sensing, photocatalysis, photoelectrochemistry, 

solar energy conversion, to biomedical detection and therapy.  Most of 

these applications take advantage of some or all of the following unique 

features of nanomaterials: i) nanoscale sizes are comparable to carrier 

scattering lengths, this significantly reduces the scattering rate, thus 

increasing the carrier collection efficiency; ii) nanoparticles have strong 

optical absorption coefficient due to increased oscillator strength; iii) by 

varying the size, nanoparticle bandgap can be tuned to absorb in a 

particular wavelength region, possibly covering the entire solar spectrum;  

iv) nanoparticle-based devices can be built on flexible substrates;   
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v) nanoparticle-based devices can be lightweight and easy to make at 

potentially low cost; vi) nanomaterials have large surface-to-volume ratio 

and the surface can be modified and tailored for specific applications;  

vii) nanomaterials lend themselves conveniently for integration and 

assembly into larger and more sophisticated systems. 

Of course, nanomaterials also have limitations when it comes to 

specific applications.  For example, the large surface area of 

nanomaterials makes them vulnerable for surface defects and trap states 

that could have adverse effect on optical and other properties.  Large 

particle surface areas potentially make nanoparticles more reactive due to 

dangling bonds.  Even in carefully prepared, high quality samples, the 

density of trap states tend to be much higher than corresponding bulk 

materials and this results in low mobility or conductivity of charge 

carriers, which is undesirable for applications requiring good charge 

carrier transport.  Some of these limitations can be overcome by careful 

design and engineering of the overall devices structures. 

A few application examples will be given below in connection to the 

optical properties of nanomaterials. 

 

7.1.  Energy Conversion: Photovoltaics and Photoelectrochemistry 

Solar energy conversion into electricity or chemical energy such as 

hydrogen represents one of the most promising applications of optical 

properties of nanomaterials [190, 192-195, 231].  For example, dye-

sensitized solar cells have attracted significant attention since the initial 

report in 1991 of a power conversion efficiency of 12% [190].  Other 

variations of solar cells based on nanomaterials have also been 

demonstrated.  While there are still issues related to efficiency, lifetime, 

and cost, they look very encouraging.  While 0-D nanomaterials offer the 

largest surface-to-volume ratio that is often desired for solar cell 

applications, charge carrier transport is usually poor or mobility is low 

due to trapping of carrier by surface or other defect states and the need of 

carrier hopping for conduction.  In this regard, 1-D or 2-D nanomaterials 

should offer better transport properties over 0-D nanomaterials. Of 

course, the surface-to-volume ratio is somewhat compromised. 
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There is growing recent interest in using various 1-D structures for 

solar cell applications, including CdSe, dye-sensitized TiO2 and ZnO 

nanorods, nanowires, and nanotubes [232-239].  In many cases, 

improved photovoltaic performance has been found compared to 0-D 

nanoparticle films.  However, most of these nanostructures are not as 

well aligned or ordered as one would like.  The order or alignment of the 

1-D structures should further improve their performance.  Fabrication of 

well-ordered 1-D nanostructure arrays usually requires more 

sophisticated fabrication or synthesis techniques such as glancing angle 

deposition (GLAD) [240, 241]. Figure 10 shows an example of an 

idealized solar cell structure based on 1-D nanostructures. 

Related to solar energy conversion directly into electricity is 

photocatalysis and photoelectrochemistry (PEC) that converts solar 

energy into chemical fuels such as hydrogen.  One example is PEC 

conversion of water into hydrogen which is of strong current interest.  In 

PEC, light illuminates one electrode (photoanode) that generates an 

electron and hole pair.  The hole reacts with water molecules to produce 

O2 while the electron is transported to another electrode (cathode, usually 

a metal such as Pt) where it reacts with protons (H
+
) to produce H2 gas.  

For most materials, the process requires an external bias in the 0 to 1 V 

range to assist in the conversion process and can be supplied by a battery 

or even a photovoltaic cell.  The overall H2 generation efficiency 

depends on a number of factors, most importantly the structural, 

chemical, and energetic characteristics of the cathode material that are 

often metal oxides or other semiconductors.  The electrode materials can 

be bulk materials, thin films, or nanomaterials.  Similar to solar cells, the 

issues of carrier transport versus surface area are often factors to consider 

when assessing their performances.  1-D materials again might hold 

some promise due to the combination of good electrical transport 

properties and large surface areas.  It is important to develop inexpensive 

techniques for producing ordered or aligned 1-D structures. 

7.2.  Photochemistry and Photocatalysis 

Nanomaterials have played a critical role in many important 

chemical reactions as reactants, catalysts, or photocatalysts.  In relation 
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to the optical properties that are of interest to this chapter, we will 

discuss briefly photochemical and photocatalytic reactions involving 

nanomaterials as reactants or photocatalysts.  Their reactivities are often 

altered or enhanced due to size dependent changes in their redox 

potentials and high density of active surface states associated with a very 

large surface-to-volume ratio. 

It has also been demonstrated that photooxidation of some small 

molecules on semiconductor nanoparticles can lead to the formation of 

biologically important molecules such as amino acids, peptide oligomers, 

and nucleic acids [242, 243].  In addition to photooxidation, 

photoreduction based on semiconductor nanoparticles have also been 

explored for synthesis of organic molecules [244, 245].  For example, 

photoinduced reduction of p-dinitrobezene and its derivatives on TiO2 

particles in the presence of a primary alcohol has been found to lead to 

the formation of benzimidoles with high yields [246]. 

 

 
Figure 10. Schematic of an integrated photovoltaic cell (PVC) with a 

photoelectrochemical cell (PEC) for hydrogen generation from water splitting using 1-D 

nanostructures for both the PVC and PEC.   
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Another important area of application for semiconductor 

nanoparticles is in photoelectrochemical reactions.  Similar to 

photochemical reactivities, the photoelectrochemical properties of 

nanoparticles are often quite different from those of their bulk 

counterparts.  For example, structurally controlled generation of 

photocurrents has been demonstrated for double-stranded DNA-cross-

linked CdS nanoparticle arrays upon irradiation with light [247].  The 

electrostatic binding of [Ru(NH3)6]
3+

 to ds-DNA units provides tunneling 

routes for the conduction band electrons and thus results in enhanced 

photocurrents.  This could be useful for DNA sensing applications.  

Photoelectrochemical behavior has been demonstrated in a number of 

semiconductor nanoparticle films, including CdS and CdSe [248-250], 

ZnO [251], TiO2 [252-255], Mn-doped ZnS [256, 257], WO3 [258], 

SnO2/TiO2 composite [259], and TiO2/In2O3 composite [260].  The large 

bandgap semiconductors, e.g. TiO2 and ZnO, often require sensitization 

with dye molecules so that photoresponse can be extended to the visible 

region of the spectrum [191, 252, 256].   

Photocatalysis based on semiconductors plays an important role in 

chemical reactions of small inorganic, large organic, and biological 

molecules.  The photocatalytic reactivities are strongly dependent on the 

nature and properties of the photocatalysts, including pH of the solution, 

particle size, and surface characteristics [261].  These properties are 

sensitive to preparation methods [261].  Impurities or dopants can 

significantly affect these properties as well as reactivities.  For example, 

it has been shown that selectively doped nanoparticles have a much 

greater photoreactivity as measured by their quantum efficiency for 

oxidation and reduction than their undoped counterparts [262].  A 

systematic study of the effects of over 20 different metal ion dopants on 

the photochemical reactivity of TiO2 colloids with respect to both 

chloroform oxidation and carbon tetrachloride reduction has been 

conducted [262, 263].  A maximum enhancement of 18-fold for CCl4 

reduction and 15-fold for CHCl3 oxidation in quantum efficiency for 

Fe(III)-doped TiO2 colloids have been observed [264].  Recent studies 

have shown that the surface photovoltage spectra (SPS) of TiO2 and ZnO 

nanoparticles can be an effective method for evaluating the 

photocatalytic activity of semiconductor materials since it can provide a 
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rapid, non-destructive monitor of the semiconductor surface properties 

such as surface band bending, surface and bulk carrier recombination and 

surface states [265].  It has been demonstrated that the weaker the 

surface photovoltage signal is, the higher the photocatalytic activity is in 

the case of nanosized semiconductor photocatalysts. 

Photocatalytic oxidation of organic and biological molecules is of 

great interest for environmental applications, especially in the destruction 

of hazardous wastes.  The ideal outcome is complete mineralization of 

the organic or biological compounds, including aliphatic and aromatic 

chlorinated hydrocarbons, into small inorganic, non- or less- hazardous 

molecules, such as CO2, H2O, HCl, HBr, SO4
2-

, and NO3

-
.   

Photocatalysts include various metal oxide semiconductors, such as TiO2, 

in both bulk and particulate forms.  Compounds that have been degraded 

by semiconductor photocatalysis include alkanes, haloalkanes, aliphatic 

alcohols, carboxylic acids, alkenes, aromatics, haloaromatics, polymers, 

surfactants, herbicides, pesticides and dyes, as summarized in an 

excellent review article by Hoffmann [264].  It has been found in many 

cases that the colloidal particles show new or improved photocatalytic 

reactivities over their bulk counterparts.   

One of the most important areas of application of photocatalytic 

reactions is removal or destruction of contaminates in water treatment or 

purification [266-268].  Major pollutants in waste waters are organic 

compounds.  Small quantities of toxic and precious metal ions or 

complexes are usually also present.  As discussed above, semiconductor 

nanoparticles, most often TiO2, offer an attractive system for degrading 

both organic and inorganic pollutants in water.  Water treatment based 

on photocatalysis provides an important alternative to other advanced 

oxidation technologies such as UV-H2O2 and UV-O3 designed for 

environmental remediation by oxidative mineralization.  The 

photocatalytic mineralization of organic compounds in aqueous media 

typically proceeds through the formation of a series of intermediates of 

progressively higher oxygen to carbon ratios.  For example, 

photodegradation of phenols yields hydroquinone, catechol and 

benzoquinone as the major intermediates that are eventually oxidized 

quantitatively to carbon dioxide and water [269].   
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In general, the details of the surface morphology, crystal structure, 

and chemical composition critically influence the photochemical and 

photocatalytic performance of the photocatalysts [270-274].  Therefore, 

these parameters need to be carefully controlled and evaluated when 

comparing photocatalytic activities of different materials. 

7.3.  Chemical and Biological Sensing 

The unique optical properties of nanomaterials lend them 

conveniently for various optical sensing and detection of chemicals and 

biological samples.  The optical luminescence from QDs is often used as 

a signature or probe [8, 97, 275-282].  For example, luminescent CdSe-

ZnS core/shell quantum dot (QD) bioconjugates have been designed to 

detect proteolytic activity of enzymes by fluorescence resonance energy 

transfer (FRET) [283]. A modular peptide structure was developed for 

controlling the distance between the donors and acceptors.  The high 

sensitivity of PL allows detection of single molecules and complex 

systems such as viruses [284].  

7.4.  Photonics and Solid State Lighting 

Nanomaterials have found promising applications in photonics such 

as laser, LEDs, solid state lighting, and phosphors.  In many of these 

applications, doping plays an important role, especially in phosphor 

materials.  Lasers and LEDs based on thin films with thicknesses on the 

nanometer scale (2-D nanomaterials) have long been demonstrated and 

are currently used in commercial products.  1-D and 0-D nanomaterials 

have shown lasing properties based on optical pumping and 

demonstrated promising for technical applications [285, 286].  Lasing 

based on electrical pumping is a current challenge and if successful 

would represent a major technological breakthrough.  The challenge is 

partly related to a higher density of surface trap states of 0-D and 1-D 

nanomaterials compared to their 2-D counter parts.  

For laser applications, it is in principle possible to build lasers with 

different wavelengths by simply changing the particle size.  There are 

two practical problems with this idea.  First, the spectrum of most 
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nanoparticles is usually quite broad due to homogeneous and 

inhomogeneous broadening.  Second, the high density of trap states leads 

to fast relaxation of the excited charge carrier, making it difficult to 

create the population inversion necessary for lasing.  When the surface of 

the particles is clean and has few defects, the idea of lasing can indeed be 

realized.  This has been demonstrated mostly for nanoparticles self-

assembled in clean environments based on physical methods, e.g. MBE 

(molecular beam epitaxy) [287-290] or MOCVD (metal organic 

chemical vapor deposition) [291].  Examples of quantum dot lasers 

include InGaAs [287], InAs [289], AlInAs [288, 290], and InP [292]. 

Stimulated emission has also been observed in GaN quantum dots by 

optical pumping [291].  The lasing action or stimulated emission has 

been observed mostly at low temperature [290, 292].  However, some 

room temperature lasing has also been achieved [287, 288]. 

Lasing action has been observed in colloidal nanoparticles of CdSe 

based on wet chemistry synthesis and optical pumping [286, 293].  It was 

found that, despite highly efficient intrinsic nonradiative Auger 

recombination, large optical gain can be developed at the wavelength of 

the emitting transition for close-packed solids of CdSe quantum dots.  

Narrow band stimulated emission with a pronounced gain threshold at 

wavelengths tunable with size of the nanocrystal was observed.  This 

work demonstrates the feasibility of nanocrystal quantum dot lasers 

based on wet chemistry techniques.  Whether real laser devices can be 

built based on these types of nanoparticles remains to be seen.  Also, it is 

unclear if electrical pumping of such lasers can be realized.  Likewise, 

nanoparticles can be potentially used for laser amplification and such an 

application has yet to be explored.  Nanoparticles such as TiO2 have also 

been used to enhance stimulated emission for conjugated polymers based 

on multiple reflection effect [294].   

Room temperature ultraviolet lasing in ZnO nanowire arrays has 

been demonstrated [285].  The ZnO nanowires grown on sapphire 

substrates were synthesized with a simple vapor transport and 

condensation process.  The nanowires form a natural laser cavity with 

diameters varying from 20 to 150 nm and lengths up to 10 µm.  Under 

optical excitation at 266 nm, surface-emitting lasing action was observed 

at 385 nm with emission line width less than 0.3 nm.  Such miniaturized 
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lasers could have many interesting applications ranging from optical 

storage to integrated optical communication devices. 

Nanoparticles have been used for LED application in two ways.  

First, they are used to enhance light emission of LED devices with other 

materials, e.g. conjugated polymers, as the active media.  The role of the 

nanoparticles, such as TiO2, is not completely clear but thought to 

enhance either charge injection or transport [295].  In some cases the 

presence of semiconductor nanocrystals in carrier-transporting polymers 

has been found to not only enhance the photoinduced charge generation 

efficiency but also extends the sensitivity range of the polymers, while 

the polymer matrix is responsible for charge transport [296].  This type 

of polymer/nanocrystal composite materials can have improved 

properties over the individual constituent components and may have 

interesting applications.  Second, the nanoparticles are used as the active 

material for light generation directly [88, 297-299].  In this case, the 

electron and hole are injected directly into the CB and VB, respectively, 

of the NPs and the recombination of the electron and hole results in light 

emission.  Several studies have been reported with the goal to optimize 

injection and charge transport in such device structures using CdS [299] 

and CdSe nanoparticles [297, 298].   

Since the mobility of the charge carriers is usually much lower than 

in bulk single crystals, charge transport is one of the major limitations in 

efficient light generation in such devices.  For example, 

photoconductivity and electric field induced photoluminescence 

quenching studies of close-packed CdSe quantum dot solids suggest that 

photoexcited, quantum confined excitons are ionized by the applied 

electric field with a rate dependent on both the size and surface 

passivation of the quantum dots [300, 301].  Separation of electron-hole 

pairs confined to the core of the dot requires significantly more energy 

than separation of carriers trapped at the surface and occurs through 

tunneling processes. New nanostructures such nanowires [285, 302], 

nanorods [16, 72, 303, 304], and nanobelts [305], may provide some 

interesting alternatives with better transport properties than nanoparticles.  

Devices such as LEDs and solar cells based on such nanostructures are 

expected to be developed in the next few years. 
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Solid state lighting is an area of fast growing interest.  

Approximately 30% of the United States electricity is consumed by 

lighting, an industry that is largely dominated by relatively old 

technologies such as the incandescent and fluorescent light bulb.  New 

innovations in lower cost and higher efficiency solid state lighting are 

expected to significantly reduce our dependence on fossil fuels.  A solid 

state lighting technology that is already compatible with low cost 

manufacturing is AC powder electroluminescence (ACPEL).  

Discovered in 1936 [306], powder electroluminescence utilizes emission 

from ~40-50 micron sized doped-ZnS:Cu,Cl phosphor particles and 

requires relatively low applied electric fields (10
4
 V/cm) compared to DC 

EL which requires electric fields near 10
6
 V/cm. More recently, 

microencapsulation technology has been successfully applied to 

ZnS:Cu,Cl powder phosphors so that the emissive particles can be 

deposited on plastic substrates under open air, non clean-room conditions 

using low cost, large area print-based manufacturing.  Consequently, 

ACPEL lights are one of the least expensive large area solid state 

lighting technologies, and the characteristic blue-green light can now be 

found in many products.  Furthermore, fluorescent energy conversion 

and doping can readily be used to convert the blue-green light to the 

white light preferred for normal everyday lighting. Using a variety of 

other dopants (I, Br, Al, Mn, Pr, Tm etc.) other colors can also be 

obtained [307, 308].   

The mechanism for light emission from ZnS:Cu,Cl particles is 

thought to be due to localized electron and hole injection near CuxS 

inclusions which requires an alternating (AC) field to enable the 

frequency-dependent electron-hole recombination.  While this process is 

highly efficient, the lifetime and power efficiency of ACPEL lights are 

heretofore too low to provide a replacement for white lights.  The power 

efficiency is limited by the large ZnS:Cu,Cl particle size (> 20 µm) over 

which the electric field is dropped, resulting in the need for higher 

voltages, ~120 V, to achieve the brightness needed for solid state lighting.  

Research focused on phosphor nanoparticles has attempted to address the 

voltage issue; however, these systems typically have significantly 

reduced lifetime and quantum efficiency due to poor charge transport 

and/or trapping.  For example, an EXAFS study has been conducted to 
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understand how the degradation depends on the local microstructure 

about Cu in doped-ZnS:Cu,Cl and have found that the degradation 

process is reversible through modest application of elevated temperatures 

(~200 ºC) [309].  Note that although the particle size is large (typically 

20-50 µm), the active regions within each particle are near CuxS 

precipitates a few nm in size; hence it is essential to understand the CuxS 

nanoparticle precipitates within the ZnS host and how they interact with 

other optically active centers.  Nanoparticle and nanorod systems 

exhibiting AC EL have been reported recently and will be studied for 

comparison [308, 310].   

7.5.  Single Molecule and Single Nanoparticle Spectroscopy 

Most spectroscopy studies of nanoparticles have been carried out on 

ensembles of a large number of particles.  The properties measured are 

thus ensemble averages of the properties of individual particles.  Due to 

heterogeneous distributions in size, shape, environment, and surface 

properties, the spectrum measured is thus inhomogeneously broadened.  

This results in loss of spectral information. For instance, it has been 

predicted by theory that nanocrystallites should have a spectrum of 

discrete, atomic-like energy states [1, 2].  However, transition line widths 

observed experimentally appear significantly broader than expected, 

even though the discrete nature of the excited states has been verified 

[311, 312].  This is true even when size-selective optical techniques are 

used to extract homogeneous line widths [311-317].  

One way to solve the above problem is to make particles with truly 

uniform size, surface, environment, and shape.  However, this is almost 

impossible or at least very difficult, especially with regard to the surface.  

Another approach to remove the heterogeneity is to conduct the 

measurement on one single particle.  This approach is similar to that used 

in the field of single-molecular spectroscopy [318, 319].  A number of 

single nanoparticle studies have been reported on semiconductor 

nanoparticles, including CdS [320] and CdSe [321-327].  Compared to 

ensemble averaged samples, single particle spectroscopy studies of CdSe 

nanoparticles revealed several new features, including fluorescence 

blinking, ultra narrow transition line width, a range of phonon couplings 



Optical and Dynamic Properties of Semiconductor Nanostructures 47 

between individual particles, and spectral diffusion of the emission 

spectrum over a wide range of energies [327, 328].   

One interesting observation in measuring the emission of a single 

nanoparticle is an intermittent on-off behavior in emission intensity 

under CW light excitation [323].  The intermittency observed was 

attributed to an Auger photoionization mechanism that leads to ejection 

of one charge (electron or hole) outside the particle.  A “dark exciton” 

state was assigned to such ionized nanocrystal in which the emission is 

quenched because of excess charge.  Similar studies on single CdSe/CdS 

core/shell nanocrystals as a function of temperature and excitation 

intensity  and the observations are consistent with a darkening 

mechanism that is a combination of Auger photoionization and thermal 

trapping of charge [329]. 

Interestingly, single particle spectroscopy also reveals non-linear 

optical properties of single nanoparticles.  For instance, in the low 

temperature near-field absorption spectroscopy study of InGaAs single 

quantum dots, the absorption change was found to depend non-linearly 

on the excitation intensity [330].  This non-linearity was suggested to 

originate from state filling of the ground state. 

Single nanoparticle spectroscopy should be a powerful technique for 

studying properties of doped semiconductor nanoparticles in terms of the 

uniformity of doping, location and state of the dopant ions, and 

interaction between the dopant and host.  To date, only one report on 

doped semiconductor nanoparticles, Te-doped CdSe, has been reported 

[331].  The photoluminescence spectra from single Te-doped CdSe (6 

nm in diameter, passivated by ZnS) measured at room temperature was 

analyzed in comparison with those from undoped CdSe.  No difference 

was observed in the emission linewidths of individual particles of doped 

and undoped samples, though emissions from doped samples were found 

to have wider ensemble bands due to increased inhomogeneity because 

of doping.  Several dopant emissions showed irreversible blue shifts with 

repeated measurements, which significantly exceeded those observed for 

the undoped ones. The shifts were attributed to instability of the dopant 

in a nanocrystal upon excitation. 
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8. Concluding Remarks 

While significant progress as been made in the last decade in the 

synthesis, characterization, and exploration of applications of 

nanomaterials, there is still much room for further study in all these areas.  

On the synthesis front, better control and assembly of nanostructures and 

functionality is important, including size, shape, surface, impurity, and 

interaction between structures.  For better characterization, we need to 

have more and higher precision experimental tools for atomic level 

studies.  Single particle studies represent a good step in this regard but 

still lack atomic resolution usually.  In the ideal scenario, one would like 

to have high resolution in space, time, and energy that are atom or 

element specific.  This is needed for a complete understanding of 

structural, optical, electronic, magnetic, and dynamic properties. 

For applications, one key frontier issue is integration of different 

nanostructured components for desired functionality.  This involves 

understanding, engineering, and controlling interfaces between the 

different components.  Therefore, it is important to be able to design and 

fabricate interfaces with atomic precision since it is the atomic details at 

the interfaces that usually play a critical role in the properties and 

functionalities of the interface and assembled or integrated systems.  This 

may require synergetic multi- and inter- disciplinary approaches 

involving collaborative and collective efforts from scientists and 

engineers in different areas and fields.   
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This paper reviews the newly advancement of nanomaterials and 

nanostructures applied in chemiluminescence (CL) and 

electrochemiluminescence (ECL). Numerous reports have 

demonstrated that nanomaterials and nanostructures possess high 

surface/volume ratio and the quantum size effect, which results in their 

properties of catalysis, luminescence, absorption and the others. And 

these properties have been utilized for CL and ECL analysis generating 

various excellent performances. Among these nanostructures, quantum 

dots (semiconductor nanocrystals) can be employed as luminophor in 

CL and ECL. Metal nanostructures and metal oxide nanostructures 

usually catalyzed the related CL and ECL reaction. Upon these 

nanostructure presented CL and ECL reactions, considerable 

procedures have been designed and proposed for analytical application.  

1. Introduction 

1.1. Nanomaterials and nanostructure 

Nanomaterials (nanocrystalline materials) are materials possessing 

particles sizes on the order of a billionth of a meter, nanometer. When 

the size of particles in the scale of nanometer (l~100nm), it would 
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perform some novel properties, such as quantum-size effect, small-size 

effect, surface effect, and macroscopic-quantum-tunnel effect. 

Nanomaterials have attracted widespread attention since the 1990s 

because of their specific features that differ from bulk materials. 

Recently, novel nanometer-scale materials provide analytical chemistry 

with various opportunities. [1-3] 

Nanostructures are the ordered system of one-dimension, two-

dimension or three-dimension constructed or assembled with nanometer-

scale unit in certain pattern, which basically include nanosphere, nanorod, 

nanowire, nanobelt and nanotube. They manifest extremely fascinating 

and useful properties, which can be exploited for a variety of structural 

and non-structural applications. [4, 5] 

In recent years, much attention has been paid to nanomaterials due to 

novel optical and electronic properties, which mainly come from the high 

surface/volume ratio and the quantum size effect. [6] 

1.2. Chemiluminescence and electrochemiluminescence

Chemiluminescence (CL) is the generation of electromagnetic 

radiation as light by the release of energy from a chemical reaction. 

While the light can, in principle, be emitted in the ultraviolet, visible or 

infrared region, among which the emitting visible light is the most 

common. They are also the most interesting and useful. [7-10] 

Chemiluminescence takes its place among other spectroscopic 

techniques because of its inherent sensitivity and selectivity. It requires 

no excitation source (as does fluorescence and phosphorescence), only a 

single light detector such as a photomultiplier tube, no monochromator 

and often not even a filter. Although not as widely applicable as 

excitation spectroscopy, the detection limits for chemiluminescent 

methods can be 10 to 100 times lower than other luminescence 

techniques. Most chemiluminescence methods involve only a few 

chemical components to actually generate light. In many CL systems, a 

“fuel” is chemically oxidized to produce an excited state product. Due to 

the advantages of high sensitivity, wide linear range, and simple 

instrument, CL method has been extensively applied in clinic diagnostics, 

immunoassay, DNA hybridization, environmental monitor, or used as 
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detector after separation, such as HPLC, capillary electrophoresis and 

micro-fluidic chip, or coupled with flow-injection analysis for 

automatization analysis. [11-19] 

Electrochemiluminescence (ECL, also called electrogenerated 

chemiluminescence) involves the generation of species at electrode 

surfaces that then undergo electron-transfer reactions to form excited 

states that emit light. For example, application of a voltage to an 

electrode in the presence of an ECL luminophore such as Ru(bpy)3
2+

(where bpy = 2,2’-bipyridine) results in light emission and allows 

detection of the emitter at very low concentrations (≤10
-11

 M). [20] By 

employing ECL-active species as labels on biological molecules, ECL 

has found application in immunoassays and DNA analyses. [21-23] 

Commercial systems have been developed that use ECL to detect many 

clinically important analytes with high sensitivity and selectivity. [22-30] 

It is also important to distinguish ECL from CL. Both involve the 

production of light by species that undergo highly energetic electron-

transfer reactions. However, luminescence in CL is initiated and 

controlled by the mixing of reagents and careful manipulation of fluid 

flow. In ECL, luminescence is initiated and controlled by switching an 

electrode voltage.  

2. Nanostructure presented chemiluminescence 

2.1. Nanostructure as catalyst in chemiluminescence

Recent researches indicated that metal nanoparticles (such as gold 

nanoparticles, Pt nanoparticles), and metal oxide nanoparticles (such as 

TiO2, Al2O3), due to their high catalytic activity, are the most useful 

nanostructure presented in liquid or air-phase CL analysis.  

2.1.1. Liquid-phase chemiluminescence 

Metal ions (such as Au
3+

, Pt
2+

, Co
2+

, Cu
2+

) often were used to 

sensitize CL reaction as catalysts in lipid phase. Usually, these CL 

reactions occurred in atomic or molecular level. If these metal atoms 
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aggregated and form nanoparticles in a very ordered pattern, the catalysis 

activity would change in a large degree. The excellent catalysis of metal 

nanoparticles has appeared in many organic and inorganic reactions. But 

for CL reaction, until recent years, there began present some reports dealt 

with the catalysis of metal nanoparticles. 

2.1.1.1. Non-labeled liquid-phase catalytic reaction 

Non-labeled liquid-phase catalytic reaction is the basic manner to 

study the catalysis behavior of nanostructure in CL reaction. Cui’s group 

took great attention in metal nanoparticles-catalyzed CL reaction. They 

observed that the reaction of gold nanoparticles with a potassium 

periodate-sodium hydroxide-carbonate system underwent CL with three 

emission bands at 380-390, 430-450, and 490-500 nm, respectively. [31] 

The light intensity increased linearly with the concentration of the gold 

nanoparticles, and the CL intensity increased dramatically when the 

citrate ions on the nanoparticle surface were replaced by SCN
-
. The 

shape, size, and oxidation state of gold nanoparticles after the 

chemiluminescent reaction were characterized by UV-visible absorption 

spectrometry, transmission electron microscopy (TEM), and X-ray 

photoelectron spectrometry (XPS). Gold nanoparticles are supposed to 

function as a nanosized platform for the observed chemiluminescent 

reactions without shape change before and after CL reaction (Figure 1).   

 
Figure 1. TEM photos for 68-nm gold nanoparticles before (A) and after (B) the 

addition of 2.35 × 10-4 mol/L KSCN. Reprinted with permission from [Ref. 31], H. Cui 

et al. J. Phys. Chem. B., 109, 3099(2005), Copyright @ American Chemical Society. 
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A chemiluminescent mechanism has been proposed in which the 

interaction between free CO3
•-
 and O2

•-
 radicals generated by a KIO4-

NaOH-Na2CO3 system and gold nanoparticles results in the formation of 

emissive intermediate gold(I) complexes, carbon dioxide dimers, and 

singlet oxygen molecular pairs on the surface of the gold nanoparticles 

(Schemes 1 and 2). [31]   

Meanwhile, gold nanoparticles of different sizes were found to 

enhance the chemiluminescence (CL) of the luminol-H2O2 system, and 

the most intensive CL signals were obtained with 38-nm-diameter gold 

nanoparticles (Figure 2). [32] UV-visible spectra, X-ray photoelectron 

Scheme 2. Possible Mechanism for the Chemiluminescence Involving the Oxidation of 

Surface Gold Atoms. Reprinted with permission from [Ref. 31], H. Cui et al. J. Phys. 

Chem. B., 109, 3099(2005), Copyright @ American Chemical Society. 

Scheme 1. Possible Mechanism for the Chemiluminescence Involving Carbon Dioxide 

Dimer and Singlet Oxygen Molecular Pair. Reprinted with permission from [Ref. 31], 

H. Cui et al. J. Phys. Chem. B., 109, 3099(2005), Copyright @ American Chemical 

Society. 
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spectra, and transmission electron microscopy studies were carried out 

before and after the CL reaction to investigate the CL enhancement 

mechanism. The CL enhancement by gold nanoparticles of the luminol-

H2O2 system was supposed to originate from the catalysis of gold 

nanoparticles, which facilitated the radical generation and electron-

transfer processes taking place on the surface of the gold nanoparticles 

(Scheme 3). The effects of the reactant concentrations, the size of the 

gold nanoparticles and some organic compounds were also investigated. 

Organic compounds containing OH, NH2, and SH groups were observed 

to inhibit the CL signal of the luminol-H2O2-gold colloids system, which 

made it applicable for the determination of such compounds. 

In acid media, nanogold was also found catalyzing CL reaction. It 

was found that potassium permanganate (KMnO4) could react with gold 

nanoparticles in a strong acid medium to generate particle size-dependent 

CL. [33] For gold nanoparticles with the size of 2.6 or 6.0 nm, the 

reaction was fast and could produce the excited state Mn(II)* with light 

emission around 640 nm. For gold nanoparticles larger than 6.0 nm, no 

light emission was observed due to a much slower reaction rate. The CL 

intensity was found to increase linearly with the concentration of 2.6 nm 

 
Figure 2. Chemiluminescence spectra for luminol-H2O2-gold colloids system.: HAuCl4, 

1×10-4 g/mL; blank 1, 2×10-4 g/mL Na3C6O7; blank 2, 5.5×10-5 g/mL Na3C6O7, 

1.125×10-6 mol/L NaBH4. Conditions: luminol, 2×10-4 mol/L in 0.01 mol/L NaOH; 

H2O2, 0.01 mol/L. Reprinted with permission from [Ref. 32], Z. F. Zhang et al. Anal. 

Chem. 77, 3324 (2005). Copyright @ American Chemical Society. 
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gold nanoparticles. The effects of the acid medium, concentration of 

KMnO4 and presence of N2 and O2 were investigated. UV-Vis absorption 

spectra and X-ray photoelectron spectra (XPS) measured before and after 

the CL reaction were analyzed. A CL mechanism has been proposed 

suggesting that the potassium permanganate was reduced by gold 

nanoparticles in the strong acid medium to the excited state Mn(II)*, 

yielding light emission. The results bestow new light on the size-

dependent chemical reactivities of the gold nanoparticles and on 

nanoparticle-induced CL. 

Size-dependent effect is the basic property of nanoparticles. Besides 

above mentioned literatures, Cui’s another research work also 

demonstrated the size-dependent effect of gold nanoparticles-catalyzed 

CL reaction. [34] They observed that gold nanoparticles of small size (<5 

nm) could inhibit the CL of the luminol-ferricyanide system, whereas 

Scheme 3. Possible Mechanism for the Luminol-H2O2-Gold Colloids CL System. 

Reprinted with permission from [Ref. 32], Z. F. Zhang et al. Anal. Chem. 77, 3324 

(2005). Copyright @ American Chemical Society. 
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gold nanoparticles of large size (>10 nm) could enhance this CL, and the 

most intensive CL signals were obtained with 25-nm-diameter gold 

nanoparticles. Cui et al. examined the CL inhibition and enhancement 

mechanism by means of the studies of UV-visible spectra, CL spectra, 

X-ray photoelectron spectra, effects of concentrations of luminol and 

ferricyanide solution, and fluorescence quenching efficiency of gold 

colloids. The results indicated that the luminophor was identified as the 

excited-state 3-aminophthalate anion. The CL inhibition by gold 

nanoparticles of small size was supposed to originate from the 

competitive consumption of ferricyanide by gold nanoparticles and the 

relatively high quenching efficiency of the luminophor by gold 

nanoparticles. In contrast, the CL enhancement by gold nanoparticles of 

large size was ascribed to the catalysis of gold nanoparticles in the 

electron-transfer process during the luminol CL reaction and the 

relatively low quenching efficiency of the luminophor by gold 

nanoparticles. This work demonstrates that gold nanoparticles have the 

size-dependent inhibition and enhancement in the CL reaction, proposing 

a perspective for the investigation of new and efficient nanosized 

inhibitors and enhancers in CL reactions for analytical purposes.  

Nanogold with different shapes also displays distinct catalytic 

activity on CL reaction. Li and co-worker tested the catalyzed CL 

efficiency of luminol CL system in the presence of different shaped 

nanogold, including gold nanosphere, hexagonal gold nanoparticles, 

tadpole gold nanoparticles and irregular shaped nanogold. [35] The 

results reveal that nanogold with more polar sites (tadpole gold 

nanoparticles and irregular shaped nanogold) performed more strong 

catalytic activity on luminol CL reaction. And the catalytic efficiency of 

tadpole gold nanoparticles and irregular shaped nanogold was more than 

100-folds to spherical gold nanoparticles.  

Upon the high catalytic activity of nanogold on luminol CL reaction, 

researchers have designed procedure to promote the analytical 

performance of luminol CL reaction in biochemical analysis. For 

instance, based on the enhancement of CL of luminol-hydrogen 

peroxide-gold nanoparticles system by fluoroquinolones (FQs), a novel 

and rapid CL method was reported for the determination of FQs 

derivatives. Under the optimum conditions, the CL intensity was 
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proportional to the concentration of FQs derivative in solution. This 

proposed method has been applied to detect FQs derivatives in human 

urine successfully. [36]  

Platinum nanoparticles are another kind of noble metal nanoparticles 

used for CL reaction. Platinum colloids prepared by the reduction of 

hexachloroplatinic acid with citrate in the presence of different 

stabilizers were also found to enhance the CL of the luminol-H2O2 

system, and the most intensive CL signals were obtained with citrate-

protected Pt colloids synthesized with citrate as both a reductant and a 

stabilizer. Light emission was intense and reproducible. Transmission 

electron microscopy and X-ray photoelectron spectroscopy studies were 

conducted before and after the CL reaction to investigate the possible CL 

enhancement mechanism. It is suggested that this CL enhancement was 

attributed to the catalysis of platinum nanoparticles, which could 

accelerate the electron-transfer process and facilitate the CL radical 

generation in aqueous solution. The effects of Pt colloids prepared by the 

hydroborate reduction were also investigated. The application of the 

luminol-H2O2-Pt colloids system was exploited for the determination of 

compounds such as uric acid, ascorbic acid, phenols and amino acids. [37] 

Willner’s group recently reported that a photoisomerizable 

monolayer consisting of carboxypropyl nitrospiropyran (1a) linked to an 

aminopropyl siloxane layer associated with an indium tin oxide surface 

was used to photoswitch the electrocatalyzed reduction of H2O2 in the 

presence of Pt nanoparticles (NPs) or to photostimulate the generation of 

CL in the presence of Pt NPs, H2O2, and luminol. Photoisomerization of 

1a to the protonated merocyanine, 1b, and layer resulted in the 

electrostatic attraction of the negatively charged Pt NPs to the surface. 

This facilitated the electrocatalyzed reduction of H2O2 or the catalyzed 

generation of chemiluminescence in the presence of H2O2/luminol. 

Further photo isomerization of the 1b monolayer resulted in the 

formation of the nitrospiropyran layer that allowed the washing off of the 

surface-bound Pt NPs. The resulting 1a-modified surface was inactive 

toward the reduction of H2O2 or toward the generation of CL. [38] 

More recently, Cui et al. further investigated lucigenin CL behavior 

in the presence of noble metal nanoparticles including Ag, Au, and Pt 

nanoparticles. They found that these noble metal nanoparticles in the 
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presence of adsorbates such as iodide ion, cysteine, mercaptoacetic acid, 

mercaptopropionic acid, and thiourea could reduce lucigenin (bis-N-

methylacridinium) to produce CL. Lucigenin-Ag-KI system was chosen 

as a model to study the CL process. Absorption spectra and X-ray 

photoelectron spectra showed that when the Ag colloid was mixed with 

KI, Ag nanoparticles were covered by adsorbed iodide ions. X-ray 

diffraction patterns and fluorescence spectra indicated that Ag 

nanoparticles were oxidized to AgI and lucigenin was converted to N-

methylacridone in the CL reaction. The addition of superoxide dismutase 

could inhibit the CL. According to Nernst’s equation, the presence of 

iodide ions decreased the oxidation potential of Ag nanoparticles. As a 

result, lucigenin was rapidly reduced by Ag nanoparticle to a monocation 

radical, which reacted with oxygen to generate a superoxide anion; then 

the superoxide anion reacted with the monocation radical to produce CL. 

Other adsorbates such as cysteine, mercaptoacetic acid, 

mercaptopropionic acid, and thiourea that could decrease the oxidation 

potential of Ag nanoparticles could also induce the CL reaction. [39] 

Another report still involved in silver nanoparticles presented CL 

reaction. Mixtures of silver (I) and citrate that were used to produce 

silver nanoparticles evoked intense chemiluminescence with tris(2,2’-

bipyridyl)ruthenium(II) and cerium(IV), which can be exploited for the 

determination of citrate ions and other analytes over a wide concentration 

range. However, the CL reaction seems more related to citrate ions 

capped on the surface of silver nanoparticles rather than the state of 

nanoparticles. [40] 

2.1.1.2. Nanostructure-labeled chemiluminescent bioassay 

Preparation of nanostructure-biomolecules conjugates coupled with 

specific recognition reaction, such as immune affinity and DNA 

hybridization, is the important approach for the application of 

nanostructure-presented CL. The special surface properties or the surface 

modification procedures make most nanostructure compatible to bond 

with biomolecules via the forces of surface adsorption, electrostatic 

adsorption, covalent binding and the others. 
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Originally, nanostructure, mainly including gold nanoparticles and 

silver nanoparticles, are used as label to bind with anti-IgG or 

oligonucleotide in CL analysis. However, the catalytic activity of the 

metal nanoparticles on CL reaction was not yet found and the labeled 

nanoparticles often were stripped to form the corresponding metal ions, 

which then catalyzed the classic CL reactions, such as luminol-H2O2-

Au
3+

 and Ag
+
-Mn

2+
-K2S2O8-H3PO4-luminol CL systems. The remarkable 

merits of the proposed nanoparticles labeling and stripping CL detection 

are the labeled stability and the relative high sensitivity.  

Lu et al. developed a novel, sensitive CL immunoassay by taking 

advantage of a magnetic separation/mixing process and the amplification 

feature of colloidal gold label. [41] First, the sandwich-type complex was 

formed in this protocol by the primary antibody immobilized on the 

surface of magnetic beads, the antigen in the sample, and the second 

antibody labeled with colloidal gold. Second, a large number of Au
3+

ions from each gold particle anchored on the surface of magnetic beads 

were released after oxidative gold metal dissolution and then 

quantitatively determined by a simple and sensitive Au
3+

-catalyzed 

luminol CL reaction. Third, this protocol was evaluated for a 

noncompetitive immunoassay of a human immunoglobulin G (Figure 3), 

and a concentration as low as 3.1×10
-12

 M was determined, which was 

competitive with colloidal gold-based anodic stripping voltammetry, 

colorimetric ELISA, or immunoassays based on fluorescent europium 

chelate labels. The high performance of this protocol was related to the 

sensitive CL determination of Au
3+

 ion (detection limit of 2 ×10
-10

 M), 

which was 25 times higher than that by ASV at a single use carbon-based 

screen-printed electrode. Based on the similar principle, Li et al. also 

developed a nanogold-labeling and stripping CL detection method for 

IgG in the absence of magnetic beads. [42] 

Silver nanoparticles labeling and stripping CL have also been 

developed for ultrasensitive detection of DNA hybridization. [43] The 

assay relied on a sandwich-type DNA hybridization in which the DNA 

targets were first hybridized to the captured oligonucleotide probes 

immobilized on polystyrene microwells and then the silver nanoparticles 
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Figure 3. Representation of the noncompetitive CL immunoassay by using magnetic 

beads and colloidal gold label. Scheme 3. Possible Mechanism for the Luminol-H2O2-

Gold Colloids CL System. Reprinted with permission from [Ref. 41], A. Fan et al. Anal. 

Chem. 77, 3238 (2005). Copyright @ American Chemical Society. 

 

modified with alkylthiol-capped oligonucleotides were used as probes to 

monitor the presence of the specific target DNA. After being anchored 

on the hybrids, silver nanoparticles were dissolved to Ag
+
 in HNO3 

solution and sensitively determined by a coupling CL reaction system 

(Ag
+
-Mn

2+
-K2S2O8-H3PO4-luminol). The combination of the remarkable 

sensitivity of the CL method with the large number of Ag
+
 released from 

each hybrid allowed the detection of specific sequence DNA targets at 

levels as low as 5 fM. The sensitivity increased 6 orders of magnitude 

greater than that of the gold nanoparticle-based colorimetric method and 

was comparable to that of surface enhanced Raman spectroscopy, which 

is one of the most sensitive detection approaches available to the 

nanoparticle-based detection for DNA hybridization. Moreover, the 

perfectly complementary DNA targets and the single-base mismatched 

DNA strands can be evidently differentiated through controlling the 

temperature, which indicates that the proposed CL assay offers great 

promise for single nucleotide polymorphism analysis.  
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Figure 4. Scheme of in situ amplified chemiluminescence detection of DNA (A) and 

immunoassay of IgG (B) using IGNPs as label. Reprinted with permission from [Ref. 35], 

Z.P. Wang, et al. Clin. Chem. 52, 1958, (2006), Copyright @ American Association for 

Clinical Chemistry. 

Consequently, researchers observed the ultra-high catalytic activity 

of metal nanoparticles (such as gold and platinum nanoparticles), then 

nanostructure-labeling and in situ catalytic amplified CL detection was 

proposed. Li et al. synthesized specially shaped, irregular gold 

nanoparticles (IGNPs), and observed their catalytic efficiency on luminol 

CL to be 100-fold greater than that of spherical Au-NPs. Using the 

IGNPs-functionalized DNA oligomers and the IGNPs-modified anti-IgG 

as in situ chemiluminescent probes, they established sandwich-type 

analytic methods for rapid, simple, selective, and sensitive sequence-

specific DNA detection and for human plasma IgG immunoassay, 

respectively (Figure 4). [35] They used 12 clinical human plasma 
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samples to examine the precision and accuracy of the proposed method 

for IgG content determination. 

Zhang et al. designed a novel gold nanoparticles based protein 

immobilization method for CL imaging assay of H2O2 and recombinant 

human interleukin-6(rHu IL-6). In this study, gold nanoparticles not only 

were used as solid immobilized materials on poly (methyl methacrylate) 

(PMMA) plates to enlarge the loading capability of biomolecules, but 

also effectively enhanced the CL intensity of luminol-H2O2 and the 

detection sensitivity of analyte. [44]

2.1.2. Air-phase and aerosol chemiluminescence  

Air-phase and aerosol CL provides another vital CL reaction 

approach, and extend CL analytical method covering gaseous and 

volatile substrates.  

CL resulting from the interaction between gases and solid surfaces 

has been studied for decades. The phenomenon was observed during the 

catalytic oxidation of carbon monoxide on a thoria surface, [45] and was 

called cataluminescence (CTL). Application of the luminescence 

phenomenon has been developed as a means of revealing intermediate 

stages in adsorption and catalysis. [46] In recent years, numerous organic 

vapor CL sensors were developed based on this phenomenon, as shown 

in Table 1. The expanding availability of nanostructures has attracted 

widespread attention in the use of catalysis because of their high surface 

areas, high activity and good selectivity. 

Table 1. Nanostructure presented air-phase chemiluminescence sensors. 

Nanostructures Analyte Limit of detection (ppm)  References 

γ-Al2O3 Ethanol  

Butanol 

Acetone 

Butanoic acid  

Dimethylbenzene 

1 or less  

1 or less 

1 or less 

1 or less 

20 

[47,49,50] 

[48,49]  

[48,49] 

[48,49]  

[48,49] 

γ-Al2O3:Dy3+ Iso-Butane  

Fragrance substances  

0.2  

0.1–1 

[51] 

[52] 

SrCO3 Ethanol  6–3750 [55] 

ZrO2 Air 0.6 µg/mL [56] 

LaCoO3 NH3  14.2 [57] 

TiO2 CCl4  0.15–150 [58] 

SnO2 H2S  [59] 
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McCord et al. [53] found that porous silicon treated with nitric acid 

or persulfate could result in intense CL. Recently, Zhang’s group all 

through addressed to the research work of nanostructure-catalyzed air-

phase or aerosol chemiluminescence. [60] Nanomaterials, including 

nanosized MgO, ZrO2, TiO2, Al2O3, Y2O3, LaCoO3:Sr
2+

 and SrCO3, were 

investigated and CL could be detected on seven of them, [54] while 

organic vapor was passing through. The response of organic vapors 

containing the groups of -Cl-, -P-, -O-, -S-, -N-, and -H-, were 

systematically examined. The results showed that acetone, [48, 49] 

gaseous ethanol, [55] NH3, [57] chlorinated volatile organic compounds 

(CH2Cl2, CHCl3, and CCl4), [58] H2S [59] could be catalyzed to produce 

CL signals on the surface of different nanomaterials. 

Meanwhile, nanostructure catalyzed aerosol CL was developed and 

used as detector after HPLC or capillary electrophoresis (CE) separation. 

[61, 62] This aerosol CL-based detector, in which HPLC or CE effluent 

was converted to aerosol and then generated CL emission on the surface 

of porous alumina, was composed of three main processes: ebuliztion of 

HPLC or CE effluent, CL emission on surface of porous alumina 

material, and optical detection. The CL emission could be generated due 

to the catalyzing oxidization of aim analytes, like saccharides, poly 

(ethylene glycol)s, amino acids, and steroid pharmaceuticals, on the 

surface of porous alumina. It could be an important supplement of HPLC 

and CE detectors for UV lacking compounds. Zhang et al. also found that 

the nanostructures catalyzed CTL can be quenched when introducing 

Ho
3+

, Co
2+

 and Cu
2+

 into the nanosized catalyst, while new intensive 

CTL peaks appear when the catalyst was doped with Eu
3+

 or Tb
3+

. [63]  

More recently, Zhang et al. developed an optical sensor array based 

on chemiluminescent images from spots of nanomaterials, which was 

employed to recognize odorous samples. The images obtained from the 

array permit identification of a wide range of analytes, even homologous 

compounds. The sensors with each nanomaterial (porous alumina, ZrO2, 

ZrO2:Tb
3+

, ZrO2:Eu
3+

, SrCO3, Y2O3, Fe2O3, MgO, and WO3) were made 

simply by spotting the nanomaterials onto a piece of ceramic chip, 

individually. Hydrogen sulfide, methanol, ethanol, n-propanol and n-

butanol can be sensitively fingerprinted with the sensors array (Figure 5).  
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[64] Moreover, a new optical strategy to screen the catalytic activities of 

gold catalysts was also developed based on the chemiluminescence 

during the oxidation of CO. [65] 

 

 

 
 

Figure 5. Schematic diagrams of the CL sensor array and the images recorded upon 

exposure to various samples. (A) Schematic diagrams of the CL sensor array (a) and the 

arrangement of nanomaterial spots (b). The sensor elements are arranged as follows: 

ZrO2/Eu3+ (1,1), MgO (1,2), Al2O3(1,3), WO3 (2,1), ZrO2/Tb3+ (2,2), SrCO3 (2,3), Fe2O3 

(3,1), Y2O3 (3,2),and ZrO2 (3,3). (B) Images obtained by the sensor array after exposure 

toair for 1 min without any sample (a), with ethanol vapor (b), hydrogen sulfide (c), and 

TMA vapor (d). (C) Images obtained by the sensor array upon exposure to four alcohol 

vapors: (a) methanol, (b) ethanol, (c) n-propanol, and (d) n-butanol. The integrated CL 

intensities were recorded. Reprinted with permission from [Ref. 64], N. Na, et al. J. Am. 

Chem. Soc., 128, 14420,(2006). Copyright @ American Chemical Society. 

 
 

Zhu et al. synthesized LaSrCuO4 nanowires using carbon nanotubes 

(CNTs) in the presence of citrate; LaSrCuO4 nanoparticles were also 

prepared by a conventional citrate route in order to compare with the 

nanowires. The catalytic and CL properties for CO oxidation over 

LaSrCuO4 catalysts with different morphologies were investigated 

further. The results revealed that CNTs and citrate played the key roles in 

controlling the morphology, crystallization and phase compositions of 
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LaSrCuO4 catalyst; a high thermal stability of LaSrCuO4 nanowires 

against calcination was observed, and a high activity for CO oxidation 

was maintained. And on the spot, nanostructures catalytic 

chemiluminescence has been used as an effective tool for characterizing 

the catalysis activity of novel nanomaterials. [70] 

2.2. Nanostructure as luminophor in chemiluminescence 

2.2.1. QDs chemiluminescence 

 

Figure 6. Photoluminescence emission spectra of CdTe quantum dots of different sizes. 

 

Quantum dots (QDs), crystals composed of periodic groups of II-VI, 

III-V, or IV-VI materials, also referred as luminescent semiconductor 

nanocrystals, are semiconductor nanostructure that confines the motion 

of conduction band electrons, valence band holes, or excitons (bound 

pairs of conduction band electrons and valence band holes) in all three 

spatial directions. Small quantum dots, such as colloidal semiconductor 

nanocrystals, can be as small as 2 to 10 nanometers, corresponding to 10 

to 50 atoms in diameter and a total of 100 to 100,000 atoms within the 
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quantum dot volume. Self-assembled quantum dots are typically between 

10 and 50 nm in size. Like in atoms, the energy levels of small quantum 

dots can be probed by optical spectroscopy techniques. In quantum dots 

that confine electrons and holes, the interband absorption edge is blue 

shifted due to the confinement compared to the bulk material of the host 

semiconductor material. As a consequence, quantum dots of the same 

material, but with different sizes, can emit light of different colors 

(Figure 6). [71-73] 

The superior emitting properties of QDs attract the growing attention 

to applications of these materials in LED and display devices [74, 75] as 

well as in biological luminescent labels. [76] In quantum dots, atomic-

like electronic energy levels are formed due to the charge carrier 

confinement. The spacing of the highest occupied and lowest unoccupied 

quantum confined orbitals is a pronounced function of nanocrystal size, 

providing the advantage of continuous band gap tunability over a wide 

range simply by changing the size of the nanocrystal (the quantum size 

effect). [77] High quality nanocrystal samples exhibit bright 

luminescence that is superior to conventional organic fluorescence dyes 

with respect to color purity (narrow emission band) and photostability. 

[74, 76, 78]  

The various types of luminescence differ from the source of energy 

to obtain an excited state that can relax into a ground state with the 

emission of light. In today’s applications of quantum dots, the required 

excitation energy is supplied either by absorption of a quantum of light 

given rise to photoluminescence (PL), by electrical injection of an 

electron-hole pair (electroluminescence, EL), or by electron impact 

resulting in cathodoluminescence. [79] Moreover, the other types of 

luminescence, chemiluminescence, which has developed to an important 

and powerful tool in biological and medical investigations, have also 

been observed for the novel class of quantum dot luminophores. [78] 

Talapin et al reported the first observation of band gap CL of 

semiconductor quantum dots in solution and in nanoparticulate layers. 

The spectral position of the band gap CL of CdSe/CdS core shell and InP 

nanocrystals depends on their particle size, allowing thus an efficient 

tuning of the emission color with superior color purity inherent for 

monodisperse samples (Figure 7). The efficiency of nanocrystal CL can 
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be dramatically enhanced by applying a cathodic potential to the 

nanoparticulate layers made from CdSe or CdSe/CdS core-shell 

nanocrystals. In this case electrochemical n-doping of the particles via 

electron injection provides a “quantum confined cathodic protection” 

against nanocrystal oxidative corrosion upon hole injection and allows 

the achievement of efficient and stable electrogenerated 

chemiluminescence. [78] 

Figure 7. (a) Temporal evolution of the integral chemiluminescence intensity of a film of 

CdSe/CdS nanocrystals induced by the addition of H2O2 in 0.1 M KOH (solid line) and in 

0.1 M Na2SO4 (dashed line) solutions. Inset shows proposed energy level diagram of 

CdSe/CdS nanocrystals in contact with an aqueous H2O2 solution. (b) CL spectra 

measured from the films of CdSe/CdS nanocrystals with different size of CdSe core (red 

lines) and PL spectra of the corresponding films (black lines). Reprinted with permission 

from [Ref. 78], S. K. Poznyak et al. Nano Lett. 4, 4693 (2004). Copyright @ American 

Chemical Society. 

 

Li’s group then synthesized CdTe nanocrystals (NCs) capped with 

thioglycolic acid (TGA) via a microwave-assisted method. The CL of 

CdTe NCs induced by directly chemical oxidation and its size-depended 

and surfactant-sensitized effect in aqueous solution were then 

investigated. It was found that oxidants, especially hydrogen peroxide 

and potassium permanganate, could directly oxidize CdTe NCs to 

produce strong CL emission in basic conditions. The oxidized CL of 
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CdTe NCs displayed size-dependent effect and its intensity increased 

along with increasing the sizes of the NCs. Moreover, the CL intensity 

could, if surfactants CTAB or β-cyclodextrin were added to the above 

CL system, be sensitized to some degree. The sensitized CL induced by 

CTAB and β-cyclodextrin was mainly contributing to the formation of 

aggregate nanostructure and the micellar micronano-environment, 

respectively. [80] 

 

 
Figure 8. A) CL spectra of the QD-HRP-luminol system using luminol as donor and 

different sized QDs as accepters. B) CL spectra of the QD-HRP-luminol system using 

two QD accepters simultaneously. All spectra are normalized. Reprinted with permission 

from [Ref. 82], X. Huang, et al. Angew. Chem. Int. Ed. 45, 5140(2006). Copyright @ 

Wiley-VCH. 
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Similar to Li’s work, Wang et al. also investigated the CL behaviors 

of mercaptoacetic acid (MA) capped water-soluble CdS NCs in aqueous 

solution. [81] They found that hydrogen peroxide directly oxidized the 

MA-capped CdS NCs and produced strong CL emission in basic 

conditions. And the CL of CdS NCs was size-dependent, the CL 

intensity increased with increasing CdS NCs size. UV-visible spectra, 

CL spectra, PL spectra, and TEM were used to investigate the CL 

reaction mechanism. Moreover, some biological molecules and metal 

ions were observed to inhibit the CL signal of the H2O2-CdS NCs system, 

which made it applicable for the detection of such species.  

The research work of Ren et al. further utilized QDs as energy 

acceptor for chemiluminescence resonance energy transfer (CRET) assay. 

[82] In the study, different sized water-soluble CdTe QDs were 

synthesized in the aqueous phase using the reaction between Cd
2+

 and 

NaHTe solution in the presence of mercaptopropyl acid (MPA) as a 

stabilizer [83]. The MPA-coated CdTe QDs were conveniently 

conjugated to certain proteins (such as HRP and BSA) using EDC (1-

ethyl-3-(3-dimethylaminopropyl) carbodiimide) as a coupling reagent. 

The mixtures were purified using ultrafiltration membrane. In the system, 

they chose the luminol/hydrogen peroxide CL reaction catalyzed by 

horseradish peroxidase (HRP) because this is one of the most sensitive 

CL reactions. In capillary electrophoresis with CL detection, the 

detection limit of HRP was below 10
-19

 mol in the presence of para-

iodophenol (p-IP) as an enhancer. [84] And more importantly, the CL 

spectrum (425–435 nm) of luminol overlaps well with the absorption of 

the QDs (Figure 8). The principle of CRET is illustrated in Scheme 1. In 

Figure 9A, the CL donor, luminol, is not directly linked with the QDs, 

and the catalyst, HRP, is conjugated to the QDs. HRP can continuously 

catalyze the luminol/hydrogen peroxide CL reaction. In this system, the 

QD–HRP conjugates can be used as probes in cell and tissue imaging 

similar to BRET. [85] In Figure 9B, QDs are linked with bovine serum 

albumin (BSA), and HRP is conjugated with the BSA antibody (anti-

BSA). When the anti-BSA–HRP binds to the BSA–QDs, CRET can 

occur. This system has potential to be used in immunoassay in non-

competition and competition modes. 
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Figure 9. A) Schematic illustration of CRET based on luminol donors and HRP-labeled 

CdTe QD accepters, B) Schematic illustration of CRET for luminol donors and QD 

accepters based on the immuno-reaction of QD-BSA and anti-BSA-HRP. Reprinted with 

permission from [Ref. 82], X. Huang, et al. Angew. Chem. Int. Ed. 45, 5140(2006). 

Copyright @ Wiley-VCH. 

2.2.2. Nanogold chemiluminescence 

Catalytic property of nanogold has been investigated extensively in 

various fields. However, whether or not nanogold can be used as 

luminophor or energy acceptor to radiate light with certain wavelength, 

there is very few information dealing with it. 

Recently, the research work from Cui’s group seems changed the 

state. They observed the light emission at ~415 nm for gold particles 

with diameters of 2.6-6.0 nm dispersed in a solution containing bis(2,4,6-

trichlorophenyl) oxalate and hydrogen peroxide. It was found that the 

light intensity was independent of the protecting reagents of the gold 

nanoparticles with similar size, the light intensity with gold nanoparticles 

of 5.0 and 6.0 nm in diameter was stronger than that with gold 

nanoparticles of 2.6 and 2.8 nm in diameter, and the light intensity 

increased linearly with the concentration of the gold nanoparticles using 

6.0-nm gold nanoparticles. The gold nanoparticles were identified as 
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emitting species, and the quantum yield was determined to be (2.8 ± 0.3) 

× 10
-5

 using 6.0-nm gold nanoparticles. The light emission was suggested 

to involve a sequence of steps: the oxidation reaction of bis(2,4,6-

trichlorophenyl) oxalate with hydrogen peroxide yielding an energy-rich 

intermediate 1,2-dioxetanedione, the energy transfer from this 

intermediate to gold nanoparticles, and the radiative relaxation of the as-

formed exited-state gold nanoparticles. The observed luminescence is 

expected to find applications in the field of bioanalysis owing to the 

excellent biocompatibility and relatively high stability of gold 

nanoparticles. [86] 

3. Nanostructure presented electrochemiluminescence

3.1. QDs electrochemiluminescence 

QDs have unique electronic properties depending on size and 

composition that can be probed by spectroscopic and electrochemical 

measurements. The properties can also be very sensitive to the surface 

structure because of the large surface-to-volume ratio of QDs compared 

to the bulk materials. [87-94] The electrochemistry of semiconductor 

NPs can sometimes reveal quantized electronic behavior as well as 

decomposition reactions upon reduction and oxidation. The special 

surface structure and wide band gap of QDs are then the vital factors to 

make QDs be used for ECL reaction.  

In a bulk semiconductor, electrons and holes move freely throughout 

the crystal. However, in a nanocrystal, confinement of the electrons and 

holes leads to a variety of optical and electronic consequences, including 

size dependent molecular-like optical properties, greater electron/hole 

overlap for enhanced PL efficiencies, and discrete single-electron/hole 

charging. Because of their enormous surface area-to-volume ratios, 

nanocrystals (NCs) are highly susceptible to heterogeneous redox 

chemistry with the surrounding environment. Depending on the 

semiconductor and the surface chemistry, this chemical reactivity can 

lead to either fatal chemical degradation or new useful properties, such as 
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reversible photocatalytic and electrochromic properties and redox 

reactivity. 

 

 
Figure 10. ECL spectra for (A) annihilation of cation and anion radicals generated by 

stepping the potential between 2.7 and -2.1 V at 10 Hz with an integration time of 30 min; 

(B) an oxalate coreactant system, stepping the potential between 0.1 and 3 V at 10 Hz, 

integration time 40 min; and (C) a persulfate coreactant system, stepping the potential 

between -0.5 and -2.5V at 10 Hz, integration time 10 min. The dotted curve (C) is the 

ECL spectrum for the blank solution. Reprinted with permission from [Ref. 96], Z. Ding, 

et al. Science, 296, 1293(2002). Copyright @American Association for the Advancement 

of Science. 
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In 1998, Kelly et al. reported the reduction mechanism of oxidizing 

agents at silicon and porous silicon electrodes in relation to light 

emission from the porous semiconductor in aqueous electrolyte. Hole 

injection at the open-circuit potential from certain oxidizing agents at 

porous silicon electrodes resulted in visible luminescence with 

characteristics similar to those of the emission observed during anodic 

oxidation in indifferent electrolyte. [95] 

Subsequently, Bard’s group systematically investigated the ECL of 

QDs or QDs assemblies in organic solvent and aqueous solution. The 

research work of Bard et al. revealed that electron transfer reactions 

between positively and negatively charged Si NCs (or between charged 

nanocrystals and molecular redox-active coreactants) occurred and led to 

electron and hole annihilation, producing visible light. The ECL spectra 

exhibited a peak maximum at 640 nanometers, a significant red shift 

from the PL maximum (420 nm) of the same silicon NC solution. These 

results demonstrated that the chemical stability of silicon NCs could 

enable their use as redox-active macromolecular species with the 

combined optical and charging properties of semiconductor quantum 

dots. [96] 

In the ECL experiments, electron-transfer annihilation of 

electrogenerated anion and cation radicals results in the production of 

excited states (Figure 10A) [97, 98] 

R
-• 

+ R
+•
→ R

* 
+ R                                        (1) 

R
*
→ R + hν                                                  (2) 

In this case, R
–
 and R

+
 refer to negatively and positively charged Si 

NCs electrogenerated at the Pt electrode, which then react in solution to 

give the excited state R
*
.

Meanwhile, higher intensity light emission from the Si NC solution 

was observed when coreactants were added, which help overcome either 

the limited potential window of a solvent or poor radical anion or cation 

stability. [97] For example, by adding excess C2O4
2–

 to the NC solution, 

ECL only requires hole injection and can be obtained by simply 

oxidizing the NCs. In this case, the oxidation of oxalate produces a 

strong reducing agent, CO2
-•
, which can inject an electron into the 

LUMO of an oxidized Si NC to produce an excited state that then emits 

light  (Figure 10B). [97, 99] 
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R
+•

 + CO2
-• 
→ R

* 
+ CO2                               (3) 

Similarly, ECL was observed in the potential region for NC 

reduction through the addition of excess S2O8
2–

 to solution. Reduction of 

persulfate produces a strong oxidant, SO4
-
, which can then react with the 

negatively charged NCs by injecting a hole into the HOMO, producing 

an excited state (Figure 10C) [100, 101] 

R
-• 

+ SO4
-•• 
→ R

* 
+ SO4

2-
                            (4) 

After the ECL experiments, the solutions showed the same PL as the 

original solution, so no bulk degradation of the Si NCs occurred. 

The ECL spectra (Figure 10) in the above three cases all show a 

maximum wavelength of 640 nm, which is substantially red-shifted from 

that in the PL spectra. The orange ECL emission was not sensitive to NC 

size or the capping agent used. On the other hand, the Si NC PL is size-

dependent. [102] 

Bard et al. observed ECL from TOPO-capped CdSe nanocrystals 

dissolved in CH2Cl2 containing 0.1 M TBAP. Cyclic voltammetry and 

differential pulse voltammetry of this solution displayed no distinctive 

features, but light emission was observed through the annihilation of 

oxidized and reduced forms electrogenerated during cyclic potential 

scans or steps. The oxidized species was somewhat more stable than the 

reduced form. The ECL spectrum was substantially red shifted by 200 

nm from the PL spectrum, suggesting that surface states play an 

important role in the emission process. [103] The ECL spectrum of 

CdSe/ZnSe NCs dispersed in a CH2Cl2 solution containing 0.1 M TBAP 

was obtained by stepping the potential between +2.3 and -2.3 V. Unlike 

the spectra from the ECL of Si or CdSe NCs, where the emission 

occurred in a single peak that was significantly red-shifted from the PL 

peak, ECL from CdSe/ZnSe produced a spectrum containing two peaks: 

a sharp peak whose position was almost identical to that in the PL 

spectrum and another broader peak with a red shift of 200 nm compared 

to that in the PL. This suggested emission from both surface states on the 

NCs and from the bulk in NCs where the surface states have been 

passivated. [104] Differential pulse voltammetry (DPV) of TOPO-

capped CdTe NPs in dichloromethane and a mixture of benzene and 

acetonitrile showed two anodic and one cathodic peaks of the NPs 

themselves and an additional anodic peak resulting from the oxidation of 
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reduced NPs. The electrochemical band gap (2.1 eV) between the first 

anodic and cathodic DPV peaks was close to the value (2 eV) obtained 

from the absorption spectrum. ECL of CdTe NPs was highly intense for 

scans into the negative potential region in dichloromethane. The fact that 

the ECL peak occurs at about the same wavelength as the band-edge PL 

peak indicates that, in contrast to CdSe NPs, the CdTe NPs as 

synthesized had no deep surface traps that can cause a substantially red 

shifted ECL. [105] ECL from the Ge NCs dispersed in DMF containing 

0.1 M TBAP was observed during potential scans or pulses through the 

annihilation of electrogenerated oxidized and reduced species. The light 

emission intensity was higher during the oxidation scans and pulses, 

suggesting that the reduced forms were more stable than the oxidized 

ones. The ECL spectrum was obtained by potential stepping between the 

potentials for oxidation and reduction. The ECL spectrum was red-

shifted from the PL spectrum by 200 nm, which implied, in agreement 

with previous studies, ECL emission predominantly via surface states 

and the importance of the surface passivation on ECL. [106, 107] 

The most research works of Zhu et al. focused on the ECL of QDs 

and QDs assemblies in aqueous solution. Recently, they investigated the 

ECL of CdS NCs in aqueous solution and found its application in 

bioassay. Mercaptoacetic acid (RSH)-capped CdS NCs was 

demonstrated to be electrochemically reduced during potential scan and 

react with the coreactant S2O8
2-

 to generate strong ECL in aqueous 

solution. Based on the ECL of CdS NCs, a novel label free ECL 

biosensor for the detection of low-density lipoprotein (LDL) has been 

developed by using self-assembly and gold nanoparticle amplification 

techniques. [108] They synthesized CdS nanotubes using a double-

template method and found the CdS nanotubes composed of compact 

nanocrystals exhibit strong ECL. [109] Then, its sensing application was 

studied by entrapping the CdS nanotubes in carbon paste electrode. Two 

ECL peaks were observed at -0.9 V (ECL-1) and -1.2 V (ECL-2), 

respectively, when the potentialwas cycled between 0 and -1.6 V. The 

electrochemically reduced nanocrystal species of CdS nanotubes could 

collide with the oxidized species in an annihilation process to produce 

the peak of ECL-1. The electron-transfer reaction between the reduced 

CdS nanocrystal species and oxidant coreactants such as S2O8
2-

, H2O2,
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and reduced dissolved oxygen led to the appearance of the ECL-2 peak. 

Based on the enhancing effect of H2O2 on ECL-2 intensity, a novel CdS 

ECL sensor was developed for H2O2 detection. In addition, the ECL 

spectrum in aqueous solution also exhibited two peaks at 500 and 640 

nm, respectively. [110] The strong ECL of CdS semiconductor NCs 

prepared by a solvothermal method was also observed by Chen et al. 

[111] Zhu et al. also synthesized the hollow spherical CdSe QD 

assemblies via a sonochemical approach that utilized β-cyclodextrin as a 

template reagent in aqueous solution. The as-prepared hollow 

nanospheres had an average diameter of 70 nm and were found to consist 

of an assembly of monodispersed 5 nm sized CdSe quantum dots. 

Following an electrochemical reaction with persulfateions, strong ECL 

was observed from the CdSe nanoassemblies suspended in an aqueous 

solution of pH ≤ 7.95. The study indicated that the morphology of the 70 

nm nanoassembly played an important role in generating the stable ECL 

since individually dispersed quantum dots did not exhibit any significant 

ECL. [112] Furthermore, the same group synthesized Bi2Te3 hexagonal 

nanoflakes with controllable edge length via an ultrasonic-assisted 

disproportionation route, and observed the ECL of as-prepared Bi2Te3 for 

the first time. [113] 

Ju et al. elucidated the detailed ECL process of the thioglycolic acid-

capped CdSe QDs film/peroxide in aqueous system. The QDs were first 

electrochemically reduced to form electrons injected QDs -1.1 V, which 

then reduced hydrogen peroxide to produce OH·
-
 radical. The 

intermediate OH·
-
 radical was a key species for producing holes-injected 

QDs. The ECL emission with a peak at -1.114 V was demonstrated to 

come from the 1Se - 1Sh transition emission. Using thiol compounds as 

the model molecules to annihilate the OH·
-
 radical, their quenching 

effects on ECL emission were studied. This effect led to a novel strategy 

for ECL sensing of the scavengers of hydroxyl radical. The detection 

results of thiol compounds showed high sensitivity, good precision, and 

acceptable accuracy, suggesting the promising application of the 

proposed method for quick detection of both scavengers and generators 

of hydroxyl radical in different fields. [114] They have yet proposed a 

simple strategy for the fabrication of the first biosensor based on the 

intrinsic ECL of QDs coupled with an enzymatic reaction with glucose 
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oxidase as a model, which could be applied in more bioanalytical 

systems for oxidase substrates. [115] 

Zhang et al. observed a band gap-ECL of ZnS nanoparticles (NPs) in 

alkaline aqueous solution at a platinum electrode during the potential 

applied between -2.0 V (versus Ag/AgCl, saturated KCl) and +0.86 V. 

The ECL peak of ZnS NPs in 0.10 M sodium hydroxide solution 

appeared at +0.86 V, and the ECL peak wavelength of the ZnS NPs was 

~460 nm. The ECL scheme of the ZnS NPs in alkaline aqueous solution 

was proposed, indicating that the surface passivation effect and the 

core/shell structure of ZnS/Zn(OH)2 played a significant role in the ECL 

process and that the similarity of the ECL and PL spectra of 

semiconductor NPs was dependent on the extent of the surface 

passivation. The ECL intensity of ZnS NPs in alkaline aqueous solution 

was greatly enhanced by an addition of K2S2O8. [116]  

3.2. Nanostructure assisted electrochemiluminescence 

Nanostructures, including Si nanoparticles, SiO2 nanoparticles, 

carbon nanotube, and clay nanoparticles, due to their electric charge and 

absorption properties, were also utilized as immobilized substrate to bind 

with tris(2,2’-bipyridyl)ruthenium (П) ((Ru(bpy)3
2+

) or luminol for ECL 

sensor preparation.  

Dong et al. proposed serials of ECL sensor based on the 

immobilization of Ru(bpy)3
2+

 with nanoparticles. They proposed a 

simple method of preparing {SiO2/Ru(bpy)3
2+

}n multilayer films. 

Positively charged Ru(bpy)3
2+

 and negatively charged SiO2 nanoparticles 

were assembled on ITO electrodes by a layer-by-layer method. The 

multilayer films containing Ru(bpy)3
2+

 was used for ECL determination 

of TPA, and the sensitivity was more than 1 order of magnitude higher 

than that observed for previous reported immobilization methods for the 

determination of TPA. The multilayer films also showed better stability 

for one month at least. The high sensitivity and stability mainly resulted 

from the high surface area and special structure of the silica 

nanoparticles. [117] The same group also developed a novel ECL sensor 

based on Ru(bpy)3
2+

-doped silica (RuDS) nanoparticles conjugated with 

a biopolymer chitosan membrane. These uniform RuDS nanoparticles 
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(~40 nm) were prepared by a water-in-oil microemulsion method and 

were characterized by electrochemical and transmission electron 

microscopy technology. The Ru(bpy)3
2+

-doped interior maintained its 

high ECL efficiency, while the exterior nanosilica prevented the 

luminophor from leaching out into the aqueous solution due to the 

electrostatic interaction. This sensor shows a detection limit of 2.8 nM 

for tripropylamine, which is 3 orders of magnitude lower than that 

observed at a Nafion-based ECL sensor. Furthermore, the present ECL 

sensor displays outstanding long-term stability. [118] They either 

immobilized Ru(bpy)3
2+ 

in {clay/Ru(bpy)3
2+

}n multilayer films and ion-

exchanged Ru(bpy)3
2+

 in carbon nanotube (CNT) /Nafion composite 

films to construct more effective ECL sensors. [119, 120]  

Zheng et al. synthesized the core-shell luminol-doped SiO2 

nanoparticles and immobilized it on the surface of chitosan film coating 

graphite electrode by the self-assembled technique. Then, a  ECL sensor 

for pyrogallol was developed based on its ECL enhancing effect for the 

core-shell luminol-doped silica nanoparticles. The ECL analytical 

performances and the sensing mechanism of this ECL sensor for 

pyrogallol were investigated in detail. The corresponding results showed 

that: compared with the conventional ECL reaction procedures by 

luminol ECL reaction system, the electrochemical (EC) reaction of 

pyrogallol and its subsequent CL reaction occurred in the different 

spatial region whilst offering a high efficiency to couple the EC with the 

CL reaction to form the ECL procedures. In this case, this new sensing 

scheme offered more potential to improve the analytical performances of 

the ECL reaction. Under the optimum experimental conditions, this ECL 

sensor showed less than 5% decrease in continuums over 100 times ECL 

measurements, the detection limit was 1.0×1.0
−9

 mol/L for pyrogallol. 

The linear range extended from 3.0×10
−9

 mol/L to 2.0×10
−5

 mol/L for 

pyrogallol. [121] 

Ru(bpy)3
2+

-doped silica nanoparticles (Ru(bpy)3
2+

-doped SNPs) have 

been used as DNA tags for sensitive ECL detection of DNA 

hybridization. In this protocol, (Ru(bpy)3
2+

-doped SNPs was used for 

DNA labeling with trimethoxysilylpropydiethylenetriamine (DETA) and 

glutaraldehyde as linking agents. The (Ru(bpy)3
2+

-doped SNPs labeled 

DNA probe was hybridized with target DNA immobilized on the surface 
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of polypyrrole (PPy) modified Pt electrode. The hybridization events 

were evaluated by ECL measurements and only the complementary 

sequence could form a double-stranded DNA (dsDNA) with DNA probe 

and give strong ECL signals. A three-base mismatch sequence and a non-

complementary sequence had almost negligible responses. Due to the 

large number of Ru(bpy)3
2+

 molecules inside SNPs, the assay allows 

detection at levels as low as 1.0×10
−13

 mol l
−1

 of the target DNA. The 

intensity of ECL was linearly related to the concentration of the 

complementary sequence in the range of 2.0×10
−13

 to 2.0×10
−9

 mol l
−1

. 

[122] 

 

 

Figure 11. Effect of electrolytes on CV (A) and IECL-E (B) curves of luminol. 

Electrolytes: 0.1 mol/L NaNO3 (
_  _  _), 0.1 mol/L NaBr (- ·· -), 0.1 mol/L NaCl (- - -), 

1×10-3 mol/L NaI (_). Inset shows the enlarged CVs from 0.90 to -0.10 V. Reprinted with 

permission from [Ref. 123], H. Cui, et al. Anal. Chem. 76, 4002(2004). Copyright @ 

American Chemical Society. 
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3.3. Nanogold presented electrochemiluminescence 

The catalysis of gold nanoparticles was still considered and often 

utilized to amplify the ECL signals in ECL reactions. 

Cui et al. examined the ECL behavior of luminol on a gold 

nanoparticle self-assembled electrode in neutral and alkaline conditions 

under conventional cyclic voltammetry (CV). The gold nanoparticle self-

assembled electrode exhibitied excellent electrocatalytic property and 

redox reactivity to the luminol ECL system. In neutral solution, four 

ECL peaks were observed at 0.69, 1.03, -0.45 (Figure 11), and -1.22 V 

(vs SCE) on the curve of ECL intensity versus potential. Compared with 

a bulk gold electrode, two anodic and one cathodic ECL peaks were 

greatly enhanced, and one new cathodic ECL peak appeared. In alkaline 

solution, two anodic ECL peaks were obtained at 0.69 and 1.03 V, which 

were much stronger than those on a bulk gold electrode. These ECL 

peaks were found to depend on gold nanoparticles on the surface of the 

electrode, potential scan direction and range, the presence of O2 or N2, 

the pH and concentration of luminol solution, NaBr concentration, and 

scan rate. The emitter of all ECL peaks was identified as 3-

aminophthalate by analyzing the ECL spectra. [123] Similarly, the ECL 

of lucigenin on a gold nanoparticle self-assembled gold electrode in 

neutral and alkaline solutions was also studied. The emitter of all ECL 

peaks was identified as N-methylacridone (NMA). [124] They further 

studied ECL of luminol on a gold-nanorod-modified gold electrode and 

obtained five ECL peaks under conventional CV in both neutral and 

alkaline solutions. Their results indicated that a gold-nanorod-modified 

gold electrode had a catalytic effect on luminol ECL different from that 

of a gold-nanosphere-modified gold electrode, revealing that the shape of 

the metal nanoparticles had an important effect on the luminol ECL 

behavior. [125] Moreover, the same group compared the ECL behavior 

of luminol on various electrodes modified with gold nanoparticles of 

different size in neutral solution by CV. The results demonstrated that the 

gold nanoparticle modified electrodes could generate strong luminol 

ECL in neutral pH conditions. The catalytic performance of gold 

nanoparticle modified electrodes on luminol ECL depended not only on 

the gold nanoparticles but also on the substrate. Gold electrode and 
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glassy carbon electrode were the most suitable substrates for the self-

assembly of gold nanoparticles. Moreover, the gold nanoparticle 

modified gold and glassy carbon electrode had satisfying stability and 

reproducibility and did not need tedious pretreatment of electrode surface 

before each measurement. It was also found that luminol ECL behavior 

depended on the size of gold nanoparticles. The most intense ECL 

signals were obtained on a 16-nm-diameter gold nanoparticle modified 

electrode. [126] 

Wang et al presented a gold nanoparticle amplification approach for 

ECL determination of a biological substance (bovine serum albumin 

(BSA) and immunoglobulin G (IgG) using 4-(Dimethylamino)butyric 

acid (DMBA) as label. With gold nanoparticle amplification, the ECL 

peak intensity was proportional to the concentration over the range 1-80 

and 5-100 µg/mL for BSA and IgG consuming 50 µL of sample, 

respectively. A 10- and 6-fold sensitivity enhancement was obtained for 

BSA and IgG over their direct immobilization on an electrode using 

DMBA labeling. The relative standard deviations of five replicate 

determinations of 10 µg/mL BSA and 20 µg/mL IgG were 8.4 and 10.2%, 

respectively. [127] 

Zhang et al. proposed gold nanoparticles carrying multiple probes for 

the ECL detection of DNA hybridization. 2,2’-bipyridine-4,4’-

dicarboxylicacid-N-hydroxysuccinimide ester (Ru(bpy)2(dcbpy)NHS) 

was used as a ECL label and gold nanoparticle as a carrier. Probe single 

strand DNA (ss-DNA) was self-assembled at the 3’-terminal with a thiol 

group to the surface of gold nanoparticle and covalently labeled at the Y-

terminal of aphosphate group with Ru(bpy)2(dcbpy)NHS and the 

resulting conjugate, (Ru(bpy)2(dcbpy)NHS)-ss-DNA-Au, was taken as a 

ECL probe. When target analyte ss-DNA was immobilized on a gold 

electrode by self-assembled monolayer technique and then hybridized 

with the ECL probe to form a double-stranded DNA (ds-DNA), a strong 

ECL response was electrochemically generated. The ECL signal 

generated from many reporters of ECL probe prepared is greatly 

amplified, compared to the convention scheme which is based on one 

reporter per hybridization event. [128] 
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3.4. Other nanostructure presented electrochemiluminescence 

Other nanostructures, like Pt nanoparticles, magnetic nanoparticles, 

polycrystalline diamond and Bi2Te3 hexagonal nanoflakes, were also 

used in ECL analysis.  

Dong et al. treated colloidal Pt solution with Ru(bpy)3
2+

 and caused 

the assembly of Pt nanoparticles into aggregates. Most importantly, 

directly placing such aggregates on bare solid electrode surfaces can 

produce very stable films exhibiting excellent ECL behaviors. [129] 

Wang et al. proposed a facile synthesis of the novel platinum 

nanoparticles/EastmanAQ55D/ruthenium (II) tris (bipyridine) 

(PtNPs/AQ/Ru(bpy)3
2+

) colloidal material for ultrasensitive ECL solid-

state sensors. The cation ion-exchanger AQ was used not only to 

immobilize ECL active species Ru(bpy)3
2+

 but also as the dispersant of 

Pt NPs. The electronic conductivity and electroactivity of Pt NPs in 

composite film made the sensor exhibit faster electron transfer, higher 

ECL intensity of Ru(bpy)3
2+

, and a shorter equilibration time than 

Ru(bpy)3
2+

 immobilized in pure AQ film. [130] Cui et al. studied the 

ECL behavior of lucigenin at a glassy carbon electrode in the presence of 

platinum nanoparticles dispersed in alkaline aqueous solutions. Two 

ECL peaks were observed at -0.65 and -2.0 V, respectively. ECL-1 was a 

conventional ECL peak of lucigenin also observed in the absence of 

platinum nanoparticles. ECL-2 was a new ECL peak appearing in the 

hydrogen-evolution potential region. It was found that ECL-1 decreased 

and ECL-2 increased with an increase in the concentration of platinum 

nanoparticles. [131] 

Nafion-stabilized magnetic nanoparticles (Nafion/Fe3O4) formed on 

a platinum electrode surface by means of an external magnet have been 

fabricated for highly sensitive and stable Ru(bpy)3
2+

 ECL sensor. [132] 

ECL was used to image the spatial variations in electrochemical activity 

at the heavily doped polycrystalline diamond surface. ECL was 

generated by the reaction of Ru(bpy)3
2+

 and tripropylamine. Images of 

the CL patterns at the polycrystalline diamond surface were recorded 

photographically after magnification with optical microscopy to show the 

location and size of individual active regions. The spatial distribution for 

ECL intensity indicated that the electrochemical reactivity at 
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polycrystalline diamond electrodes was microscopically heterogeneous. 

[133] 

4. Conclusions and Outlook 

We have reviewed the recent applications of nanomaterials and 

nanostructures to CL and ECL.  QDs CL and ECL, metal nanostructures 

catalyzed CL, ECL and amplification technique,  and the other 

nanostructures presented CL and ECL open new horizons for CL and 

ECL analysis, and they certainly may be developed as detection 

techniques in biomedical, environmental and related analysis. This not 

only takes CL and ECL analysis into nanoscale substrates from 

molecules and atom level, but would made possible for the application of 

novel nanotechnologies utilizing the CL and ECL characteristics of 

nanostructures. 
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The focus if this review is to ask: What is a nanoscale exciton and how 
should we think about its photo-induced dissociation? An overview of 
the field provides a perspective and identifies the questions presently 
being examined. Specific examples are discussed, including conjugated 
polymers, carbon nanotubes, semiconductor nanocrystals (quantum 
dots), as well as hybrid systems. On one hand it is shown why stable 
excitons are the primary photo-excitations in nanoscale systems. On the 
other hand, we discuss why and how these states can be dissociated. In 
that context we relate nanoscale excitons to potential applications in 
photovoltaics and light-emitting devices. 

1. Introduction 

Nanosystems represent the most compact kind of device or 
machinery, much like their biological counterparts: proteins and enzymes. 
Nanoscale systems are forecast to be a means of integrating desirable 
attributes of molecular and bulk regimes into easily processed materials. 
Notable examples include plastic light-emitting devices and organic solar 
cells, the operation of which hinge on the formation and control of 
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electronic excited states, nanoscale excitons. The spectroscopy of 
nanoscale materials reveals details of their collective excited states, 
characterized by atoms or molecules working together to capture and 
redistribute excitation. In this review we build and expand upon our 
recent article [1]. Our goal is to establish the nature and special properties 
of excitons in nanometer-sized materials. Furthermore, we extend the 
scope of our previous discussion by exploring the concept and 
observations of exciton dissociation; that is, the formation of free carriers. 
Does free carrier formation occur directly upon photoexcitation, or does 
the predominant pathway involve exciton dissociation in the presence of 
intrinsic defects or at interfaces? 

We concluded previously that the new aspect of light absorption that 
is prevalent—or even that defines—nanoscale systems is that the 
physical size and shape of the material significantly influences the 
properties of electronic levels and excited states [1]. That is of interest in 
the field because: (a) Optical properties can be engineered in a material 
by the arrangement of building blocks; (b) The spatial compression of 
the exciton accentuates many of its interesting physical properties, 
exposing them for examination; (c) Our understanding is challenged: 
Nanoscale materials provide both a test-bed and an inspiration for new 
approaches leading to elucidation of the electronic properties of large 
systems. An exciting aspect of nanoscience, therefore, is that 
relationships between structure and electronic properties are being 
revealed through a combination of synthesis, structural characterization, 
chemical physics, and theory.  

The study of small molecules in the gas phase has revealed the 
importance of just a few nuclear coordinates (e.g. bond stretching 
directions), quantum effects can be important, and reactions are 
described in terms of potential energy surfaces and conical intersections 
[2-6]. These systems have served as test beds for increasing the precision 
and sophistication of quantum chemical calculations [7,8]. The 
examination of large molecules, such as dyes and other chromophores 
that absorb in the ultraviolet and visible region of the spectrum, has 
shown how the nuclear degrees of freedom of the molecule and its 
surroundings are so numerous that they are best grouped into just a few 
effective nuclear coordinates (often called a reaction coordinate) [9-12]. 
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Photophysical processes are typically described in terms of free energy 
curves as a function of these reaction coordinates, highlighting the 
statistical nature of measurements and the diminished importance of 
quantum modes in determining the primary processes being studied. 
Precise chemical design and assembly—supramolecular chemistry [13]—
led to demonstrations of how structural arrangements of molecular 
building blocks have a significant impact on excited state properties and 
dynamics [14,15]. 

As we venture into the investigation of nanoscale systems, new 
challenges as well as new areas of focus are emerging. For example, are 
the nuclear degrees of freedom more weakly coupled to nanoscale 
excitons than large molecules in the condensed phase? Energetic disorder 
is potentially much larger in nanoscale systems owing to size 
distributions of the exciton. What are the implications of that? 
Furthermore, how do nanoscale excitons evolve in complex systems such 
as polymer blends, polymer–nanocrystals blends, and so on? If excitons 
are the stable electronic excited states of nanoscale systems, what 
promotes photo-induced free carrier formation? 

2. What is an Exciton in a Nanoscale System? 

Nanoscale excitons are simply electronic excitations. These 
excitations are characteristically large in terms of their spatial extent, and 
it can be convenient to think of this size to evolve through interactions 
among subunits that make up the structure. Those subunits may be atoms, 
such as carbon atoms in a single-wall carbon nanotube (SWNT), or they 
can be molecules or molecular subunits, as is the case in aggregates, 
crystals, and macromolecules. A prototypical nanoscale exciton is 
therefore described as a delocalized excitation, perhaps involving charge 
transfer—or sharing of electron density—among constituent subunits of 
the system. Each exciton state is a ladder of levels, converging to a 
continuum (at zero temperature) as one or more dimensions of the 
system approaches infinite size. The size of a nanoscale exciton can help 
excitation and charges to disperse rapidly over long length scales. It is 
therefore not surprising that nanoscale excitons have great potential in 
applications such as light emitting or photovoltaic devices [16-18].   



Scholes et al. 106 

2.1 Limiting Cases of Excitons 

Excitons are typically discussed in two limiting cases [19,20]. In the 
first limiting case, it is assumed that the electronic interaction between 
the subunits is large. Then molecular orbitals that are delocalized over 
entire system are a good starting point for describing electronic states. 
Photo-excitation introduces an electron into the conduction orbitals, 
leaving a “hole” in the valence orbitals. The essentially free motion of 
the resulting electron and hole leads to formation of a Wannier-Mott type 
of exciton, characterized by a weak mutual attraction of the electron and 
hole, which are on average separated by several subunits. The strength of 
the electron-hole attraction determines the “binding” of the lower energy, 
optically allowed, states compared to the dense manifold of charge 
transfer (CT) exciton states, as shown in a recent paper examining these 
concepts [21]. In a common assumption the electron and hole move under 
their mutual attraction in a dielectric continuum, and then the exciton 
energy levels are found as a series analogous to the Rydberg series. Such 
a model cannot capture details of bonding and structure. This first limit 
naturally converges to the free carrier limit where the electron-hole 
attraction is negligible compared to thermal energies.  

In the second limiting case, electronic excitation is delocalized over 
the subunits (usually molecules), but the electron and hole are together 
localized on individual subunits. That situation arises when the subunits 
are separated from each other by ~5 Ångstrom or more, in which case 
sharing of electron density among subunits is negligibly small in 
magnitude. In other words, the orbital overlap between molecules is 
small owing to the exponential decay of wavefunction tails. This limit is 
known as the Frenkel exciton limit and has been usefully applied to 
numerous systems, including assemblies of molecules in crystals [22], 
photosynthetic light-harvesting proteins [23,24], and molecular aggregates 
[25,26]. 

2.2 A General Picture of Nanoscale Excitons 

What are the distinguishing features of nanoscale excitons and their 
properties? Size tuning of the electronic excitation energies has attracted 
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much attention in the field, and examples are shown in Figure 1. Indeed, 
this phenomenon is not unique to nanoscale systems and has been of 
interest for many years [27]. The predominant factor controlling this size-
tuning is the band gap, and therefore we can conclude that size-tuning  
of absorption and emission spectra is not a distinguishing feature of 
excitons, and is therefore not an incisive probe of the properties of 
excitons [1]. That idea has motivated us to ask what other properties are 
size-tunable and why? However, since the concept of an exciton can be 
quite confusing given the various limiting models and associated 
languages that prevail in the literature, first we aim to establish an 
intuitive picture for describing the electronic properties of excitons. 
 

 
 
Figure 1. Electronic absorption spectra and transmission electron micrographs of a series 
of colloidal PbS nanocrystals showing the size-tunable optical properties [28]. 
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It was recently shown that a critical parameter in deciding the nature 
of the exciton states in a nanoscale system is the distance-dependence of 
the electron-hole interaction, and the resulting series of energy states was 
likened to a Rydberg series [21]. However, these configurations in the 
series mix, the result being a partitioning of the series of states into two 
manifolds: the bound excitons and the charge transfer exciton (CTX) 
states (confined free carriers). This is summarized in Figure 2. 

 
 
Figure 2. (a) Bound exciton states derive predominantly from excitation localized on or 
near constituent subunits of the material, whereas the nanoscale free carriers (CTX states) 
involve excitation from one subunit to another, relatively distant, subunit. (b) A 
characteristic of exciton states is that closely-spaced levels in the progression of CT 
configurations are mixed by the transfer integrals that promote hopping of electrons and 
holes from one subunit to another. The resulting density of states is plotted, showing the 
ladder of lower levels, the bound exciton states that are associated with light absorption 
and emission, and the dense manifold of upper levels called the charge transfer exciton 
(CTX) states wherein the electron and hole behave as independent particles. 
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The mixing among the series of configurations is instigated by 
transfer integrals that promote hopping of electrons and holes from one 
site to another (their magnitude is determined largely by center-to-center 
separations of the subunits). The relative magnitude of the transfer 
integrals compared to spacing between states in the ladder of CT 
configurations decides the extent of mixing. It was found that the closely 
separated electron-hole pair configurations dominated the lower energy 
state composition because of the significance of electron-hole attraction 
in these configurations, and these states persisted as a ladder of bound 
exciton levels after mixing. On the other hand, configurations containing 
extended electron-hole pairs were found to be closely spaced in energy 
and were therefore strongly mixed by the transfer integrals, thus leading 
to formation of a dense manifold of CTX eigenstates.  

This picture further led to the definition of free carriers confined to 
nanoscale materials. When the transfer integrals are greater than the 
separation between configuration energies, the electron and hole have a 
propensity to hop from one site to another rather than remain bound by 
the electron-hole attraction. Thus the electron and hole act as 
independent particles in the manifold of CTX states, providing the 
nanoscale analog to free carriers. 

2.3 Exciton Binding Energy 

The lowest energy set of states, dominantly comprised of closely-
bound electron-hole pair configurations which make up the exciton states, 
are found to be clearly distinguished from the abrupt onset of the vast 
number of CTX (nanoscale free carrier) states. It is surprising that the 
exciton binding energy is seen so clearly (in the absence or disorder or 
line broadening). We can think of the exciton binding energy as the 
energy required to ionize an exciton. Notably this ionization energy is 
significantly reduced compared to small, molecular systems because the 
many different ways that the electron and hole can be separated are 
coupled by a quantum mechanical interaction known as the transfer 
integral (the matrix element for electron or hole transfer). 

In high dielectric constant bulk semiconductor materials the exciton 
binding energy is typically small: 27 meV for CdS, 15 meV for CdSe, 
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5.1 meV for InP, and 4.9 meV for GaAs. Excitons are therefore not a 
distinctive feature in the spectroscopy of such materials at room 
temperature, making those materials well suited for photovoltaic 
applications. On the other hand, in molecular materials, the electron-hole 
Coulomb interaction is substantial—usually a few eV. In nanoscale 
materials we find a middle ground where exciton binding energies are 
significant in magnitude—that is, excitons are important. 

   
 
Figure 3. Calculation electronic transitions for an (8,0) SWNT using the Pariser-Parr-
Pople (PPP) Hamiltonian. The shaded peaks are transverse excitations, the other peaks 
are longitundinal. Adapted from Ref. [29] with permission. (a) Transitions calculated at 
the Hartree-Fock level of theory. Here electrons and holes are independent so the 
excitons are unbound. (b) Transitions calculated using the single configuration interaction 
(SCI) method, which accommodates electron-hole binding and exchange. The significant 
exciton binding energies for the two dominant transitions are indicated (Eb1 and Eb2). 

 
Specific examples of nanoscale systems will be mentioned below. 

Here we highlight one example that illustrates the prediction of binding 
of excitons in SWNTs based on a semiempirical quantum chemical 
Hamiltonian. Zhao and Mazumdar calculated the absorption spectrum of 
various SWNTs in two ways [29]. Their results are reproduced in Figure 
3. First the spectrum is calculated for the assumption that free carriers 
only are formed upon electronic excitation. To do that the energy 
difference between orbitals calculated at the Hartree-Fock level of theory  
is determined. In other words, this is the simple model for spectroscopy, 
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often introduced in undergraduate teaching, where one electron is 
promoted from an occupied to unoccupied orbital by the absorption of a 
photon. Note that these orbitals include electron correlation, a concept 
often mentioned in the literature, which is the idea that electron motion 
has some correlated aspects because the electrons tend to avoid each 
other [30].   

However, in real systems electronic excitations are not so simple as 
predicted by the orbital energy difference (Koopman’s Theorem), and a 
more sophisticated quantum chemical treatment is essential. That is 
shown in the calculation that models the excited state as a linear 
combination of the various ways that the electron can be promoted from 
one orbital to another. The single configuration interaction (SCI) model, 
and closely related variants such as the Tamm-Dancoff and random 
phase approximations [31], are known to be the minimal predictive 
methods for calculating electronic excited states of molecules [32]. The 
SCI method introduces interactions between the electrons in these 
various orbitals, which captures the electron-hole attraction and thus 
leads to a significant stabilization of the excited states relative to those 
estimated with the more primitive model of orbital energy differences. 
That stabilization energy is the exciton binding energy, predicted here for 
SWNTs to be ~0.3–0.5 eV, which was later confirmed by experiment 
[33,34]. Yaron, et al. make an interesting comparison between 
calculations of exciton binding in conjugated polymers and inorganic 
semiconductors [35]. 

2.4 Singlet-Triplet Splitting and the Exchange Interaction 

On the basis of the picture described above for electronic excitations, 
it can be imagined that there are two ways of promoting an electron from 
an occupied to an unoccupied orbital: either the spin of that electron 
remains unchanged, or it is flipped. Assuming that the ground state is a 
singlet (usually the case) and spin orbit coupling is negligible (only to 
simplify this explanation), it becomes clear that the SCI model predicts 
four similar looking excited states. These are the S = 0, Ms = 0 singlet 
excited state and three triplet states, S = 1, Ms = –1, 0, +1. What is not 
immediately obvious is that the singlet and triplet manifolds are split by 
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an energy equal to twice the exchange interaction [36], the precise form 
of which can be found elsewhere [37,38]. The exchange interaction 
typically ranges in magnitude from hundreds of meV upwards for 
organic systems and is a few meV upwards in quantum dots [1,36,39-41]. 

 
 
Figure 4. Calculations and experimental data showing on log–log plots (a) the lowest 
energy dipole-allowed electronic transition energy, and (b) the corresponding singlet-
triplet splitting (i.e. twice the exchange interaction) for some quasi-1D exciton systems. 
The squares represent calculated data for linear polyene chains, the circles are for various 
conjugated oligomers, and the triangles are linear polyacenes. Confinement length is 
taken to be the length of the long axis of the π-electron system. Note how singlet-triplet 
splitting allows for direct comparison of exciton size and shape among different systems. 

 
By surveying a range of molecules and nanoscale systems it was 

concluded that the singlet-triplet splitting (or exchange interaction) can 
provide insights into the size of the exciton [1]. The concept is that 
exchange interaction is obtained by subtracting the singlet excited state 
transition energy from that of the triplet state, with account of spin-orbit 
coupling when appropriate. Owing to the common origin of these two 
electronic states within the SCI framework, all information about the 
band gap is subtracted away, which is desirable because these mainly 
one-electron integral terms do not contain information specific to 
excitons. On the other hand, the two-electron integral that remains, the 
exchange integral, scales with the size of the nanoscale exciton, and 
appears to allow distinctly different kinds of materials to be compared 
directly [1]. 
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A comparison is made between two quasi-one dimensional (quasi-1D) 
systems in Figure 4 (data are taken from refs [27,36,42-46]). Examination 
of the singlet-triplet splitting reveals a subtle effect: These quasi-1D 
excitons actually have a shape. For example, at each confinement length 
the polyene singlet-triplet splitting is about twice that of the polyacenes 
and conjugated oligomers. That diminished exchange interaction is a 
direct result of the expansion of the π–electron system from a linear 
conjugation in the case of the polyenes to a ring conjugation in the case 
of the other systems. The average electron-electron repulsion is reduced, 
providing a clear indicator for the exciton shape. 

2.5 Exciton-Vibration Coupling 

In the present review we focus largely on purely “electronic” aspects 
of excitons. In real systems, however, spectroscopy as well as the basic 
picture of the exciton can be significantly modified through the influence 
of nuclear motions. The coupling between electronic and nuclear degrees 
of freedom is manifest in spectroscopy as line broadening, the Stokes 
shift, and vibronic structure in absorption and photoluminescence spectra. 
The aims of this section are to obtain some insights into this problem and 
provide some specific examples of the consequences of disorder and 
exciton-bath coupling. 

To understand the primary exciton-bath coupling effects we will start 
by recalling that the principal components of the lowest energy exciton 
are the site-localized energies of tightly bound electron-hole pairs and 
the coupling between these sites. Assuming that the electron and hole are 
strongly associated, then their coupling to the environment is correlated 
and we need to consider only the total site energy. To simplify this 
qualitative discussion we ignore the explicit interaction between sites.  

Coupling between the site energies and the nuclear configurations of 
the system causes the site energies to fluctuate, or to exhibit disorder 
when we think of the ensemble of site energies (these two viewpoints are 
equivalent if the system satisfies ergodicity). These fluctuations (disorder) 
are caused by random motions in the positions of atoms, their electronic 
polarization, and the interactions among the nanoscale system and these 
atoms [47-49]. The atoms comprising the bath include the atoms of the 
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nanoscale system itself as well as those of the surroundings (for example, 
the solvent). The interaction between excitons and nuclear motions can 
introduce time-dependent confinement effects, known as exciton self- 
trapping, where the exciton becomes trapped in a lattice deformation 
[50,51]. Those nuclear motions are contributed by intramolecular 
vibrations and the environment [52]. Exciton self-trapping occurs through 
a local collective structural change, connected to random nuclear 
fluctuations by the fluctuation-dissipation theorem. The resultant exciton 
is also called a polaron-exciton. Hence the size and electronic make-up 
of an organic exciton can change markedly on short time-scales after 
photoexcitation (tens of femtoseconds). That is understood as the 
tendency of molecules to change their equilibrium geometry in the 
excited state compared to the ground state, which is observed, together 
with solvation, as spectral diffusion [53-55]. The associated reorganization 
energy is equal to half the Stokes shift.  

The coupling between the exciton and the bath has quite complicated 
consequences. For example, consider the spectral density of frequencies 
that couple to an exciton. Focusing on the low frequency motions 
(compared to thermal energies kT), it is found that when the fluctuations 
at each site in our nanoscale system are completely uncorrelated, then the 
site energies fluctuate randomly with time, and as a consequence the 
eigenstate composition fluctuates with time. When the root mean square 
amplitude of the fluctuations is large compared to the electronic coupling 
between sites, then exciton-bath coupling localizes the exciton onto one 
or just a few sites. On the other hand, completely correlated fluctuations 
preserve the eigenstate composition because at each sampling time 
interval they simply add an equal random energy offset to each site. 
Correlated fluctuations thus preserve the exciton coherence and do not 
contribute to self-trapping. The possible significance of these kinds of 
bath motions for modifying excitonic coherence and the efficiency of 
electronic energy transfer has been recently postulated [56,57]. 

The time scale of the nuclear fluctuations is important in delimiting 
the effects as static (on the time scale of the measurement), or fluctuating. 
The former gives rise to inhomogeneous line broadening, the latter to 
homogeneous line broadening. Inhomogeneous line broadening can be 
revealed in the frequency domain using fluorescence line narrowing, hole 
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burning, or single molecule fluorescence experiments [58,59]. It has been 
discovered that the local structure around a molecule at low temperature 
differs from one site to another in an ensemble. Thus the differential 
solvation energy between ground and excited states varies throughout an 
ensemble. A seminal demonstration of how the transition energy of a 
single molecule also changes over a long time scale (seconds) was 
reported by Ambrose and Moerner [60]. It is clear that those energy 
modifications are significantly greater than the homogenous line width, 
and they reflect significant fluctuations of the structure in the immediate 
surroundings of the molecule. Nanoscale systems typically exhibit 
another important contribution to inhomogeneous line broadening that 
arises from the polydispersity of samples and the prevalence of size 
tunable optical properties in combination. In many cases this can be the 
dominant line broadening mechanism in spectroscopy [61,62].  

3. Single-Wall Carbon Nanotubes 

The photophysics of semiconducting single wall carbon nanotubes 
(SWNTs) have been studied intensively in recent years [1,63-72]. It has 
emerged that the lowest energy excited states are strongly bound excitons, 
with transition energies determined by the SWNT diameter [29,33,34,73-

75]. The challenges to elucidating details of the excited state dynamics 
characteristic of SWNTs are twofold. Firstly, sample preparation is 
complicated and even the highest quality samples are difficult to study 
owing to inhomogeneous distributions of SWNTs in the ensemble. 
Secondly, models for describing the photophysics often sit at the 
convergence of solid-state physics and molecular spectroscopy. A major 
driver for the theory described in section 2 of this chapter is one attempt 
at obtaining some intuition regarding this frequently-encountered topic. 
An important aspect of the primary inhomogeneous line broadening in 
SWNT spectra is that, in contrast to the continuous distributions of 
transition energies in conjugated polymer or nanocrystal spectra, the 
SWNT spectrum is a sum of certain tube types. Therefore a simple 
photoluminescence excitation-emission map permits one to deconvolve 
the spectrum, Figure 5. 
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Figure 5. A Photoluminescence contour map of a sample of HiPco SWNTs in aqueous 
solution solubilized with SDBS [76]. The two axes correspond to excitation into E2, 
while the other axes represent emission from E1. The two spectra to the top and right 
signify a PL spectrum and a PLE spectrum indicated by the lines. Note the PLE spectrum 
only covers energies within the E2 spectral region. The discrepancy between the 
measured and predicted [77] values is due to the latter being determined for an SDS 
surfactant, indicating the subtle, but distinct influence of the excitonic transitions on the 
local environment.  
 

The most direct measurement of the exciton binding energy for 
SWNTs takes full advantage of the relative allowedness of the one- and 
two-photon transitions that occur at the optical band-edge of each 
individual nanotube species. As can be seen in Figure 5, SWNT samples 
contain many isolated nanotubes that can only be identified by scanning 
both the excitation and emission wavelengths within a 2-dimensional 
plot of the photoluminescence. Interestingly, had only the original 
studies of this phenomenon contained fewer nanotube species, accurate 
identification would have been far more difficult [64]. Closer examination 
of the two axes reveals that excitation is predominantly in to E2, while 
emission emanates from the region of E1, or at least the two exciton 
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states described above that reside within E1. By repeating this experiment 
using not one, but two photon excitation, a higher-energy exciton state 
that lies close to the CTX states could be identified by observing the 
emission from E1. This experiment therefore allowed the exciton binding 
energy to be identified almost unequivocally, with even evidence for the 
absorption to the underlying CTX states. 

The optically-allowed (bright) E1 and E2 states have been a focus of 
investigation to this point. Quantum chemical calculations suggest that 
the lowest lying excited state for all tube types is an optically-forbidden 
(dark) exciton [29,78,79], and that conclusion has been used to 
rationalize the very low estimated fluorescence quantum yield of the 
material [80] (Φf ~ 10–3–10–4). However, a detailed model also 
explaining the temperature-dependence of Φf and the fluorescence decay 
kinetics has not yet been elucidated. In other words, open questions 
include: What are the important non-radiative decay routes for the 
excitons and is intersystem crossing important? A key component in 
current theories is the assumption of a Boltzmann distribution of 
population among the singlet states. That supposition is similar to 
Kasha’s rule for molecular photophysics [81,82], which states that only 
the lowest energy singlet state of a molecule is fluorescent. This rule is 
followed when the rates of internal conversion (IC) from higher excited 
states (e.g. Sn) to the lowest excited state (e.g. S1) of any spin multiplicity 
and intramolecular vibrational relaxation (IVR) within each electronic 
state are much greater than the rate of deactivation of the lowest excited 
state (e.g. the fluorescence rate). A recent report on the detailed analysis 
of dual fluorescence features [83] from surfactant-isolated SWNTs 
proposed that there are at least two low-lying excited states and that the 
relative population of each is controlled by the kinetics of radiationless 
transitions between the states in competition with radiative decay 
channels. In other words, among the manifold of electronic excited states 
close to the E1 energy, Kasha’s rule is not obeyed [84]; a result that has 
significant consequences for the photophysics.  

The main focus of present SWNT research is on the preparation of 
samples that contain only one SWNT species described by a single (n.m) 
index. While progress is slow, there have been a few advances, with the 
separation of metal and semiconducting nanotubes [85], and selective 
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solvation using lessons learned from nature by deploying single-stranded 
DNA [86]. The use of 2D-PL maps, such as that shown in Figure 5, are 
useful in aiding this process, but caution must be exercised, as these 
maps show only those SWNTs that are isolated and can thus emit. Non-
emitting metallic SWNTs and any remaining bundled SWNTs could still 
reside within these solutions making the more advanced transient 
absorption spectroscopy or other sophisticated techniques difficult to 
interpret. 

4. Conjugated Polymers 

Conjugated polymers are highly conjugated linear macromolecules 
that display semiconductor-type properties [87-95]. Many chemical types 
are known, each typically containing 100 to 300 repeat units. A few 
examples are alkyl polyfluorenes, substituted polythiophenes, and 
functionalized poly(phenylenevinylene) (PPV) such as poly[2-methoxy-
5-(2´-ethyl)hexyloxy-1,4-phenylene vinylene] (MEH-PPV). The primary 
interest in these materials is stimulated by their ease of processing 
relative to crystalline materials. Because excitons can be formed directly 
upon photoexcitation or through charge combination after electrical 
carrier injection, potential applications include displays, lighting, lasers, 
sensors, and solar cells [16,96-101]. 

4.1 The Basic Picture of Conjugated Polymer Excitons 

Electronic structure calculations have played an important role in 
driving our understanding of excitons in conjugated polymers and 
oligomers, as reviewed elsewhere [70,89,102-106]. Early models based 
on a tight-binding Hamiltonian, for example the Su-Schreiffer-Heeger 
(SSH) theory yielded the first insights. Later it was found that more 
sophisticated treatments were crucial for the accurate prediction of 
electronic properties [35,102,107-111]. In particular, a realistic treatment 
of electron-electron interactions has been found to be crucial. Electron 
correlation effects, such as double excitations from the ground state 
reference determinant, are particularly important for the symmetric (Ag) 
excited states of conjugated polymers, as can be seen in calculations for 
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the 10-ring oligomer of poly(paraphenylenevinylene) shown in Figure 6, 
which has been adapted from the work of Beljonne, et al. [110].  

The ground and excited state spectroscopy of many conjugated 
polymers have been investigated, showing that the basic picture is 
similar for most of these π-conjugated systems. A number of absorption 
bands are evident in the spectra, which complicates analysis and 
assignment of the excitons; it is here that input from theory has been 
important. The alternating antisymmetric (Bu) and symmetric (Ag) singlet 
electronic states provide distinctive excited state absorption (Bu →Ag) 
features [70], which also play a significant role in determining the 
nonlinear optical properties of these materials [104,112,113]. 

 
Figure 6. Energy diagram for the essential excited states relevant for third-order nonlinear 
response in the single-chain model for poly(phenylenevinylene) (PPV). Vertical 
excitation energies extrapolated to a 10-ring oligomer were calculated using the INDO 
Hamiltonian. Left: results calculated at the SCI level. Right: results calculated at the 
multireference double configuration interaction (MRD-CI) level, which effectively 
includes up to fourth-order excitations from the Hartree-Fock reference determinant. 
Note how the level of theory has a significant impact on the ordering of states, and 
particularly influences symmetric (dark) states (the Ag states). Adapted from Ref. [110]. 

 
Electroabsorption measurements allow the charge transfer character 

of excited states to be measured [114]. Such experiments have been used 
to establish where the charge transfer character becomes important for 
conjugated polymers [115,116], thus providing a link with the model for 
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nanoscale excitons sketched in Figure 2. Molecular orbital calculations 
also show that as the excitation energy increases, the charge transfer 
character of the excitations increases [117]. 

4.2 Conformational Subunits and Their Interactions 

The optical properties and excited state dynamics of conjugated 
polymers are strongly influenced by polymer chain conformation [118-
124]. Recent work has demonstrated how that chain conformation can be 
controlled using anisotropic solvation [125]. Other work has 
demonstrated a novel “nanoparticle” polymer morphology [126,127]. In 
typical solutions, however, most conjugated polymers undergo 
surprisingly facile rotational motions about bonds along the chain, which 
thereby disrupt the rigid structure and concomitantly disturb the π-
electron conjugation [128,129]. For example, single molecule studies and 
simulations of the polymer chain established that MEH-PPV adopts a 
defect cylinder chain conformation, implying that there is a combination 
of many minor and relatively few substantial chain kinks in a typical 
polymer chain [130]. These structure-imposed chain twists break the 
polymer into a series of chromophores known as conformational subunits.  

It is thought that the resultant “conformational disorder” impacts the 
spectroscopy by introducing a kind of inhomogeneous line broadening. 
According to site-selective fluorescence spectroscopy and low-
temperature single molecule fluorescence work, the excitation energy 
absorbed by a polymer chain can take a range of energies, depending on 
the absorbing conformational subunit. After absorption, excitation is 
subsequently funneled to low energy chromophores along the chain 
[119,120]. The primary mechanism for that kind of energy funneling is 
energy migration via Förster-type electronic energy transfer (EET) 
[131,132]. Evidence for such EET is implied by measurements of 
polarization anisotropy decay, which lead to the conclusion that the 
energy migration is a complicated dynamical process that proceeds 
mainly on a 1–50 ps time scale [133-136]. Interchain EET is significantly 
more efficient than intrachain EET [137], which has been explained by 
quantum chemical calculations as being due to the larger electronic 
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coupling between cofacial conformational subunits compared to those in 
a linear arrangement [103,138]. 

In addition, observations that the initial anisotropy of these data is 
lower than 0.4 suggests that an extremely rapid ultrafast process changes 
the exciton transition dipole moment direction after excitation and prior 
to EET [139]. Given the time scale of this process, it is likely to be a 
combination of exciton relaxation (from higher to lower energy quasi-
delocalized states) in competition with self-trapping to form localized 
excitations on the conformational subunits.  

A further consequence of conformational disorder and chain 
conformation is that we can imagine two ways that conformational 
subunits can interact with each other. These scenarios lead to the idea 
that there are two basic types of exciton: intrachain and interchain 
[103,138]. The former are formed by the extended π-conjugation along 
sections of the polymer backbone that may encompass more than a single 
conformational subunit. Interchain excitons form when two intrachain 
excitons couple through-space, either because the chains are nearby to 
each other in a solid film, or because the chain is folded back on itself. 
The electronic coupling between conformational subunits in the latter 
case have been found to be the most significant, meaning that interchain 
species should be lower energy than intrachain species.  

There are two main pools of evidence in support of the existence and 
importance of two distinct kinds of exciton in conjugated polymers. Yu 
and Barbara discovered that the distribution of emitting chromophores in 
the relatively flexible MEH-PPV polymer is bimodal [140,141]. Two 
distinct kinds of emissive states were observed. A red emitting species 
was found in about one third of single chain spectra and was attributed to 
a complex formed by interchain contact. The other spectra were blue 
emitters. Similarly, a pair of emitting species was identified by Rothberg 
and co-workers based on dilute solution studies in mixed solvents 
[121,142]. It was shown how the conformation of MEH-PPV could be 
controlled by solvent quality and the change in steady state emission 
spectra could be modeled as linear combinations of a blue and a red 
spectral form. The red spectral form was assigned to a species formed by 
aggregation of conformational subunits of a single chain.  
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In a recent report, Clark, et al. propose that the emission from 
regioregular poly(3-hexylthiophene) is dominated by aggregate emission. 
Indeed, it is well known that a unique aspect of this polymer in films is 
that it forms ordered, lamella domains. These morphological structures 
are thought to be important in determining the photophysics as well as 
desirable electrical properties [143-145]. 

Recent work has aimed to understand better how to think about 
conformational subunits and their role in absorption and ultrafast 
dynamics. Even simple models for electronic coupling (e.g. dipole-dipole 
coupling) suggest that adjacent conformational subunits should be 
electronically coupled. Careful quantum chemical investigations 
furthermore reveal that it is difficult to define conformational subunits 
with respect to torsional angles—there is not clear point when the strong 
interactions that depend on π–π overlap “switch off” and, even when 
weak, those interactions are important for defining the nature of the 
excited states and the delocalization length [146]. Beenken and Pullerits 
conclude that conformational subunits arise concomitantly with dynamic 
localization of the excitation (exciton self-trapping) [147]. That suggests 
an interplay and connection between conformational disorder, torsional 
motions, and self-trapping, which we address in the follow section. 

It is clear that the size of a conformational subunit plays a role in 
determining its optical properties—longer conjugation length suggests a 
more red-shifted absorption/emission energy and a stronger transition 
dipole strength. The size-scaling of the linear as well as nonlinear optical 
properties is of interest and has been studied through experiment as well 
as theory [148-151]. A notable conclusion is that the scaling saturates at 
conjugation lengths of about 50 double bonds, meaning that typical, real 
π-conjugated molecules cannot be thought of as infinite 1D exciton 
systems. 

4.3 Exciton-Phonon Coupling and the Role of Torsional Modes 

The characteristic non-mirror image absorption-emission spectra 
found for conjugated polymers is mostly attributable to the effects of 
torsional modes. Evidence in support of that conclusion is that 
conjugated oligomers show similar spectra at room temperature to that of 
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polymers, thus ruling out a significant effect of conformational disorder 
[152]. Quantum chemical studies of these systems reveal that there is a 
substantially different torsional potential in the ground state 
chromophore compared to the excited state [153,154]. A broad 
distribution of torsional angles in the ground state at room temperature 
results in a large frequency distribution for absorption to the steeper 
excited state potential, while rapid relaxation and equilibration in the 
excited state renders the distribution of emission frequencies narrow in 
comparison, Figure 7. At low temperature, or in ladder-type polymers, 
the conformational distribution in the ground state potential is narrowed 
sufficiently so that the absorption and emission spectra are mirror images. 
 

 
 
Figure 7. (a) Schematic representation of a torsional vibration potential in the ground 
state and excited state of a conjugated polymer (or oligomer). These modes exhibit a 
marked frequency change, but no displacement between ground and excited electronic 
states. The black shading portrays the thermal population of each potential, which leads 
to a broader spread of energies in absorption (upward arrows) than emission. (b) 
Absorption and emission spectra of a dilute solution (chlorobenzene, 293 K) of MEH-
PPV. Note the absence of mirror image symmetry and the large apparent Stokes shift. 

 
In conjugated polymers the scenario is more complicated, and the 

many torsional modes couple to excitons, as suggested by Berg, Yaron 
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and co-workers [155,156]. These torsional motions are also thought to 
play a role in exciton self-trapping [51,157]. Bittner, et al. recently 
suggested that the aggregation state of a conformational subunit can also 
affect the exciton-vibrational coupling [158]. 

4.4 Ultrafast Dynamics of Excitons 

There are several processes that occur on a hierarchy of time scales 
after photo-excitation of conjugated polymers (either isolated chains in 
solution or films). The fastest dynamics are typically an entanglement of 
processes that are difficult to elucidate. Such processes include relaxation 
through somewhat delocalized exciton states, self-trapping of the exciton, 
vibrational cooling, and finally energy migration and trapping. Exciton 
photodissociation occurs in parallel to the above scheme and will be 
considered in a subsequent section. Conjugated polymers provide models 
for disordered π-electron systems and therefore it is of general interest to 
learn about the pathways and processes that dictate how the exciton 
evolves after optical preparation. In particular, the transition from 
relaxation/trapping dynamics to EET “hopping” transport along and 
between chains is of fundamental interest. Furthermore, there are clear 
relationships between chain morphology, conformation, and EET rates 
that are gradually being clarified. 

The fastest time snap-shot of the evolution of a conjugated polymer 
exciton has been obtained using the three-pulse photon echo peak shift 
(3PEPS) method for examining MEH-PPV in dilute solution [159,160]. 
The 3PEPS data allow an estimation of spectral diffusion within the 
frequency window defined by the laser pulse spectrum [53,63,161-163]. 
Using appropriate, though complicated, analysis a correlation function 
for frequency fluctuations (homogenous line broadening) can be 
extracted, even though such information is obscured in condensed phase 
spectra. In the case of MEH-PPV, however, the bath fluctuations were 
found to be overwhelmed in significance by a relaxation process that 
enabled the excitation (of the ensemble) to explore rapidly many 
frequencies. It was proposed that a sequence of events on different time 
scales characterize the excitons. It was proposed that absorption occurs 
from the ground state into a delocalized exciton manifold. After 
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photoexcitation, a spectral diffusion process, associated with relaxation 
to lower energy exciton states with concomitant localization of excitation, 
occurs on a time scale of ~25 fs [159]. It is possible that the localization 
is driven by the large reorganization energy associated with planarization 
of the torsional coordinates since these play such a significant role in the 
absorption line shapes.  

Electronic energy transfer (EET) occurs in the next stage of the 
dynamics [132,133,135,136,139,164-167]. As one example, in recent 
work both intermolecular and intramolecular energy transfer processes 
were assessed experimentally and theoretically for a covalently linked 
donor-acceptor system wherein poly(indenofluorene) chains acting as 
donors for EET were end-capped with red-emitting perylene derivatives 
[132]. Contributions of interchain and intrachain processes to the overall 
EET dynamics were determined by recording time-resolved 
photoluminescence and absorption spectra of the system under 
investigation in both solution and thin film. In solution, the EET process 
was found to occur on a 500 ps time scale and it therefore competes with 
both radiative and non-radiative decay of the excitations. EET was found 
to be much more efficient (a few tens of ps) in the solid state, leading to 
a complete quenching of the polyindenofluorene luminescence. This 
difference in dynamical behavior is considered to be related to the 
emergence of additional channels for the excitation migration in films as 
a result of the presence of close contacts between adjacent chains. To 
rationalize the different dynamics observed in solution and in the solid 
state, the intrachain and interchain EET processes were extensively 
examined using a series of models with increasing level of sophistication. 

Many studies of the ultrafast dynamics of conjugated polymer 
excitons have examined charge separation (carrier formation). Such work 
has been reviewed recently [92]. 

5. Quasi-One-Dimensional Systems 

Quasi-1D systems are characterized by strong quantum confinement 
in two dimensions and an essentially infinite third dimension. This 
means that in ideal systems (at zero temperature) one expects a band-
structure for exciton states rather than discrete densities of states. 
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SWNTs are a good example of a quasi-1D system, and they have 
recently been compared and contrasted with quasi-1D conjugated 
polymers [39,70,168]. The realization that useful comparisons can be 
made has particularly benefited advances in understanding SWNTs 
photophysics and electronic structure because the foundation has been 
established during many years of research and controversy regarding 
models for the electronic structure of conjugated polymers. 

A characteristic of quasi-1D nanoscale systems is that, not only the 
nonradiative rates, but also radiative rate constants vary with temperature. 
That is in contrast to molecules where all the temperature dependence 
can be attributed to the nonradiative processes. The radiative rate of a 
quasi-1D exciton is temperature-dependent because the exciton band in 
fact consists of a ladder of states, where the lowest state can radiate, but 
the upper states are typically dark. For example, in a SWNT of infinite 
length, those upper states are dark owing to the requirement of 
momentum conservation for exciton recombination [79,84]. Thermal 
population of this ladder of states therefore lengthens the effective 
radiative rate of the exciton because the observed radiative rate is 
controlled by population of the lowest level in the band. At high 
temperatures population is transferred to dark states in the band, whereas 
at low temperature the population resides mainly in the lowest, bright, 
exciton state. This complication in the photophysics of SWNTs—that the 
radiative decay rate depends on temperature—is common to quasi-1D 
molecular aggregates, such as J-aggregates [169-171]. 

An interesting contrast to the conjugated polymers discussed above 
is polydiacetylene. Highly ordered single chains, resembling organic 
semiconductor quantum wires, have been investigated extensively by 
Schott and co-workers [172-174]. Key properties that differentiate these 
chains from many other conjugated polymers are their structural order on 
all length scales, their rigid, crystalline environment, and weak exciton-
phonon coupling. Strikingly, it has been observed that the exciton state is 
spatially coherent over a length scale of tens of microns [175]. 
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6. Semiconductor Nanocrystals 

Inorganic semiconductors are well known as model systems for 
investigating excitonic phenomena. Indeed, much of our current 
language and models originated from this field. A huge amount of 
important work established the concept of quantum confinement, 
whereby reduction of one or more physical dimensions of a bulk 
semiconductor leads to confinement of wavefunctions in the dimension, 
with a consequent impact on electronic and optical properties. In the 
early 1980s it was predicted that confinement in all three spatial 
dimensions would replace the band structure with discrete levels, 
forming a so-called “artificial atom”. That is, these quantum dots (QDs) 
possess discrete electronic energy levels and excited state transitions, 
more reminiscent of molecules than bulk semiconductors [1,176-191]. 
The resulting field has largely bifurcated according to fabrication 
techniques: Self-assembly of QD “islands” in semiconductor substrates 
and colloidal growth of nanocrystalline QDs (nanocrystals). Here we 
focus on colloidal QDs. 

The electronic spectroscopy of nanocrystalline semiconductor QDs 
has attracted much attention in recent years [1]. The widespread interest 
in the electronic properties of these materials encompasses investigations 
of laser media [17,192-201], electroluminescence [202-205], 
photovoltaics [206-208], multiple exciton generation for solar cells [209-
211], magnetic doping [212], electrical control of excitons [213], 
electrochromism [214], fine structure dynamics [215-217], biological 
labeling [218-220], and quantum information [221,222]. 

Elucidation of the properties of QD excitons has followed advances 
in sample preparation and characterization. For example, the primary 
excitonic features in the absorption spectra of QDs were identified 
through a combination of theory and experiment only once 
polydispersity was reduced enough to see clear excitonic peaks and 
aspects of the photophysics such as identification of surface states and 
trap emission were clarified [179]. Key advances involved the 
optimization of nucleation and control of growth, largely inspired by the 
discovery of the organometallic route for synthesis of cadmium 
chalcogenides [223]. Recent work has paved the way toward the study of 



Scholes et al. 128 

shape-tunable properties by finding that nanocrystalline semiconductors 
can be grown in a variety of morphologies [224-233], Figure 8. That 
work has stemmed from the discovery that certain surfactants adsorb 
selectively to specific crystal faces, hence slowing growth in those 
directions relative to other, more active crystal faces [234]. 
 

 
 
Figure 8. (a) CdSe multipods, (b) CdSe trigonal pyramids, and (c) CdSe multipod 
pyramids [235]. The 3D topology of these nanocrystals is clearly seen in these dark-
field TEM images owing to the high contrast ratio and lack of Bragg scattering artifacts. 
The bright spots represent local NC structure that bulges towards the viewer. (d) TEM 
images showing the sequence of steps a multiple injection strategy for evolutionary shape 
control [233]. CdSe rods are transformed to bullet-shaped rods and finally to pyramids 
by control of reagent and ligand addition to the growth solution. (e) Absorption spectra 
(solid lines) and photoluminescence spectra (dashed lines) showing the evolution of 
spectroscopic properties during growth of the CdSe pyramids. The systematic red shift is 
due to the particle growth. 

6.1 Size-Tunable Properties 

An important characteristic of QDs is their size-dependent properties, 
especially prominent in spectroscopic measurements. The size-
dependence of QD spectroscopy derives from confinement of the exciton 
by the crystal to a size much smaller than its Bohr radius [236-238]. If 
the electron and hole wavefunctions are considered independently in the 
effective mass approximation and the finite size of the QD is considered  
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to impose an infinite potential outside the QD, then the electron and hole 
wavefunctions are each located in a ladder of discrete states split off 
from the band continua. These one-electron levels have been recently 
seen using scanning tunneling microscopy [239,240].  

The quantum confinement effect for excitons comes into play when 
the physical size of the QD is comparable to, or smaller than, the electron 
and/or hole Bohr radii, or more simply, the exciton Bohr radius. As a 
consequence, the exciton transitions, which derive at zeroth-order from 
band-to-band excitations, are size-dependent. For example, the exciton 
Bohr radius of PbS is ~20 nm and its bulk band-gap is 0.41 eV. 
Absorption spectra for PbS QDs of radii ranging from ~1.3 to ~3.5 nm 
are shown in Figure 1, revealing QD exciton energies in the range 0.7 to 
1.5 eV. Our current understanding of size-tunable spectroscopy in QDs 
has evolved from the simple picture where an electron is promoted from 
valence to conduction orbital to one where it is clear that interactions 
between these singly excited configurations are important in deciding the 
electronic states, known as the exciton fine structure (see below) 
[41,241]. In other words, in spectroscopy we probe electronic states 
where the electron and hole are correlated.  

6.2 Surface Passivation 

A further challenge that particularly hinders the use of 
photoluminescence to examine QD excitons quantitatively is that QD 
exciton properties and dynamics are greatly influenced by surface effects 
[242-244]. For example, bright exciton states are quenched by charge 
separation to surface traps, but subsequent slow recombination processes 
can yield long time tails to photoluminescence decays; all of which 
combine to make QD photoluminescence decays highly non-exponential 
[245].  

 Colloidal QDs are normally synthesized in a solvent comprised of 
surfactant-like organic molecules that play an import role in the 
nucleation and growth processes to ensure formation of narrow size 
dispersions. In addition, they act as ligands to confer colloidal stability 
upon the particles and passivate the surface. It is well known that trap 
states lying energetically within the optical gap quench 
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photoluminescence, and these traps are formed when the QD surface is 
ineffectively passivated with ligands. For example, the elucidation of that 
picture is beautifully illustrated by the seminal work of Henglein and 
coworkers [246]. At the surface of a QD, bonds are disrupted because the 
crystal unit cell is not infinitely repeating. Non-coordinated, dangling 
bonds at the QD surface are thought to be capable of trapping electrons 
or holes, hence diminishing the photoluminescence yield. Passivation is 
the process whereby molecules bond or coordinate to these dangling 
bonds on the surface. That is traditionally achieved with ligands like 
alkyl phosphines, long-chain amines, or thiols. For example, CdSe 
particles are normally prepared in the presence of a mixture of 
trioctylphosphine (TOP) and trioctylphosphine oxide (TOPO). A detailed 
study of ligands, their adsorption and desorption, and photoluminescence 
of CdSe QDs has been reported by Bullen and Mulvaney [247].  

In recent work oligomers and polymers have been demonstrated to be 
effective ligands for QDs. These kinds of ligands confer exceptional 
colloidal stability to the colloidal particles because of the multidentate 
binding effect [248,249]. 

6.3 Shells and Heterostructures 

Altering the optical properties of colloidal NCs by grafting different 
semiconductors together is called exciton engineering. Exciton 
engineering opens possibilities for improving surface passivation, 
changing excited state dynamics of the exciton, or manipulating 
wavefunctions. Fusing one type of nanocrystal over another enables 
further control of material properties that are dependent on the relative 
alignments of their energy levels. The first example of a QD 
heterostructure was the (CdSe)ZnS core shell QD [250,251]. The ZnS 
shell has energy levels arranged to confine the exciton to the core, thus it 
serves as a surface passivating layer, thereby substantially increasing the 
photoluminescence quantum yield. In analogy to solid state physics 
terminology, that is a type I heterostructure. In general these materials 
are based on the core-shell concept. A recent paper reviews the synthetic 
aspects of core-shell nanocrystals [252]. 
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Since the initial work, a great diversity of QD heterostructures has 
been reported. Quite complex onion type layered QDs can be prepared, 
such as the CdS/HgS/CdS “quantum dot quantum well” developed Mews 
and co-workers [253]. A systematic study of spatially engineered 
electron and hole wavefunctions in (ZnSe)CdSe inverted core-shell QDs 
has been recently reported by Balet, et al. [254]. Lifshitz and co-workers 
have examined how excitons are tuned through the composition of lead 
salt core-shell structures [255]. 

Type II QD heterostructures based on cadmium chalcogenides show 
qualitatively different behaviour because the electronic levels of the two 
semiconductor components are aligned such that the lowest energy state 
involves charge transfer between core and shell [256]. As a result of the 
charge transfer, these heterostructures exhibit distinct absorption and 
emission features in the near-infrared spectral region that are absent in 
either the individual core or shell counterparts. For (CdSe)CdTe, photo-
excitation leads to a state where the hole is mostly confined to the CdTe 
shell while the electron is confined within the CdSe core [256-259]. In 
solid-state language, radiative recombination of the electron-hole pair 
occurs across the core-shell interface. Type II core-shell heterostructures 
can thus be considered to have effective band gaps that are then 
determined by band offsets. In addition, the thickness of the shell and 
core size also play a role in determining the effective band gap through 
quantum confinement effects. Thus by changing the core size and shell 
thickness, the emission behavior of these type II quantum dot 
heterostructures can be tuned. Shieh et al. presented a novel route to 
prepare nanorod heterostructures where a shape transition from a 
heterostructure nanorod to a spherical CdSeTe alloyed nanocrystal was 
observed to occur via a dumbbell-shaped morphology [260]. 

On a molecular scale, synthesis of supramolecular compounds has 
inspired advancement in theories for photo-induced charge transfer. 
Heterostructured nanocrystals potentially provide a nanoscale analog of 
such systems. Recently a method for preparing heterostructured 
nanocrystalline rods has been reported, and these systems showed photo-
induced charge separation vectorially along the rod axis [259], Figure 9. 
It was found that the energy and lifetime of charge transfer 
photoluminescence  band  could  be  tuned  by  changing  the  relative 
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Figure 9. (a) Schematic illustration of a CdSe–CdTe nanorod heterotructure. (b) High 
resolution TEM image of CdSe–CdTe nanorod heterotructures (~6 × 25 nm) (c) Typical 
absorption and photoluminescence spectra of a CdSe–CdTe quantum rod heterostructure 
sample and that of the seed CdSe rods from which they were grown. See Ref. [259] for 
details. 

 
alignment of band edges in CdSe/CdTe heterostructures nanorods. Slow 
charge recombination is an important attribute of materials for solar 
photoconversion, and and it was found that the long-lived charge transfer 
states (~4 µs) in these type II semiconductors may make them attractive 
for photovoltaic applications. The photophysics of these linear CdSe–
CdTe nanorod heterostructures were examined in detail [261]. An 
important step was the identification of charge transfer emission and 
absorption bands. Analysis of those bands revealed the factors governing 
photoinduced electron transfer from CdTe to CdSe and it was thereby 
shown how quantum confinement effects decide the thermodynamic 
parameters of Marcus-Hush theory. An important finding was the very 
small reorganization energy associated with the nuclear degrees of 
freedom (~20 meV in toluene), which seems to be a characteristic of 
these nanoscale donor-acceptor systems and differentiates them from 
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most analogous molecular systems. Therefore Marcus “inverted region” 
behavior was found to be typical for these systems. 

6.4 Line Broadening and Fine Structure 

An obvious challenge to uncovering detailed information regarding 
the QD exciton absorption and optical properties is that spectral features 
are hidden by spectral inhomogeneity that arises mainly from sample 
size dispersions. QD materials can now be prepared with a Gaussian size 
distribution of standard deviation ~5%. Nevertheless, sample size 
dispersion has obfuscated even simple observables such as the Stokes 
shift. The reason for that is that an important manifold of electronic 
states is hidden by the inhomogeneous line broadening. These states are 
known as the exciton fine structure, and are roughly analogous to the 
singlet and triplet manifolds of molecules. Detailed descriptions of these 
states, their origin, and some implications can be found elsewhere 
[41,216,262,263].  

The basic picture of the fine structure states for CdSe QDs is that 
there are 8 states spanning an energy range of only a few to a few tens of 
meV (depending on the QD size). The lowest energy pair of degenerate 
states (labeled by their total angular momentum F = ±2) are essentially 
triplet states, and are therefore “dark”, that is, they do not contribute to 
the absorption spectrum. However, these states are the origin of low 
temperature, long lifetime, photoluminescence and are the emitting states 
seen in fluorescence line narrowing experiments [264]. The next highest 
states are the lower F = ±1 exciton states, which are the primary 
luminescent states at room temperature. Above that lies a dark F = 0 state, 
then the upper F = ±1 states, which carry most of the dipole strength for 
optical absorption in CdSe spherical QDs. Above those states is the 
bright F = 0 state. Recent calculations have suggested how this fine 
structure manifold depends on shape for CdSe QDs [265], and how the 
fine structure is considerable more complex in lead salt semiconductors 
like PbSe [262]. 

The photoluminescence anisotropy of spherical QDs is depolarized 
owing to the circularly polarized selection rules for the F = ±1 exciton 



Scholes et al. 134 

recombination. In contrast, it was discovered that emission from single 
rod-shaped CdSe QDs is substantially linearly polarized [266]. It has 
been shown recently that there are two factors that together explain this 
property of nanorods [267]. Firstly, the fine structure splitting is 
predicted to be different for nanorods than QDs. The lowest state, 0d, is 
optically dark, the next states are the allowed F = ±1 states, and the upper 
state is the bright 0b state which has a linearly polarized transition 
moment. Secondly, the 0b state has a significantly larger dipole strength 
than the F = ±1 states, related to the elongation of the nanorod. It is 
thermal population of the 0b state that contributes to the linearly 
polarized photoluminescence.  

As a result of this fine structure and the inhomogeneous line 
broadening, a “non-resonant” Stokes shift is defined analogously to the 
usual Stokes shift as the energy difference between the exciton 
absorption band maximum and that of the photoluminescence peak. It is 
measured by exciting far to the high-energy side of the absorption 
spectrum. That Stokes shift is strongly affected by the size-distribution of 
QDs in the ensemble because the principal absorbing states are the upper 
F = ±1 states (in the case of CdSe QDs), whereas the emitting states are 
the lower F = ±1 states [41]. A “resonant” Stokes shift is measured 
though fluorescence line-narrowing spectroscopy, where a narrow 
distribution of QDs are photo-selected from the band-edge of a sample at 
low-temperature using laser excitation. That measurement determines the 
bright-dark exciton splitting. These principals have been reviewed 
recently [191]. 

Key differences between QDs and organic materials, such as the 
nature of nuclear motions that couple to excitons, stem from the rigid, 
crystalline structure of QDs—a particularly notable contrast to the 
flexible structures of organic materials. There are two characteristic 
vibrations in a QD: the LO-phonon modes, typically found at ~200 cm–1, 
and acoustic phonon modes, in the range 5 to 40 cm–1, depending on the 
QD size. The acoustic phonons of QDs are discrete torsional and 
spheroidal motions that have been modeled according to in such modes 
of an elastic sphere. A great deal of work has gone into studying 
interactions between QD excitons and the environment—principally the 
acoustic phonon modes of the QD—since those interactions dictate 
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spectral line shapes and dephasing. The reader is referred to Ref. [61] for 
a summary of this literature.  

6.5 Multiple Exciton Generation 

It is well known that several important factors, in concert, determine 
the energy conversion efficiency (ECE) of solar cells. One particular 
limiting factor, common to all single junction devices, is that absorbed 
photon energy that is in excess of the bandgap is dissipated and hence 
not converted to electrical energy. That observation imposes the 
thermodynamic limit for solar cell efficiency (somewhat over 33%, 
depending on the bandgap [268]). There have been several approaches 
proposed for overcoming this limit, and such ideas found the next 
generation of photovoltaics [269]. Organic and/or nanocrystalline 
semiconductor based solar cells are an attractive alternative to traditional 
solar cells because the production cost can be dramatically reduced 
owing to ease of processing [270]. In this arena, Nozik proposed an 
intriguing possibility for stepping beyond the thermodynamic limit for 
ECE whereby it might be possible to convert incident single photons 
with energies greater than twice the bandgap into multiple excitons, and 
perhaps ultimately multiple free carriers [209].  

An important property of QDs is that they can support multiple 
exciton populations: biexcitons, triexcitons, and so on [197]. 
Multiexciton states are very short lived in organic materials because 
excitons resident on proximate, but spatially distinct parts of a 
macromolecule or aggregate, annihilate efficaciously by a resonance 
energy transfer mechanism to form a higher electronic state that relaxes 
rapidly through a radiationless transition [271,272]. On the other hand, 
two excitons in a nanostructure can occupy almost orthogonal states, 
precluding annihilation. Thus biexcitons in CdSe QDs have 
recombination times of the order of tens of picoseconds and those in PbS 
and PbSe live for hundreds of picoseconds. Nozik proposed that these 
special properties of multiexcitons in QDs could be harnessed to increase 
the energy conversion efficiency of solar cells [209]. That process is now 
known as multiple exciton generation (MEG) or carrier multiplication 
[210,211].  
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There is mounting recent evidence that this phenomenon does indeed 
occur in a fairly wide variety of nanocrystalline QDs as well as in QD 
films [210,273-277]. However, some important questions remain to be 
addressed in future work. In particular, there is still discussion regarding 
the mechanism of MEG [273,278-280]. The challenge is two-fold. Firstly 
a calculation of electronic excited states must be carried out for a system 
containing an extraordinary number of electrons (>105 for a small PbS 
nanocrystal). Secondly, the higher excited states need to be calculated 
rather than the lowest few excited states. That is a daunting proposition 
given that the density of electronic excited states increases dramatically 
with energy. 

To make an impact on the ECE recorded under solar illumination, 
the bandgap (Eg) of the active layer needs to be ~1.3 eV and the MEG 
onset needs to begin abruptly at 2Eg [281]. In most systems examined so 
far the onset is gradual and happens at >2Eg (typically closer to 3Eg). 
How may these observation be explained, and based on that new 
understanding, how can systems be designed that possess the key 
requirement of an abrupt onset of MEG at 2Eg? To address such 
questions we need to elucidate more clearly the mechanism of MEG, but 
it is also important to identify the relative energies of high energy exciton 
states composed primarily of single electron-hole pair configurations 
compared to the multiexciton states. For example, to ensure a prompt 
MEG onset at 2Eg, the biexciton state must lie slightly lower in energy 
that the nearest one-photon allowed single exciton state. 

As a concluding thought, MEG is fascinating from a fundamental 
viewpoint, and is certainly one of the important breakthroughs of recent 
years. As the next step we need to ask: Can we dissociate these excitons 
fast enough to capture multiple charge carriers? Demonstrating multiple 
carriers actually being harnessed subsequent to single photon absorption 
is the crucial next step connecting MEG to its observation in a device. 

7. Nanoscale Charge Separation 

There are a number of applications that take advantage of the light-
emitting properties of nanoscale systems, with diodes and lasers, single-
photon sources, and bio-labels being three notable examples to highlight. 
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However, a growing and very important area of application for these 
nanoscale systems is in the field of renewable energy and the harvesting 
of solar photons. The preceding sections have identified one of the key 
attributes of excitons confined to nanoscale systems - that of tuning the 
optical absorption spectrum using size, shape and composition. Figures 1 
and 8 have already provided two elegant examples of how this might be 
achieved using colloidal nanocrystals as the active medium. The 
absorption spectra of SWNTs extend from the visible well in to the infra-
red. The shifting of the absorption spectrum of conjugated polymers 
from the visible to the near-ir has been accomplished using some very 
elegant molecular synthesis but has yet to prove as successful as would 
be desired. 

However, the preceding sections also serve to identify one of the 
important issues associated with nanoscale excitons: the electron and 
hole are bound and therefore in order to extract the energy of the original 
photon, these two species must be separated in order that they can be 
used to do useful work. Photosynthetic reaction centers have proven 
particularly effective in this capacity, and these systems provide an 
excellent role model. Similarly, the conventional photographic process 
demonstrates that excitons confined to molecular J-aggregates can be 
used to sensitize silver halide crystals by the injection of electrons [282]. 
The dye-sensitized solar cell (DSSC) [283] takes this concept through to 
a photovoltaic device, where an excited dye molecule injects an electron 
into a TiO2 nanoparticle. This electron and the hole that remains on the 
dye molecule are then transported away to external electrodes where the 
energy can be utilized. Dissociating the exciton using acceptor species 
has proven successful in a number of other, similar nanostructured 
systems. A blend of PCBM (Phenyl-C61-Butyric-Acid-Methyl Ester), a 
soluble derivative of C60, in a conjugated polymer such as MEH-PPV, or 
more commonly P3HT (poly(3-hexylthiophene)) have also demonstrated 
very good photovoltaic performances. Better-known as the bulk 
heterojunction, the excitons are photo-induced in the polymer and are 
dissociated at the polymer PCBM interface [284]. Using a 50:50 blend of 
the two components, the resulting electron and hole can then migrate to 
external electrodes and be available to useful work. Similar functionality 
has been found when using colloidal nanocrystals [285-291] instead of 
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PCBM, and even attempts to use SWNTs have been reported [292], but 
these have met with far less success. Collectively, these types of devices, 
even the DSSC, are referred to as excitonic solar cells; an apt name as it 
identifies the primary excitation as a bound exciton, and not an unbound 
electron and hole pair. 

An interesting issue that arises in all these cases, and one that is 
pertinent to this chapter is not why the exciton dissociates at the interface, 
but why the electron and hole do not immediately recombine. Intrinsic to 
the stabilization of an exciton, on a simple level, is a low dielectric 
constant that results in a large exciton binding energy [21]. The cases of 
conjugated polymers and SWNTs relative to the colloidal nanocrystals 
are a good demonstration of this phenomenon. A low dielectric constant 
reduces screening and stabilizes the exciton. Therefore it is somewhat 
surprising that the electron and hole at the dissociation interface do not 
immediately recombine, and the reason why this does not occur readily 
remains a topic of discussion and debate [293-295]. It should be noted 
that in the DSSC, the high dielectric constant of TiO2 is often used as one 
of the reasons to explain why the injected electron does not immediately 
recombine with the oxidized dye molecule. 

While the use of acceptors to promote exciton dissociation is 
successful, it does introduce some interesting problems that continue to 
plague the field. First, the localization of an exciton on a conjugated 
polymer chain, or between chains, or on a nanoscale structure is only part 
of the problem. The excitons must now be transported to the dissociating 
interface, and then the same system must be used to transport the carriers 
away. Thus, good coupling between the nanoscale systems is key to good 
performance. If the coupling is too strong, quantum confinement can be 
lost, too weak and the transport process is inhibited. This is particularly 
noticeable for colloidal nanocrystals, where good transport of the carriers 
(often electrons) only occurs when the capping group is removed 
completely [285], or made extremely small [296]. As discussed in the 
previous section on surface passivation, complete removal of the surface 
ligand has a detrimental impact on the electronic properties of the 
nanocrystals, introducing electron (and hole) traps at the surface. 

Finally, the exciton model proposed for nanoscale systems and 
depicted in Figure 1, distinguishes between the bound exciton states and 
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the CTX states or in some cases, such as the SWNTs, free carriers. Based 
on this model, excitation into the bound states should reveal evidence for 
no ‘free carriers’, until the energy of the exciting photon exceeds the 
lowest CTX state. Indeed, this is perhaps the incisive experiment that 
verifies the existence of the bound excitonic states. As simple as this 
sounds, results are far from conclusive and this has resulted in many 
experiments that have questioned the exciton model [87]. This is 
especially true for conjugated polymers, and the same uncertainties need 
to be considered when studying SWNTs.  

The difficulty arises when free (or separated) electrons and holes are 
observed when exciting directly into the bound exciton states. Does this 
undermine the exciton model? Or is there something else that is taking 
place that has not been considered? A simple, and perhaps incorrect, 
interpretation is that the nanoscale system contains an intrinsic 
dissociation site, such as a chemical defect, a surface state, or in the case 
of 1D systems, an active end-termination. Extrinsic factors like residual 
catalysts, oxygen [297] or other trace chemical impurities might also be 
responsible. Distinguishing among this collection of possibilities 
continues to drive many research projects, but underlying this plethora of 
options is the possibility that there is an intrinsic mechanism that has not 
been captured by the exciton model and that may provide a novel 
mechanism for separating the charge carriers. There are models [298] 
that propose a branching ratio that divides the absorbed photon between 
the bound exciton state and free carriers. This idea is depicted in Figure 
10, which identifies three distinct pathways for an absorbed photon. 

The following section identifies some key experiments that address 
this important topic, and how these have been used to identify the 
presence of unbound electrons and holes. The application of these 
techniques to the study of conjugated polymers, quantum-confined 
structures and SWNTs, are then explored. This is far from being an 
exhaustive study, but is used to highlight this important topic. A point to 
note is the distinction between experiments conducted on isolated species, 
and those conducted on condensed assemblies such as polymer films, 
quantum dot arrays and SWNT bundles. This distinction is important as 
the production of an unbound electron and hole in a single nanoscale 
species can be strongly influenced by the surroundings, where exciton 
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dissociation is promoted by the surroundings and is not intrinsic to the 
isolated species itself.  
 

 
Figure 10. Three possible pathways for the primary photoexcitation in a nanoscale system. 
Photo-excitation predominantly forms nanoscale excitons owing to their large absorption 
cross-sections and binding energies. Subsequently, excitons may dissociate to form free 
carriers, and this typically requires an interface or defect to overcome the exciton binding 
energy. Direct photo-excitation to form free carriers is possible if the CTX states garner 
oscillator strength, perhaps by coupling to higher energy exciton resonances. It is possible 
that intrinsic defects, disorder, or interfaces provide more effective means of providing 
direct routes for free carrier formation.  

7.1 Techniques and Studies 

Of the techniques available for such investigations, transient 
absorption spectroscopy offers the most flexibility, providing a capability 
of following the fate of photo-induced species from femtoseconds to 
milli-seconds [94,142,299]. However, the species that are optically 
detected can be both the neutral exciton, the unbound electron and hole, 
often identified as a negative and positive polaron, as well as other 
species such as bound electron-hole pairs and bipolarons [300]. 
Reverting to a molecular language adds charge transfer states, excimers  
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and exciplexes. All of which must be identified within the transient 
absorption spectrum. Techniques that are only sensitive to electrons and 
holes offer a far more incisive probe of the existence of the electrons and 
holes, but are still subject to uncertainties and questions. Optically 
detected magnetic resonance and electron spin resonance provide means 
of studying directly both electrons and holes via their 1/2 spin character 
and have proven to be excellent tools, especially for conjugated polymers 
and colloidal quantum dots [301,302]. Stark spectroscopy and electro-
absorption take advantage of the influence of low frequency electric 
fields to probe the charged species. While transient microwave 
conductivity [303-307] is also excellent in this capacity, pushing the 
frequency of the electric field to the GHz region of the spectrum. A new 
technique that has emerged recently extends this frequency to the 
terahertz (THz) spectral region [308], offering not only the ability to 
probe the existence of mobile carriers, but to do so on a femtosecond 
time-scale [309]. 

Attempts to cover equally conjugated polymers, SWNTs, and QDs is 
difficult as there is vastly more information on the polymers; an 
interesting observation that results almost certainly from their application 
in light-emitting devices. However, it should be noted that regardless of 
the nanoscale system under investigation, the issues are the same and are 
therefore relevant.  

Of the three nanoscale systems, it is the colloidal nanocrystals that 
are the most difficult to study. While excitonic states in these systems 
have been described [310], studies to provide experimental evidence is 
scarce [311]. Not only is the binding energy extremely small, but the 
unbound carriers are difficult to probe. Neither of the high frequency 
(GHz and THz) techniques offer the sensitivity that would be ideal, as 
“mobility” of the carriers, if this is the correct word, is extremely low 
due to the confinement of the carrier with the nanocrystal walls acting as 
reflecting boundaries for the charge density [312]. A similar effect is 
found for charges confined to isolated polymer chains [313]. Transient 
EPR can observe carriers but only after they are trapped [302]. 

The study of excitons in single-wall carbon nanotubes is still a field 
in its infancy. Like theory, there is a great deal about these systems that 
can be learned from the work on conjugated polymers. The task is not 
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easy, however, as the availability of samples of isolated SWNTs of a 
single (n,m) index are not yet available. Enhanced photoconductivity of 
samples that contain SWNTs has been observed [314], but these contain 
not only a mixture of both semiconducting and metal (semimetal) tubes, 
but the nanotubes themselves are highly bundled. The studies do 
demonstrate the availability of photoinduced carriers, but the actual 
source of these carriers cannot be identified uniquely.  

For conjugated polymers, there are numerous excellent papers that 
focus on the issue with some very good reviews that summarize the 
current level of understanding. Many of the original studies focused on 
the important question: is the primary excitation excitonic, or free carrier? 
The same question is re-visited here, but extended over a wider range of 
nanoscale systems. The observation of photoconductivity at the onset of 
the absorption spectrum [315] seems to suggest the latter, although this is 
not the most commonly-accepted answer, with the balance of opinion 
appearing to favour excitons as the primary photoexcitation, as promoted 
earlier in this chapter. The formation of electrons and holes in conjugated 
polymers, often described as polaronic species as the charges are dressed 
in phonons, can be readily observed in transient absorption spectra 
appearing almost instantaneously with the excitation light pulse [316]. 
However, it is the quantum yield of this process that must be determined 
in order to assess whether it is the primary process. Using transient THz 
spectroscopy on films of MEH-PPV, the quantum yield for free carrier 
production has been shown to be < 1% [298]. A more recent study using 
transient photomodulation spectroscopy [317] reveals the important role 
that film morphology plays, with carrier yields as high as 30% for 
ordered films of regioregular poly(3-hexylthiophene).  With excitation at 
3.2 eV, which is high into the polymer absorption band, a correlation was 
found between the film order, PL quantum yield and carrier quantum 
yield; high order correlating with more carriers and less PL. Isolated 
chains in solution also revealed significant carrier yields, specifically for 
MEH-PPV. This high molecular weight polymer can coil in solution and 
even aggregate, increasing the probability of chains interacting and hence 
promoting polaron formation via exciton dissociation at the contact point. 
This interaction has been proposed [300] as a mechanism to promote a 
polaron pair, where the oppositely charged species reside on adjacent 
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chains at the position of interaction. Alternatively, these carriers may 
arise from exciton dissociation on a single chain, with a defect, such as a 
carbonyl group or bound oxygen [297] molecule being the site of 
dissociation. 

For conjugated polymers, the branching ratio between excitons and 
free carriers upon photo-excitation is promoted by the interactions found 
in films, but is not eliminated by isolating the chains. The small number 
of carriers produced in these situations can be attributed to unwanted 
defects, but might still be an intrinsic mechanism simply associated with 
electronic disorder along the polymer chain. A comparison of the quality 
of available polymer samples with those currently available for SWNTs 
gives an insight into the difficulties ahead for answering the same 
question of the branching ratio in these relatively new 1D nanoscale 
systems. 

An issue that plagues all excitons resident in a nanoscale system, and 
one that is of direct relevance to solar energy conversion, is the 
interaction between an exciton and a charged carrier. There is growing 
evidence of efficient annihilation of excitons by polarons in conjugated 
polymers [318-321], leading to an enhancement of the non-radiative 
decay mechanism. Similarly, in colloidal nanocrystals, the mechanism 
proposed to explain blinking is the quenching of an exciton by a hole that 
results from the ejection of an electron to the surroundings that was 
created by a previous exciton. This annihilation process must be 
considered seriously if these nanoscale systems are to be implemented in 
solar harvesting applications. 

8. Outlook 

The past 20 years has seen the emergence of a number of new 
nanoscale systems to be added to the existing list of J-aggregates, 
photosynthetic reaction centers, and antenna proteins. Unique to these 
systems is a primary photoexcitation that is excitonic in nature. 
Understanding the particular properties of these species is key, not only 
to initiating and advancing technological applications, but also to 
ascertaining an understanding of the fundamental properties. In this 
respect, the nanoscale is the ideal starting point for developing new 
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theories, providing a link between molecular and bulk, and acting as the 
keystone between the two disciplines. Improvements in the theories used 
to understand the electronic structure of these nanoscale systems 
combined with the spectroscopic techniques that are the window into this 
structure are essential if the full potential is to be realized. 

Our present understanding of condensed aromatic hydrocarbons 
stems from the availability of pure samples [322]. The difference 
between benzene, pyrene, tetracene, chrysene, triphenylene is analogous 
to the difference sizes and shapes of the colloidal nanocrystals. Pivotal to 
the success of this understanding, however, was the availability of 
samples of high purity and the same need is required for the nanoscale 
studies. SWNTs of a single (n,m) index, defect-free, capped, all of the 
same length and unbundled is perhaps a tall order, but is a goal worth 
striving for. Monodispersed samples of colloidal nanocrystals with 
perfect passivation, and conjugated polymers of perfect regioregularity 
are equally challenging.  

Access to such nanoscale systems will not only serve to extend our 
fundamental knowledge, but will prove to be invaluable in applications, 
specifically in solar energy research. Our current understanding of how 
to treat excitations in these systems is still in its infancy, but is advancing. 
Learning how to extract the energy stored in the excitonic states 
efficiently is a key stepping stone that should motivate us. 
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Oxygen molecules are one of the substances playing an important role 
in many biological and chemical reactions. Its excited singlet states are 
extraordinary chemically reactive because they are energy-rich and 
oxidation reactions of many organic molecules become spin-allowed. 
The reduction in size often modifies many properties of materials that 
undergo significant changes in a certain size range. For example, 
different forms of silicon nanocrystal assemblies have common entirely 
new physical properties due to morphological and quantum size effects. 
Most of those are governed by a large accessible surface area of 
hydrogen-terminated silicon nanocrystals and size-tuneable energies of 
excitons that have specific spin structures. These features result in new 
emerging functionality of nanosilicon: it is a very efficient spin-flip 
activator of oxygen and different organic molecules. In this review 
article, we describe activities towards understanding the fundamental 
details of the electronic interaction between photoexcited silicon 
nanocrystals and adsorbed molecules (in particular oxygen molecules). 
Furthermore, we demonstrate that silicon nanostructures have the 
extraordinary property of acting as facilitators for their photoexcitation. 
We argue that the whole effect is based on the energy transfer from 
long-lived electronic excitations, confined in Si nanocrystals, to the 
surrounding oxygen molecules via an exchange of electrons having 
mutually opposite spins. We further demonstrate that an identically 
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efficient energy transfer processes mediated by silicon nanocrystals can 
be possible for a large variety of organic molecules having a ground 
singlet and a first excited triplet state what makes nanosilicon a 
chemically- and biologically-active material. Finally, we discuss 
implications of these findings for physics, chemistry and medicine. 

1. Introduction 

One of the strategic objectives of nanotechnology is the development 
of new materials having nanometer sizes which have entirely new 
physical properties with respect to bulk systems and, therefore, new 
functionalities. The main scientific question which can be asked 
regarding “nano” concept is: what new properties or behavior we can 
expect from nanomaterials which they do not have in a larger size scale. 
There are many examples of nanomaterials which indeed demonstrate 
unusual and frequently unexpected properties: metal nanoparticles, 
carbon nanostructures, semiconductor quantum dots or nanocrystals etc. 
At first sight, one might expect the interaction between silicon and 
oxygen to be no more than a simple oxidation process resulting in 
formation of SiO2. However, we discovered that, at the nanoscale, the 
interaction becomes much more subtle, interesting and controllable. In 
this review we would like to concentrate on the property of Si 
nanostructures to act as facilitators for indirect photoexcitation of 
adsorbed molecules via energy transfer from electronic excitations 
confined in Si nanocrystals (excitons) to the surrounding molecules. The 
photoexcitation mechanism is likely to be universally applicable to a 
wide range of other inorganic and organic molecules. 

1.1 Nanosilicon, current status 

Silicon (Si) is an elemental semiconductor and its functionality in 
bulk form is limited. To prepare nanostructured materials two simple 
approaches can be used. Nanostructures can be prepared from atomic or 
molecular precursors in gas or liquid phase. Another approach relies on 
reducing the dimensions of bulk materials. This can be done using 
standard methods: photolithography, electron beam lithography, 
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chemical or electrochemical etching, etc. Historically, nanostructured Si 
was first produced by Ingeborg and Arthur Uhlir at Bell Labs in the 
1950’s [1]. They were studying electropolishing of Si surfaces using 
aqueous solutions of HF and found that, at low current densities, 
electrochemical etching results in a sponge-like structure. In the 1970’s, 
researches revealed the porous nature of the material, but intended to use 
it only as a precursor for making low dielectric constant layers [2]. 
Despite the observation of photoluminescence from porous silicon (PSi) 
at cryogenic temperatures in 1984 [3], wide attention to optical 
properties of PSi and other nanosilicon-containing systems was drawn 
only after reports on visible light emission at room temperature by 
Canham [4] and on blue shift of the absorption by Lehmann and Gösele 
[5]. 

An ideal functional device should combine electronic and 
optoelectronic components in the same chip. However, bulk Si, being a 
main material for the semiconductor industry, due to its indirect band-
gap electronic structure, is a very inefficient light emitter. This is why in 
recent years most research efforts have been directed towards developing 
different approaches to improve the efficiency of light emission from 
nanosilicon-based structures. The key idea is that the reduction of the 
size of Si nanocrystals results, due to quantum size effects, in a widely 
tunable confinement energy of excitons and a partial breaking of the 
indirect band-gap nature of bulk Si [6, 7].  

Si nanostructures can be produced according to different 
technological procedures. Structural investigations have confirmed that 
they all consist of Si nanocrystals of different size (typically a few nm) 
and shape that retain the diamond lattice structure of bulk Si. The most 
widely discussed system is PSi [4–8] prepared via anodization of bulk Si 
wafers in HF-based solutions. Depending on the type of dopants (p- or n-
types) and the doping level of the wafer the sizes of pores and remaining 
Si crystals can be varied from micrometers to nanometers [6, 8]. This 
preparation procedure has attracted much interest due to its simplicity, 
unlike costly lithographic or epitaxial techniques that were at the time the 
conventional approaches to realise nanosized semiconductor structures. 
Other examples include Si nanocrystal assemblies prepared via ion 
implantation in a SiO2 matrix [9], by reactive Si deposition onto quartz 
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[10], by plasma enhanced chemical vapor deposition [11] and by 
magnetron sputtering [12]  (for further details see comprehensive review 
[13]). Recently, a laser pyrolysis technique has been introduced to 
achieve relatively narrow size distribution of Si nanocrystals [14]. 
Probably, the simplest preparation procedure of nanosilicon proposed so 
far is stain etching of bulk crystalline or polycrystalline Si wafers and 
films [15]. Due to successive oxidation of Si and removal of the grown 
oxide in HF:HNO3:H2O solutions luminescing nanosilicon layers can be 
formed. For industrial applications of nanostructured materials, it is 
important that manufacturing costs are not unduly high and large scale 
production is viable. For this simple wet chemical synthesis route, the 
cost and complexity are orders of magnitude lower than for any other 
synthesis methods. 

The interest in luminescence properties of Si nanocrystal assemblies 
was caused not only by the demonstration in 1990 that PSi can emit 
visible photoluminescence very efficiently at room temperature [4] but 
also by the confidence that Si-based efficient light-emitting device 
operating in the visible range can be realized. Since this time, much 
progress has been made. All features of the structural, optical and 
electronic properties of the material have been subjected to in-depth 
scrutiny [6, 7]. Later, in addition to light emission, PSi has been 
investigated for many other applications. The remarkable structural 
properties and morphology of this material [6, 8] in conjunction with the 
ability to tailor its surface chemistry [16] have led to interesting new 
applications, such as chemical and biological sensing [17], fuel cells [18], 
photosynthesis [19], drug delivery [20], explosives [21], adsorbers etc. 

1.2 Singlet oxygen: physics, chemistry and applications 

The interest that oxygen molecules (O2) have attracted in various 
scientific fields, (e.g. molecular physics and photochemistry), stems from 
its particular electron spin configuration. Faraday in 1847 was probably 
the first to notice that oxygen molecules have an intrinsic magnetic 
moment. He simply found that oxygen-filled soap bubbles were driven 
into the region of a strong magnetic field [22]. Now it is well known that 
the ground state of O2 has triplet nature (3Σ) [23,24]. It has also been 
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realised that spin states of energetically or chemically interacting 
substances can, in a large extent, control the interaction process. One of 
the most important examples is the interaction of organic molecules with 
O2. The chemical reactions between singlet organic molecules and triplet 
O2 forming new singlet organic molecules are forbidden by the spin 
selection rule. Thus, the triplet multiplicity of O2 is the reason why most 
reactions between oxygen and organic substances at room temperature 
are very inefficient. A consideration of spin conservation restrictions 
answers a fundamental question: why is organic life so stable in the 
oxygen ambient? Surprisingly, it appears that, in fact, organic life is a 
spin-dependent phenomenon. 
 

Figure 1. Electronic spin configurations and spectroscopic labelling of molecular oxygen. 
Superscript denotes the spin multiplicity. 

 

The two lowest excited states of O2, 
1∆ and 1Σ, are singlets [23,24]. 

The corresponding electron spin configurations of O2, and its energy 
levels, are indicated in Figure 1. Kautsky and DeBruijn [25] first 
demonstrated the existence of these species, singlet oxygen molecules 
(1O2) experimentally.  Because of its singlet multiplicity, no spin-
restriction exists for reactions of 1O2 with singlet organic molecules. This, 
combined with their excitation energies of 0.98 eV and 1.63 eV, make 
singlet oxygen molecules extremely chemically reactive. The singlet 
states mediate fundamental processes in chemistry and biology [26-29]. 
They react with many organic compounds including aromatics, steroids, 
vitamins, amino acids, proteins, etc. They also find applications in 
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bleaching and disinfection reactions and are involved in the modification 
of biological structures [27,29,30]. An important example of the medical 
application of 1O2 is the photodynamic therapy of cancer [29].  

The transition from the 3Σ ground state to one of the excited 1O2 

states, and vice versa, requires a change of the electron spin state (spin-
flip process). However, a direct conversion of spin states via 
absorption/emission of photons is spin-forbidden in the first 
approximation. This causes extremely long radiative lifetimes of  1∆ and 
Σ states of isolated oxygen molecule being 2.7x103 sec and 7.1 sec, 
respectively [23,24]. Therefore other 1O2 generation methods involving 
indirect O2 excitation using light have been developed. For instance 1O2 

can be produced via gaseous discharge or chemical reactions [23,26]. 
However, a large variety of practical applications, especially in medicine, 
requires its generation in organic solvents or human tissues in a 
controlled manner. Therefore, the most common 1O2 generation 
procedure involves photosensitizers [23,24] which mediate energy 
transfer to O2.  

1.3 Energy transfer processes 

Photosensitization is an important process employed for the 
excitation of molecules exhibiting optically forbidden electronic 
transitions. Direct electronic excitation of atoms, molecules and nano-
objects by light can be spin-, total momentum- or parity-forbidden. There 
are many molecules and nano-objects in which the ground and excited 
states have different spin multiplicities, e.g., the ground state might be a 
triplet and the excited state a singlet (or vice versa). The direct optical 
excitation is then forbidden by spin selection rule and other mechanisms 
of excitation should be involved. One particularly important excitation 
method is through energy transfer from a suitable sensitizing medium in 
close proximity. The energy transfer can proceed according to selection 
rules that are different from those for direct absorption of light, thus 
enabling triplet to singlet or singlet to triplet transitions to occur.  

Historically, strongly light-absorbing organic dye molecules have 
been used as the photosensitizer (or energy “donor”) [23,24]. After light 
absorption, such donors are usually efficiently excited in the long-lived 
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triplet states. Provided there is an energy match, the donors can return to 
their ground states by energy transfer to the energy-accepting species 
(“acceptors”). We use the terms “donor” and “acceptor” in the sense of 
energy donation/acceptance, rather than in the more common 
semiconductor notion of electron donation/acceptance). In this way, the 
spin selection rules that prevent direct photoexcitation of the acceptor 
can be overcome. Conceptually this process is represented in Figure 2. 
 

Figure 2. Schematic illustration of the energy transfer process between light-absorbing 
donor and acceptor. S denotes a singlet state and T a triplet state. RD-A denotes spacing 
between interacting species. 

 
The ideal donor material should have the following characteristics: 
- Photoexcitation of the donor material should be easy; therefore 

excitation in its excited singlet state is required (allowed by dipole 
approximation). 

- The photoexcitations should have a long lifetime (in the absence of 
energy acceptors) since energy transfer is a competitive process with 
respect to radiative relaxation of the donor. 

- The photoexcitations in the donor material should have energies 
that match those which can be transferred to the acceptor. If they don’t 
match energy conservation is maintained by the vibrational and 
rotational modes of donors and acceptors being recipients of the excess 
energy. This makes the process less efficient. 
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- It should be possible to bring large numbers of donors and 
acceptors into close proximity since energy exchange is a short range 
process. 

- The spin states of the photoexcitations in the donor material and the 
energy transfer mechanism should be such as to overcome the selection 
rules for the excitation of the acceptor molecules.  

Other desirable features include readily available light sources for 
the selective excitation of the sensitizer. 

Energy transfer from an excited donor to an acceptor proceeds via 
dipole-dipole or Coulombic, Förster [31] process, or direct electron 
exchange interaction, Dexter process [32]. Both interactions are short-
range: the efficiency of the Förster process scales as RD-A

-6 (in the far 
field approximation) while the Dexter process as DAR

e −− α4 , where RD-A is 
the space separation between donor and acceptor and α being a typical 
decay coefficient of the electronic wavefunctions. The Förster process 
relies on induction of a dipole oscillation in an acceptor induced by a 
dipole which represents an electronically excited donor. Since it depends 
on the oscillator strength of electronic transitions in the donor and the 
acceptor, this mechanism is mainly applicable for dipole-allowed 
transitions. The Dexter process is based on an electron exchange between 
donors and acceptors and is important mostly in the case of triplet states. 
In both scenarios all key requirements formulated above have to be 
fulfilled to assure the high efficiency of the energy transfer [23,24]. 

1.4 Singlet oxygen photosensitizers 

The interaction of the excited triplet state of a dye molecule with the 
triplet ground state of O2 results in the relaxation of the dye molecule to 
the ground state while the O2 is activated via a spin flip process.  This 
mechanism is frequently referred as triplet-triplet annihilation. In the last 
decades, a large number of different substances with the ability to 
generate singlet oxygen molecules and many photochemical reactions 
involving oxygen molecules have been studied. Efficiencies of the 
sensitized generation of 1O2 have been determined for hundreds of 
photosensitizers, because of the importance of 1O2 as a chemical and a 
biological reagent [23,24,29]. For instance in photodynamic therapy 
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(PDT), light, oxygen and photosensitizers are combined to produce a 
selective therapeutic effect in localized tumors [29]. Typical 
photosensitizers used in PDT are members of a dye molecules family 
known as porphyrins [29]. These dye molecules have properties that are 
essential for the PDT: they are soluble in water, stable under illumination, 
non-toxic and efficiently absorb visible light. Due to the small diffusion 
length of singlet oxygen in water, their action is localized in the area 
where the photosensitizer is located or where it is excited by light. The 
main limitation of the photodynamic therapy is a small light penetration 
depth into the tissue. Mainly, due to strong light scattering in human 
tissue, only light with a wavelength longer than 650 nm has the ability to 
penetrate relatively deeply in the human body. The current generation of 
photosensitizers efficiently absorbs light between 630 and 700 nm, 
which penetrates only a few millimetres into tissue. Therefore it is 
necessary to synthesize new compounds which will be able to absorb 
light in the 800 nm wavelength range; at this wavelength the penetration 
depth of light is a few centimetres.  

Recently, the potential of nanomaterials as photosensitizers or 
carriers for singlet oxygen photosensitizers and their potential 
applications in PDT have been exploited [33-38]. In particular, large 
progress has been achieved in the use of nanoparticles including 
semiconductor nanocrystals/quantum dots as photosensitizers and 
polymer-based nanocomposites as photosensitizer carrier. At normal 
conditions, most semiconductor nanocrystals have direct band gaps and, 
therefore, the radiative recombination of excitons is very fast if the 
optical transition is dipole-allowed. Theory, however, predicts that the 
lowest exciton state of direct band gap CdSe nanocrystals is the triplet 
state [39], frequently referred as a “dark state”. This result is potentially 
important because the triplet structure of excitons is required to undergo 
energy transfer from excitons to O2 in a similar manner to dye molecules. 
Unfortunately, in direct band-gap semiconductors, the exciton lifetime at 
room temperature is controlled by thermally excited optically allowed 
singlet “bright” states and is in the submicrosecond time domain [40]. 
Since the time of the energy transfer to acceptors always competes with 
the lifetime of electronic excitations of the donor, the fast relaxation of 
excitons would drastically reduce the photosensitizing ability of direct 
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band gap nanocrystal assemblies. Photosensitizing properties of carbon 
nanostructures, more specifically fullerenes and their derivatives, have 
been also studied in details [33,38]. However, despite of a very high 
efficiency of 1O2 generation, C60 and C70 fullerenes do not absorb 
photons effectively in the visible and near-infrared spectral ranges. 
Therefore their potential use as in vivo sensitizers can be considered only 
if additional structures acting as a light-harvesting antenna are appended 
to their skeleton [38]. 

These different systems have certain advantages and shortcomings as 
far as their application for photodynamic therapy is concerned (for 
details see Ref. 33). For instance, TiO2, ZnO are wide band-gap materials 
and can be excited only by ultraviolet light. For this spectral range the 
penetration depth of light in the tissue is negligible. On the other hand 
the application of CdS and CdSe nanocrystals in PDT is highly 
questionable because these materials have high toxicity. 

Since 1990 [4,5], the efficiency of light emission from nanosilicon-
based structures has been significantly improved. Recently it has been 
recognized that despite a tunable photoluminescence (PL) energy and a 
high quantum yield (up to 50% [41]), a long exciton lifetime is an 
inherent limitation for light emitting applications of Si nanocrystal 
assemblies [6,7]. Indeed at room temperature the operation frequency of 
nanosilicon-based devices should be of the order of inverse exciton 
lifetime which is in the range of 10 kHz.  

However, a very long exciton lifetime is certainly a great advantage 
for photosensitizing applications since it implies very efficient energy 
storage and, therefore, a large probability of energy transfer. We found 
recently that this combination of new physical properties of Si at 
nanoscale is exceptionally favourable for the transfer of the energy from 
photoexcited Si nanocrystals to O2 followed by the generation of 1O2 and 
the efficiency of this process is approximately 100 % at low temperatures 
and 90 % at room temperature [19,42]. 

1.5 Content of this article 

In the following chapters of this article we will review experimental 
work that has been performed towards detailed understanding of the 
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energy transfer from photoexcited Si nanocrystals to O2. The paper is 
structured as follows: Chapter 2 will cover the issues related to the 
morphological and optical properties of Si nanocrystals. Optical 
properties of Si nanocrystal assemblies will be highlighted with emphasis 
on the physics of excitons confined in Si nanocrystals.  Chapter 3 is the 
main chapter of this review. We will describe in detail the mechanism of 
energy transfer from photoexcited Si nanocrystals to oxygen molecules. 
We will demonstrate that the unique optical properties of Si nanocrystals 
allow the investigation of the mechanism of energy transfer in much 
more detail than for ordinary photosensitizers. Finally, with a few 
examples we will argue that identical efficient energy transfer processes 
mediated by Si nanocrystals should be possible for a large variety of 
substances having a ground singlet and a first excited triplet states. 

2. Physics of silicon nanocrystals  

2.1 Morphological properties of Si nanocrystal assemblies 

Transmission electron microscope (TEM) technique has been 
intensively used to provide some of the most detailed information on the 
internal structure of Si nanocrystal assemblies. Direct images of the 
structural elements can be obtained with resolutions down to the atomic 
scale. In Figure 3 we demonstrate high resolution TEM (HRTEM) 
images of different types of Si nanocrystal assemblies. Electrochemical 
or chemical etching of bulk Si wafers or powders results in a sponge-like 
structure containing interconnected undulating Si nanowires and pores 
with diameters down to 5 nm (see Figure 3a).  The material is completely 
crystalline, as confirmed by HRTEM and diffraction measurements [43]. 

Since the etching is performed in HF-based solutions, almost all 
surface Si bonds are passivated by hydrogen and as-prepared PSi 
contains essentially no oxygen. FTIR measurements have confirmed that 
all possible surface atomic configurations are present: Si-H, S-H2 and Si-
H3 [6]. The overall structure of PSi layers depends very strongly on the 
anodization conditions and the resistivity and doping type of the bulk Si 
wafer. Pore diameters and spacing can vary over a wide range from the 
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nanometre scale up to the micrometre scale [7]. The natural ageing in a 
time scale of months or thermal annealing of PSi in air at temperatures 
below ~ 300 oC result in the incorporation of a monolayer of oxygen 
atoms back-bonded to the surface of nanocrystals while hydrogen atoms 
still remain at the surface. The effusion of hydrogen from the surface of 
PSi starts at 300 oC and at annealing temperatures above 700 oC the 
surface of nanocrystals can be completely oxidized. 
 

 
Figure 3. HRTEM images of different types of Si nanocrystals assemblies. a) Porous Si 
powder. b) Si nanocrystals in SiO2 matrix prepared according to the procedure described 
in Ref. 12. c) Si nanospheres synthesized from the gas phase. 

 
In Figure 3b we demonstrate a HRTEM image of an individual Si 

nanocrystal imbedded in a SiO2 matrix. These nanosilicon structures are 
usually prepared by annealing non-stoichiometric SiO2 (SiOx) at 
temperatures between 900 and 1200 oC. The lattice fringes in the 
HRTEM image of Figure 3b correspond to the (111) planes of Si 
nanocrystals, thus Si nanocrystals retain the diamond crystalline structure 
of bulk Si. Recently, another promising technique based on synthesis of 
Si nanocrystals having a crystalline core from the gas phase (silane) has 
been developed. It results in spherical Si nanoparticles having nanometer 
size (Figure 3c) [41, 44]. 

The surface of Si nanocrystals has a key influence on their light 
emission properties. Surface Si dangling bonds are nonradiative mid-gap 
states [6,7]. In Si nanocrystals nonradiative processes efficiently compete 
with a slow radiative recombination. Since incomplete hydrogen 
passivation of the surface or the poor electronic quality of the Si/SiO2 
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interface results in a very low PL quantum yield different strategies for 
an improvement of the surface passivation have been developed. 

2.2 Luminescence properties of Si nanocrystal assemblies 

As it has been mentioned before, bulk Si, due to its indirect band-gap 
structure and nonpolar lattice is a spectacularly poor light emitter. Since 
the radiative time of the indirect transitions is extremely long and the 
transport of excitons is efficient, the main decay channel for free 
excitons or electron-hole (e-h) pairs is their capture in bound exciton 
states or nonradiative recombination. This results in a very low quantum 
yield of light emission. Even at liquid He temperatures it is of the order 
of 10-4-10-6. The spatial confinement of three carriers in the vicinity of a 
charged impurity center leads to a very high effective e-h concentration 
of ~1018-1019 cm-3. Therefore, the quantum efficiency for bound exciton 
transitions is determined by the ratio of the indirect optical transition 
probability to the nonradiative Auger process probability and is 
extremely small as well [45].  

In a nanocrystal the situation changes. Firstly, spatial confinement 
has to shift both absorbing and luminescing states to higher energies and 
results in atomic-like electronic states due to a rising of the minimum 
kinetic energy and quantization. Secondly, according to the uncertainty 
principle, the geometrical confinement leads to a delocalization of 
carriers in the crystal quasimomentum space thus allowing zero phonon 
optical transitions and significantly enhancing the oscillator strength of 
the zero phonon transitions in small Si nanocrystals [46]. Thirdly, due to 
the better overlap of electron and hole envelope wavefunctions one can 
expect a strong enhancement of the e-h exchange interaction inducing a 
splitting of the exciton levels [47]. Finally, since photoexcited carriers 
are strongly geometrically localized in nanocrystals they were created, 
recombination has the geminate character. Therefore the recombination 
statistics is quite different from that used for bulk crystals. Measured PL 
lifetimes can be considered to a large extent to be radiative. This can be 
understood by regarding Si nanocrystal assemblies as a granular-like 
materials consisting of luminescing (internal quantum yield is equal to 1) 
and dark nanocrystalls. The first type of crystallites belong to those 
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which do not contain nonradiative centres while the second ones have at 
least one surface nonradiative defect. Under this assumption the 
observed PL decay time is the time of radiative recombination [48]. 
 

Figure 4. Tunability of PSi PL band. To achieve size variation of Si nanocrystals 
different levels of bulk Si substrate doping and various etching conditions (current 
density and etching solution concentration) have been used. Eex.=2.54 eV. Reproduced 
with permission from Ref. 49, D. Kovalev et al, Adv. Mater., 17, 2531 (2005), Copyright 
@ Wiley-VCH Verlag GmbH & Co. KGaA. 

 
Clear evidence that emitting states are driven to higher energies by 

the confinement is coming from the PL measured under high energy of 
optical excitation. Under these conditions all crystallites in the 
distribution having different sizes and, therefore, confinement energies 
are excited. The PL, depending on the mean size of Si nanocrystals and 
their size distribution, can be continuously tuned with small increments 
over a very wide spectral range from the Si band-gap to almost the green 
region. We demonstrate this in Figure 4 using PL spectra of PSi samples 
but very similar tunability has been convincingly demonstrated for other 
types of Si nanocrystal assemblies [13]. Large spectral width of these PL 
spectra (full width at half of maximum up to 500 meV) is governed by 
the variation of size and shape of Si nanocrystals. Thus, the confinement 
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energy can be more than 1.5 eV, larger than the fundamental Si band-gap 
itself (1.12 eV). This observation is essential for the energy transfer 
processes: the energy of excitons can be adjusted to any desirable value 
from 1.12 eV to 2.5 eV simply by a proper choice of Si nanocrystal sizes. 
 

 
Figure 5. Left side: Resonant PL spectra of naturally oxidized PSi. Each peak in the PL 
spectrum corresponds to the additional no-phonon and phonon-assisted processes in the 
absorption/emission cycle which are allowed at this particular energy. Dashed lines show 
the energy position of Si TA and TO momentum-conserving phonons with respect to the 
exciton ground state. Right side: Sketch representing 3 groups of Si nanocrystals having 
different band-gaps involved into the absorption/emission cycle under resonant optical 
excitation. Arrows indicate momentum-conserving phonons participating in this cycle. 
Green arrows: emission of TO momentum-conserving phonons, blue arrows: emission of 
TA momentum-conserving phonons. Energy of the laser is indicated by the horizontal 
green dashed line. Red arrows demonstrate different recombination channels of Si 
nanocrystals. Reproduced with permission from Ref. 49, D. Kovalev et al, Adv. Mater., 
17, 2531 (2005), Copyright @ Wiley-VCH Verlag GmbH & Co. KGaA. 

 
We would like to note that no distinct emission features allowing a 
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and shape distributions. This has probably stimulated a wide variety of 
models explaining the emission from Si nanocrystals. The standard 
method used to lift the inhomogeneous PL line broadening is the 
resonant PL excitation experiment. The essence of this approach is the 
selectivity of the optical excitation. When the exciting laser light is 
chosen to fall inside the PL band, only the subset of emitters having the 
excitation threshold below the laser energy is probed. This type of 
experiment on PSi was first performed by Calcott et al. [50] and the 
authors found that under resonant excitation conditions distinct steps or 
peaks in PL spectra can be observed. The energy of the onsets is 
identical to that of the TO and the TA momentum conserving phonons of 
bulk Si crystals (c-Si) (56 meV and 18 meV, respectively, as an example 
of resonant PL spectrum see left side of Figure 5). Since two strong 
structures are only observed (for each type of phonon) the only possible 
transitions in the absorption-emission cycle involve zero, one or two 
momentum-conserving phonons. Taking into account that absorption and 
emission are mirror-like events, these processes correspond to no-phonon 
transitions in both emission and absorption, to a one phonon-assisted 
process in either the absorption or the emission, and to phonon-assisted 
transitions in both the emission and the absorption (see sketch on the 
right side of Figure 5). It has been stated by the authors that these PL 
signatures provide evidence that “the luminescing material has the 
electronic and vibrational band structures of c-Si” (for detailed 
discussion see Ref. 50). Later a number of works [51-56] have confirmed 
the general observations reported in this paper for different systems 
containing Si nanocrystals. This type of experiments is characterized by 
a high energy- and, therefore, nanocrystals size-selectivity but the 
spectral width of the PL features (5-10 meV) is still much larger than that 
measured for individual nanocrystals or quantum dots [57,58]. Quantum 
confinement theory predicts that the density of electronic states for the 
“particles in a box” should be atomic-like. This also implies that the PL 
spectrum of individual nanocrystals should be very narrow. An ultimate 
PL experiment with a single Si nanocrystal has been performed by Ilya 
Sychugov et al. [57]. This group demonstrated that the linewidth of the 
PL from individual Si nanocrystals is ~ 2 meV at T=35 K. This value, 
clearly below the thermal broadening at this temperature, proves the 
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atom like emission from Si quantum dots subject to quantum 
confinement [57]. 

When the size of the crystallite is so small that it contains only a few 
unit cells, any selection rules that derived from the translational 
symmetry of the bulk material crystalline lattice should be strongly 
broken. The presence of TO- and TA momentum-conserving phonon 
replicas in emission spectra of Si nanocrystals under resonant excitation, 
however, evidences that, despite of an efficient breakdown of the quasi-
momentum conservation rule, Si nanocrystals still partially retain their 
indirect band-gap nature. Therefore even nanometer-size Si crystallites 
do not become a direct band-gap semiconductor. Si nanocrystals are 
simply not sufficiently small to assure direct band-gap optical transitions. 
Unfortunately, despite the high PL yield, they still behave to a large 
extent as an indirect band gap semiconductor. 

In bulk Si the radiative lifetime of electron-hole excitations is 
extremely long and can not be measured directly since the non-radiative 
processes dominate the recombination statistics. The contribution of non-
radiative processes results in an extremely low optical emission quantum 
yield. Already first measurements of the temporal evolution of the PL 
emitted by PSi demonstrated that the exciton lifetime, depending on the 
temperature, is in the microsecond – millisecond time domain. For 
comparison, in low-dimensional direct band gap semiconductors 
radiative exciton lifetimes are in the nanosecond time domain [59]. The 
geometrical confinement of the exciton results not only in a blue shift of 
the optical transitions but also in a modification of the oscillator 
strengths of no-phonon and phonon-assisted processes. In smaller 
nanocrystals (having larger confinement energies) both zero-phonon 
transition (due to an efficient breakdown of crystal quasi-momentum 
conservation rule) and phonon-assisted transition probabilities (due to a 
better overlap of e-h wavefunctions) should be significantly increased. 
This can be seen experimentally as a shortening of the exciton radiative 
lifetime. We illustrate this effect in Figure 6 which demonstrates the 
spectral dependence of the PL decay time measured at 200 K when the 
PL quantum yield has a maximum value. Lifetimes measured for other 
systems containing Si nanocrystals have very similar values. In this 
temperature range the PL decay time to a large extent can be considered 
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as radiative [7, 60]. The PL decay time varies from almost a millisecond 
in the vicinity of the bulk Si band gap down to a microsecond for the 
green spectral range. The PL decay times measured for other systems 
containing Si nanocrystals have very similar values. A very strong 
spectral dispersion of the exciton recombination time is a direct 
consequence of quantum confinement effects. In smaller nanocrystals the 
emission energy and the oscillator strength of radiative transitions are 
larger in accordance with predictions of quantum confinement theory. 
 

Figure 6. Spectral dispersion of singlet exciton lifetime. T=200 K. Eex.=3.67 eV. 
Reproduced with permission from Ref. 49, D. Kovalev et al, Adv. Mater., 17, 2531 
(2005), Copyright @ Wiley-VCH Verlag GmbH & Co. KGaA. 

 
The study of the temporal PL behaviour is very important since it 

allows the prediction of possible applications for which a particular 
luminescent material may be appropriate. Long lifetime of excitons 
confined in Si nanocrystals, in the range of 10-3 s -10-6 s, implies long-
term storage of the energy of electronic excitations. According to criteria 
listed above, this can make energy or charge transfer to other substances 
possible. Therefore Si nanocrystals are promising candidates for 
energy/charge donors. The lifetime of excitons varies from ~ 10 µs at 
room temperature to a few milliseconds at He temperatures while the PL 
quantum yield increases insignificantly. Therefore, the increase of 
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radiative exciton lifetime should be governed by different selection rules 
at room and cryogenic temperatures [6,7,50]. 

2.3 Spin structure of excitons confined in Si nanocrystals 

The exchange interaction between electrons and holes having certain 
mutual spin orientation is a very weak perturbation. For instance, for 
exciton in bulk Si the exciton exchange splitting energy is about 150 µeV 
and does not play a role in the optical transitions [61]. Its value is 
strongly dependent on the spatial overlap of electron and hole 
wavefunctions which is different for parallel and antiparallel spins. When 
the size of the crystallite approaches the bulk exciton Bohr radius a 
drastic enhancement of the effect can be measured. Recently it has been 
demonstrated that the electron-hole exchange interaction plays an 
important role in the description of the emission properties of nanocrystal 
assemblies and quantum dots [50,62-66]. In most of these systems the 
ground state of the exciton has triplet nature. The first experimental 
evidence for the importance of this type of interaction in Si nanocrystals 
was provided by Calcott et al. [50] and later was confirmed by a number 
of groups [7, 65]. The upper and lower exciton states are assumed to be 
an optically active spin-singlet (S=0) and an optically passive spin-triplet 
(S=1), respectively. The exchange interaction splits these two states and 
triplet state has a lower energy. Although the spin-orbit interaction in Si 
is weak, it has been shown to play an important role in Si nanocrystals 
[67]. Due to this type of interaction there is admixture of singlet 
character to the triplet transitions and they become weakly allowed.  

According to the authors of Ref. 50, the optical absorption-emission 
cycle of Si nanocrystals is characterized by different spin structures of 
the absorbing and luminescing states: absorption takes place via the 
optically allowed transition to the singlet exciton state. At low 
temperatures, after a fast spin-flip process the exciton relaxes to the 
dipole-forbidden triplet   state with a following slow electron-hole 
annihilation (see sketch of Figure 7).  In Figure 7 the resonant PL (a) and 
photoluminescence excitation spectra (b) measured very near to the 
excitation energy are shown. The spectral gap ∆ exch. of the order of a few 
meV between the excitation line and the onset of the emission is clearly 
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Figure 7. Resonant a) PL and b) PLE spectra measured very near to the excitation energy. 
Detection energies are shown by vertical arrows; values of the spectral gap ∆exch. are 
indicated by horizontal arrows. Inset of Figure 7a: resonant PL spectrum, the square is 
the area which has been magnified. Inset of Figure 7b: sketch of spin structure of exciton: 
photons excite exciton in a singlet state (antiparallel spins) while after spin-flip process 
exciton emits photon from its ground triplet state (parallel spins). Reproduced with 
permission from Ref. 7, D. Kovalev et al, Phys. Stat. Sol. (b) 215, 871 (1999), Copyright 
@ Wiley-VCH Verlag GmbH & Co. KGaA. 

 
seen. This gap can be detected in all resonant PL spectra and its value is 
strongly excitation energy-dependent.  This very small energy splitting 
results in a strong temperature dependence of the exciton lifetimes. At 
low temperatures when kBT<<∆exch. only the lowest triplet state is 
occupied and the decay time is very long, about several milliseconds. In 
the other limit kBT >>∆exch. both states are equally occupied and the 
transition takes place mainly from the faster singlet state. However the 
lifetime of the indirect gap singlet state is long as well, from several 
microseconds to several hundreds of microseconds, depending on the 
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size of Si nanocrystals. Thus, contrary to all other semiconductor 
nanocrystals, for Si nanocrystals the exciton lifetime is extremely long 
over the entire temperature range. Since the exciton lifetime is 4-5 orders 
of magnitude longer than that in other systems containing direct band-
gap semiconductor nanocrystals or quantum dots, Si nanocrystal 
assemblies seem to be favourable candidates for energy or charge 
transfer interactions. 

3. Silicon nanocrystals as a singlet oxygen photosensitizer 

We already formulated above the key requirements for high 
efficiency of the energy transfer process. Si nanocrystals accomplish all 
of them and seem to be an almost ideal candidate for donors, more 
specifically, for an efficient energy transfer to O2 and other molecules 
having ground singlet and excited triplet states: 

- Photoexcitation of Si nanocrystals is easy; it is excited in a singlet 
state. 

- Excitons have very long radiative time (from microseconds to 
milliseconds). 

- By adjusting the size of Si nanocrystals the energies of confined 
excitons can be tuned over a wide range from 1.1 eV to almost 2.5 eV. 
Therefore, the energy of excitons can always match those which can be 
transferred to the acceptor (1.1 eV-2.5 eV).  

- Si nanocrystal assemblies have a huge internal area (up to 500 
m2/cm3) being accessible for O2 or other molecules which can be 
physisorbed on extended nanosilicon surfaces [6,8]. Therefore large 
number of donors and acceptors can be brought into close proximity. 

- The first excited state of excitons is a triplet state and the excitation 
of an acceptor from a ground triplet/singlet state to an excited singlet/ 
triplet state is a spin-allowed process.  

3.1 Main observations. Low temperatures 

The first indication of an interaction between photoexcited Si 
nanocrystals and O2 came soon after the discovery of efficient 
photoluminescence from PSi. Authors of Ref. 68 found that the 
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photodegradation of PSi is very fast in oxygen ambient and is 
particularly a result of the photooxidation of the PSi surface which 
introduces an additional non-radiative recombination channel: Si 
dangling bonds. However, no distinct microscopic mechanism of PSi 
photodegradation and photooxidation has been proposed. Later, Harper 
and Sailor reported on the quenching of PSi emission in O2 ambient at 
room temperature and ascribed this effect to “a mechanism involving 
transient non-radiative electron transfer from the luminescent 
chromophore in PSi to a weakly chemisorbed O2 molecule” [69]. 
However, attempts to observe the characteristic 1O2 emission line were 
not successful. Additional experiments with chemical traps of 1O2 also 
gave negative results. 

Recently, we have shown that, owing to the overlap of the energy 
levels of Si nanocrystal assemblies and O2, PSi can be successfully 
employed for the photosensitized singlet oxygen generation [21,42]. We 
will start with a first demonstration of the interaction of excitons 
confined in Si nanocrystals with oxygen molecules at cryogenic 
temperatures. These studies give a general evidence of this interaction 
and allow monitoring details of the energy-transfer process that are 
obscured at elevated temperatures as a result of thermal broadening 
effects. The broad photoluminescence spectrum of the nanocrystal 
assembly probes energy transfer from excitons to oxygen molecules.  

Figure 8 demonstrates a strong interaction between photoexcited Si 
nanocrystals and oxygen molecules. The low-temperature PL spectrum 
of PSi measured in vacuum (Figure 8, dashed line) is characterized by a 
broad, featureless emission band located in the visible and near-infrared 
spectral range. This reflects the wide band-gap distribution in the Si 
nanocrystal assemblies. This emission spectrum is drastically modified 
by the physisorption of oxygen molecules, even performed at very low 
pressures. (Figure 8, dotted and solid lines). The PL band is quenched 
and low temperature spectra exhibit fine structure. A complete PL 
suppression is observed at energies above 1.615 eV (indicated by a 
vertical dotted line), which almost coincides with the 1Σ state excitation 
energy for isolated O2. The desorption of oxygen molecules leads to a 
complete recovery of the initial emission properties of PSi, which 
indicates the reversibility of the quenching mechanism. Direct proof for 



Silicon Nanocrystal Assemblies 181 

Figure 8.  PL spectra of as-prepared PSi layer. Eex.=2.41 eV. Dashed curve: T =50 K; 
layer is in vacuum. Doted curve: T =50 K; O2 pressure is 10-2 mbar. Solid curve: T =5 K; 
O2 pressure is 10-4 mbar. The narrow emission line at 0.98 eV is due to the 1∆-
3Σ transition. The broad weak background of the Si dangling bonds PL band is subtracted 
for clarity. Energies of 1∆ and 1Σ states are shown by vertical dotted lines. PL scaling 
factors are shown. Inset: sketch of the energy levels of oxygen molecules depending on 
the electron spin configuration. Labelling and energies of the transitions are indicated. 
Reproduced with permission from Ref. 19, D. Kovalev et al, Phys. Rev. Lett. 89, 137401 
(2002), Copyright @ American Physical Society.  
http://link.aps.org/abstract/PRL/v89/e137401 

 
the generation of 1O2 is the detection of the light emission during its 
relaxation to the 3Σ ground state of O2. Fast relaxation of the 1Σ state 
prevents the experimental observation of the 1Σ-3Σ transition [23,24]. We 
found that the quenching of the PL at low temperature is always 
accompanied by the appearance of a narrow PL line at 0.98 eV (Figure 
8a, narrow atomic-like PL peak) resulting from the 1∆–3Σ transition of O2, 
i.e., obviously there is energy transfer from annihilated excitons to O2. 
This indicates that these two characteristic energies are entirely relevant 
to the interacting systems, the Si nanocrystal assembly and O2. We 
would like to mention here that the 1∆–3Σ transition is most probably the 
most improbable in nature because it is simultaneously spin-, orbital 
angular momentum-, and parity-forbidden [24]. Its clear observation for 
photoexcited micrometer-thick PSi layers evidences the extremely high 
efficiency of 1O2 generation. 
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In Figure 8 distinct spectroscopic features can be seen in the 
presence of oxygen molecules on the surface of Si nanocrystals. We 
would like to mention that resonant features governed by the 
involvement of momentum-conserving phonons have been previously 
seen at resonant optical excitation [50-56]. However at nonresonant 
excitation conditions these features obviously appears due to energy 
transfer from excitons to O2: the spectral positions of the features do not 
depend on the excitation energy. Therefore local spectral minima in 
Figure 8 correspond to the most efficient energy transfer while maxima 
to inefficient energy transfer. To investigate the nature of the 
spectroscopic fine structure, the tunable emission properties of Si 
nanocrystal assemblies have been employed. Different sample 
preparation procedures were used to vary the size distribution of the Si 
nanocrystal assemblies and to shift the luminescence energies from the 
band-gap of bulk Si up to 2.2 eV. Specifically, two samples having 
different nanosilicon size distributions have been prepared. The fist 
sample has the PL maximum at 1.3 eV and can efficiently couple only to 
1∆ state while the second sample having PL maximum at 1.9 eV interacts 
mainly with 1Σ state of O2. To resolve the spectral features above the 1Σ 
state that is strongly coupled to excitons confined in Si nanocrystals, a 
weak PL suppression has been realized by a low concentration of 
adsorbed oxygen molecules. For both samples the quenched emission 
spectra reveal a fine structure which is present in the entire probed 
spectral range and the features have identical spectral positions for 
samples having different PL bands (see Figure 9). 

As follows from Figure 9, the exact shape of the quenched PL 
spectra is defined by the convolution of the “envelope function,” i.e., the 
Si nanocrystal size distribution and the spectral dependence of the 
coupling strength between excitons and oxygen molecules. To eliminate 
the influence of the size distribution on the shape of the quenched PL 
spectrum we define the strength of quenching as the ratio of the PL 
intensity measured in vacuum to that measured in quenched condition. 
Figure 10 demonstrates the results of this procedure for the spectra 
shown in Figure 9. 
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Figure 9. PL spectra of PSi in vacuum (dotted lines) and with adsorbed oxygen molecules 
(solid lines). T=55 K. Energies of 3Σ-1∆ and 3Σ-1Σ transitions are indicated by dotted lines. 
Reproduced with permission from Ref. 42 , E. Gross et al, Phys. Rev. B 68, 115405 
(2003), Copyright @ American Physical Society.  
http://link.aps.org/abstract/PRB/v68/e115405 
 

Figure 10. Spectral dependence of the PL quenching strength of PSi (T=55 K). 
Spectroscopic features, related to multiple TO-phonon emission, are representatively 
labelled at two spectral positions (3 TO and 8 TO). Vertical dotted lines are guide for the 
eye. Free exciton emission energy of bulk Si (FE(Si)) and energies of 1O2 molecules (1∆ 
and 1Σ) are also indicated by dashed lines). Inset: Second derivative of the quenching 
strength curve shown above. For convenient presentation, the data have been partially 
scaled by the indicated multiplication factor. Reproduced with permission from Ref. 42 , 
E. Gross et al, Phys. Rev. B 68, 115405 (2003)), Copyright @ American Physical Society. 
http://link.aps.org/abstract/PRB/v68/e115405 
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To resolve the weak spectral modulation of the curve covering the 
energy region above the 1Σ state energy its second derivative is used 
(partial scaling is used for convenient presentation). The spectral 
dependence of the PL suppression strength allows a detailed description 
of the energy-transfer mechanism. Quenching is the strongest for 
nanocrystals having band-gap energies that coincide with the 3Σ-1Σ 
transition of O2. Since Si nanocrystals also luminesce 57 meV below 
their band-gap energy due to the emission of a momentum-conserving 
TO phonon [6,7], they do not contribute to the PL while transferring the 
excitation. Therefore, an additional maximum in the quenching strength 
is observed 57 meV below the 1Σ state energy. It is evident from Figure 
10 that nanocrystals whose band-gaps do not match resonantly the 
excitation energies of O2 singlet states participate in the energy transfer 
as well. The excess of the exciton energy with respect to the energies of 
the 1∆ and 1Σ states is released by the emission of phonons. The 
probability of phonon emission scales with the phonon density of states 
which for nanocrystals is much higher than for molecules having local 
vibration modes. 

In Figure 11 the mechanism of energy transfer from excitons to O2 is 
sketched. Since real electronic states below the nanocrystal band gap are 
absent, energy dissipation should be governed by multiphonon emission 
rather than a phonon cascade. This process is most probable for phonons 
having the highest density of states which in bulk Si are transversal 
optical phonons being almost at the centre of the Brillouin zone with an 
energy of 63 meV [70] . This can be seen as multiple local maxima in the 
PL suppression curve (see Figure 10,11): energy transfer process is most 
efficient under these conditions. If the band-gap energy of Si 
nanocrystals does not coincide with the excitation energy of the O2 
singlet state plus an integer number of the energy of those phonons, the 
additional emission of acoustical phonons is required to conserve the 
energy. This process has a smaller probability and the efficiency of 
energy transfer is reduced what can be seen as local minima in the PL 
suppression spectra (Figure 10). Consequently, equidistant maxima and 
minima in the spectral dependence of the quenching strength appear 
which experimentally evidences the phonon-assisted energy transfer. In 
Si the exciton-phonon coupling is weak, but surprisingly, the 
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simultaneous emission of up to eight phonons during the energy transfer 
to the 1∆ and 1Σ states is detected with comparable probability. This 
process has to be similar for excitons coupling to 1∆ and 1Σ states of O2

 

and spectroscopic features relevant to both transitions can be clearly seen 
in Figure 10.  
 

 
Figure 11. Sketch of the energy-level diagram of O2 and different groups of Si 
nanocrystals participating in the electron-exchange process most efficiently. Principal 
steps occurring in the energy-transfer process are shown. Energy exchange occurs when a 
photoexcited electron (indicated by the red sphere), initially belonging to a nanocrystal, is 
exchanged with a non-excited electron initially belonging to O2 (indicated by the grey 
doted arrow). This process results in the formation of singlet O2 states and compensation 
of the holes confined in Si nanocrystals. This process can be viewed as triplet-triplet 
annihilation. Participation of a number of TO phonons required to conserve energy is 
indicated by blue vertical arrows. The momentum-conserving TO phonon is marked by a 
light-blue arrow. Blue spheres are inserted for clarity. They indicate how the energy of Si 
nanocrystals depends on nanocrystal size. Reproduced with permission from Ref. 49, D. 
Kovalev et al, Adv. Mater., 17, 2531 (2005), Copyright @ Wiley-VCH Verlag GmbH & 
Co. KGaA. 

 
At intermediate temperatures (T=110-250 K) a second quenching 

band in the spectral region of 1.75–1.95 eV can be seen, which becomes 
better pronounced with increasing oxygen concentration (see Figure 12). 
The energy of this new PL feature coincides with the double energy of 
the 3Σ-1∆ transition of O2. Therefore we attribute this PL suppression 
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channel to the energy transfer from excitons confined in Si nanocrystals 
to the oxygen dimer (O2)2. The O2 dimer is known as a complex of 
ground-state oxygen molecules induced by a weak van der Waals 
interaction [71,72]. The discrete electronic transition in (O2)2 
corresponding to the 2 (3Σ-1∆) transition occurs at 1.95 eV and is 
thermally and collisionally broadened in the gas phase. The 2 (1O2)-
related quenching band in the spectral dependence of the PL quenching 
strength has an energy below 1.95 eV. We believe that the difference in 
energy is governed by the physisorption energy of oxygen molecules. 
Excitation of the bound complex involves spin-conserving electron 
exchange among the two 3Σ states having mutually opposite spins (see 
inset of Figure 12), whereas the exciton provides the energy to activate 
the process. Consequently, the PL of PSi is quenched in the considered 
spectral range and energy transfer to the dimer state is enhanced at 
higher pressures due to an increased probability of oxygen dimer 
formation. For temperatures higher than 250 K the energy transfer to 
2(O2) cannot be resolved spectroscopically due to weaker physisorption 
of O2 molecules and reduced probability of dimer formation. 
 

Figure 12. Spectral dependence of the quenching strength of PSi emission in the ambient 
of oxygen gas. T=110 K, O2 pressure is 100 mbar. The energy of the 3Σ−1Σ transition of 
O2 and of the 2(3Σ−1∆) simultaneous transitions (O2 dimer) mediated by excitons 
confined in Si nanocrystals are indicated. Upper right side: sketch of electron exchange 
between two neighbouring O2 molecules.  
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The efficiency of the singlet 1O2 generation is usually defined as the 
ratio of the number of incident photons to the number of generated 
singlet oxygen molecules. Direct excitation of O2 dimers implies that one 
photon, in general, can create two 1O2 molecules. Therefore, 
theoretically, singlet O2 generation efficiency in our system can exceed 
100 %. 

3.2 Microscopical mechanism of energy transfer from Si nanocrystals 

to oxygen molecules 

While all basic observations evidence efficient energy transfer from 
excitons confined in Si nanocrystals to oxygen molecules, the 
mechanism of energy transfer has to be examined experimentally in 
detail. The dipole-dipole interaction [31] and the direct electron 
exchange [32] are possible candidates for energy transfer from excitons 
confined in Si nanocrystals to oxygen molecules. Förster showed that the 
dipole-dipole interaction can dominate the energy transfer mechanism 
only when the donor and the acceptor are characterized by dipole-
allowed transitions [31]. However, in our system both radiative 
recombination of excitons and activation of O2 are spin-forbidden 
processes. Dexter demonstrated that the spin states of donor and acceptor 
can be changed simultaneously if the energy transfer is governed by 
direct electron exchange [32]. Therefore, the simultaneous transfer of a 
photoexcited electron to oxygen molecule and the compensation of a 
hole in Si nanocrystal by an electron from oxygen molecule, i.e., triplet 
exciton annihilation and spin-flip excitation of an oxygen molecule 
(triplet-triplet annihilation), are allowed processes. O2 physisorbed on the 
surface of nanocrystals should play a role similar to that of mid-gap deep 
centres or surface states in a semiconductor. Trapping of carriers on 
those states is usually accompanied by phonon emission cascade [73] 
that is consistent with our observations. 

To clarify the energy exchange mechanism we performed similar 
experiments on naturally and thermally oxidized PSi layers having 
monolayers of oxygen atoms backbonded to the surface Si atoms or SO2 
shell. The surfaces of nanocrystals play a key role in virtually all of their 
properties, from light emission to solubility of nanocrystals in water. For 
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Figure 13. The spectral dependence of the PL quenching strength. a) As-prepared H-
terminated PSi. b) Partially oxidized PSi having approximately one monolayer of back-
bonded oxygen. c) Si/SO2 core-shell nanostructures (heavily oxidized PSi). Doted line 
indicates energy of 3Σ−1Σ transition of O2. T=5 K. The same concentration of O2 ambient 
(10-4 mbar) has been used. Reproduced with permission from Ref. 19, D. Kovalev et al, 
Phys. Rev. Lett. 89, 137401 (2002), Copyright @ American Physical Society. 
http://link.aps.org/abstract/PRL/v89/e137401 

 
H-terminated Si nanocrystals spacing between nanocrystals core and 
adsorbed O2 molecule is ~1.5 Å. For Si nanocrystals having a monolayer 
of back-bonded oxygen the increased spacing between confined excitons 
and adsorbed oxygen molecules is on the order of 3 Å (double the length 
of the Si-O bond) [74]. For Si/SiO2 core-shell structures this spacing is in 
the range of 10 Å. This critically affects the efficiency of the electron 
exchange interaction. Contrary to a strong coupling for hydrogen-
terminated nanocrystals (Figure 13a), while all spectral features relevant 
to the 1∆ and 1Σ states of O2 are still present, the PL quenching efficiency 
(and electron exchange rate) is reduced by orders of magnitude if a thin 
oxide barrier is present (Figure 13b). For Si/SiO2 structures the energy 
transfer process is almost absent (see Figure 13c). Because the transition 
from H-terminated to O-terminated surfaces can be done smoothly via 
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successive nanocrystals surface oxidation, the photosensitizing efficiency 
of Si nanocrystal assemblies, contrary to many other systems, can be 
accurately controlled.  

We would like to note that if dipole-dipole interaction would be 
responsible for the process, the variation of spacing between the 
nanocrystal core and O2 on a subnanometer scale should not affect 
significantly the efficiency of energy transfer. Indeed, the radius of 
exciton confined in Si nanocrystals is significantly larger and, therefore, 
this would be relatively long-range interaction. Dexter interaction is 
essentially a short-range interaction: a monolayer of incorporated oxygen 
implies an additional potential barrier for the mutual tunnelling of 
electrons and the efficiency of this process depends exponentially on the 
spacing between interacting species. This evidences that spin-flip 
activation of oxygen molecule is governed by the direct exchange of 
electrons between photoexcited Si nanocrystals and O2. 

Figure 14. PL spectrum of PSi in the presence of physisorbed O2 at various strength of 
magnetic field. T=10 K. The magnetic field increment is equal to 2 T. Inset: Zeeman 
splitting of a triplet exciton and 3Σ ground state of oxygen molecules. The spin 
orientations for electrons in the lowest-lying levels are indicated by arrows. Energy 
transfer from exciton to ground-state O2 via electron exchange among these states is 
prohibited by conservation of the total magnetic quantum number (in magnetic field at 
low temperatures mainly spin-down states of excitons and O2 are occupied). Reproduced 
with permission from Ref. 42 , E. Gross et al, Phys. Rev. B 68, 115405 (2003), Copyright 
@ American Physical Society. http://link.aps.org/abstract/PRB/v68/e115405 
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The direct electron exchange process is a spin-dependent 
phenomenon. Therefore, the control of the energy exchange efficiency 
can be properly achieved via the manipulation of electron spin. While the 
involved transitions are spin forbidden in the first approximation for 
isolated Si nanocrystals (recombination of triplet exciton) and oxygen 
molecules (their spin-flip activation) they become allowed through 
exchange interaction. For the energy transfer to occur the exchanged 
electrons must have opposite mutual spin orientation to conserve the 
total magnetic quantum number of the coupled system. To demonstrate 
the influence of spin statistics on the energy-transfer rate we measured 
the magnetic-field dependence of the PL quenching efficiency (see 
Figure 14). If no magnetic field is present the energy levels belonging to 
different spin orientations of triplet excitons and the triplet ground state 
of O2 are threefold degenerated and populated with equal probability. 
Thus, the spin requirements are fulfilled for all excitons and all oxygen 
molecules, and energy transfer occurs most efficient. A magnetic field 
introduces a common quantization axis for the spins and the degeneracy 
is lifted (see inset of Figure 14). In general, the number of possible states 
participating in the electron exchange is reduced and the decreased 
energy-transfer rate results in a weaker PL quenching. Raising the 
magnetic field increases the Zeeman splitting and the occupation number 
of the thermally populated higher-lying states decreases. At low 
temperatures a magnetic field results in preferential occupation of ‘‘spin-
down’’ states for both O2 and excitons, while to proceed with energy 
exchange ‘‘spin-up states’’ are required. For magnetic fields of 10 T and 
a temperature of 10 K the relevant energies kBT=0.8 meV and EZeeman ~ 
1.1 meV [75] are comparable, and a significant reduction of the PL 
quenching is observed. In the limit of zero temperature energy exchange 
process becomes completely prohibited in the presence of external 
magnetic field. 

These experiments evidence the importance of spin states of the 
interacting species for energy transfer process and, remarkably, a very 
small magnetic energy (~1 meV) can efficiently control energy exchange 
processes at the scale of eV by aligning the spins of the interacting 
species.  
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3.3 Dynamics of energy transfer  

The fine structure of PL spectra in the presence of O2 on the surface 
of Si nanocrystals implies that at certain energies energy transfer is most 
efficient (energy of singlet-triplet splitting of O2 plus integer number of 
TO phonon energies, 63 meV). As it was mentioned before, energy 
transfer competes with the radiative recombination of excitons. The 
energy-transfer time from one Si nanocrystal to a single oxygen 
molecule is not accessible experimentally, since a large number of 
nanocrystals contribute to the PL at certain emission energy. Though the 
concentration of physisorbed O2 can be varied, it is subjected to 
statistical fluctuations and the absolute number of artificially introduced 
nanocrystal mid-gap nonradiative states cannot be determined exactly. 
However measurement of the PL lifetime in the presence of O2 
molecules allows estimation of the energy transfer time. Figure 15 
demonstrates the spectral dispersion of the PL decay time which is 
almost identical to the spectral shape of the PL band. The PL decay time 
at the energies of PL minima is about 300 µs and almost twice shorter 
than that measured at PL maxima energies. It is ~15 times shorter than 
the triplet exciton recombination time [6,7] measured in vacuum ( ~5 ms) 
and, therefore, it gives the time of the energy transfer from excitons 
confined in Si nanocrystals to the 1∆ state of O2 (at this particular PL 
quenching level). These experiments show that the energy transfer rate is 
maximal when simultaneous emission of only TO phonons is required to 
fulfil the energy conservation law. At energies above 1.63 eV the decay 
of extremely weak remnant PL is very fast and the time of the energy 
transfer to the 1Σ state is faster than our experimental time resolution  
(1 µs).  

For PSi containing physisorbed O2, under continuous optical 
excitation the strong coupling to the 1Σ state results in an almost 
complete suppression of PL band above the energy of the 1Σ state. 
Therefore ordinary continuous wave (CW) spectroscopic investigations 
do not give details of the energy transfer mechanism. Figure 16a 
demonstrates different strength of coupling of excitons to different 1O2 
states: coupling to the 1Σ state is almost 3 orders of magnitude stronger. 
During the energy transfer process forming the 1Σ state, orbital angular 
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Figure 15. The PL spectrum from as-prepared PSi (solid curve) and the spectral 
dispersion of the PL decay time (circles) at T =5 K; O2 pressure is 10-4 mbar. 
Measurements have been performed at a weak level of PL quenching to keep the signal-
to-noise ratio on a reliable level for time-resolved measurements. Reproduced with 
permission from Ref. 19, D. Kovalev et al, Phys. Rev. Lett. 89, 137401 (2002), Copyright 
@ American Physical Society. http://link.aps.org/abstract/PRL/v89/e137401 

 
momentum conservation is fulfilled, while for the 1∆ state, a change of 
angular momentum of O2 (∆∆∆∆L=2) is required. This restriction results in 
relatively weak coupling between excitons and O2 forming the 1∆ state, 
while their interaction followed by generation of the 1Σ state is very 
efficient.  

To estimate the energy transfer time to this state we performed 
detailed time-resolved PL measurements [76]. Figure 16b shows time-
resolved PL spectra of a PSi layer in vacuum and that containing 
physisorbed O2 on the surface of Si nanocrystals. The gate width is kept 
constant 100 ns while the delay time with respect to the excitation pulse 
is varied from 80 ns to 3.08 µs. In vacuum, the PL spectral shape and its 
intensity do not change significantly within the time scale investigated 
(lifetime of triplet exciton is in millisecond range). On the other hand, 
under presence of O2, already at 80 ns delay time with respect to PL 
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Figure 16. a) CW PL spectra of a PSi layer in vacuum (dashed line) and a layer having 
physisorbed oxygen molecules on the surface (solid line) at T=5 K. Electron-spin 
configurations and spectroscopic labelling of O2 states are shown in the inset. b) Time-
resolved PL spectra at 5 K in vacuum (dashed lines) and with physisorbed oxygen 
molecules (solid lines). The measurement gate width is 100 ns. PL spectra measured at 
different delay time with respect to the excitation pulse: 0.08, 0.18, 0.28, 0.48, 0.78, 1.08, 
1.48, 2.08, 3.08 µs are shown. Reproduced with permission from Ref. 76, M. Fujii et al, 
Phys. Rev. B 72, 165321 (2005), Copyright @ American Physical Society. 
http://link.aps.org/abstract/PRB/v72/e165321 

 
excitation pulse strong almost energy-independent PL quenching can be 
resolved and a very strong variation of the PL spectral shape appears as 
the delay time of the PL measurements is increased (note the 
semilogarithmic scale of Figure 16). The spectra shown in Figure 16b, 
apparently, can be divided into two spectral ranges. In the low energy 
range (below 1.55 eV) the PL lifetime is relatively long and no distinct 
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PL features are observed. In the high energy range the PL lifetime is 
much shorter and a number of PL signatures related to the energy 
transfer process can be clearly distinguished. This observation allows 
estimating the time of energy transfer to O2 molecules (for 3Σ-1Σ 
transition). The energy transfer time is shortest at 1.63 eV, and is about 
320 ns. The energy transfer time becomes longer with an increasing 
number of TO energy-conserving phonons emitted during the energy 
exchange. It is already about 450 ns when one TO-phonon is involved in 
the process.  

It should be noted that already at 80 ns delay time the PL from PSi 
containing physisorbed O2 is ~ 10 times weaker than that from PSi in 
vacuum. This implies that another very fast and efficient non-radiative 
recombination process is additionally introduced by adsorbed O2. A large 
fraction of Si nanocrystals does not contribute to the emission. The fact 
that the quenching at 80 ns delay time occurs almost uniformly in the 
entire spectral range, even at very low energy, where excitons can only 
inefficiently couple to the 1∆ state, indicates that the PL quenching is not 
related to the energy transfer. 
 

Figure 17. PL suppression spectra of PSi in oxygen ambient at 1 bar. Doted line: T=110 
K. Dashed line: T=220 K. Solid line: T=295 K. The energy of 3Σ-1Σ transition is 
indicated by vertical line. 
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Another process which is known to be responsible for the fast PSi PL 
quenching is charging of Si nanocrystals. It has been demonstrated that 
charged or doped Si nanocrystals do not contribute to the PL due to a 
very efficient non-radiative Auger process [77,78]. Adsorption of NO2 
molecules on the surface of Si nanocrystals results also in very efficient 
structureless PL quenching. NO2 molecules are very efficient electron 
acceptors and the hole remaining in Si nanocrystals quenches completely 
the PL [79].  One of the possible reasons for the structureless PL 
quenching is the formation of superoxide, -O2 state mediated by excitons. 
O2 is a very efficient electron acceptor and electrons can be donated by 
photoexcited excitons. In this scenario nanocrystals become positively 
charged and cannot contribute to the PL due to a highly efficient Auger 
process. 

3.4 Energy transfer at elevated temperatures 

Spectroscopic experiments at cryogenic temperatures clarify the 
details of the energy transfer mechanism. However, the generation of 
singlet O2 at room temperatures in gas and liquid environments is much 
more important due to its involvement in photochemical reactions and in 
biological or medical systems [26-30]. Figure 17 shows the strength of 
the PL quenching obtained by dividing the intensities of PL spectra taken 
in vacuum by those in oxygen gas ambient at 1 bar at 120 K, 220 K and 
295 K. Contrary to cryogenic temperatures, the conditions for the 
optimal exciton-O2 interaction are not fulfilled. A small spatial 
separation is realized only during the short time of collisions between 
oxygen molecules and the nanocrystal surface. Additionally, the exciton 
lifetime and the occupation number of the spin-triplet state of the exciton 
decreases with raising temperature [6,7]. Therefore, a weaker PL 
suppression that scales with the collision rate, i.e. the gas pressure, 
occurs and the energy transfer to the 1Σ state is seen as a relatively broad 
spectral resonance (still around 1.63 eV) which becomes broader towards 
higher temperatures due to thermal broadening effects. This PL 
suppression in the presence of O2 implies that each exciton which has 
been lost from the emission necessarily creates a singlet oxygen 
molecule. Since the PL suppression level at room temperature is about 9 
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the quantum yield of energy transfer process is ~ 90% (calculated with 
respect to luminescing Si nanocrystals). This allows us to estimate the 
generation rate of singlet O2 within the pores of PSi. For ambient O2 
pressure and 1 W/cm2 illumination intensity this value is ~ 5×1020 
singlet oxygen molecules/cm3 s. 
 

Figure 18. a). Spectral dispersion of exciton lifetime in vacuum (squares) and in oxygen 
ambient (triangles). Inset: spectral dispersion of the energy transfer time. b). Spectral 
dispersion of exciton lifetime in degassed water (squares) and in oxygen-saturated water 
(triangles). Inset: spectral dispersion of the energy transfer time. 
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water extremely difficult. However, even if the 1O2 emission line is not 
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shape of the PL band and the lifetimes of excitons in the presence of 
dissolved O2. To obtain the spectral dependence of the energy transfer 
efficiency for oxygen-saturated water we use the procedure identical to 
that employed for gaseous O2 ambient. Although the PL suppression 
level is weaker, its spectral shape is almost identical to that measured in 
gaseous O2. This evidences the formation of singlet oxygen in water and 
demonstrates that the energy exchange mechanism should be identical. 
From the PL suppression level it follows that the efficiency of energy 
transfer in O2-saturated water is equal to 75%. 

Energy transfer from Si nanocrystals to O2 would imply the 
activation of a non-radiative decay channel which can be experimentally 
seen as an energy-selective PL quenching and shortening of the exciton 
lifetime. Under the simple assumption that an exciton can recombine 
either radiatively or non-radiatively via an energy transfer process, the 
measured PL lifetime (τmeas.) for PSi samples containing O2 molecules is 
a combination of the radiative exciton lifetime (τrad.) and the time of the 
energy transfer (τtr.): ... /1/1/1 trradmeas τττ += . Slightly simplified 
assumption that τ meas. = τ rad. for samples measured in vacuum allows us 
to measure the energy transfer time for gaseous O2 ambient and O2-
saturated water. Figure 18a demonstrates results of these measurements 
for gaseous O2 ambient and Figure 18b for O2-saturated water. The 
exciton lifetimes for Si nanocrystals immersed in degassed water are 
identical to those measured in vacuum. Oxygen ambient or oxygen 
dissolved in water causes its significant shortening over all the spectral 
range investigated. The spectral dependence of the energy transfer time 
in oxygen-saturated water is very similar to that observed for gaseous 
oxygen ambient (see inset of Figs. 18). The energy transfer time of ~ 20 
µs is still shorter than the exciton lifetime what is in good agreement 
with the observed small difference in the PL suppression levels. This 
observation clearly demonstrates the importance of long exciton lifetimes 
for the efficiency of the energy transfer process. If exciton lifetimes were 
in nanosecond range, as it is in direct band-gap semiconductors, the 
energy transfer process would be inefficient. 

For a practical application of Si nanocrystal assemblies as singlet 
oxygen generators in photochemistry, biology and medicine, their 
photosensitizing efficiency at room temperature is crucial. In particular, 
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in most of applications, the generation of singlet oxygen in organic and 
aqueous solutions is required. Up to now we presented only indirect 
evidences for energy transfer in solutions and there still remains a room 
to dispute whether singlet oxygen is really generated by energy transfer 
from Si nanocrystals in organic or aqueous solvents. Therefore, the 
formation at room temperature must be proved without doubts by 
detecting the near infrared emission from singlet oxygen. Although the 
intrinsic radiative lifetime of 1O2 in the lowest excited state 1∆ is 
extremely long, intermolecular interactions lead to an enhancement of 
the transition rate. The radiative transition rate is three to four orders of 
magnitude larger in solution than in diluted gas phase [80]. However, in 
most solvents, the deactivation of 1O2 is radiationless by collisional 
electronic to vibrational energy transfer from 1O2 to a solvent and oxygen 
molecules. The most probable energy-accepting oscillator of a solvent 
molecule is its terminal atom pairs with the highest vibrational energy 
(e.g., O-H, C-H) [81,82]. Molecules composed of low energy oscillators 
such as C-F and C-Cl act as poor quenchers whereas those with high 
energy oscillators such as O-H and C-H are strong quenchers. In fact, the 
lifetime of 1O2 , varies over a wide range, from 4 µs to 100 ms, 
depending on the kind of solution [82]. The lifetime of 1O2 in H2O is very 
short ~3.1 µs because it contains high frequency O-H bond [24]. The 
radiative lifetime of 1∆ state of O2 is extremely long and its PL quantum 
yield scales with its non-radiative lifetime in solutions. Therefore, to 
obtain reliable luminescence data, solvents consisting of poor quenchers 
should be chosen. The second important requirement on the solvent is 
that it should not quench the PL from PSi.  

As a solvent which satisfies these requirements, we employed 
hexafluorobenzene C6F6 [83] and D2O [84]. The singlet oxygen lifetime 
in C6F6 is about 25 msec [81], which is about three orders of magnitude 
longer than that in benzene C6H6. Because of the lower frequency of D–
O bond oscillations the singlet oxygen lifetime in D2O, 68 µs, is much 
longer than that for water [24], and the quantum yield of the singlet 
oxygen PL is higher. Therefore, in the PL measurements aiming the 
detection of singlet oxygen generation, we employ D2O instead of H2O. 
Since the solubility of O2 in D2O is comparable to that in H2O [85] the 
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singlet oxygen generation efficiency in D2O is considered to be 
comparable to that in H2O. 

Figure 19. a) PL spectrum of porous Si dispersed in C6F6 solution at room temperature. 
The peak at around 0.975 eV corresponds to the emission from singlet oxygen (1

∆−3
Σ). 

Logarithmic scale is used for the vertical axis. Doted line: after substitution of dissolved 
oxygen by nitrogen. Dashed line: after partial substitution. Solid line: oxygen-saturated 
solution. b). PL spectra from PSi powder dissolved in oxygen-saturated D2O. 
Concentrations of powder are indicated. Reproduced with permission from Ref. 83, M. 
Fujii et al, Phys. Rev. B 70, 085311 (2004), Copyright @ American Physical Society 
(Figure19a) and with permission from Ref. 84, M. Fujii et al, J. Appl. Phys. 100, 124302 
(2006), Copyright @ American Institute of Physics (Figure 19b). 
http://link.aps.org/abstract/PRB/v70/e085311 

 
To demonstrate singlet oxygen generation at room temperature in 

oxygen-saturated solutions we study PL from PSi powder dispersed in 
C6F6 and in D2O. Figure 19a demonstrates emission from PSi dissolved 
in C6F6. If oxygen, naturally dissolved in solution kept in ambient 
conditions, is substituted by nitrogen via its bubbling no emission around 
0.98 eV can be detected. However if nitrogen is afterwards partially 
substituted by oxygen a distinct PL line at 0.98 eV appears which has 
maximum amplitude when nitrogen is completely substituted by oxygen. 
This PL line is a fingerprint of singlet oxygen what evidences its 
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generation in organic solution. Figure 19b shows PL spectra of PSi 
dispersed in oxygen-saturated D2O. Again the same characteristic PL line 
can be seen and its amplitude scales with the concentration of PSi in the 
solution. These results demonstrate that PSi and other forms of H-
terminated Si nanocrystals can be used as a singlet oxygen 
photosensitizer in organic and aqueous solutions and, therefore different 
forms of nanosilicon have potential for photochemistry, biology and 
medicine. 

4. Photochemical activity of singlet oxygen generated by Si 

nanocrystals 

Singlet oxygen has a very high chemical reactivity and is involved in 
the chemical transformation of photosensitizers as well. The common 
notation for this process is “photobleaching”. Each photosensitizer has 
certain stability against photogenerated 1O2 but the duration of its 
photosensitizing activity is limited. We have demonstrated that surface 
oxidation of Si nanocrystals results in the reduction of the singlet oxygen 
generation rate. Since singlet oxygen is generated at the surface of Si 
nanocrystals it can also oxidize them. This process has two consequences. 
First, due to surface oxidation, additional non-radiative centres (dangling 
Si bonds) are created and the PL quantum yield is reduced. Because only 
luminescing Si nanocrystals can transfer energy to O2, the efficiency of 
1O2 generation is reduced. Second, as it was demonstrated above, 
oxidation of Si nanocrystal surfaces further reduces the efficiency of the 
energy transfer process. Since generation rate of 1O2 scales with the 
concentration of excitons, photooxidation of Si nanocrystals should be 
more efficient for samples having higher PL quantum yield. To confirm 
this conjecture we performed photooxidation experiments with samples 
having different PL quantum yield and, therefore, different singlet 
oxygen generation rate. We demonstrate this effect in Figure 20. As-
prepared PSi samples have H-terminated surfaces and their 
photosensitizing efficiency is very high. While all H-terminated samples 
illuminated in vacuum possess a completely stable PL, in oxygen 
ambient the PL intensity exhibits a fast photodegradation (in timescale 
from minutes to hours, depending on the illumination intensity) [86]. 
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Figure 20 shows the IR absorption spectra of PSi layers in the spectral 
range of Si-Hx, x=1,2,3 and the O-Si-O vibration bands [87].While as-
prepared layers exhibit only Si-Hx surface bonds, the illumination in the 
oxygen ambient results in the oxidation of the nanocrystal surfaces. The 
oxidation is always more efficient for samples with a high quantum yield. 
A complete rearrangement of the Si-Hx stretching bond configuration 
shows that oxygen atoms backbonded to surface Si atoms are introduced 
during the illumination (Figure 20, dashed line). 

Figure 20. IR absorbance of porous Si. Solid curve: H-terminated layer. Dotted curve: 
weakly luminescing sample after illumination in oxygen ambient at 1 bar. T=300 K. 
Iex.=100 mW/cm2. Eex.=2.54 eV; irradiation time is 1 h. Dashed curve: strongly 
luminescing sample after irradiation at the same conditions. Arrows label surface 
vibration bonds. Inset: Integral absorbance due to O–Si–O bonds (solid circles) and due 
to Si-Si-Hx and O-Si-Hx stretching bonds (between 2050 and 2300 cm−1, open circles) 
vibrations. Reproduced from Ref. 86, D. Kovalev et al, Appl. Phys. Lett. 85, 3590 (2004), 
Copyright @ American Institute of Physics. 

 
The additional manifestation of the oxidation can be seen as an 

efficient suppression of the S-Hx wagging mode at 650 cm−1 as well as 
the Si-H2 scissor mode at 912 cm−1 [87]. This effect is almost absent for 
the samples with a small quantum yield and the only noticeable signature 
of oxidation appears due to strongly absorbing O-Si-O stretching bonds 
(Figure 20, dotted line). 
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The time evolution of the Si-O bond concentration during the 
illumination in oxygen ambient at 1 bar is shown in the inset of Figure 
20 (closed circles). On the initial stage of the oxidation the decrease in 
the number of sites available for oxidation can be neglected. Instead, the 
sublinear rate of oxidation is governed by a reduced singlet oxygen 
generation rate due to photodegradation: again there is a clear 
anticorrelation between the oxidation rate and the PL quantum yield. The 
integral absorbance governed by the surface O-Si-Hx and Si-Si-Hx bond 
vibrations [87] does not change during the photooxidation and evidences 
a constant number of surface H atoms (inset of Figure 20, open circles). 
Thus the efficient photodegradation of H-terminated Si nanocrystals is 
mediated by photosensitized singlet oxygen molecules. This effect is 
very similar to that known for light-emitting polymers or dye molecules. 
This process is an inherent limitation for photosensitizing activity of Si 
nanocrystals which reduces significantly in a time scale from minutes to 
days depending on the illumination intensity [84].  

Figure 21. Absorption spectra of DPBF-dissolved in benzene as a function of the 
irradiation time (each curve represents additional 10 minutes of illumination.). The 
wavelength and power of the irradiation light are 514.5 nm and 80 mW/cm2, respectively. 
Inset: absorbance of DPBF at 416 nm versus illumination time. Squares: without PSi 
present in the solution. Circles: with PSi present in the solution. Reproduced from Ref. 88, 
M. Fujii et al, J. Appl. Phys. 95, 3689 (2004), Copyright @ American Institute of Physics. 
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Due to its extraordinary high chemical reactivity 1O2 reacts with a 
large variety of substances. Up to date hundreds of photochemical 
reactions involving oxygen molecules have been studied. For many 
applications in photochemical and biological fields, formation of singlet 
oxygen in solution is required, because singlet oxygen mediated 
reactions proceed usually in solutions. The standard method to realize 
and detect photochemical reaction mediated by 1O2 is to use biochemical 
traps (singlet oxygen acceptors) and to analyze a specific reaction 
product or monitor the decrease in the amount of acceptor materials. 
Typical biochemical traps are cholesterol, 1,3-diphenylisobenzofuran 
(DPBF), p-nitrosodimethylalanine, sodium azide, etc. [88].  

To demonstrate the photochemical activity of Si nanocrystals we 
employed DPBF as a singlet oxygen acceptor [88]. DPBF readily 
undergoes a 1,4-cycloaddition reaction with singlet oxygen forming 
endoperoxides, which in turn decompose to yield irreversible product 
(1,2-dibenzoylbenzene). This process can be monitored by the decrease 
in the intensity of the absorption band of DPBF centered at 416 nm [89, 
90].  

Figure 21 shows absorption spectra of DPBF-dissolved in benzene 
containing H-terminated PSi powder. A strong absorption band centred 
at 416 nm is due to DPBF. The absorption of porous Si does not appear 
in the spectra in Figure21 because of its small chosen concentration. 
With an increase of the illumination time the absorbance decreases, 
implying that DPBF is decomposed. The change in the absorbance was 
observed only when PSi powder is added to the solution. Inset of 
Figure21 demonstrates the degree of the absorbance change versus 
irradiation. Without irradiation, PSi powder does not exert any effects on 
DPBF what demonstrates that decomposition of DPBF is not due to a 
chemical reaction with PSi. This observation shows the potential of 
application of Si nanocrystal assemblies in photochemistry. Already at 
very low concentrations (for experiments described above it was ~ 1 
mg/ml) it can mediate chemical reactions through generation of singlet 
oxygen.  
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5. Biomedical applications 

In the photodynamic cancer therapy photosensitizing agents and 
oxygen are combined to produce a selective therapeutic effect under light 
illumination [29]. The selectivity is based on the concentration of 
photosensitizer in or between the cancer cells and choice of the 
illuminated area. Singlet oxygen is considered as the main reason for 
photocytotoxicity in PDT because it causes oxidation and degradation of 
cancer cells [91]. Typical photosensitizers used in PDT are members of a 
family of dye molecules known as porphyrins [29]. However recently the 
question “do quantum dots possess a potential to be photosensitizers?” 
(for PDT) has been raised [34].  We demonstrated before that Si 
nanocrystals assemblies have very high efficiency of singlet oxygen 
generation. Therefore it is tempting to examine whether they can act in a 
similar manner to conventional photosensitizers.  

The authors of Ref. 92 used photoexcited Si nanocrystals to suppress 
the division of cancer cells. In biophysical experiments they used 3T3 
NIH-line cancer cells (modified mouse fibroblasts) grown using the 
standard in vitro subcultivation procedure [93] in Petri dishes and special 
plates consisting of 96 wells. Before the addition of the Si nanocrystal 
powder, the growth medium was changed to the fresh one. The cells 
under investigation were divided into three groups. The aqueous 
suspension containing a certain amount of Si nanocrystals was added to 
the first and second groups, whereas the third group was a reference 
group (Si nanocrystals were not added to this group). The cells of the 
first and second groups were exposed for one hour to the light of a 
mercury lamp whose radiation was passed through a distilled water filter 
(in order to suppress the thermal component of the spectrum) and a glass 
filter with the transmission band of 350–600 nm. The light intensity on 
the sample was equal to ~1 mW/cm2. The cells of the second group were 
not irradiated. After the experiment, the growth medium in all groups of 
cells was changed to the fresh one, cells were placed for 20 hours for 
cultivation, and then their number and composition were determined. At 
all stages of irradiation and cultivation of cells, a temperature of T=37 0C 
and a medium acidity of pH = 7.2 were maintained. Several standard 
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methods were used to count the number of cells and to analyze their 
composition.  
 

Figure 22.  Number of cancer cells normalized to the values in the reference group, where 
Si nanocrystals were not added, versus the concentration of silicon nanocrystals. 1. In 
darkness. 2. After illumination. Number of living cells was determined from the change 
in the optical density of the cells. Reproduced from Ref. 92, V. Yu. Timoshenko, JETP 
Letts. 83, 423 (2006), with kind permission of Springer Science and Business Media. 
 

In the first method, cells were stained in a 0.2 % solution of a 
crystalline violet dye in methyl alcohol and the optical density of the 
content of the wells was determined using the absorption of light at 540 
nm. In the second method, cells in the Petri dishes were washed off by 
trypsin–EDTA and their number was counted in a hemocytometer (under 
a microscope). In addition, the DNA of cells was analyzed in a flow 
cytofluometer (for details of the methods, see Ref. 94, 95).  

Figure 22 shows the numbers of living mouse fibroblast cells in the 
first and second groups after the termination of the cultivation as a 
function of the concentration of Si nanocrystals. These numbers are 
normalized to the value in the reference group. It is seen that the number 
of living cells after the irradiation in the growth medium with a Si 
nanocrystal concentration of ~0.5 g/l or higher decreases strongly as 
compared to the reference group. The death of 80 % of cells was detected 
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for a concentration of 2.5 g/l. At the same time, the effect of Si 
nanocrystals was almost absent over the entire concentration range in 
darkness. Therefore, the suppression of the cancer cell proliferation can 
be attributed to the action of active oxygen produced by the 
photoexcitation of Si nanocrystals. Analysis of the DNA of cells shows 
that they die through the apoptosis (programmed cell death) mechanism 
[94] after the irradiation in the presence of Si nanocrystals with a 
concentration of more than 0.1–0.5 g/l and the concentration dependence 
of the number of living cells is close to that plotted in Figure 22. The 
death of cancer cells likely occurs due to the action of photosensitized 
active oxygen, in particular, due to the oxidation of cell substance by 
singlet oxygen. In addition, the effect of other active forms of oxygen is 
also possible, e.g., so-called superoxide radicals. To reveal the particular 
mechanisms of the effect of photoexcited Si nanocrystals on biological 
objects, additional extensive investigations are required. However, these 
first results show that employment of Si nanocrystals for the suppression 
of the division of cancer cells is viable.  

6. Photosensitization of other materials 

Molecules having a ground triplet electronic state are very rare in 
nature: most of them are in the singlet state. As mentioned, spin-flip 
triplet to singlet and singlet to triplet electronic transitions are mirror-like 
processes. Therefore, an identical, efficient energy transfer processes 
mediated by Si nanocrystals should be possible for a large variety of 
substances having a ground singlet and a first excited triplet state. To 
verify this conjecture we have chosen a family of organic molecules - 
anthracene and one of its derivatives, dimethylanthracene, β-carotene 
and naphthalene to study details of the energy transfer process according 
to the predicted scenario. All these molecules have a ground singlet and a 
first excited triplet state. The spin splitting energies of the first two 
molecules fall inside the PL band of Si nanocrystals ES-T =1.84 eV and 
ES-T =1.73 eV, for isolated molecules [96], while for the last two their 
energies are smaller (ES-T =0.9 eV) or higher (ES-T =2.63 eV), respectively 
[97]. The size of these molecules is still smaller than the typical pore 
diameter of PSi, therefore, they can be incorporated in the pores using 
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their organic solutions and a small spatial donor-acceptor separation can 
be achieved.  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 23. PL spectra of PSi samples having pores impregnated with anthracene 
molecules measured at different temperatures. Doted line: T=300 K, dashed line: T=200 
K, solid line T=100 K. Spectra have been shifted vertically for clarity. Inset: PL spectrum 
of a reference PSi sample containing no anthracene. Energy of singlet-triplet splitting of 
an isolated anthracene molecule is indicated by the arrow. Eex=2.54 eV. Reproduced with 
permission from Ref. 97, B. Goller et al, Phys. Rev. B 75, 073403 (2007), Copyright @ 
American Physical Society. http://link.aps.org/abstract/PRB/v75/e073403 

 
The inset of Figure 23 shows the PL spectrum of a H-terminated 

reference PSi sample. The large variety of shapes and sizes of Si 
nanocrystals causes a broad featureless PL band. The incorporation of 
anthracene molecules in the pores of PSi samples results at room 
temperature in a selective PL quenching at around 1.85 eV. With a 
gradual decrease of the temperature the PL quenching becomes more 
prominent and at T=100 K almost all emission above ~1.8 eV disappears 
(see Figure 23). This energy-selective PL quenching indicates a 
spectrally-dependent energy transfer from excitons confined in Si 
nanocrystals (energy donors) to anthracene molecules (energy acceptors). 
Since the electronic states of an acceptor molecule are discrete, the most 
efficient energy transfer (and the fastest rate of the energy transfer) is 
expected to be realized when the exciton energy coincides with the 
energy of a certain electronic level of the acceptor molecule (resonant 
energy transfer). At lower temperatures the exciton lifetime becomes 
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longer [6,7] due to the suppression of non-radiative channels and 
nonresonant energy transfer from excitons having larger energies than 
the singlet-triplet splitting energy of anthracene becomes efficient as well. 
In fact, measurement of the threshold energy is itself a useful way to 
determine the singlet-triplet structure of the adsorbed molecules. 

To estimate the time of energy transfer we performed time-resolved 
PL measurements at different delay times after the pulsed excitation in 
different time domains. The resonant PL quenching at around 1.9 eV can 
be already seen at 100 ns delay time after a pulsed excitation. For larger 
delay times PL quenching becomes more pronounced at larger detection 
energies and finally the overall spectral shape of the PL band becomes 
almost independent from the delay time. Energy transfer from Si 
nanocrystals would imply the activation of a non-radiative decay channel 
which can be experimentally seen as an energy-selective PL quenching 
and shortening of the exciton lifetime. Therefore, using a simple relation 
derived previously for the interaction of Si nanocrystals with O2, the 
energy transfer time can be deduced directly. Its shortest value is again 
measured at 1.9 eV, i.e. for a resonant energy transfer. Below this energy 
it rapidly increases and at ~ 1.7 eV its value goes to infinity (no energy 
transfer is present). The shortest measured energy transfer time is 
relatively long ~20 µs but it is still significantly shorter than the lifetime 
of excitons confined in Si nanocrystals and the efficiency of energy 
transfer is again very high. We would like to mention that a spectral cut-
off associated with a resonant energy transfer is much broader than one 
can expect from thermal broadening effects. We believe that it is 
governed by the difference of the singlet-triplet splitting energies of 
isolated anthracene molecules and molecular crystals. Since in PSi the 
statistic short range order of anthracene molecules is a matter of the pore 
filling, the singlet-triplet splitting energy has no single discrete value.  

Basically, again dipole-dipole [31] or direct electron exchange [32] 
interactions can account for the energy transfer from excitons to organic 
molecules. Since long-range multipole interaction is based on optically 
allowed transitions of a donor and an acceptor, it can not be applied for 
dipole-forbidden (spin-flip) transitions in Si nanocrystals and organic 
molecules. For the electron exchange mechanism these spin restrictions  
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are lifted and the triplet exciton annihilation accompanied by the spin-
flip excitation of an organic molecule is an allowed process. The energy 
transfer rate is defined by the spatial overlap of the electronic 
 

 
Figure 24. Upper part: the PL spectrum of a H-terminated reference PSi sample. Lower 
part: PL spectra of PSi containing anthracene molecules (solid line), dimethylanthracene 
molecules (dashed line) and O2 molecules (dotted lines) confined in the pores. T= 80 K. 
The energy of the singlet-triplet splitting of the corresponding molecules is indicated by 
arrows. Reproduced with permission from Ref. 97, B. Goller et al, Phys. Rev. B 75, 
073403 (2007) , Copyright @ American Physical Society. 
http://link.aps.org/abstract/PRB/v75/e073403 

 
wavefunctions of the interacting species and depends exponentially on 
the donor-acceptor distance [32]. As it has been mentioned before, the 
advantage of our system is that a controlled variation of the donor-
acceptor separation is possible via modification of the nanocrystal 
surfaces. As-prepared PSi exhibits a hydrogen-terminated surface while 
after the annealing a monolayer of oxygen atoms back-bonded to the 
surface of Si nanocrystals is formed. The increase of the spacing between 
the core of a nanocrystal and a foreign molecule critically affects the 
efficiency of the electron exchange interaction. Identical experiments 
performed with oxidized PSi samples show only a very weak 
modification of the emission properties of Si nanocrystals by all 
incorporated organic molecules. 
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Finally, we would like to demonstrate that Si nanocrystal assemblies 
seem to be almost ideal spin-flip activators for a variety of substances 
whose electronic states split by an exchange interaction to singlet and 
triplet states. Figure 24 shows PL spectrum from PSi samples containing 
oxygen, anthracene and dimethylanthracene molecules in the pores (their 
singlet-triplet transition energies are indicated by arrows). Despite a 
different order of the singlet and triplet states, PL quenching and 
therefore energy transfer from nanocrystals having energies above 
singlet-triplet splitting energies of molecules is always efficient. Identical 
experiments performed with naphthalene show no PL quenching effect 
while for β-carotene a strong and energy-dependent PL quenching is 
observed. The PL quenching level continuously rises towards lower 
energies; at 600 nm its value is about 3 while at 900 nm it is already 7 
times larger. Clearly, since the singlet-triplet splitting of naphthalene  
(ES-T =2.56 eV) is larger than exciton energies no energy transfer is 
possible while for β-carotene (ES-T =0.8 eV) all excitons can participate 
in the energy exchange process. We would like to mention that the 
energy transfer time measured for all organic molecules is very similar 
and is almost two orders of magnitude longer than that for oxygen 
molecules [42]. Since the electron exchange rate critically depends on 
the overlap of the wavefunctions of the donor and the acceptor, the 
energy transfer time should be much longer for larger molecules. 

7. Conclusion 

We have demonstrated that quantum confinement and morphological 
effects result in a very high photosensitizing activity of Si nanocrystal 
assemblies. Most of the presented experimental data are based on 
measurements performed with PSi. However other forms of hydrogen-
terminated Si nanocrystals assemblies (for instance, synthesized from 
gaseous phase) have almost identical optical and photosensitizing 
properties. Microscopically the effect is governed by a spin-dependent 
electron exchange, in accordance with the basic laws of quantum 
mechanics. This energy transfer process does not depend on the order in 
energy of the acceptor triplet and singlet states and seems to be universal. 
Si nanocrystal assemblies can therefore be viewed as almost ideal 
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candidates to study energy transfer processes and to probe the electronic 
structure of aromatic molecules and clusters (e.g., C60, C70, carbon 
nanotubes). A very broad absorption band of Si nanocrystal assemblies 
covering all the visible range implies that nanosilicon can utilize light in 
all visible range for singlet oxygen formation. Controllable chemical 
functionalization of Si nanocrystal surfaces suggests that the 
photosensitizing properties of Si nanocrystals can be accurately tailored. 
Finally, Si nanocrystals sensitizers can be produced in large amounts 
chemically in completely controllable manner from a fine Si powder. We 
believe that these findings are relevant for different disciplines: physical 
chemistry, material science and condensed matter physics. Additional 
emerging fields of their application are biology and medicine. In 
particular, a large amount of effort has been directed toward making 
nanosilicon a biologically relevant material [98]. Si nanocrystals can be 
considered as chemical reagents which may be dissolved in fluids 
containing organic molecules or biological objects. From the point of 
view of practical applications, specifically in medicine, Si nanocrystals 
in colloidal form should act in a similar way to conventional dye 
molecules. Therefore, we believe that this research represents a step 
towards functionalization of the most commercially used semiconductor 
for chemical, biological and medical applications.  
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CHAPTER 5 

DNA-TEMPLATED NANOWIRES: CONTEXT, FABRICATION, 

PROPERTIES AND APPLICATIONS 
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Nanowires will be important components in future nanoscale devices 
and systems.  Great effort is therefore being invested in the 
development of novel strategies for reliable realization of these tiny 
one-dimensional structures.  The size and structure of the 
deoxyribonucleic acid (DNA) molecule make it promising for “bottom-
up” DNA-templated nanowire fabrication.  A key advantage of DNA is 
its “natural” ability to localize by molecular recognition.  In earlier 
work we reviewed methods of DNA nanowire fabrication [1].  Here, 
we discuss DNA-templated nanowires in a broader context, covering 
recent progress on DNA nanowire characterization and prospective 
applications, in addition to developments on fabrication.  DNA-
templated nanowires are compared with other kinds of nanowires, 
fabrication methods are classified, and physical properties are 
summarized. 

1. Introduction 

Nanoscience can be defined as the study of the structure and 
behavior of matter, and the manipulation of matter, at the level of atoms, 
molecules, and clusters of atoms and molecules [2].  Sub-topics include 
nanoparticles, nanopores, nanoribbons, nanoropes, nanocells, nanotubes, 
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nanomanipulators, nanostructured materials, nanomechanics, and 
nanoelectronics.  Related topics are properties which can be 
discriminated by electron microscopy, solvent evaporation and 
lubrication at the molecular scale, the miniaturization of computational 
devices, storage devices, switching devices, transistors, and the 
inspiration that can be derived from molecular biosystems.  The list is 
hardly exhaustive, and some of the named topics are perhaps better 
called nanotechnology than nanoscience.  Nanomanufacturing is a broad 
term denoting the repetitive fabrication of objects at the nanoscale.  The 
meaning of nanomanufacturing will seem clear enough to 
nanotechnology researchers, but it is nonetheless interesting that, taken 
literally, the word is nonsense: the unaided hand (Latin, manus) is totally 
incapable of making (Latin, facere) things 100 nanometers or smaller! 

The present review concerns nanometer-scale wires, and more 
especially nanowires made of DNA.  These objects are a type of one-
dimensional nanoscale material or device.  How are DNA nanowires 
prepared?  What are their physical properties?  Are DNA nanowires 
mere objects of scientific and engineering curiosity?  Or could they one 
day be useful elements of commercial products?  We discuss the topic in 
the broader context of different approaches to nanowire fabrication.  We 
also discuss envisioned applications of the technology.  Electrically 
conductive and semi-conductive nanowires receive particular emphasis, 
the reason being that these areas have been the object of most of the 
reported research activity.  What has motivated the development of 
electrically conductive and semi-conductive nanowires? 

1.1. Moore’s Law 

The rapid growth of the semiconductor industry in the past several 
decades has been fueled by the continual push for innovative 
development of reliable “top-down” fabrication of structures of ever-
decreasing dimensions.  The increased scaling of conventional 
complementary metal-oxide-semiconductor (CMOS) device technology 
has translated into ever higher circuit densities and increased device 
performance.  The well-known prognostication of Intel co-founder 
Gordon Moore, popularly termed “Moore’s Law,” says that the number 
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of transistors on a chip will double about every other year.  Indeed, the 
minimum feature size of commercial devices has steadily shrunk from 2 
µm in 1980 to below 100 nm today.  The 2005 International Technology 
Roadmap for Semiconductors Industry shows the scaling trend reaching 
performance limits in 2012 [3]. 

There are hard barriers, however to the reduction of device size.  
Quantum mechanical limitations are inevitably encountered as CMOS 
device size approaches the level of largish clusters of atoms and still 
smaller particles.  Conventional photolithography is limited by the wave 
nature of light for features smaller than 100 nm.  The cost of building, 
operating and maintaining fabrication facilities, especially lithography, 
increases significantly with each generation of CMOS technology.  
Lithographic methods such as X-ray lithography and extreme UV 
lithography, though effective, are too expensive for commodity-type 
nanoscale device fabrication.  Electron beam lithography provides a 
means of patterning polycrystalline metal nanowires as small as 20 nm in 
diameter, but again the cost is so high that implementation has been 
limited to research. 

Various electronic devices that operate by quantum mechanical 
principles are nevertheless of interest [4].  Some may even show superior 
functionality to their conventional counterparts or novel useful properties.  
These “quantum devices” or “nanoelectronic devices” are typically 
smaller than 100 nm. Examples include resonant tunneling diodes, 
single-electron transistors, and quantum cellular automata.  What will be 
the best ways to prepare such structures?  Can cues be taken from nature?  
Protein-based light-harvesting complexes in plants, for instance, have 
dimensions on the order of 10 nanometers and carry out a complicated 
series of exquisitely efficient electron transfer reactions.  These 
“nanomachines” play a vital role in transducing the energy of the Sun 
into plant material and animal material for food.  It is believe that the 
analysis of the structure and function of such complexes, which self-
organize by molecular recognition, will advance biomimetic fabrication 
methods and the realization of novel nanometer-scale devices and 
systems. 
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1.2. Self-Assembly and Molecular Recognition 

It is not generally known, but investigations in biology and medicine 
have played a key role in the discovery and development of several 
remarkably basic ideas in physics.  Notable examples from late 
eighteenth and nineteenth century Europe include conduction of 
electricity (Galvani, Volta), conservation of energy (Mayer, Helmholtz), 
and diffusion of matter (Brown, Pfeffer).  In the twentieth century the 
Hungarian-American mathematician John von Neumann adopted the 
vertebrate central nervous system as a model of electronic signal 
transmission, computer memory and storage capacity [5].  Here we 
mention how the basic concepts of self-assembly and molecular 
recognition are illustrated by biology.  These concepts are then used to 
analyze DNA nanowire fabrication, characterization, and application. 

Self-assembly refers to the spontaneous generation of organized 
matter on all length scales, from clusters of atoms or molecules 
(“nanoparticles” or “nanoparticulates”) to clusters of entire galaxies.  In 
some cases the self-assembly process is reversible; in all cases pre-
existing components come together to form larger structures or patterns.  
Examples abound.  The most profound ones are in biology.  The four 
subunits of the protein hemoglobin, for instance, spontaneously organize 
into the multimeric molecule which plays a vital role in vertebrate 
respiration.  A second example is bacteriophage M13, a type of 
filamentous bacterial virus, the components of which assemble 
spontaneously (a virus is not alive).  A third example is provided by the 
two “strands” of double-helical DNA, the repository of genetic 
information in all known living organisms and many viruses.  DNA 
strands, when sufficiently long, will overcome the dissipative tendency 
due to thermal energy and bind to each other entirely spontaneously, 
specifically, and persistently.  Others examples of self-organizing 
systems are planets, weather patterns, and geological features.  Self-
assembly is “static” when a process results in an ordered state at 
equilibrium which does not dissipate energy and “dynamic” otherwise.  
DNA nanowire fabrication involves static self-assembly. 
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Molecular recognition is a term used to describe the specific 
interaction between two or more molecules by non-covalent bonding.  
Various kinds of non-covalent bonds can play a role in molecular 
recognition: hydrogen bonds, metal coordination bonds, hydrophobic 
interactions, van der Waals interactions, π-π interactions, coulombic 
interactions.  Some non-covalent interactions are more significant than 
others in specific cases.  The molecules or particles involved in 
molecular recognition generally exhibit both shape complementarity 
(geometrical fit) and charge complementarity (e.g. positive surface 
binding to negative, hydrophobic to hydrophobic, hydrogen bond donor 
to acceptor). 

Molecular recognition is a basic feature of the macromolecular 
constituents of the living cell.  Many examples could be given: ligand-
receptor interactions, protein-protein interactions, protein-DNA 
interactions, DNA-DNA interactions, and so on.  The protein 
hemoglobin, for instance, binds diatomic oxygen with high specificity at 
several distinct sites.  Each site is formed in part by a non-covalently 
bound molecule called porphyrin, a rather complicated ring structure that 
is synthesized by the endogenous molecular machinery of all known 
living organisms.  In DNA, one molecular “strand” of the double helix 
“recognizes” its complement, forming a large number of hydrogen bonds 
between structurally complementary chemical moieties.  Certain small 
molecules show considerably higher specificity for the ribosomes of 
bacteria than the ribosomes of vertebrates, making these small molecules 
useful as antimicrobial agents.  Chemists have designed artificial 
molecular systems to display a type of molecular-scale recognition.  
Crown ethers, for example, can be selective for specific cations.  All 
such nanoscale structures imitate biology in some respects.  These 
nanoscale structures are fascinating and should be studied.  Much of the 
world or what can be done with the atoms the world is made of is not yet 
known!  Will it be possible to turn novel nanoscale structures into 
devices of practical value?  Will it be possible to develop practical 
methods of producing these structures at a scale that will support the 
commercialization of the devices? 
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1.3. Nanoscience, Nanotechnology and Nanosystems 

We have noted that “top-down” fabrication approaches become 
prohibitively expensive as device dimensions approach the nanometer 
range.  Academic scientists and engineers and industry visionaries have 
therefore been keen to prospect for novel strategies for submicron 
fabrication methods, in the hope that it might be possible to transform the 
more reliable strategies from a laboratory-scale approach into a 
mainstream process.  “Bottom-up” approaches to device or materials 
fabrication, which typically involve self-assembly or molecular 
recognition, have been a subject of intense interest since about 2000, 
when state sponsorship of research and development in nanotechnology 
rose sharply.  It is generally agreed that bottom-up approaches can 
indeed provide viable alternate pathways for the fabrication of nanoscale 
devices, and that such devices can display different or more desirable 
properties than counterparts made by conventional methods. 

An example of a bottom-up approach that has been explored in 
recent years is a generic synthetic method of rational design of multiply-
connected and hierarchically-branched nanostructures [6].  The structures 
are built inside nano-channels in anodic Al2O3 templates.  The nano-
channels enable controlled fabrication of branched nanostructures,
including carbon nanotubes and metallic nanowires which display 
several hierarchical levels of multiple branching.  The number of 
branches, the frequency of branching, and the overall dimensions and 
architecture of the nanostructures can be controlled precisely by way of 
pore design and templated assembly.  The technique is useful for making 
nanostructures of considerable morphological complexity and therefore 
could have influence the design of future nanoscale systems. 

Many researchers in nanoscience and nanotechnology have found 
interesting ideas molecular-scale biology and begun applying them in 
new ways. The biomacromolecules of the living cell, particularly 
proteins, are aptly called “nanobiomachines.”  Ordered peptide structure 
was first visualized at atomic resolution in the early 1950s, the structure 
of the DNA double helix appeared in 1953, and the first high-resolution 
protein structures became available at the end of the 1950s.  It was not  
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until relatively recently, however, that molecular-scale biology came to 
play a key role in inspiring nanosystem design [7, 8], despite several 
references to biology in Feynman’s famous talk, “(Plenty of ) Room at 
the Bottom” [9].  Some will find it counterintuitive, but there is a 
plausible sense in which nanotechnology was born of biology and 
medicine [10]. 

Biomolecular systems can be used to investigate the physics of 
nanostructures.  From the yin point of view, so to speak, there is the use 
of nanosized metal clusters as a tool, for example, to manipulate 
biomolecular systems or to develop nanoscale sensors [11-14].  And 
from the yang perspective, there is using biomolecules as templates to 
build inorganic nanostructures [15-20].  Both approaches are reviewed 
below.  Both general areas of nanobiotechnology have commercial 
potential.  As we shall see, DNA is a promising candidate material for 
forming nanowires and nanostructured assemblies of wires from about  
5 nm to up to several microns. 

2. Nanowires 

Interest in nanowires and related quasi-1D structures, often called 
nanotubes or nanorods, has risen sharply in recent years.  The nanowire 
has come to be regarded as a key building block for bottom-up 
fabrication of different micro-/nanosystems.  Unique material properties 
exhibited by nanowires have considerable potential for the development 
of functional devices, for example electronic devices such as diode logic 
gates [21], bipolar transistors [22], and field effect transistors (FETs) 
[23-25].  Cobalt, nickel and iron nanowires having giant magneto-
resistance are potentially useful for high-density storage memory [26-28].  
These can devices can in principle be integrated into systems of devices, 
as with their micro-scale counterparts. 

There are different bottom-up approaches to one-dimensional 
nanostructure fabrication.  The most successful methods of this type have 
been vapor-liquid-solid (VLS) growth, laser-assisted catalytic growth 
(LCG), and template-based methods (TBMs).  Various other non-
biomolecular nanowire assembly approaches are being investigated, for 
example the use of electric and magnetic fields, laminar flow in 
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microfluidic channels, and Langmuir-Blodgett compression.  In this 
section we consider nanowires in general, providing background 
information useful for assessing the advances and future prospects of 
results presented in the section on DNA-templated nanowires.

VLS was first used to grow single-crystal silicon whiskers by 
Wagner and Ellis in the mid-1960s [29].  The approach was developed 
by Givargizov in the following decade [30].  More recently, Yang and 
coworkers have described real-time growth of germanium nanowires by 
VLS [31].  To produce these nanowires, material from the vapor is 
incorporated into the growing nanowire via a liquid catalyst, commonly a 
low melting point eutectic alloy.  There are three general stages in the 
process (Figure 1).  In the first, gold nanocrystals and germanium vapor 
form an alloy that liquefies at high temperature.  Liquid alloy condenses 
on a decrease of temperature and some of the germanium segregates as a 
crystal.  In the second stage, germanium nuclei precipitate at the liquid-
solid interface.  Germanium vapor continues to dissolve into the alloy, 
furthering segregation.  In the third stage, condensed germanium grows 
into solid single crystal nanowires. 

Figure 1.  The mechanism of VLS. (a) The three-stages of growth: Alloying, nucleation, 
and axial growth. (B) Relationship of temperature and composition.  Adapted from ref. 
31.  Copyright 2001 American Chemical Society. 

LCG, developed by Lieber and colleagues, is an improvement on the 
VLS method for nanowire fabrication [32].  3-6 nm Si and Ge 
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nanoclusters are generated by a pulsed laser, initiating nanowire growth.  
Photochemical energy is used to condense vapor species into solid 
nanoscale crystals.  Subsequent steps resemble VLS.  LCG has been used 
to fabricate semiconductor nanowires made of compounds from the III-V 
groups or II-VI groups, including GaN [33], GaAS, GaP, InAs, InP, 
GaAs/P, InAs/P, ZnS, ZnSe, CdS, and CdSe [34].  The average diameter 
of these nanowires is 11-30 nm, and the orientation is mainly <111>.  A 
wide range of different nanowires can be prepared by LCG because a 
laser can be used to generate nanoseeds of many different materials. 

There are different TBM approaches.  One is the negative template 
method.  Nanowires are deposited into long cylindrical pores, which 
serve as arrays of negative templates.  Pore structure, orientation and 
distribution on the template together determine width, length, and 
distribution of the nanowires.  In track-etched substrates, for example, 
discrete cylindrical pores can be generated by ion bombardment followed 
by chemical etching.  Possin et al. have fabricated metal nanowires with 
a diameter of ~40 nm by filling track-etched pores on mica [35].  Anodic 
alumina can also be used for this purpose.  Well-ordered honeycomb-like 
nanopores can be realized by anodization of aluminum in an acidic 
electrolyte.  The size of pores and distance between adjacent pores are 
mainly determined by anodization conditions.  Other negative templates, 
for example polymethylmethacrylate, polystyrene, glass and silica, have 
also been used for nanowire fabrication [36]. 

Nanowire fabrication by electrochemical deposition, introduced by 
Martin and coworkers [37], is the most widely used template-based 
method.  An advantage is that different kinds of nanowires can be 
prepared: the material for the nanowire can be a metal [38-47], a 
semiconductor [48, 49], or a conducting polymer [50-53].  The template 
is soaked in electrodeposition solution.  A metal film deposited on the 
template then serves as an electrode for electrodeposition.  Extraction of 
nanowires from the template post fabrication can be achieved by 
chemical dissolution of the template (if it is a thin membrane) or by 
application of an AC field.  Nanowires thus fabricated can be highly 
conductive.  Electron transfer during electrodeposition is rapid along a 
highly conductive pathway. Other negative template methods of 
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nanowire fabrication are chemical vapor deposition, electroless plating, 
and sol-gel chemistry [36]. 

Table 1. Applications of Nanowires

Potential applications Nanowires 
Fabrication 

method 
Width 
(nm) 

Ref. 

Diode logic 
gates 

Si/GaN VLS/LCG 10-30 21 

Bipolar 
transistor 

Si LCG 20-50 22 

Field effect 
transistor 

InP/Si/CdS LCG/CVD 5-75 
23-
25 

Storage 
memory 

Fe/Co/Ni TBM ~200 
26-
28 

Nanoelectronics 

Interconnection GaN/InP/Si LCG NA 67 

Laser ZnO/GaN/CdS VLS/LCG 
10-
200 

54-
58 

Waveguides ZnO/SnO2 VLS 
40-
350 

58-
59 

Photodetector/ 
Switch 

ZnO/InP VLS/LCG 20-60 
61-
63 

Optoelectronics 

Light emitting 
diode 

InP/Si/GaN LCG/VLS 45 
23, 
60 

NEMS Sensors Si/SnO2 LCG/VLS 10-20 
64-
66 

Prospective applications of nanowires encompass nanoelectronics, 
optoelectronics, and nanoelectromechanical systems (NEMS) (Table 1).  
Some of the fabrication methods enable single crystal growth of 
semiconductor nanowires of controlled length and diameter.  These 
nanowires can display a high electrical conductance by n- or p-type 
doping.  Elemental electronic devices, diodes, logic gates, bipolar 
transistors, and FETs, which are conventionally integrated on a planar 
silicon substrate, have been realized in 1-D nanowires [21-25].  P-N 
junctions, which are formed by combining P-type and N-type 
semiconductors in very close contact, display properties which are useful 
in modern electronics.  A single nanowire in a P-N junction is potentially 
advantageous for various devices, for example lasers [54-58], 
waveguides [58, 59], light emitting diodes [60], photodetectors and 
optical switches [61-63].  Wide band-gap semiconductor materials, for 
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example ZnO, GaN and InP, are useful as laser cavities and can emitting 
monochromic light from the UV to the IR.  The first electrically driven 
nanowire-based laser was fabricated by Lieber and coworkers [56].  
Yang and coworkers have shown that nanowires made of ZnO emit 
monochromic light at 385 nm after optical excitation [54].  GaN 
nanowires have been reported to function as a blue UV laser. 

Nanowire-based sensors could be used to detect trace quantities of 
biomolecules and chemicals in NEMS devices [64-66].  Cui et al., for 
example, have reported that the conductance of modified silicon 
nanowires scales linearly with the pH of solution [64].  These nanowires 
could be used to fabricate tiny pH sensors.  Single nanowires could also 
be useful for array-based screening of chemicals and in vivo diagnostics.  
Hahm et al. have demonstrated than a silicon nanowire-based device can 
be used to detect nucleic acid with high fidelity and sensitivity [66].  
Nanowire-based NEMS could possibly be used to detect proteins, viruses, 
and other pathogens with high sensitivity. 

Besides metallic and semiconductor nanowires, Bi and Bi2Te3 

nanowires have been shown to exhibit unique thermoelectric properties 
[68]. Resistivity decreases monotonically with temperature increase.  
These nanowires could be useful in a miniature cooling system. 

Recent work has emphasized control over the fabrication and 
advanced technology applications of conductive nanowires [69-71], 
magnetic nanowires [72], semiconductive nanowires [73-88], and other 
nanowires [89-93].  Great gains in methods and understanding have been 
made.  Nevertheless, further research and development are needed to 
understand the unique properties of nanowires made of different 
materials.  Although much remains to be learned, it seems clear enough 
that some nanowire-based devices and systems are closer than others to 
becoming a commercial reality. 

3. DNA-Templated Nanowires 

3.1. Introduction 

DNA-based nanotechnology is an active and growing field.  DNA 
molecules have been put to use in many different ways.  Nevertheless, all 
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of these approaches have made use of the structural or specific molecular 
recognition properties of DNA.  A fascinating illustration of the 
molecular recognition properties of DNA is the self-assembly of novel 
supramolecular DNA nanostructures [94].  See Figure 2.  Another 
intriguing example is the use of DNA molecules in a novel type of 
computing [95]. 

Figure 2.  Cube formed from microscopic DNA “bricks.”  Each strand is shown in a 
different color.  Copyright 1997 Connect: Information Technology at NYU.  Reprinted 
with permission. 

A new field of DNA-based nanotechnologies has developed since the 
late 1990s.  These technologies exploit natural or synthetic DNA 
molecules as a templating material to assemble nanostructures made of 
other materials.  In the work of Alivisatos et al. [96] and Mirkin et al.
[97], for instance, gold nanoparticles were assembled into organized 
structures with nanometer precision by molecular recognition of DNA.  
Later, Loweth et al. [98] utilized the Watson-Crick base pairing to 
assemble two or three individual gold nanocrystals on specific sites of a 
single stranded DNA (ssDNA) molecule. 

DNA-templated nanowires are a distinctive class of functional one-
dimensional nanostructures.  The nanowires prepared by the LCG and 
VLS methods, which have been used exclusively for the fabrication of 
semiconductor nanowires, can be “decorated” and thereby 
“functionalized” with macromolecules, including DNA.  DNA-templated  
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nanowires, by contrast, are “functionalized” with metal nanoparticles, 
semiconductor nanoparticles, or conducting polymers. 

The range of possible properties of DNA-templated nanowires is 
very large.  It has nevertheless been found that key aspects of nanowire 
fabrication can generally be described in terms of established principles 
of wet chemistry, notably electrostatic interaction, complexation, redox 
reactions, and nucleation and growth.  No expensive reaction chamber is 
required for DNA-templated nanowire fabrication.  Nor is there a need 
for high temperature.  Modest infrastructure needs are attractive for low-
cost manufacturing. 

Nanowires prepared by DNA templating tend to have different 
structural properties from nanowires fabricated by LCG or VLS methods.  
This is because nanoparticle arrays on DNA molecules tend to lack 
crystallinity and uniformity.  Nanowire fabrication by electrochemical 
deposition, by contrast, results in structures and properties that depend 
essentially on template preparation.  DNA-templated nanowire 
fabrication is done on DNA molecules, uniform linear polyanions having 
a diameter of 2 nm.  The length of DNA molecules is tunable from 
nanometers to microns.  The exquisite molecular recognition capability 
of a single-stranded DNA (ssDNA) can be used for precise positioning of 
DNA nanowires on a 2D substrate. 

Fabrication of conductive silver nanowires on bacteriophage λ DNA 
connecting two micron-spaced microelectrodes by Braun et al. [99] in 
1998 marked the birth of DNA-templated nanowires.  Since then, DNA 
nanowires with electrical properties have been the object of considerable 
attention.  Silver [99-107, 121, 135], gold [100, 101, 106, 108-125], 
palladium [126-129], platinum [130-133], and copper [134-137] have 
been used to “metallize” DNA molecules in the preparation of nanowires.  
Electroless chemical plating on λ DNA templates, which are ~16 µm 
long, has been the main approach.  Synthetic DNA molecules [102-104, 
106] and polyribonucleic acid (RNA) molecules [124, 125] have been 
employed as nanowire templates.  Magnetic [138-143], semiconductor 
[144-151], conducting polymer [152-156] nanowires have successfully 
been fabricated on nucleic acid templates.  Advanced applications of 
DNA-templated nanowires or systems have been studied for the 
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development of nanoscale devices [157-163], DNA detection systems 
[157], FETs [158], and quantum interference devices [160]. 

This section of the review provides background information on DNA 
structures, DNA template stretching and positioning, DNA nanowire 
fabrication methodologies, electrical DNA nanowires, magnetic DNA 
nanowires, semiconducting DNA nanowires, conducting polymer DNA 
nanowires, and applications of DNA nanowires. Collectively, the 
reviewed results provide insight on the feasibility of using DNA 
nanowire in the development of nanodevices. 

Figure 3.  Schematic diagram of the structure of double-stranded DNA.  (a) Double helix; 
(b) chemical structure; (c) molecular model.  Each subunit consists of a phosphate group, 
a sugar and one of four bases: adenine (A), thymine (T), guanine (G) or cytosine (C).  
Molecular recognition in Watson-Crick base pairing means that A pairs with T only, and 
G pairs with C only.  Two classes of binding site for DNA-templated metallic nanowire 
fabrication are shown: Negatively charged phosphate groups in the polymer backbone, 
and the N7 atom in bases G and A and the N3 atom in bases C and T.  The distance 
between two adjacent bases is approximately 0.34 nm.  The diameter of a duplex 
molecule is approximately 2 nm.  Copyright Pearson Education, Inc. 
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3.2. DNA Structure 

Linear double-stranded DNA has a crystallographic diameter of 2 nm 
and a length of 0.34 nm per subunit (Figure 3a).  The overall length of 
the molecule can be orders of magnitude longer than its width.  This 
large aspect ratio makes DNA especially well suited for the template-
based bottom-up fabrication described here.  Molecular length and copy 
number can be controlled by established methods of molecular biology, 
for example DNA ligation, enzymatic digestion, and polymerase chain 
reaction. 

The utility of DNA for nanoassembly is directly related to its unique 
molecular recognition properties.  These properties are due to the basic 
units of a DNA molecule, known as nucleosides or bases.  Each consists 
of a 5'-carbon sugar (deoxyribose), a nitrogenous base, and a single 
phosphate group in the polymer backbone (Figure 3b).  There are four 
different bases in DNA – adenine (A), thymine (T), guanine (G) and 
cytosine (C).  A pairs only with T to form two hydrogen bonds in normal 
double-stranded DNA, and G pairs only with cytosine C to form three 
hydrogen bonds.  The sequence of the subunits in a DNA strand can be 
prepared at will by modern synthetic methods and determined with great 
accuracy by modern sequencing methods. 

Two polynucleotide chains with complementary sequences form a 
single double-stranded molecule in which the strands twist together to 
form the familiar right-handed helical spiral (Figure 3a).  The bases are 
on the inside of the helix, stacked atop each other like the steps of a 
spiral staircase (Figure 3c).  Bases in one strand match up spontaneously 
by molecular recognition with bases in a complementary strand.  This 
base pairing has been adapted for the assembly and positioning of 
nanowires.  Precise spatial arrangement of assembled nanostructures can 
be achieved on the length scale of a few nanometers.  The molecular 
recognition properties of DNA also enable the spontaneous formation of 
complex nanostructures. 

The backbone of each polymer strand comprises a sugar moiety and 
a negatively charged phosphate group.  DNA thus has a “natural” affinity 
for ions, nanoparticles, organic molecules, and other “building blocks:” 
non-covalent electrostatic interactions with cations or coordination 
coupling with various metals.  The polyanionic backbone of DNA 
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(Figure 3b) can bind positively charged nanoparticles.  Metal ions such 
as Pt(II) and Pd(II) are coordinated by the N7 atoms of DNA bases.  The 
first step in most approaches to DNA-templated nanowire fabrication is 
the self-assembly of nanowire precursors, mostly ions or nanoparticles, 
on DNA templates by electrostatic attraction. 

3.3. DNA Stretching and Positioning 

Fabricating well-defined DNA-templated nanowires requires aligned 
surface deposition.  Single-stranded DNA is especially useful for specific 
positioning by molecular recognition.  Migration of a DNA molecule for 
localization on a surface can be achieved by bulk fluid flow or relative 
motion of the air-water interface.  Localization efficiency can be 
improved by surface modifications favoring DNA-substrate interaction.  
Precise positioning on a microstructured substrate is critical for the 
integration of nanoscale structures in devices.  Parallel processes will 
have to be established to facilitate technologically relevant integration 
densities. 

Methods of immobilization, stretching, and positioning of DNA 
molecules are tools for controlling template and nanowire structure, as 
well as spatial orientation and localization.  A DNA molecule in aqueous 
solution will be a random coil due to thermal fluctuations.  The 
persistence length of a DNA molecule will be governed by the charge of 
the sugar-phosphate background and the associated counterions.  Entropy 
will shorten the end-to-end distance, often to a much smaller size than 
the contour length.  DNA molecules must therefore be stretched to serve 
as templates for organized nanowire fabrication.  Strand aggregation can 
occur, giving rise to an uneven distribution of cation binding sites and 
therefore irregular structures. 

Various approaches have been developed to stretch and orient DNA 
molecules.  These include molecular combing [164-174], electrophoretic 
stretching [175-185], hydrodynamic stretching [186-190], van der Waals 
interactions [191].  Molecular combing is straightforward: no chemical 
modification of DNA molecules or substrate is required.  The process 
can nevertheless yield a well-dispersed parallel array of molecules on 
surfaces of different hydrophobicity or hydrophilicity.  “Combed” DNA 
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template molecules are not only oriented by combining but generally 
also become strongly bound to the substrate, which is favorable for 
subsequent metallization and nanowire characterization.  Electrophoretic 
stretching with an AC field is useful for stretching and positioning 
nanowire templates directly between electrodes.  The approach facilitates 
characterization of some properties of the resulting wires.  However, no 
report on DNA-templated nanowire fabrication based on electrophoretic 
stretching has yet appeared.  Spin stretching, a type of hydrodynamic 
stretching, does not require chemical modification of DNA.  It has been 
used successfully in nanowire fabrication.  These approaches are 
discussed in detail in the present section.  The detailed molecular 
mechanics of these processes, though interesting, will not be covered 
here. 

Figure 4. Molecular combing for DNA stretching. (a) Schematic diagram of the principle. 
Reprinted from ref. 1. Copyright 2006 IOP Publishing Ltd. (b) Schematic diagram of the 
“gas-flow” method of stretching.  Reprinted from ref. 128 with permission. Copyright 
2003 the American Chemical Society. 

In molecular combing [164], a single DNA molecule or bundle of 
DNA molecules is stretched by a receding meniscus between a substrate 
and coverslip (Figure 4a).  DNA is deposited on the substrate, for 
example silanzied glass, and the terminus of a molecule or bundle reacts 
with surface vinyl groups, anchoring the molecule or bundle to the 
substrate.  Surface tension promotes the extension of DNA molecules 
during a dewetting step.  The extension force is greater than the entropic 
force but smaller than the force needed to break covalent bonds.  
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Molecules thus become oriented parallel to the direction of meniscus 
movement. 

The end-to-end distance of combed bacteriophage λ DNA molecules 
depends on the substrate surface [165].  In a recent study the length was 
21–24 µm on a silanized hydrophobic surface and 16–18 µm on 
hydrophilic anti-dioxigenin. Other surfaces, for example polystyrene, 
polymethylmethacrylate (PMMA), and polylysine, are reportedly useful 
for molecular combing [166].  DNA combing efficiency was highest on a 
hydrophobic surface in pH 5.5 solution.  Interactions with the 
hydrophobic surface allowed the molecule to be overstretched to 130–
150% of the contour length.  Gueroui et al. [167] have reported that a 1-
dodecanol coating will reduce surface tension and decrease the end-to-
end length of stretched DNA to close to its crystallographic length. 

Various improvements on the basic concept of molecular combing 
have been developed.  Examples include mechanical control of meniscus 
movement [168], movement of substrate rather than coverslip [169], and 
dipping of silanzied glass into DNA solution (rather than deposition of 
DNA on glass) followed by extraction of the glass at a constant rate 
[170].  The length distribution of DNA molecules can be narrowed by 
moving the meniscus at a steady speed.  The constant extension force on 
the molecules is useful for template preparation for nanowire fabrication. 

Li et al. have used a modification of molecular coming to align DNA 
molecules on mica [171].  Nitrogen gas flow was applied at a 45° angle 
to a DNA-coated surface. The DNA molecules extended to their full 
length as the liquid-air-mica interface was blown dry.  A key advantage 
of this “gas-flow” method is ease of use.  No modification of DNA or 
substrate is required.  Deng et al. have used the gas-flow method to 
stretch DNA and fabricate 1D parallel and 2D crossed palladium 
nanowire arrays [128].  2D DNA templates were prepared by applying 
gas-flow combing twice (Figure 4b).  Compressed gas flow was applied 
to DNA solution on a mica substrate; the second DNA alignment was 
made by applying gas flow in the direction perpendicular to the parallel 
array of stretched DNA molecules.  Kim et al. have reported a detailed 
comparative study on molecular combing, gas-flow combing, and spin 
stretching of DNA [172].  It was found that DNA molecules stretched on 
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polystyrene or a polymethylmethacrylate substrate by the gas-flow were 
less extended than stretching by molecular combing or spin stretching. 

A simple method has been developed for the reproducible creation of 
highly aligned DNA nanowires in the absence of surface modification or 
special equipment [173, 174]. Stretched DNA molecules on a 
polydimethylsiloxane (PDMS) surface were transferred to another 
surface by transfer printing from a relief pattern.  Fluorescent 
microscopy and atomic force microscopy then revealed that many DNA 
molecules were highly aligned on the second surface.  Two-dimensional 
assembly of DNA nanowires was realized by repeating the transfer 
process at 90° relative to the first transfer.  The approach is potentially 
useful for the fabrication of DNA chips and functional electronic circuits 
of DNA-based 1D nanostructures. 

Electrophoretic stretching involves stretching DNA molecules in an 
applied DC or AC field.  In DC electrophoretic stretching, a uniform 
field results in the migration of polyanionic chains of DNA toward the 
anode, thus stretching the molecules [175-177].  This technique requires 
DNA immobilization in a gel matrix prior to stretching, making it less 
than ideal for the development of DNA-templated nanowires.  In an AC 
field, by contrast, stretched DNA molecules are positioned between two 
electrodes and chemical modification of the molecules is not required. 

Dielectrophoresis (DEP) is a non-uniform field effect which orients 
dipolar objects parallel to the direction of electric field [178-185].  When 
the field strength and frequency are high, DEP can be used to stretch 
DNA molecules to their full length.  Washizu et al. [178-180] have 
studied DEP effects on DNA and found that large thermal fluctuation 
near the electrodes might be responsible for low efficiency stretching and 
positioning.  Dielectrophoresis stretching has not yet been used for DNA 
nanowire fabrication.  The floating electrode approach [180] could make 
dielectrophoresis for useful for this purpose. 

Hydrodynamic stretching is another widely used method of 
stretching DNA molecules [186-190].  Dynamic flow is applied to DNA 
molecules which are tethered at one end.  The drag force generated by 
the momentum gradient between the applied flow and the DNA chains 
align them in the direction of the flow.  Extension of the molecules 
depends on the flow velocity and solution viscosity.  A disadvantage of 
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the method for nanowire fabrication is that the substrate or the DNA 
molecules must be chemically modified for anchoring. 

Spin stretching is a simplified and effective hydrodynamic stretching 
method for aligning DNA molecules [189-190].  Droplets of DNA 
molecules are transferred onto silanized glass, which is then spun at 3-5 
krpm.  The rotational dynamic flow generates a viscous force, extending 
the DNA molecules.  The average extension of DNA is greater at the 
periphery of the glass than near the spinning center, the higher linear 
speed at the periphery leading to a higher viscous force on the DNA 
molecules. 

The development of straightforward and reliable methods of 
preparing the interface between a nanowire and a specific surface will be 
important for the development of nanoscale electronic devices.  DNA-
templated nanowires can be interconnected to electronic circuit elements 
by anchoring the DNA templates to a surface prior to metallization. In 
current DNA nanowire research, the major method for nanowire 
positioning is known as modified combing [102-103, 105, 111, 120, 122, 
127-129, 152]. DNA molecules are deposited in droplets between 
electrodes and then stretched by drying.  The process is simple and no 
modification of DNA is required, but the overall process tends to yield 
relatively poorly ordered nanowires. 

DNA-based molecular recognition and gold-thiol coupling have been 
used to position single DNA molecules on gold microelectrodes [99].  In 
this approach “sticky ends” of double-stranded DNA, created by 
digestion with restriction enzymes, bond to oligonucleotides capped with 
a thiol group at their 3' ends by molecular recognition (Figure 5).  A 
covalent bond is formed between the molecules by ligation, a process 
achieved with an enzyme called ligase.  Dynamic flow perpendicular to 
the electrodes is then used to stretch the modified DNA molecules, which 
are bound to gold electrodes by gold-thiol coupling.  The strength of this 
coupling prevents the DNA molecules from becoming unattached during 
subsequent template functionalization steps.  Mbindyo et al. [192] have 
positioned oligonucleotide-modified gold nanowires on a 2D substrate 
coated with complementary oligonucleotides.  After hybridization, only 
nanowires capped with oligonucleotides were positioned on the surface. 
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Highly efficient and precise positioning of DNA on a 
microstructured surface has been demonstrated recently.  Maubach et al.
[193] have used a positively charged surface to achieve positioning of 
exactly one DNA molecule between two electrodes.  The same group 
[194] has utilized guiding microelectrodes to facilitate template 
alignment during combing, improving the yield of positioned DNA 
molecules. 

Figure 5. Attachment of DNA to gold electrodes.  The top image shows the electrode 
pattern used in the experiments. (a) Oligonucleotides with two different sequences 
attached to the electrodes. (b)  DNA bridge connecting the two electrodes.  Reprinted 
with permission from ref. 99.  Copyright 1998 Macmillan Publishers Ltd. 
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Figure 6.  Schematic diagram of DNA stretching and positioning. (a) Molecular combing 
of DNA on a PDMS stamp; (b) silicon chip with patterned gold electrodes is modified to 
amino-terminated surface, which strongly binds DNA; (c) transfer aligned DNA from a 
PDMS stamp to a modified silicon chip by microcontact printing; (d) crossed DNA 
structures prepared by repetitive contact printing at right angles; (e) DNA strands 
positioned between gold electrodes.  Reprinted from ref. 195 with permission.  Copyright 
2005 American Chemical Society. 

Zhang et al. have adapted the methods described in refs 173-174 and 
demonstrated a multi-step approach for stretching and positioning DNA 
on gold electrodes that takes advantage of both molecular combing and 
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microcontact printing [195].  Parallel DNA arrays were combed on a 
PDMS stamp (Figure 6a).  Then, patterned gold electrodes on silicon 
were modified to yield an amino group-terminated surface (Figure 6b).  
Microcontact printing was then used to transfer aligned DNA molecules 
from the stamp to the silicon surface (Figure 6c).  Figure 6d shows 2D 
crossed DNA structures stretched by repetitive contact printing.  The 
second layer of aligned DNA was achieved by changing the direction of 
printing direction.  Figure 6e shows stretched DNA molecules positioned 
between two gold electrodes.  This method allows tuning the orientation 
of DNA strands relative to the electrodes by changing the printing angle.  
Moreover, control over the density, linearity, and extension of the 
stretched DNA molecules is greater than by other methods, in part 
because the PDMS surface is more uniformly hydrophobic than a 
silanized surface. 

3.4. Nanowire Fabrication Methodologies 

Functional DNA-templated nanowires are typically made of at least 
two types of material: DNA templates and nanoparticles having certain 
physical properties.  In the case of electrical nanowires, for example, 
which are proposed to function as interconnecting elements in future 
nanocircuitry, the nanowire resulting from the fabrication process must 
be electrically conductive.  The poor conductivity of unmodified DNA 
[196-200] prohibits its direct use in electronic circuits.  Assembly of 
nanoparticles of good electrical conductors on linear template DNA, a 
process called metallization, enhances conductivity.  Similarly, magnetic 
nanowires can be achieved by deposition of magnetic nanoparticles or 
nanoclusters on DNA templates. 

Many different approaches have been developed to deposit target 
nanomaterials on DNA templates to achieve “functionalization.”  Figure 
7 illustrates the three main methods used to fabricate DNA-templated 
nanowires.  A common strategy is a two-step chemical process – 
nucleation and growth.  The result is continuous nanowire in aqueous 
solution.  In the first step, which is optional in some cases, DNA-
nanoparticle complexes are prepared.  These nanowire precursors then 
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serve as active nuclei for autocatalytic growth on nanowires in an 
appropriate electroless plating bath. 

Figure 7.  Schematic of the three main methods used to fabricate DNA-templated 
nanowires in a wet environment. 

Method 1 in Figure 7 involves the direct assembly of nanoparticles 
on DNA.  This approach is widely used to fabricate electrical, magnetic, 
semiconductor, and conducting polymer nanowires.  Positively charged 
nanoparticles or polymer units bind to negatively charged DNA 
backbones (Figure 3b) by coulombic attraction.  Positively charged gold 
nanoparticles have been used to make electrical nanowires [108-109, 111, 
112].  Other kinds of positively charged nanoparticles, such as magnetic 
iron oxides [138-140], CdS [145], and CdSe [147-149], have been 
assembled into 1D nanostructures on DNA templates.  Conducting 
polymer nanowires have been prepared by electrostatic interaction 
between charged moieties on non-DNA polymers [152-154] and the 
DNA backbone. 

In different approaches, hydrogen bonding between complementary 
DNA bases, conventional gold-thiol coupling, and biotin-streptavidin 
binding have played an important role in work in nanowire studies  
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[114-117].  Gold nanoparticles, for example, have been attached to thiol-
modified oligonucleotides which were then hybridized to single-stranded 
DNA (ssDNA) templates by molecular recognition.  Streptavidin-coated 
gold nanoparticles have been used to bind biotinylated DNA, making use 
of the very strong association between streptavidin and biotin. 

 Method 2 involves multiple chemical reactions.  In the first step, 
metal cations bind to DNA phosphate groups or chelating nitrogenous 
bases (Figure 3b) and thereby activate the DNA template.  Next, metal 
ions bound to DNA are reduced to nanoparticles.  Finally, nanoparticles 
or nanoclusters thus formed on DNA catalyze nanowire growth in an 
electroless plating baths.  This general approach is also called electroless 
plating.  The activation step is crucial for nanowire growth.  It has been 
shown that nanoparticles or clusters do not deposit on non-activated 
DNA [126, 127, 130-133, 141, 142].  Metal cations such as Ag(I) [99], 
Cu(II) [134-137], Cd(II) [144, 151] have been used to bind to 
polyanionic DNA by electrostatic interaction. 

Certain transition metal ions bind to the nitrogen atoms of the DNA 
bases and form metal-DNA complexes by coordination coupling 
involving to d orbitals.  The N7 atoms of the bases guanine and adenine 
form strong complexes with Pt(II) and Pd(II) ions [201-203], and the N3 
atoms of the bases thymine and cytosine strongly interact with Pd(II) 
ions [204], Pd [126-129] and Pt [130-133].  Such binding has enabled 
nanowire fabrication on the basis of coordination coupling. The 
advantage of this method is that certain metal nanoparticles can be used 
to catalyze growth of nanowires made of different materials 
(“heterogeneous growth”).  Magnetic Co [141] and Ni [142] nanowires 
have been fabricated by catalysis of Pd nanoparticles on DNA templates. 

In the first step of Method 3, known as “two-step metallization,” a 
reducing agent substitutes for the nanoparticles or ions in Methods 1 and 
2.  The reducing agent glutaraldehyde, for example, attaches to DNA by 
a Michael-type addition.  During incubation of DNA-aldehyde with Ag(I) 
solution, Ag(0) nanoclusters deposit uniformly on DNA by virtue of 
localization of the reducing agent.  This method has been used 
successfully to prepare silver [100-105] and gold [100] nanowires.  In 
this case gold nanowire growth was based on the binding of silver 
nanoparticles to DNA.  Both double-helical λ DNA and synthetic DNA 
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templates, such as 4 × 4 DNA tiles and triple-crossover DNA tiles, have 
been used in silver nanowire fabrication. 

Most DNA-templated nanowires have been fabricated by the three 
methods illustrated in Figure 7.  Some less often used methods have also 
been used with success.  Quake et al. [119], for example, have developed 
a dry method to metallize DNA: sputtered gold was deposited directly on 
a DNA molecule stretched between two electrodes.  Later, this method 
was used to fabricate superconducting Mo21Ge79 nanowires [160], which 
are potentially useful in the development of quantum interference 
devices.  Patolsky et al. [120] have developed a UV-assisted approach to 
nanowire assembly.  Berti et al. [121] have also used UV light to achieve 
highly efficient reduction of Ag(I) ions bound to λ DNA. 

Polymer nanowire fabrication is discussed in Section G.  Sections D-
F discuss details of electrical, magnetic, and semiconductor nanowire 
fabrication and physical properties of the resulting structures. 

3.5. Electrical Nanowires 

A major potential application of DNA-templated nanowires is to 
provide interconnection between devices in future nanoelectronic circuits.  
These nanowires must be conductive.  As noted above, unmodified DNA 
is as an electrical insulator. Study in the electrical DNA-templated 
nanowire field has focused on converting DNA templates in conductors.  
Silver [99-107, 121, 135], gold [100, 101, 106, 108-125], palladium 
[126-129], platinum [130-133], and copper [134-137] nanowires have 
been fabricated from DNA templates.  The conductivities of these 
nanowires have been measured on model devices with the nanowire 
providing interconnection.  The methods shown in Figure 7 are main 
ones used in the assembly of electrical nanowires. 

3.5.1. Silver/Gold 

100 nm-wide conductive nanowires of silver have been fabricated on 
molecular DNA templates stretched between micro-electrodes [99].  
Figure 8 shows the microstructure and I-V properties of these nanowires.  
The metallization process used in this work (Method 2) has become a 
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model for DNA-templated nanowire fabrication in a wet environment.  
Two 12-mer oligonucleotides capped with a thiol group were hybridized 
and ligated to λ DNA templates.  The templating DNA was then attached 
by gold-thiol coupling to gold electrodes separated by a 16 µm gap 
(Figure 5).  Dynamic flow of solvent was used to orient and stretch the 
modified λ DNA molecules between the electrodes.  During 
metallization, silver cations became bound to DNA by Ag/Na ion 
exchange.  Hydroquinone was then used to reduce the Ag(I)-DNA 
complexes.  The resulting Ag(0) nanoparticles nucleated further 
metallization of DNA, creating a nanowire.  A significant decrease in 
resistance was observed.  The nanowire shown in Figure 8a had a 
resistance of 30 MΩ (Figure 8c).  A resistance of 7 MΩ was found 
following further deposition of silver (Figure 8d).  I-V behavior was 
ohmic (dashed line in Figure 8d).  The negative control shows that DNA 
was insulating prior to metallization (insets in Figure 8d).  The calculated 
resistivity of these nanowires, 3.4×10–3

Ω-m, is higher than that of bulk 
silver.  Drawbacks of the method include low shape uniformity and low 
electrical conductivity. 

An advantage of nanowires made with DNA is that highly specific 
molecular recognition can be used for precise patterning of the 
interwiring components in the development of complex nanoelectronics.  
Keren et al. [100] have developed “sequence-specific molecular 
lithography” for selective metallization of molecular DNA templates.  
The approach is a novel tool for the self-assembly of molecule-sized 
devices.  RecA bind to segments of DNA having a specific nucleotide 
sequence, forming nucleoprotein filaments (2027 bases, ~689 nm).  See 
Figure 9a(i).  Bound RecA filaments then functioned as photoresist in 
conventional lithography, the RecA protein preventing the binding of 
aldehyde to DNA (Figure 9a(iii)).  Bound aldehyde then reduced Ag(I) 
to Ag(0) in regions of DNA not coated by RecA.  Silver nanoparticles 
could not growth on the RecA-DNA segment during silver metallization 
(Method 3).  See Figure 9a(iv).  Panels c-f of Figure 9 show RecA-DNA, 
Ag(0)-DNA, and Au(0)-DNA structures prepared by this approach to 
molecular lithography.  An insulating gap was present on the DNA 
nanowire at sites occupied by RecA after silver and gold metallization 
(Figure 9d-f ).  Single silver nanowires with multiple insulating gaps 
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were fabricated by engineering DNA molecules [101].  DNA fragment A 
(2052 bp, ~700 nm, treated with aldehyde) and DNA fragment B (1106 
bp, ~350 nm, not treated with aldehyde) were digested with restriction 
enzymes and ligated.  This led to longer pieces of DNA which alternated 
between A and B.  Figure 9b shows that molecular lithography with 
RecA yielded 350 nm insulating gaps on silver nanowires. 

Figure 8.  The first DNA-templated nanowires. (a) AFM micrograph of a 100-nm wide 
silver nanowire; (b) a three-dimensional magnified view of the same structure; (c-d) I-V 
characteristics of the nanowires. Arrows indicate the direction of voltage scans.  
Reprinted with permission from ref. 99.  Copyright 1998 Macmillan Publishers Ltd. 

Molecular lithography offers exciting new possibilities for precise 
patterning with nanowires at the molecular level.  Fabrication by Method 
3, however, though it allows confinement of grown metal nanoparticles 
on DNA templates, is limited if the nanowires are fabricated in aqueous 
solution.  Metal ions are inevitably reduced in solution and deposit at 
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random locations on the substrate.  This leads to nanowires that display 
highly heterogeneous structures, for example irregular branching and 
necklace structures (Figure 8a).  In Method 3, reduced Ag(0) clusters 
deposit predominantly on the template where the reducing agent is 
localized prior to metallization.  As Figure 9f shows, it was possible to 
grow gold nanowires with low background by the catalysis of localized 
Ag(0) nuclei. 

Figure 9. Patterned silver and gold nanowires by molecular lithography. (a) Schematic 
diagram of the process; (b) Ag(0) deposited on ligated DNA fragments. Upper panel: 
Two 700 nm silver clusters are separated by a 350 nm gap. Lower panel: Three 700 nm 
silver clusters are separated by two 350 nm gaps. (c) ~2 kb RecA nucleoprotein filament 
bound to λ DNA; (d) silver nanoparticles grown on naked DNA; (e-f ) AFM and SEM 
images of the nanowires after gold metallization.  Scale bars: 330 nm in (b); 500 nm in 
(c-f ); 250 nm in inset of (e).  (a-b) reprinted with permission from ref. 101. Copyright 
2004 American Chemical Society; (c-f ) reprinted from ref. 100. Copyright 2002 
American Association for the Advancement of Science. 

Double-helical λ DNA has been the most widely used source of 
DNA for nanowire templates. Synthetic DNA sequences have also 
proved interesting for nanotechnology [102-104].  Yan et al. [102], for 
example, have designed and assembled ~5 µm long DNA nanoribbons  
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with a uniform width of ~60 nm.  This novel DNA structure has crystal-
like lattices with periodic square cavities.  The basic unit is 4 × 4 tile, a 
four-arm junction made of nine oligonucleotides (Figure 10a-b).  The 
two-step silver metallization process (Method 3) was used to produce 
highly conductive nanowires out of the DNA ribbons.  Figures 10c and 
10d show DNA nanoribbons before and after metallization, respectively.  
The micron-long silver nanowire has the average height of 35 nm and the 
width of 43 nm (Figure 10d).  Relative to bare DNA, the metallized 
nanowires are taller and wider than the non-metallized structures; 
metallized 4 × 4 nanoribbons do not life flat on the surface.  I-V 
measurement showed linear ohmic behavior for the silver nanowires in 
Figure 10e.  The measured resistance of 200 Ω is similar to the bulk 
electrical resistivity of silver. 

DNA tiles, well-organized DNA nanotubes [103], and DNA 
filaments [104] have shown promise as nanowire templates.  The 
structures were assembled from synthetic oligonucleotides having 
programmed sequences to control base pairing.  Two types of triple-
crossover tiles and 1D triple-helix bundle (3HB) tiles are shown in 
Figures 11a and 11e, respectively.  These unit tiles have been assembled 
into micron-long, lattice-like nanowire templates.  “Nanotubes” with 
three coplanar double-helical domains, anti-parallel strand exchange 
points (the strands change direction on crossing over), and an odd 
number of helical half-turns between crossover points (TAO nanotubes) 
have been prepared.  These structures have a uniform diameter of ~25 
nm (Figure 11c-d).  3HB filaments have a diameter of ~4 nm, 
corresponding to the width of single DNA tile (Figure 11f ).  These 
synthetic DNA-based structures have been metallized with silver by a 
two-step metallization process (Method 3).  The resulting metallized 
TAO nanotubes were ~35 nm high, ~40 nm wide, and up to ~5 µm long.  
I-V measurement revealed a resistivity of 1.4-3.2 × 10–5

Ω-m, 
significantly higher than that of bulk polycrystalline silver (1.6 × 10–8  Ω-
m).  The silver nanowires formed from 1D-3HB DNA filaments had an 
average diameter of ~ 30 nm and length of ~2 µm.  The diameter ranged 
from ~20 nm to ~ 50 nm.  I-V measurement has been done on electrodes 
with different gap spaces.  These nanowires displayed ohmic behavior 
and had a resistivity of 2.25-2.57 × 10–6

Ω-m, much higher than the bulk 
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resistivity of silver.  The morphology of the silver nanowires assembled 
from DNA nanotubes and filaments was very similar to the nanowires in 
Figure 11d-e.  Nanowires built on synthetic DNA tiles are generally 
more uniform and less grainy and than nanowires fabricated from B-form 
ds-DNA templates.  A plausible explanation is that the wider DNA tile 

Figure 10. Silver nanowires fabricated on DNA nanoribbons. (a) The 4 ×4 tile contains 
nine oligonucleotides which form a four-arm junction; (b) schematic and AFM images of 
the self-assembled nanoribbon structures; (c) SEM image of the 4 ×4 nanoribbons prior 
to metallization; (d) SEM image of metallized DNA nanoribbons; (e) a silver nanowire 
deposited on electrodes and its I-V characterization.  Scale bars: 500 nm in (c-d). 
Reprinted from ref. 102. Copyright 2003 American Association for the Advancement of 
Science. 
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Figure 11. DNA nanotubes and filaments for nanowire templates. (a) Two types of 
triple-crossover DNA tiles.  Each tile is made by four oligonucleotides.  (b) 25 nm-wide 
TAO nanotube with eight tiles each layer; (c-d) AFM images of TAO nanotubes; (e) 
detailed structure of a one-dimensional three-helix-bundle DNA tile, composed of nine 
oligonucleotides; (f ) a three-helix-bundle DNA filament nanowire template. (a-d) 
reprinted with permission from ref. 103. Copyright 2004, National Academy of Sciences, 
USA. (e-h) reprinted from ref. 104. Copyright 2005 American Chemical Society. 

assemblies have a greater capacity to bind aldehyde, leading to 
greater deposition of silver nuclei in the first step of metallization.

The two-step metallization process (Method 3) on B-DNA or 
synthetic DNA localizes aldehyde on the template and thereby limits 
metal deposition off the template.  Park et al. have optimized this method 
on λ DNA and on synthetic ds-DNA [105].  The diameter and length of 
silver nanowires have been found strongly dependent on DNA-
glutaraldehyde complexation time, dialysis time, and incubation time of 
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DNA with Ag(I).  Nanowires fabricated under optimal conditions were 3 
µm long and 35 nm wide.  Thinner, 15 nm wires have also been 
fabricated.  Two-terminal I-V measurement indicated linear ohmic 
behavior of the nanowires at 300 K and 77 K.  Fischler et al. [106] have 
modified the two-step metallization process with synthetic DNA (900 
bps) containing alkyne-modified cytosines.  Click chemistry was used to 
convert the alkyne groups on DNA to sugar triazole derivatives, which 
then reacted by a Tollens reaction to produce tiny silver metal deposits.  
Uniform bimetallic silver/gold nanowires having a diameter below 10 
nm were prepared by this approach. 

Direct assembly of nanoparticles on DNA (Method 1) has also been 
successful for gold nanowire fabrication. Four mechanisms have been 
used in the metallization process: electrostatic interaction between 
positively charged gold particles and polyanionic DNA, molecular 
recognition of DNA, gold-thiol coupling, and biotin-streptavidin 
interaction.  Kumar et al. [108] and Sastry et al. [109], for example, have 
reported that linear arrays of lysine-coated colloidal gold (~4 nm) can be 
assembled on DNA by electrostatic attraction between the polyanionic 
DNA backbone and the positively charged gold nanoparticles.  Harnack 
et al. [110] have used 1-2 nm trisphosphine-labeled gold particles to 
grow continuous nanowires.  The gold nanoparticles bound to DNA with 
high density, providing numerous seeds for catalyzing nanowire growth.  
The resulting nanowires were 30-40 nm wide and showed ohmic 
behavior with a conductivity of 3 × 10–5

Ω-m.  Ongaro et al. [111] have 
fabricated 20-40 nm gold nanowires in the catalysis of 4-(dimethylamino) 
pyridine-stabilized gold nanoparticles.  The positively charged gold 
nanoparticles bound to calf thymus DNA by electrostatic attraction prior 
to nanowire growth.  A method of forming highly ordered assemblies of 
gold nanoparticles along DNA molecules on substrates has been 
developed by Nakao et al. [112].  Well-stretched DNA templates were 
used to achieve well-aligned assemblies with long-range order.  Also, 
oxidized aniline-capped gold nanoparticles became strongly attached to 
DNA through electrostatic interaction.  Two different assembly methods 
were carried out, resulting in continuous deposition and necklace-like 
deposition of gold nanoparticles along DNA molecules. 
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Pre-programmed conductive nanowires are needed for the rational 
fabrication of nanoscale electronics based on molecular assembly.  DNA 
is useful for the purpose.  Nishinaka et al. [113] have described a method 
which relies on the DNA-RecA nucleoprotein filament template.  DNA-
functionalized gold nanoparticles were reacted with the thiol groups of 
cysteine-modified RecA derivatives (Method 1).  The gold nanoparticles 
were then enhanced by chemical deposition to create uniformly 
metallized nanowires.  The DNA-RecA protein templates have several 
advantages over DNA alone: higher stability, greater stiffness, increased 
homologous paring for site-selective metallization and junction 
formation.  Site-selective gaps and three-way junctions were successfully 
demonstrated. 

High uniformity and high conductivity important aims of electrical 
nanowire fabrication.  ssDNA templates of repetitive sequence might be 
useful for achieving these aims by promoting the binding of 
nanoparticles to DNA with uniform inter-particle distance.  This will in 
turn enable the fabrication of uniform nanowires by catalysis by highly 
ordered metal nuclei.  Weizmann et al. [114] have used the 
ribonucleoprotein telomerase to synthesize ssDNA having a repetitive 
sequence.  1.4 nm gold nanoparticle-functionalized oligonucleotides 
were hybridized to the complementary sequences of the telomeric repeat 
unit (Method 1).  Uniform gold nanowires (50-80 nm wide) were 
fabricated by catalytic gold enhancement on the template.  In a second 
approach to metallization, amine groups were added to the template by 
telomerization in the presence of a modified nucleotide, namely, 
aminoallyl-functionalized dUTP. Active ester-modified gold 
nanoparticles then became covalently bound to amine groups in the 
template. 

Beyer et al. [115] have synthesized long ssDNA nanotemplates by 
rolling circle amplification (RCA).  In this efficient biological method, 
DNA polymerase continues copying a 74-nucleotide long circular DNA 
to generate a single strand with a length of up to several microns.  The 
sequence is repetitive (Figure 12a). Biotinylated complementary 
oligonucleotides were hybridized to the ssDNA template (Figure 12b).  
~5 nm streptavidin-tagged gold nanoparticles were attached to the 
ssDNA by binding to biotin (Figure 12c).  1D arrays of gold 
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nanoparticles were thus assembled on the DNA template with an 
interparticle spacing of 30-50 nm. 

Figure 12. (a) ssDNA template with repetitive sequence (red); (b) biotinylated 
oligonucleotides (black) bind to the ssDNA template; (c) streptavidin-coated gold 
nanoparticles bind to the template by biotin-streptavidin interactions.  Reprinted from ref. 
115.  Copyright 2005 American Chemical Society. 

In a similar study, Deng et al. [116] used RCA to fabricate micron-
long repetitive ssDNA templates for gold nanoparticle assembly.  
Thiolated 53-base oligonucleotides were attached to 5 nm gold 
nanoparticles by gold-thiol coupling.  Templates having repeat units 
complementary to the gold-capped oligonucleotides were synthesized by 
RCA to be several microns long.  Linear gold nanoparticle arrays with an 
inter-particle spacing of ~18.5 nm (corresponding to the length of the 
oligonucleotides) were formed by spontaneous base pairing by molecular 
recognition. 

Li et al. [117] have utilized DNA triple crossover molecules to 
assemble highly ordered streptavidin and gold nanoparticle arrays.  Such 
DNA molecules consist of three double-helix strands (in contrast to one 

(a)

(b)

(c)
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double helix in B-DNA) and form three layers of helices in a single plane.  
The top and bottom layers were biotinylated.  Two layers of streptavidin 
(~4 nm) in a linear array were assembled on the DNA template by 
interaction with biotin.  In addition, streptavidin-conjugated gold 
nanoparticles were assembled into 1D strucutres.  This assembly strategy 
could be useful for the development of a programmable logic in 
molecular-scale electronic circuits. 

A drawback of DNA-templated nanowires is the necklace-like inter-
particle spacing, which contributes to low electrical conductivity.  Use of 
ssDNA prepared by the RCA method outlined above is one way of 
addressing the matter.  Other approaches have been developed.  The 
nanoconjunction method proposed by Lee et al. [118], for example, 
could be useful for “soldering” nanoscale spaces between adjacent 
particles.  Oligonucleotide-modified gold colloids (8 nm) were linked to 
12-, 21- and 42-mer oligonucleotides.  Hybridization resulted in gold 
nanoparticles linked to duplex DNA molecules.  Silver ions bound to the 
DNA were reduced to crystalline silver.  For the 12- and 21-mer 
oligonucleotides, silver metal deposited on both the gold surface and on 
the DNA, fully capping the original gold nanoparticles and soldering the 
spaces between two adjacent gold nanoparticles.  For the 42-mers, the 
spaces were not well soldered because silver preferred to deposit on gold.  
This method of silver nanoconjunction could be useful for repairing 
nanowire defects and achieving higher nanowire conductivity. 

Some methods other than those illustrated in Figure 7 have yielded 
promising results.  Quake et al. [119] have reported that gold evaporation 
on a single DNA template can be used to form thin nanowires which 
display quantum mechanical properties.  DNA molecules were first 
stretched across a 60 nm-wide trench created by EBL.  Evaporation of 
gold at an oblique angle led to 5-8 nm-wide nanowires.  Interestingly, 
“diving-board” nano-resonators (i.e. broken nanowires) were detected 
over the trench.  The authors considered it possible to fabricate high 
frequency (GHz) mechanical resonators out of these over-hanging 
nanowires.  In any event, the approach represents yet another means of 
metallizing DNA: evaporation or sputtering a target metal on DNA 
molecules stretched across a trench.  The expected advantage of the 
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approach is that nanowires thus prepared can be very thin and highly 
uniform. 

Patolsky et al. [120] have developed an approach of binding 
nanoparticles directly to DNA bases.  ~1.4 nm gold particles labeled with 
amino psoralen become intercalated into a poly-A/poly-T DNA duplex 
by a photochemical reaction.  UV irradiation then catalyzes covalent 
binding of amino psoralen to bases of DNA.  Berti et al. [121] have used 
light at 254 nm to photoreduce Ag(I) ions which are bound to λ DNA by 
electrostatic attraction.  The high reduction efficiency is associated with 
the DNA bases, which act as light sensing promoters.  Irradiation at 388 
nm wavelength, by contrast, does not result in the formation of silver 
nanoparticles on DNA.  Typical nanoparticles thus formed had a 
diameter of 1.5-3 nm, independent of Ag(I) concentration and irradiation 
time.  Changes in experimental conditions did influence homogeneity of 
coverage of DNA templates. 

3.5.2. Palladium/Platinum/Copper 

These DNA nanowire systems are formed by a selectively 
heterogeneous, template-controlled mechanism.  Multi-step chemistry 
(Method 2) is the most common approach.  DNA “platination,” for 
example, refers to the direct bonding of Pt(II) ions to electron pair 
“donor” atoms (e.g. N and O) within the DNA molecule.  The N7 atoms 
of purines (G and A) are favorable targets [201-203].  Such reactions are 
known by their relevance to the mechanism of certain anti-cancer drugs.  
Complex formation requires a labile ligand as a leaving group within the 
ligand coordination sphere.  The other transition metal ion, Pd(II), binds 
to the N3 atoms of the bases thymine and cytosine by coordination 
coupling [204].  The complexation of Pt(II) or Pd (II) with DNA is a 
form of “activation” of the DNA template.  Activation allows control 
over the fabrication process.  Metal nanoparticles become deposited 
primarily on activated DNA during the electroless plating step, leading to 
nanowires with low background and high homogeneity.

Richter et al. [126] have studied the formation of nanoscale 
palladium clusters on a DNA template.  A distinction is made between 
chains of separated clusters and a continuous coating to give a metal 
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nanowire.  Cluster deposition was used to metallize λ DNA (Method 2).  
This was accomplished by activating the DNA with palladium ions and 
then immersing the complex in a reducing bath.  The result was the 
formation of ~50 nm Pd nanoclusters on the DNA.  Increasing the 
duration of the reduction process led to well-separated palladium clusters 
on the DNA which became quasi-continuous with a grain-like structure. 

Single double-stranded DNA molecules have been used to fabricate 
metallic palladium nanowires [127].  The DNA molecules were 
positioned between macroscopic gold electrodes prior to metallization.  
Low-resistance electrical interfacing was obtained by pinning the 
nanowires to the electrodes with electron-beam-induced carbon lines.  
The wires had an average diameter of 50 nm and an estimated 
conductivity of 2 × 104 S cm–1 (Figure 13).  Transport behavior was 
ohmic at room temperature.  Specific conductivity was only one order of 
magnitude below that of bulk Pd. 

Deng and Mao have reported a simple method for fabricating 1-D 
parallel and 2-D crossed metallic nanowire arrays [128].  Molecular 
combing was used to form these ordered nanostructures by stretching 
and aligning linear DNA molecules into parallel or crossed patterns.  The 
organized DNA molecules were subsequently metallized by electroless 
deposition of palladium. 

The electrical conductivity of DNA-templated palladium nanowires 
has been measured at different temperatures [129].  Nanowires with a 
diameter of ~60 nm after fabrication by Method 2 were pinned between 
two electrodes with a space of 5 µm.  These nanowires exhibited ohmic 
transport behavior at room temperature, and resistance decreased linearly 
with decreasing temperature.  Below 30 K, a logarithmic increase of 
resistance was found with decreasing temperature.  This quantum effects 
in a disordered metallic film.  Annealing of palladium nanowires was 
found to improve conductivity by increasing structural order.  A 9-10 
fold decrease in resistance was found after heating at 200 °C. 

The synthesis and preliminary characterization of platinum 
nanoparticles on DNA has been achieved by chemical reduction of 
platinated DNA (Method 2) [130-133].  Activation of DNA is a critical 
step in this approach to DNA nanowire assembly.  The character of metal 
ion binding to DNA determines the coverage of metal deposits on the 
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templates and the heterogeneity of the resulting nanowires.  Ford et al.
[130] have used Method 2 to reduce Pt(II)-activated DNA with sodium 
borohydride.  The result was formation of ~1 nm Pt nanoclusters on the 
DNA.  Electroless plating with gold resulted in 4-6 nm gold deposits on 
the template.  Gaps were present between the resultant nanoparticles, but 
the chains could still serve as precursors for nanowires or display 
interesting properties for quantum electronics behavior, which differs 
from that of most bulk metals, was ascribed to Seidel et al. [131] have 
  

Figure 13. Palladium nanowires. (a) A single nanowire fabricated between two 
electrodes.  Inset shows a nanowire with a diameter of ~ 50 nm. (b) I-V curve of a 
palladium nanowire.  The resistance is 743 Ω, corresponding to a conductivity of 2 × 104

S cm–1.  The sample behaved as an insulator after the wire was severed.  Reprinted from 
ref. 127 with permission. Copyright 2001 American Institute of Physics. 

investigated effects of DNA activation on the heterogeneity of the 
nanowires.  It was found that DNA was not metallized by Pt(0) without 
prior activation by Pt(II).  By contrast, DNA activated with Pt(II) at  
37 °C for 16 h was uniformly metallized by 3-5 nm Pt(0). 

(a) (b)
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Figure 14. TEM micrographs of platinum nanoclusters on DNA.  Pt(II)-DNA complexes 
in solution were treated with (a) dimethylaminoborane or (b) citrate.  Reprinted from ref. 
133 with permission. Copyright 2004 American Chemical Society. 

The microscopic mechanism of platinum cluster nucleation on DNA 
templates has been studied by first-principle molecular dynamics 
simulations [132].  The authors found that Pt(II) complexes bound to 
DNA can form strong platinum-platinum bonds with free platinum 
complexes after a single reduction step, and may thus act as preferential 
nucleation sites.  The hypothesis was corroborated by a series of 
experiments in which purely heterogeneous platinum growth on DNA 
was achieved.  A long activation time was required to deposit Pt(0) 
nanoparticles able to initiate growth of nanowires with high coverage 
and heterogeneity.  The activation process controlled the structure and 
heterogeneity of Pt(0) clusters on DNA after chemical reduction.  Metal 
cluster necklaces of exceptional thinness and regularity were thus 
fabricated. 

Seidel and co-workers have investigated conditions for growing 
chains of nanosized clusters of platinum on DNA templates [133].  The 
metallization procedure consists of just a few efficient steps (Method 2).  
A relatively long incubation period for complexation of dsDNA  

(b)(a)
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molecules and Pt(II) complexes was necessary to obtain template-
directed formation of chains having thin and uniform clusters of 
complexes.  Figure 14a shows uniform ~5 nm clusters of platinum on 
DNA.  The clusters were acquired by treating Pt(II)-DNA with 
dimethylaminoborane.  The platinum ion to base ratio was 65:1.  
Addition of citrate stabilized the metal clusters and yielded metallized 
chains of ~5 nm having increased structural uniformity (Figure 14b).  
Chemical reduction of the DNA/salt solution by citrate was done prior to 
the incubation step.  In the absence of this chemical “activation,” DNA 
acts a non-specific capping agent for the complexes and random 
formation of aggregates occurs.  Base stacking along the DNA molecule 
was significantly distorted by complexation with Pt(II) but the molecule 
remained double-stranded.  Systematic variation of the concentration of 
platinum salt, DNA, and reducing agent led to the conclusion that there 
is a moderately broad optimum concentration value for fabrication of 
comparable quality of clusters on DNA. 

Copper has a low dielectric constant and is currently used for 
interconnection of devices in integrated circuits.  Monson and Woolley 
have deposited copper onto surface-attached DNA to form nanowire-like 
structures that are ~3 nm tall [134].  DNA was first aligned on a silicon 
surface and then treated with aqueous Cu(NO3)2.  Cu(II) associates with 
the DNA template by coulombic attraction (Method 2).  Copper was then 
reduced by ascorbic acid to form a metallic sheath around the template.  
A more complete coating was obtained by repeating the Cu(II) and 
reduction steps.  Control experiments involving treatments with aqueous 
NO3

– or Mg2+ solutions showed no change in DNA height on exposure to 
reductant.

Becerril et al. [135] have described an “ionic surface masking” 
method to reduce off-template deposition in the fabrication of silver and 
copper nanorods.  Non-specific background deposition of metal is low in 
this procedure.  The template for the silver nanorods was single-stranded 
DNA, whereas that of the copper nanorods was double-stranded DNA.  
Alkali metal cations with high affinity for SiO2 were used to passivate 
the silicon surface, creating a physical and electrostatic barrier against 
non-specific adsorption of Ag+ or Cu2+ and subsequent deposition of 
metal.  In silver nanorod synthesis there was a 51% reduction in the 



Gu et al. 258

number of non-specifically deposited nanoparticles and an even greater 
decrease in their dimensions.  With copper, there was a 74% decrease in 
the number of non-specifically deposited nanoparticles.  The ability to 
fabricate metallic nanorods with ssDNA templates could be combined 
with direct surface hybridization of oligonucleotide-coupled, 
electronically active nanostructures at predetermined positions on single-
stranded DNA, yielding nano-scale electronic circuits. 

Table 2. Properties of Some DNA-templated Electrical Nanowires 

Metal Template Method 
Width 
(nm) 

Resistivity 
(Ω-m) 

Ref. 

Ag λ-DNA 2 ~100 3.4×10–3 99 

 DNA nanoribbon 3 ~ 43 2.4 × 10–6 102 

DNA TAO 
nanotube 

3 ~40 1.4-3.2 × 10–5 103 

 1D 3HB DNA 3 ~30 2.3-2.6 × 10–6 104 

λ-DNA 3 ~35 1-2 × 10–5 105 

Au λ-DNA 3 50-100 1.5 × 10–7 100 

Calf thymus 
DNA 

1 30-40 3 × 10–5 110 

Calf thymus 
DNA 

1 20-40 2 × 10–4 111 

Pd λ-DNA 2 ~50 5 × 10–7 127 

Pt λ-DNA 2 1-5 NA 133 

Cu λ-DNA 2 ~3 NA 134 

As we have seen, conductive metallic nanoparticles or nanoclusters 
can be assembled on molecular DNA templates by direct assembly 
(Method 1), electroless plating (Method 2), and two-step metallization 
(Method 3) approaches.  Table 2 summarizes the various electrical 
nanowires that have been made by these methods.  In general, nanowire 
uniformity depends on DNA activation, the nanoscale nuclei, and the 
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template molecules themselves.  Branching structures, uneven 
interparticle distances, and background deposition can occur.  Method 3 
is especially advantageous for formation of uniform nanoclusters on 
DNA because the reducing agent is bound to templates prior to 
metallization.  This method, however, has not been used to fabricate 
nanowires other than silver.  The more flexible Method 2 has been used 
to fabricate nanowires of palladium, platinum, and copper, as well as 
cobalt and nickel (see next section).  Improvement in confinement of 
deposit onto DNA is needed for further development of nanowires 
prepared by the template-based approach. 

To conclude this section, synthetic DNA structures such as 
nanoribbons, TAO nanotubes, and 1D 3HB filaments seem more 
advantageous than λ DNA for fabricating highly uniform and conductive 
silver nanowires.  The wider synthetic templates can probably bind more 
aldehyde than intrinsic B-DNA.  As a result, more silver nanonuclei 
deposit on the DNA, resulting in increased uniformity of nanowire 
growth.  The lowest resistivity achieved with these nanowires is ~2-3 × 
10–6

Ω-m, about two orders of magnitude greater than the resistivity of 
bulk polycrystalline silver.  Highly conductive gold and palladium 
nanowires seem promising for nanoelectronics development.  Although 
there is no report on the electric measurement of DNA-templated 
nanowires made of platinum, it should be possible to prepare highly 
uniform and conductive nanowires with this metal.  Ultra-thin and 
uniform-spaced platinum nanoparticles have been formed on DNA by 
tuning reaction conditions. 

3.6. Magnetic Nanowires 

Development of magnetic nanowires will be important for high-
density memory storage devices and magnetic field sensors [26-28].  
One-dimensional nanostructures of iron, cobalt, and nickel exhibit 
directional anisotropy, as do bimetallic nanowires of these elements.  
Remanence ratio and coercivity are greatly enhanced on the longer axis.  
Electrochemical deposition has been the main approach in magnetic 
nanowire fabrication.  The quality of electrodeposited nanowires has 
depended strongly on pore uniformity and size distribution of the 
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membrane templates.  Here, we summarize attempts to fabricate 
magnetic nanowires by combining DNA-templating and Fe3O4 [138], 
Fe2O3 [139-140], CoFe2O3 [140], cobalt [141, 143], or nickel [142].  The 
methods used are direct assembly (Method 1) and electroless plating 
(Method 2) in aqueous solution.  As in electrical nanowire fabrication, 
DNA bases and phosphate groups are the target binding sites for 
template functionalization with magnetic materials.

Figure 15. Magnetic force microscopy images of DNA-templated magnetic nanowires.  
Column A, lift height effect on 5 nm gold nanoparticles on DNA.  Column B, MFM 
images of Fe2O3 nanoparticles on DNA at different heights.  Column C, MFM images of 
CoFe2O3 nanoparticles on DNA at different heights.  Scale bar is 500 nm.  Reprinted 
from ref. 140 with permission.  Copyright 2007, American Chemical Society. 
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Nyamjav et al. [138] have employed direct assembly (Method 1) to 
fabricate magnetic nanowires from Fe3O4. Positively charged Fe3O4

nanoparticles of 1.5-8 nm diameter were uniformly coated onto DNA in 
solution by electrostatic attraction.  Magnetic properties of the resulting 
nanowires were measured by magnetic force microscopy (MFM).  The 
results showed that the nanoparticles were densely packed onto the DNA 
templates.  The force gradient between the MFM tip and the sample was 
detected by monitoring the frequency shift in locked phase.  At a height 
of 25 nm, individual Fe3O4 nanoparticles in the topographic image 
appeared continuous, indicating magnetic interaction. 

Kinsella et al. have studied how DNA coated with magnetic 
nanoparticles remains biologically active and accessible to the Bam HI 
restriction enzyme [139].  Long DNA molecules were coated with 4.1 
nm diameter F2O3 nanoparticles by electrostatic attraction.  Coated, 
stretched, and surface-bound DNA was then incubated with Bam HI, a 
restriction enzyme that specifically recognizes the based sequence 
GGATCC and cuts the DNA into two pieces.  The authors showed that 
despite the presence of nanoparticles on the DNA, the enzyme was still 
able to recognize the cleavage site and effectively digest the assembly.  
The result would suggest that the binding affinity of the nanoparticles for 
DNA is not high. 

Others have fabricated magnetic Fe2O3 and CoFe2O3 nanowires on 
DNA templates by direct assembly [140].  Pyrrolidinone-coated Fe2O3

having a diameter of ~4.1 nm and 3.4 nm-diameter CoFe2O3

nanoparticles were bound to λ DNA by electrostatic interaction.  A 
superconducting quantum interference device indicated that both Fe2O3

and CoFe2O3 nanoparticles are superparamagnetic at room temperature.  
For a control, polylysine-coated gold nanoparticles were also assembled 
on DNA in the same way.  The structure and magnetic properties of the 
nanowires thus formed was studied by MFM.  Figure 15 shows a series 
of MFM images for the three types of nanowires at different heights.  
Columns A, B, and C show the phase shifts of gold, Fe2O3, and CoFe2O3

nanoparticles on DNA, respectively.  The top row shows topography.  
The Fe2O3 column has a much stronger phase shift than the gold column, 
indicating a gradient in the stray field.  As height increases, the phase 
shift becomes weaker.  Phase shifts in the CoFe2O3 column are stronger 
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than in the Fe2O3 column, because CoFe2O3 has a significantly higher 
saturation magnetization than Fe2O3.  A signal is clearly detectable at a 
height of 25 nm.  Multiple domains in the CoFe2O3 nanowires are 
apparent in column C, indicated by a difference in brightness.  These 
measurements confirm that the deposits on DNA templates were in fact 
magnetic. 

Heterogeneous nucleation and growth has also been used to deposit 
one type of metal nanoparticles on another type of metal.  Gu et al. have 
reported the fabrication of Co [141] and Ni [142] nanowires on a DNA 
template by the catalysis of Pd nanoclusters having a diameter of several 
nanometers in a multi-step metallization process.  The nanowires thus 
formed ranged from 10 nm to 30 nm in diameter.  The effect immersing 
Pd(II):DNA complexes in a Co reducing bath was monitored by 
spectrophotometry.  DNA activation by Pd(II) was essential for growing 
Co and Ni structures on the DNA templates.  Uniformly distributed Pd(0) 
nanonuclei of 2–3 nm diameter on DNA templates catalyzed deposition 
of Co and Ni in a subsequent reaction.  Immobilization of the DNA 
templates was important for high-quality electroless plating of the 
nanostructures.  Quasi-parallel Co and Ni nano-arrays were prepared by 
combing DNA templates before metallization.  The method could be 
developed to fabricate magnetic nanowires of iron, cobalt, nickel and 
other materials.  The metallization process could probably be improved 
at each step, for example, by controlling the ratio of reactants, reaction 
time, and temperature.  Study of the interaction between DNA molecules 
and nanoscale metal particles could be useful in the creation of novel 
hybrid structures. 

3.7. Semiconductor Nanowires 

Above, we briefly discussed semiconductor nanowire fabrication by 
VLS, LCG, and TBM.  Here, we describe bottom-up assembly of 1D 
semiconductor chains by DNA templating.  Although DNA-templated 
semiconductor nanowires are typically less regular than semiconductor 
nanowires fabricated by the other methods, the templating approach is 
more straightforward and less expensive than the others, and the 
resulting structures can be as thin as a few nanometers. Quantum 
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confinement is important in this range; nanorods of CdSe, for example, 
show high photoluminance in polarized light.  The focus in this section is 
on the fabrication process (Methods 1 and 2) and structure-associated 
optical properties of the nanowires. 

Figure 16.  DNA-templated CdS nanowires. (a-b) AFM image of nanowires.  Scale bare 
500 nm in (a), 100 nm in (b).  (c) SEM image of a single CdS nanowire bridging 
electrodes. (d) Luminance image of a nanowire between electrodes. Reprinted from ref. 
147 with permission. Copyright 2007 Wiley-VCH Verlag.

Two years before the birth of DNA-templated electrical nanowires 
[99], Coffer et al. assembled semiconductor CdS nanoparticles on a 
3455-bp plasmid DNA template (Method 2) [144].  Cd ions bound to 
DNA to form Cd(II)-DNA complexes, which were immobilized on a 

(a) (b)

(c) (d)
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surface and then treated with hydrogen sulfide.  CdS nanoparticles 
having a diameter of ~5 nm formed ring structures with a circumference 
of 1.2 µm, defined by the plasmid DNA template.  The basic idea for 
constructing semiconductor nanostrucutures from DNA templates was 
thus demonstrated.  Later, in work by Torimoto et al. [145], ~3 nm CdS 
nanoparticles modified with thiocholine to make them positively charged 
bound to the phosphate groups of DNA by electrostatic interaction 
(Method 1).  Chains composed of densely packed CdS nanoparticles 
were found by transmission electron microscopy.  The inter-particle 
distance was ~ 3.5 nm, corresponding to a length of 10 base pairs in B-
DNA. 

Dittmer and Simmel have reported a method of depositing 
nanoparticles of the p-type semiconductor CuS on DNA templates, both 
in solution and on a surface [146].  Cu(II) ions bound to DNA phosphate 
groups and bases.  The Cu(II)-DNA complex solution was treated with 
the reducing agent Na2S.  1-10 nm CuS nanoparticles with individual 
nanocrystals were obtained.  The authors found that the use of DNA 
bundles as templates was helpful for increasing the density of CuS 
nanoparticles on DNA. 

Better control over the synthesis DNA-templated CdS nanowires has 
been reported by Dong et al. [147].  The same chemical scheme as in ref. 
143 was utilized: Cd(II) in a complex with DNA was reacted with Na2S 
to produce CdS.  The reaction was carried out in solution and on two 
different surfaces: mica and alkyl-coated silicon.  It was found that 
nanowires on the silicon surface were irregular and aggregated due to the 
movement of DNA strands in the reaction.  Figure 16a-b shows CdS 
nanowires with a diameter of 12-14 nm.  The nanowires were prepared 
by incubating DNA solution and the reactants for 24 h at 4 °C and 
transferring them to a substrate.  CdS nanoparticles prepared in solution 
were more uniform and more densely coated on DNA than on the surface.  
In the absence of DNA, CdS quantum dots had a peak emission at 650 
nm.  The DNA-CdS system, by contrast, had a peak emission of 520-540 
nm in photoluminance spectra, suggesting that CdS had deposited mainly 
on the DNA templates.  Figure 16d-c shows a single CdS nanowire 
stretched between electrodes.  I-V curves were typically non-linear.  
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Bright emission in the luminescence image confirmed that the nanowire 
was made of CdS nanoparticles. 

Elongated semiconductor CdSe nanorods would be useful for the 
development of microemitters of polarized light and micron-scale 
photosensors.  Artemyev et al. have reported that DNA molecules can be 
used to build highly illuminant CdSe nanorods [148].  Positively charged 
CdSe/ZnS core-shell nanorods (22 nm in length and 4.5 nm in diameter) 
were bound to the phosphate groups of DNA immobilized on a 
Langmuir-Blodgett film.  After 5 min incubation, the resultant DNA-
CdSe nanorods had formed highly organized linear filaments.  These 
structures extended to a length of 1 µm and a width of ~100 nm, 
suggesting that electrostatic interactions were important in the structure 
formation process.  The detailed mechanism is unclear.  Figure 17 shows 
the polarized micro-photoluminescence images of synthesized DNA-
CdSe complexes following illumination with 488 nm laser light.  The 
spectra show a narrow band centered ~580 nm.  Intensity was much 
stronger for vertical (red) than horizontal polarization, confirming that 
sample filaments made of CdSe nanorods were uni-directionally 
luminescent.  In a similar report, Stsiapura et al. [149] describe the 
assembly of highly-ordered fluorescent CdSe/ZnS quasi-nanowires, 
which was driven by electrostatic interaction between positively charged 
CdSe quantum dots and DNA phosphate groups. The fluorescent patterns 
are tunable by changing particle charge density, morphology, and 
stoichiometry relative to DNA. 

An electrodeposition technique combined with the molecular 
recognition property of DNA has been developed by Sarangi et al. [150] 
for the synthesis of CdSe nanobeads and nanowires.  Two single-
stranded oligonucleotides, one with 30 guanine bases (poly-G30) and 
one with 30 cytosine bases (poly-C30), were used in this work.  Cations 
of Cd(II) and HSeO2(I) interacted with poly-G30 DNA electostatically, 
and the resulting complex exhibited a net positive charge due to charge 
reversal.  The complex migrated toward the cathode under an applied 
electric field.  CdSe nanobeads having an average diameter of ~ 3 nm 
were found to deposit on the complexes by electroactive aggregation.  
The poly-C30:poly-G30-cation complex formed long filament-like 
structures under an applied field by electrodeposition and surface 
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diffusion.  Electron diffraction analysis revealed that such nano-filaments 
are made of single cubic crystal of CdSe with a width of ~4.0 nm.  
Quantum confinement in these CdSe nanobeads was demonstrated by a 
blue shift of 0.8 eV in optical absorption.  The photoluminescence of the 

Figure 17. Room-temperature polarized micro-photoluminescence images of DNA-CdSe 
nanorod complexes.  Top, false-color images of photoluminescence, intensity increasing 
from black to blue to yellow.  Bottom, corresponding room-temperature 
photoluminescence spectra confirm the strong polarization of emission along the filament.  
Red spectrum, vertical polarization; blue spectrum, horizontal polarization. Reprinted 
from ref. 148 with permission. Copyright 2005 American Chemical Society. 
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DNA-CdSe nanostructures was blue-shifted and quenched in comparison 
with bare CdSe, suggesting a possible application in the detection of 
molecular recognition.  This electrodeposition technique has also been 
used to fabricate HgTe nanowires in the catalysis of DNA molecules 
[151].  The experiments further confirmed that electrostatic interaction 
between DNA and cations plays an important role in nanowire growth. 

3.8. Conducting Polymer Nanowires 

Figure 18. DNA-templated polyaniline nanowires.  Fabrication at (a) pH 5 and (b) pH 
3.2.  (c) Response to the proton doping-undoping process.  Left, conductance increases in 
addition of HCl vapor. Right, nanowires become non-conductive on addition of NH3. 
Reprinted from ref. 152 with permission. Copyright 2004 the American Chemical Society. 

Electrical properties of nanowires made of π-conjugated polymers 
are unique in that the conductivity can be reversibly controlled by 
chemical methods [205-207].  The method used to fabricate conducting 
polymer nanowires of this type was electrochemical deposition, the  

(a) (b)

(c)
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target materials “filling” a micron- or nano-sized cylinder-like membrane 
under an applied field [208, 209].  Ma et al. have reported that 
polyaniline nanowires can be fabricated on a DNA molecular template 
[152].  Other nanowires made of π-conjugated polymers [153-156] have 
also been fabricated on DNA.  Electrostatic interaction and π-π
interaction between the target polymers and DNA are important in 
polymer nanoparticle deposition (Method 1).  Monomer oxidation and 
protonic doping have been shown useful for increasing polymer 
conductivity.  Here, we briefly review the nanoscale assembly of 
polymers on DNA and properties of the resulting nanowires. 

In work on polyaniline nanowire fabrication DNA was stretched on 
silicon oxide by “molecular combing” [152].  Protonated aniline 
monomers (pK 9.4) were then attached to DNA and aligned by 
electrostatic interaction.  The DNA-bound monomers were 
enzymatically polymerized in the presence of horseradish peroxidase and 
H2O2, becoming 0.8-1 nm-thick polyaniline nanowires.  Morphology was 
found to have a strong dependence on pH.  Polymerization of anilines on 
DNA was best at pH 4.0.  At pH 3.2 or pH 5, by contrast, polymerization 
was incomplete or resulted in discontinuous nanoparticles, respectively 
(Figure 18a-b).  Figure 18c shows the unique electrical behavior of 
polyaniline nanowires: in an acidic (doped) solution the nanowires are 
electrically conductive, whereas in a basic (undoped) solution they are 
insulating.  These properties can be reversed by simple addition of acid 
or base. 

The key step in polyaniline nanowire synthesis is polymerization of 
monomers bound to DNA.  Nickels et al. [153] have reported that 
ammonium persulfate oxidation and photo-oxidation can be effective in 
aniline polymerization, in addition to enzymatic oxidation.  Photo-
oxidation involves the ruthenium trisbipyridinium complex, which 
absorbs at 450 nm and oxidizes anilines.  It was found that persulfate 
worked best for nanowire fabrication, leading to ~5 nm polyaniline 
particles uniformly deposited on pre-immobilized DNA.  Enzymatic 
oxidation, by contrast, led to extensive protein adsorption on the surface.  
Polyaniline nanowires made by photo-oxidation were less uniform than 
by other methods. 
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DNA-templated nanowires made of the conducting polymer 
polypyrrole (PPy) have been synthesized by electrostatic interaction 
between the target polymer and DNA [154].  The fabrication strategy 
resembled the assembly of DNA polyaniline nanowires.  Pyrrole was 
oxidized and polymerized in the presence of iron chlorides.  Fourier 
transform infrared spectra indicated a strong association between cationic 
PPy and anionic DNA in aqueous solution.  Uniform and continuous 5 
nm-wide PPy nanowires were found on the surface after stretching 
DNA/PPy complexes prepared in solution, whereas polymerization on 
DNA immobilized on a mica surface led to non-continuous nanowires.  
The nanoparticle coverage on DNA was low.  A two-terminal I-V 
measurement showed a resistance of 843 MΩ for a 5.2 nm wide and 7 
µm long PPy nanowire, corresponding to the bulk conductivity of the 
polymer.  This value is 1000-fold higher than the conductivity of PPy 
nanowires synthesized by alumina template-based chemodeposition. 

Figure 19. Redox reactions of PPhenaz-TMA/DNA nanowires. (a) PPhenaz-TMA 
nanowires oxidized by ammonium peroxodisulfate ((NH4)2-S2O8); (b) Au3+ reduced to 
Au(0) metal by PPhenaz-TMA.  The height scale is 5 nm in both images.  Reprinted from 
ref. 155 with permission. Copyright 2005 the American Chemical Society. 

Above we saw that DNA stretching techniques are useful for 
fabricating highly-oriented nanowire arrays.  DNA is usually covalently 
bonded on surface prior to being oriented, stabilizing the molecules for 

(a) (b)
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subsequent chemical reactions.  Nakao et al. have synthesized highly-
oriented arrays of nanowires made of the polymer polyphenazasiline 
with alkylammonium salts on the N atom (PPhenaz-TMA) [155].  See 
Figure 19.  The π-π interaction allows strong attachment of π-conjugated 
units of the polymer to DNA base pairs.  Two methods of fabrication of 
parallel PPhenaz-TMA nanowires have been demonstrated.  In one, the 
polymer is attached in order to stretch and orient DNA templates.  In the 
other, stretched DNA/PPhenaz-TMA complexes are prepared in solution.  
Either method can be used to prepare uniform arrays of nanowires with 
an average diameter of ~1.3 nm.  Electrochemical p-doping of PPhenaz-
TMA nanowires was done to increase electric conductivity.  Oxidation of 
the nanowires by ammonium peroxodisulfate resulted in a height 
increase of 0.6-0.8 nm (Figure 19a), related to the size of a reduced SO4

anion or a morphology change in the nanwories.  After treatment of the 
nanowires with Au3+ solution, gold nanowires were produced with a 
height of 2.4 nm (Figure 19b).  The unique modifiable electrical 
properties of synthetic polymer nanowires could be useful in 
nanoelectronics and nanosensor development. 

DNA is also serving as a prototype template for building 
nanoelectronic devices by self-assembly.  Electronic functionality is 
made possible by coordinating electronic polymer chains to DNA.  Two 
methods of fabricating aligned and ordered DNA nanowires by 
complexation with conjugated polyelectrolytes (CPEs) have been 
described [156].  Complexes were formed either in solution prior to 
DNA stretching or after stretching on a surface.  Molecular combing was 
used to stretch the complexes on patterned surfaces and naked DNA on 
PMMA.  Various methods have been used to show the coordination of 
short CPE chains to the aligned DNA. Photoluminescent nanowire arrays 
were made of complexes of conjugated ploythiophene polyelectrolyte 
and DNA (CPE/DNA).  A slight red-shift of fluorescence spectra of 
CPE/DNA relative to CPE was observed in solution, indicating 
association and absence of aggregation.  Stretching the CPE/DNA 
nanowires with a PDMS stamp on a mica substrate resulted in a linear 
array of quasi-wire nanostructures, with up to 1.8 nm nanoparticles 
decorated on DNA chains.  Assembly was also achieved by 
complexation of CPE to stretched and oriented DNA templates. 
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We have provided a brief review of DNA-templated conducting 
polymer nanowires. Fabrication of these structures is typically done by 
direct assembly of the positively charged polymer on the negatively 
charged backbone of DNA.  Complexation can be done in solution or on 
a solid surface.  The resulting polymer nanowires have a much lower 
conductivity than the metallic nanowires discussed earlier in this work, 
but the potential tunability of the electronic conductivity of polymer 
nanowires makes them attractive for the development of nanosensing 
devices.  Moreover, polymer nanowires templated by DNA are very thin 
(often just a few nanometers) and very flexible, potentially important for 
fabrication of circuits on plastic substrates.  Björk et al. [156] have 
pointed out that the superior mechanical properties of polymer nanowires 
could be an advantage over inorganic nanowires in the assembly of 
complex 3D nanostructures. 

3.9. Applications 

The creation and characterization of functional nanoscale devices 
templated on single DNA molecules is advancing nanotechnology.  
There are many interesting opportunities for further scientific study and 
technology development.  Some potential applications of DNA nanowire 
technology are in the areas of molecular detection devices [157], 
nanoelectronics [158, 159], quantum interferences devices [160, 161], 
and nanoswitches [162, 163].  A DNA array detection method, for 
example, has been developed in which the binding of oligonucleotides 
“functionalized” with gold nanoparticles brings about a change 
conductivity following binding to a target probe [157].  Binding localizes 
the nanoparticles in an electrode gap.  The deposition of gold facilitated 
by the nanoparticles bridges the gap, enabling a measurable change in 
conductivity.  The method has been used to detect target DNA molecules 
at concentrations as low as 500 fM with high nucleotide sequence 
specificity (~105:1).  Highly conductive electric nanowires are promising 
in future nanocircuitry.  Magnetic nanowires could be useful in the 
development of field sensors and storage media.  Semiconductor 
nanowires have unique optical properties and could be used to develop 
sensors and optical devices.  What follows is a brief discussion of recent 
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progress in converting the ability to fabricate DNA-templated nanowires 
into applications. 

Figure 20. FET made of a DNA-templated carbon nanotube and a gold nanowire. (a-b) A 
carbon nanotube in contact with DNA-templated gold nanowires; scale bar is 100 nm. (c) 
Device scheme. (d) Drain-source current versus drain-source bias (VDS) for different 
values of gate bias (VG): –20 V (black), –15 V (red), –10 V (green), –5 V (blue), 0 V 
(cyan), +5 V (magenta), +10 V (yellow), +15 V (olive), +20 V (slate blue).  Inset, same 
data on log scale. (e) Drain-source current versus VG for different values of VDS: –0.5 V 
(black), 1 V (red), 1.5 V (green), 2 V (blue). Reprinted from ref. 158 with permission. 
Copyright 2003 American Association for the Advancement of Science. 

FETs are basic devices in integrated circuit design.  Keren et al. [158] 
have developed a scheme for fabricating room-temperature FETs based 
on molecular recognition.  A semiconducting single-wall carbon 
nanotube (SWNT) was self-assembled between two DNA-templated 
gold nanowires.  The elements of the structure functioned respectively as 
active channel, source, and drain (Figure 20a-c).  DNA scaffold 
molecules were used for the dual purpose of providing the “address” for 
precise localization of the SWNT and serving as the template for 
interconnecting the gold wires.  Similar to the scheme in Figure 9a, ~250 

(b)

(a)

(c)

(d)

(e)
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nm long RecA nucleoprotein filaments were bound to specific sequences 
on an aldehyde-derivatized DNA template by homologous recombination.  
The RecA filament was then used to localize a streptavidin-
functionalized SWNT: a primary antibody bound to RecA, and a biotin-
conjugated secondary antibody bound to the primary antibody.  Two-step 
metallization of DNA with silver and gold yielded functional FETs 
(Figure 20a-b).  The gating polarity showed p-type conduction of the 
SWNT with saturation of the drain-source current for negative gate 
voltages (Figure 20d-e).  Although drawbacks were found in the 
fabrication methodology and function of these FETs, the work 
nevertheless demonstrated a basic assembly strategy for precise 
localization of nanotubes.  Such localization will be necessary for 
incorporating structures such as carbon nanotubes in molecular 
electronic devices. 

Discrete three-branched metal nanostructures have been assembled 
by DNA templating [159].  Such structures are potentially useful for 
positioning semiconductor nanocrystals in three-terminal electronic 
devices and interconnecting such devices.  Three 120-mer 
oligonucleotides with complementary end sequences were hybridized to 
form a ssDNA ring ~10 nm in diameter with three double-stranded DNA 
arms ~21 nm in length.  Other ssDNA molecules were biotinylated and 
then hybridized to the single-stranded ring.  A single streptavidin 
nanoparticle was thus localized to the center of the ring-arm DNA 
structures.  The resulting DNA nanostructures were then selectively 
metallized with silver or copper.  pH 2-6 and mild reducing conditions 
for metallization favored the formation of more uniform crystalline 
structures. 

Metallization of DNA by sputtering has been used to fabricate 
superconducting nanowires [160].  DNA molecules were stretched 
between electrodes prepared by EBL with a spacing of ~150 nm (Figure 
21a).  The superconducting alloy Mo21Ge79 was then coated on the DNA 
templates.  The resulting nanowires were only 5-15 nm thick (Figure 
21b).  Measurement of quantum interference has been made on two-
nanowire devices, the wire separations ranging from 265 nm to 4050 nm.  
Figure 21c shows the change in temperature-dependent resistance at a 
separation distance of 595 nm in the presence and absence of a magnetic 
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field. A transition in resistance was found to occur over a broad 
temperature range in the absence of the field.  When the field was on, 
periodic oscillations in the resistance which differed from Little-Parks 
oscillations were readily detected at any temperature (Figure 21d).  A 
quantitative explanation for the observed quantum interference 
phenomenon is that strong phase gradients are created in the leads by the 
applied magnetic field.  This superconducting device could possibly be 
used as a local magnetometer or a superconducting phase gradiometer. 

Figure 21. A DNA-templated two-nanowire device. (a) Schematic; (b) superconducting 
Mo21Ge79 coated on stretched DNA molecules; (c) resistance versus temperature in 0 T 
magnetic field (open symbols, lower curve) and in a 228 µT field (filled symbols, upper 
curve); (d) resistance versus magnetic field strength in the range 1.2-1.9 K. Reprinted 
from ref. 160 with permission. Copyright 2005 American Association for the 
Advancement of Science. 

In similar work [161], homogeneous metallic nanowires with a 
diameter below 10 nm were fabricated by suspending DNA molecules 
and metallizing them by sputtering.  A high dose, high current density 
focused electron beam from a transmission electron microscope was used 

(b)

(d)

(c)(a)
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to induce local crystallization, etching the nanowires.  The resulting 
structures, which had metallic grains and constrictions at predefined 
locations, could possibly be used in a room-temperature single-electron 
tunneling device. 

Molecular recognition and metallization of DNA have been used to 
build a 10-15 nm-wide protein-functionalized nanogaps which are 
potentially useful as nanoswitches [162-163].  A biotin molecule was 
attached at the center of a synthetic DNA template.  The DNA-biotin 
complex was mixed with positively charged gold particles, and the 
resulting complex was mixed with streptavidin.  The strong affinity of 
streptavidin for biotin led to the displacement of Au nanoparticles in the 
immediate vicinity of biotin but not from other locations on the DNA 
molecule.  A gold enhancement process yielded a nanosize gap at the 
center of conductive gold nanowires.  Exposure of these structures to 
biotin-modified gold nanoparticles resulted in a single gold nanoparticles 
localized at the gaps.  The nanoscale switches thus fabricated could 
display novel and potentially useful electrical properties. 

We have presented a few examples of potential applications of DNA 
nanowires.  Future functional nanowires must be highly productive and 
reproducible.  Achieving this goal will require robust fabrication 
strategies, supreme material properties, and cost-effective processes.  
Many fundamental questions need to be answered.  DNA-based 
nanoassembly is very young; time is needed to develop market-driven 
applications.  The exquisite structural and chemical properties of DNA 
make this molecular template interesting for the further exploration of its 
use in nanoelectronics, biological and chemical sensors development, 
micro-scale optical devices, and new molecule-assembled materials and 
systems. 

4. Conclusion 

Electrical nanowires and other kinds of functional nanowire and 
nanostructure have been created by the specific coupling of DNA 
template molecules and functional nanoparticles.  Watson-Crick base 
pairing, negatively charged phosphate groups, and chelating nitrogenous 
bases, as well as gold-thiol coupling and biotin-streptavidin interactions, 
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play important roles in DNA-templated nanowire fabrication.  This 
review has discussed various methods to fabricate electrical, magnetic, 
semiconductor, and conducting polymer nanowires on a DNA template.  
The broader context, fabrication methods, nanowire properties, and 
applications of the technology have been addressed.

DNA nanowires are typically less ordered than nanowires fabricated 
by VLS or membrane-templated electrodeposition, due to the use of wet 
chemical processes at room temperature.  Nevertheless, DNA-templated 
nanowires can be just a few nanometers thick.  Moreover, precise control 
and localization is possible, and retention of molecular recognition has 
been demonstrated in some approaches.  Templated approaches based on 
DNA are more consistent for nanostructure fabrication than ones 
involving membranes and electrodeposition.  The typical DNA nanowire 
fabrication process does not require expensive equipment.  DNA 
nanowires are suitable for bionanosystems development because DNA 
can be modified to bind many different chemical molecules, proteins and 
nanoparticles – key building blocks of future nanosystems. 

We have summarized different approaches to stretching and 
positioning DNA templates on 2D substrates.  Molecular combing is the 
most effective approach because it does not require modification of DNA, 
can be used with a wide range of surfaces, and is controlled by meniscus 
movement.  Metallization is the key to realizing the potential of 
conductive DNA-templated nanowires in future nanoelectronics devices.  
We have described various methods and processes used to fabricate 
electrical nanowires of silver, gold, palladium, platinum, and copper.  
We have also discussed magnetic, semiconductor, and polymer 
nanowires.  Direct assembly (Method 1) is based on electrostatic 
interaction for the assembly of target nanoparticles or ions on DNA 
templates.  In electroless plating (Method 2), metal ions bind to the 
template, and the resulting complexes are treated with a reducing agent 
or plating bath.  Two-step metallization (Method 3) involves the binding 
of a reducing agent (aldehyde) to the DNA template and treatment with 
silver ions.  All three methods have been used to analyze the mechanisms 
of nucleation and growth which govern the uniformity and conductivity 
of the resulting nanowires. 
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Various electrical nanowires with diameters ranging from a few 
nanometers to a hundred nanometers have been fabricated on DNA 
templates.  Most studies have involved silver or gold for metallization.  
Uniform silver nanowires with a diameter of 30-40 nm can be fabricated 
routinely by two-step metallization (Method 3).  The lowest resistivity of 
silver nanowires achieved to date is 2-3 × 10–6

Ω-m, about two orders of 
magnitude higher than the resistivity of bulk polycrystalline silver.  The 
most conductive DNA-templated nanowires were metallized with 
palladium; a resistivity of 1.5 × 10–7

Ω-m was achieved.  Platinum 
nanowires can be as thin as 1-2 nm.  Besides electrical nanowires, 
superconducting, magnetic, semiconductor, and conducting polymer 
nanowires are promising for the development of future functional 
nanosystems due to their unique material properties.  It seems likely that 
DNA will increasingly be recognized as an important nanostructure, not 
only in biotechnology, but also in futuristic manufacturing processes in 
nanotechnology. 
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Oriented nanostructures with controlled architecture from nano- to 
macro- length scales have potentials for wide range of applications. 
Although one dimensional nanostructured materials (1DNMs) have 
been extensively reported, there have been few papers devoted to 
systematic discussions of the principles and applications of oriented 1 
DNMs from low temperature, solution phases. The importance of this 
approach has been recently highlighted in some significant 
breakthroughs in energy conversion devices and in controlling the 
physical and chemical properties of surfaces.  In this paper, we review 
two major approaches for solution synthesis of oriented 1DNMs on 
different substrates, with or without templates. The low temperature 
solution based synthesis is complementary to the widely used gas phase 
reaction routes, but may allow us to reduce the cost for large scale 
fabrication, improve processing reliability, simplify the procedure for 
complicated shapes and geometries, and provide the opportunities to 
better control the experimental parameters and systematically fine tune 
the resultant microstructures. We will discuss the fundamental 
principles of the driving forces for template filling the templates, and 
the requirement of understanding of the nucleation and growth for 
growing 1DNMs. For the template-based synthesis, three general 
methods are used: electrochemical deposition, electrophoretic 
deposition, the template filling, in junction with multiple templates 
including anodized alumina membrane, radiation track-etched polymer 
membranes, nanochannel array glass, radiation track-etched mica, 
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mesoporous materials, porous silicon by electrochemical etching of 
silicon wafer, zeolites, carbon nanotubes, etc. The template approaches 
have been applied to metals, ceramics, polymers, and more complex 
compositions. For the templateless approach, both seedless and seeded 
growth methods have been successfully used for oxide microrods, 
microtubes, nanowires, nanotubes, and polymeric materials. The 
flexibility of this approach to systematically control the sizes of the 
1DNMs, and the ability to form complex oriented nanostructures has 
been demonstrated. 

1. Introduction: New Frontiers in One-Dimensional Nanomaterials 

Recently, one-dimensional nanomaterials (1DNMs) such as oriented 
nanowires have attracted wide attention due to their unique nanoscale 
anisotropic properties and their potentials in micro- and nanodevices. 
Varies aspects of nanomaterials synthesis and properties were 
extensively reviewed in a special issue by Advanced Materials published 
on one-dimensional nanostructures [1].  The objective of this paper is to 
review the strategies for growing oriented 1DNMs, in particular solution 
based approaches. This paper is motivated by some very important 
development in using 1DNMs for energy conversion and for controlling 
surface properties. 

1.1. Nanowire Array Based Nano-Piezoelectric Devices 

Integrating nanomaterials and devices to perform specific functions 
is one of the most significant challenges in nanotechnology. Up to date, 
most nanodevices are based on manipulating single nanoparticles and 
nanowires. Although oriented nanoarrays present golden opportunities 
for large scale fabrication of nanodevices, there are few successful 
examples.   

Wang and Song first reported an important breakthrough in 
piezoelectric nanogenerators based on ZnO nanowire arrays [2].  In this 
landmark work, [0001] oriented ZnO nanowire arrays were grown on α–
Al2O3 substrates. The ZnO nanowires were deflected by a conductive 
atomic force microscope (AFM) tip (Figure 1, left panel). This 
deformation produced a couple piezoelectric and semiconducting 
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responses in the ZnO. The bending and strain field resulted a charge 
separation, which was detected as electrical currents in the AFM tip. The 
nanogenerators based on the piezoelectric properties of ZnO arrays are 
expected to have potential for powering remote sensors, biomedical 
devices and many other optoelectronic devices because many different 
kind of mechanical energy can be used to generate electricity.  
 

Figure 1. Converting mechanical energy into electricity using ZnO nanoarrays. Left panel: 
Electricity generated by AFM tips. Right panel: Electricity generated by saw shaped Si 
electrodes. Notice the electricity was only generated with ZnO using the zig-zag Si 
electrode. [Z. L. Wang, J. Song, Science, 2006, 312, 242. X. Wang, J. Song, Z. L. Wang, 
Science, 2007, 316, 102.] 

 
Although in the AFM based device, the power generation efficiency 

can be as high as 17 to 30%, the manufacture and operation of the device 
are challenging. To solve this problem, Wang et al. replaced the AFM tip 
with a saw-shaped zig-zag Si electrode (Figure 1, right panel) [3]. The 
new device became much more practical, and also significantly increased 
the total current that can be generated. 

1.2. Dye Sensitized Solar Cells 

Solar energy is considered the ultimate solution to the energy 
challenge due to the fast depletion of fossil fuels. Currently the 
commercial solar energy technology is based on Si semiconductors, and 
the low efficiency and high cost have slowed wide spread applications. 
In early 1990s, a new class of dye sensitized solar cells (DSSCs)  
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is reported and showed surprisingly high efficiency of over 4% 
considering that very inexpensive TiO2 is used as the bulk of  
the photovoltaic cells [ 4 ]. The DSSCs are similar to a traditional 
electrochemical cell and are made of a few major components: a 
nanoporous semiconducting electrodes made of sintered TiO2 
nanoparticles and a dye molecule (bipyridine metal complex). Under 
photoexcitation, the dye molecules generate electrons and holes and 
inject the electrons into the TiO2 semiconductors. The excited dye 
cations are reduced to the neutral ground state by a liquid electrolyte 
(iodide/triiodide redox-active couple dissolved in an organic solvent). 
The triiodide to iodide cycle is completed by drawing the electrons from 
the counter electrode. Because of the simplicity of the device and the low 
cost of the TiO2 (which is essentially the same materials used in paints), 
the new DSSCs have great potential for large scale applications. 

However, DSSCs still face significant challenges. First, even though 
the cost of the electrodes is low, the cost of the dye molecules is too 
higher. New, very inexpensive dye molecules that can efficiently absorb 
the sun light in the visible range are desired. Second, the long term 
stability, reliability and the cell operation needs to be significantly 
improved. Finally, the longstanding efficiency of 10% needs to be 
increased. Many approaches have been investigated to increase the 
efficiency by developing dyes with more efficient and broader spectral 
response, by increasing the open circuit voltage through manipulating the 
band gaps of the semiconductors and the redox agents, and significantly, 
by increasing the diffusion length of the electrons in the semiconductors. 

The DSSCs depends on the high surface area nanocrystalline oxides 
as the anode for current collection. The large surface area and small 
crystalline sizes are required because of the need to anchor a large 
amount of dye molecules on the semiconductor surfaces. However, the 
diffusion of the electrons in the nanocrystalline materials is limited by 
the slow diffusion through different grains and by the trap states on the 
grain boundaries. Law et al. introduced a new concept by replacing the 
nanocrystalline films with oriented, lone, and high density ZnO 
nanowires prepared from solution seeded synthesis [5]. The high surface 
area is favorable for trapping the dye molecules, and the electron 
transport in oriented nanowires should be orders of magnitude faster than 
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percolation in polycrystalline films. This approach produced a full sun 
efficiency of 1.5%, which is believed to be limited by the total available 
surface areas of the arrays (Figure 2). More recently, the same group 
reported that applying a thin crystalline TiO2 coating, the efficiency can 
be increased to 2.25% [6]. The increase is attributed to the passivation of 
the surface trap sites and the energy barrier to repel the electrons from 
the surfaces.   
 

 
Figure 2. ZnO nanowires based DSSCs. (a) Schematic diagram of the cell. (b) Current 
density as a function of bias. The inset is the wavelength dependent quantum efficiency. 
[M. Law, L. L. Greene, J. C. Johnson, R. Saykally, P. Yang, Nature Materials, 2005, 4, 
455.] 

1.3. Superhydrophobic Surfaces (SHSs) 

Surface wetting is one of the most fundamental phenomena in nature. 
It has been long realized that the wetting behavior is related to the 
surface roughness [7,8]. In plants such as lotus leaves, the self-cleaning 
and self-repairing mechanism depends on the fine nanostructures on the 
leaf surfaces that produce wetting angles as high as 160° (thus giving rise 
to the terminology superhydrophobic surfaces, or SHSs) [9]. There has 
been great interest in mimicking the SH phenomenon for practical 
applications. Not surprisingly, coatings of arrays of oriented nanowires 
become a very attractive candidate for such applications [10]. If the 
oriented nanowire arrays are considered as a porous film which can not 
be penetrated by the liquid, the measured apparent wetting angle өeq can 
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be related to the true wetting angle ө on a smooth surface by the 
following equation [11]:  

( ) 11θcosθcos seq −+Φ=           (1) 

where Φs is the fraction of the area of the liquid-solid in touch, as 
estimated using the following expression:  
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here σ is the needle/rod number aerial density, and d represents the 
needle tip diameter or the maximum rod diameter.  
 

 
Figure 3. ZnO nanoarrays prepared from solution approaches and the wetting behavior of 
untreated and treated surfaces. Left panel: XRD pattern and SEM images of the ZnO 
arrays. Right panel: wetting of the untreated surface (top) and nonwetting of the 
octadecanethiol treated surface (bottom). [M. Guo, P. Deao, S. Cai, Thin Solid Films, 
2007, 515, 7162.] 

 
There are numerous examples of SHSs from nanowire arrays. Figure 

3 shows an example of ZnO nanoarrays and the wetting behavior 
towards water [12]. The ZnO is hydrophilic and normally the wetting 
angle is close to 0°. However, after the ZnO surface is coated with 
hydrophobic molecules, the wetting angles increases to more than 160°. 
Significantly, the wetting behavior also depends on the microstructure of 
the nanowire arrays, which can only be systematically controlled using 
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the solution based approach. It is worthwhile to point out that in 
semiconducting or conducting nanowire systems, the wetting angles can 
be tuned over a wide range by the application of an electrical voltage 
[ 13 ]. This provides means to externally control and manipulate the 
surface. 

1.4. Synthesis of 1DNMs 

In the literature, a large number of 1DNMs have been reported. A 
comprehensive coverage of the references in this area is beyond the 
scope of this paper, but in general most 1DNMs fall in the categories of 
(1) elemental, (2) inorganic compound, (3) polymeric, and (4) 
biomolecular. Among the elemental 1DNMs, carbon nanotubes (CNTs) 
[14], both single-walled (SWCNT) and multi-walled (MWCNT), are 
extensively studied. Other than the CNTs, an incomplete list of 1DNMs 
reported include Au [15], Ag [16], Pd [1], Pt [1], Si [17], Ge [18], Se  

[19], Te [20], W [21], Pb [22], Fe [23], Cu [24], and Bi [25]. About twice 
as many inorganic compound types of 1DNMs have been prepared, 
including nanowires, nanorods, and nanotubes of ZnO [26], In2O3 [27], 
Ga2O3

 [28], GeO2
 [29], MgO [30], ZnS [31], CdS [32], CdSe [33], Ag2Se 

[34], CdTe [35], GaN [36], GaAs [37], GaP [38], InP [39], InAs [40], SiC 

[41], WO3 [42], SnO2
 [43], CuO [44], TiO2

 [45], MnO2
 [46], PbS [47], etc. 

In comparison, the synthesis of polymeric 1DNMs is more challenging. 
Only few examples of polymeric 1DNMs have been reported [48]. There 
has been an increasing interest in biomolecular 1DNMs, including DNA 
molecular nanowires [49], peptide nanotubes [50], and other protein 
based nanofibers and nanotubes [51]. The biomolecular 1DNMs were 
either directly used for novel device applications, or were investigated as 
template to form new functional materials. 

The papers in the Advanced Materials special issue discussed many 
methods for growing 1DNMs [1], including anisotropic crystal growth, 
gas phase reaction, templated growth, selective capping, self-assembly, 
etc. 1DNMS of materials with highly anisotropic crystalline structures 
can be prepared directly from either the solution phase or gas phase. 
Direct solution synthesis has been applied to Se and other chalcogens 
with controllable dimensions [19,20]. 1DNMs with less anisotropic 
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crystalline structures were usually prepared with the help of a template 
structures, such as nanoporous membranes [52], mesoporous channels 
[53], or polymer chains [54]. Gas phase reaction is another commonly 
used method for 1DNMs [55]. Besides nanowires, nanobelts [56] and 

nanorings [57] have also been reported. 
Most of the 1DNMs have been made in a randomly oriented fashion. 

1DNMs with controlled orientation and architecture are highly desirable 
for many applications ranging from chemical and biological sensing and 
diagnosis, microelectronic devices and interconnects, energy conversion 
and storage (photovoltaic cells, batteries and capacitors, and hydrogen 
storage devices), catalysis, optical emission, display and data storage. 
For example, oriented nanowires are required for optical emission and 
display. Oriented nanostructures are also critical for improving the speed 
and sensitivity of sensing devices, and for rapid charging and discharging 
of energy storage devices. Catalytic applications not only require high 
surface area and high porosity, but favorable orientations for controlled 
kinetics and surface reactions. Therefore, growing oriented 1DNMs is a 
critical step for “bottom-up” approaches towards functional nanodevices. 

One of the most widely used methods for preparing oriented 1DNMs 
is through gas phase reaction via a vapor-liquid-solid (VSL) mechanism 
[58]. In this mechanism, catalyst nanoparticles are first deposited on the 
substrate. The catalyst nanoparticle is melted and form an alloy with one 
the reacting elements in the vapor phase. The 1D nanowires are 
nucleated from the nanoparticles. The sizes of the nanowires are 
confined by the size of the catalyst particles. The VLS methods have 
been successfully used to prepare oriented carbon nanotubes [59,60], 
oriented ZnO nanowires [61,62], and many other materials. 

Gas phase reaction is attractive for materials that are stable at 
relatively high temperatures. Compared to gas phase synthesis, solution 
based synthesis of 1DNMs received less attention. Trentler et al. 
developed a solution-liquid-solid (SLS) method similar to the VLS 
method [63]. In SLS method, the reaction is performed at a relatively low 
temperature in an organic solvent. The precursor is generated by 
decomposing organometallic compound. In general these techniques 
have not been applied to oriented 1DNMs. In this paper, we are 
interested in low temperature (below 100°C) aqueous solution based 
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synthesis of oriented 1DNMs. We believe that such approaches will 
allow us to reduce the cost for large scale fabrication, improve 
processing reliability, and simplify the procedure for complicated shapes 
and geometries. The low temperature solution based synthesis conditions 
will also provide the opportunities to better control the experimental 
parameters and systematically fine tune the resultant microstructures. 

2. Solution Approaches for Making Oriented 1DNM’s 

Two solution based approaches have been investigated in literature, 
one with, and the other without the use of a template. Template-based 
synthesis is a very general and versatile method and has been used in 
fabrication of nanorods, nanowires, and nanotubules of polymers, metals, 
semiconductors, and oxides. A variety of templates with nanosized 
channels have been explored.  

In addition to the desired pore or channel size, morphology, size 
distribution and density of pores, template materials must meet other 
requirements.  First, the template materials must be compatible with the 
processing conditions.  For example, an electrical insulator is required 
for a template to be used in electrochemical deposition.  Except for the 
template directed synthesis, template materials should be chemically and 
thermally stable during the synthesis and following processing steps. 
Secondly, depositing materials or solutions must wet the internal pore 
walls.  Thirdly, for the synthesis of nanorods or nanowires, the 
deposition should start from the bottom or one end of the template 
channels and proceed from one side to another.  However, for the growth 
of nanotubules, the deposition should start from the pore wall and 
proceed inwardly.  Inward growth may result in the pore blockage, so 
that should be avoided in the growth of “solid” nanorods or nanowires.  
Kinetically, enough surface relaxation permits maximal packing density, 
so a diffusion-limited process is preferred.  Other considerations include 
the easiness of releasing the nanowires or nanorods from the templates 
and easiness of handling during the experiments.  

The template approach is easy to apply to a wide range of materials. 
A more challenging approach is to prepare oriented 1DNMS without 
using a template. The templateless approach is attractive because it 
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eliminates a processing step. In the templated approach, the template 
needs to be carefully removed, and in many cases the nanowires show 
tendency to aggregate after template removal. Besides, the templated 
approach is difficult to apply to complex geometries, such as on textured 
surfaces, or within a confined space like a microfluidic channel.  

However, developing a templateless approach requires a good 
understanding of the materials growth (nucleation and crystallization in 
terms of crystalline materials) and careful control of the experimental 
conditions. A general, new mechanism has yet to be developed for 
aligning the nanostructures without the guidance of a template. In order 
for this approach to be successful, the following events must be studied 
and understood: (1) nucleation, (2) growth, (3) formation of 1DNMs and 
mechanism of alignment, and (4) interaction at interfaces. 

3. Template-Based Approach 

The template approach has been extensively investigated to prepare 
free-standing, non-oriented 1DNMs and oriented 1DNMs. The most 
commonly used and commercially available templates are anodized 
alumina membrane [64], radiation track-etched polymer membranes [65].  
Other membranes have also used as templates such as nanochannel array 
glass [66], radiation track-etched mica [67], and mesoporous materials 
[68], porous silicon by electrochemical etching of silicon wafer [69], 
zeolites [70] and carbon nanotubes [71,72].  Among the commonly used 
template, alumina membranes with uniform and parallel porous structure 
are made by anodic oxidation of aluminum sheet in solutions of sulfuric, 
oxalic, or phosphoric acids [64,73 ].  The pores can be arranged in  
a regular hexagonal array, and densities as high as 1011 pores/cm2 can  
be achieved [74]. Pore size ranging from 10 nm to 100 µm can be  
made [64,75].  Polycarbonate membranes are made by bombarding a 
nonporous polycarbonate sheet, typically 6 to 20 µm in thickness, with 
nuclear fission fragments to create damage tracks, and then chemically 
etching these tracks into pores [67].  In these radiation track etched 
membranes, pores have a uniform size as small as 10 nm, though 
randomly distributed.  Pore densities can be as high as 109 pores/cm2. 
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3.1. Electrochemical Deposition  

Electrochemical deposition, also known as electrodeposition, can be 
understood as a special electrolysis resulting in the deposition of solid 
material on an electrode.  This process involves (1) oriented diffusion of 
charged reactive species (typically positively charged cations) through a 
solution when an external electric field is applied, and (2) reduction of 
the charged growth species at the growth or deposition surface which 
also serves as an electrode. In general, electrochemical deposition is only 
applicable to electrical conductive materials such as metals, alloys, 
semiconductors, and electrical conductive polymers, since after the initial 
deposition, electrode is separated from the depositing solution by the 
deposit and the electrical current must go through the deposit to allow the 
deposition process to continue.  In industry, electrochemical deposition is 
widely used in making metallic coatings, a process also known as 
electroplating [76].  When deposition is confined inside the pores of 
template membranes, nanocomposites are produced.  If the template 
membrane is removed, nanorods or nanowires are prepared.   

When a solid immerses in a polar solvent or an electrolyte solution, 
surface charge will be developed.  A surface oxidation or reduction 
reaction occurs at the interface between an electrode and an electrolyte 
solution, accompanied with charge transfer across the interface, until 
equilibrium is reached.  For a given system, the electrode potential or 
surface charge density is described by the Nernst equation: 

( )i

i

a
Fn

RT
EE ln0 +=                                                      (3) 

where E0 is the standard electrode potential, or the potential difference 
between the electrode and the solution, when the activity, ai of the ions is 
unity, F, the Faraday’s constant, R, the gas constant, and T, temperature.  
When the electrode potential is more negative (higher) than the energy 
level of vacant molecular orbital in the electrolyte solution, electrons will 
transfer from the electrode to the solution, accompanied with dissolution 
or reduction of electrode as shown in Figure 4a [77].  If the electrode 
potential is more positive (lower) than the energy level of the occupied 
molecular orbital, the electrons will transfer from the electrolyte solution 
to the electrode, and the deposition or oxidation of electrolyte ions on the 
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electrode will proceed simultaneously as illustrated in Figure 4b [77].  
The reactions stop when equilibrium is achieved. 
 

 

Figure 4. Representation of (a) reduction and (b) oxidation process of a species A in 
solution. The molecular orbitals (MO) of species A shown are the highest occupied MO 
and the lowest vacant MO. As shown, these correspond in an approximate way to the 
Eo’s of the A/A- and A+/A couples, respectively. [A.J. Bard and L.R. Faulkner, 
Electrochemical Methods, John Wiley & Sons, New York, 1980.] 
 

When an external electric field is applied to two dissimilar electrodes, 
electrode potentials can be changed so that electrochemical reactions at 
both electrodes and the electrons flow from a more positive electrode to a 
more negative electrode.  This process is called electrolysis, which 
converts electrical energy to chemical potential. This process is widely 
used for applications of energy storage and materials processing.  The 
system used for the electrolysis process is called electrolytic cell; in such 
a system the electrode connected to the positive side of the power supply 
is an anode, at which an oxidation reaction takes place, whereas the 
electrode connected to the negative side of the power supply is a cathode, 
at which a reduction reaction proceeds, accompanied with deposition.  
Sometimes, electrolytic deposition is therefore also called cathode 
deposition. In an electrolytic cell, it is not necessary that anode dissolves 
into the electrolytic solution and deposit is the same material as cathode.  
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Which electrochemical reaction takes place at an electrode (either anode 
or cathode) is determined by the relative electrode potentials of the 
materials present in the system.  Noble metals are often used as an inert 
electrode in electrolytic cells.     

 
Figure 5. Common experimental set-up for the template-based growth of nanowires using 
electrochemical deposition. (a) Schematic illustration of electrode arrangement for 
deposition of nanowires. (b) Current-time curve for electrodeposition of Ni into a 
polycarbonate membrane with 60 nm diameter pores at –1.0 V. Insets depict the different 
stages of the electrodeposition. [T.M. Whitney, J.S. Jiang, P.C. Searson, and C.L. Chien, 
Science 261, 1316 (1993).] 

 
Electrochemical deposition has been explored in the fabrication of 

nanowires of metals, semiconductors and conductive polymers. The 
growth of nanowires of conductive materials is a self-propagating 
process [78].  Once little fluctuation yields the formation of small rods, 
the growth of rods or wires will continue, since the electric field and the 
density of current lines between the tips of nanowires and the opposing 
electrode are greater than that between two electrodes due to a shorter 
distance. Therefore the growth species will be more likely deposit onto 
the tip of nanowires, resulting in continued growth.  However, this 
method is not widely used in practice for nanowires since it is difficult to 
control the growth.  Therefore, templates with desired channels are 
normally used for the growth of nanowires in electrochemical deposition.  
Figure 5 illustrates the common set-up for the template-based growth of 
nanowires using electrochemical deposition [79]. Template is attached 
onto the cathode, which is subsequently brought into contact with the  
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deposition solution.  The anode is placed in the deposition solution 
parallel to the cathode.  When an electric field is applied, cations diffuse 
toward and reduce at the cathode, resulting in the growth of nanowires 
inside the pores of template.  This figure also schematically shows the 
current density at different deposition stages when a constant electric 
field is applied.  Possin [69] prepared various metallic nanowires by 
electrochemical deposition inside pores of radiation track-etched mica.  
Williams and Giordano [80] grew silver nanowires with diameters below 
10 nm. The potentiostatic electrochemical template synthesis yielded 
different metal nanowires, including Ni, Co, Cu and Au with nominal 
pore diameters between 10 and 200 nm and the nanowires were found 
true replicas of the pores [81].  Whitney et al. [79] fabricated the arrays 
of nickel and cobalt nanowires by electrochemical deposition of the 
metals into track-etched-templates. Single crystal antimony nanowires 
have been grown by Zhang et al. in anodic alumina membranes  
using pulsed electrodeposition [82].  Single crystal and polycrystalline 
superconducting lead nanowires were also prepared by pulse 
electrodeposition [ 83 ]. The growth of single crystal lead nanowires 
required a greater departure from equilibrium conditions (greater 
overpotential) than the growth of polycrystalline ones. Semiconductor 
nanorods by electrodeposition include CdSe and CdTe synthesized by 
Klein et al in anodic alumina templates [84], and Schönenberger et al. 
[ 85 ] have made conducting polyporrole electrochemically in porous 
polycarbonate. Figure 6 shows SEM and TEM images and XRD 
spectrum of metal nanowires grown by electrochemical deposition in 
templates [82].   

Hollow metal tubules can also be prepared using electrochemical 
deposition [86,87].  For growth of metal tubules, the pore walls of the 
template need to be chemically derivatized first so that the metal will 
preferentially deposit onto the pore walls instead of the bottom electrode.  
Such surface chemistry of the pore walls is achieved by anchoring silane 
molecules.  For example, the pore surface of an anodic alumina template 
were covered with cyanosilanes, subsequent electrochemical deposition 
resulted in the growth of gold tubules [88].  

An electroless electrolysis process has also been applied in the 
fabrication of nanowires or nanorods [86,89,90,91].  Electroless 
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Figures 6. (a) Field-emission SEM image of the general morphology of the antimony 
nanowire array. (b) Field emission SEM showing the filling degree of the template and 
height variation of the nanowires. (c) TEM image of antimony nanowires showing the 
morphology of individual nanowires. (d) XRD pattern of the antimony nanowire array; 
the sole diffraction peak indicates the same orientation of all the nanowires. [Y. Zhang, G. 
Li, Y. Wu, B. Zhang, W. Song, and L. Zhang, Adv. Mater. 14, 1227 (2002).]   

 
deposition is actually a chemical deposition and involves the use  
of a chemical agent to plate a material from the surrounding  
phase onto a template surface [92]. The significant difference between 
electrochemical deposition and electroless deposition is that in the 
former, the deposition begins at the bottom electrode and the deposited 
materials must be electrically conductive, whereas the latter method does 
not require the deposited materials to be electrically conductive and the 
deposition starts from the pore wall and proceeds inwardly.  Therefore, 
in general, electrochemical deposition results in the formation of “solid” 
nanorods or nanowires of conductive materials, whereas the electroless 
deposition often grows hollow fibrils or nanotubules. For 
electrochemical deposition, the length of nanowires or nanorods can be 
controlled by the deposition time, whereas in electroless deposition the 
length of the nanotubules is solely dependent on the length of the 
deposition channels or pores, which often equal to the thickness of 
membranes.  Variation of deposition time would result in a different wall 
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thickness of nanotubules.  An increase in deposition time leads to a thick 
wall and a prolonged deposition may form a solid nanorods.  However, a 
prolonged deposition time does not guarantee the formation of solid 
nanorods.  For example, the polyaniline tubules never closed up, even 
with prolonged polymerization time [93].   

Nanotubes are commonly observed for polymer materials, even 
using electrochemical deposition, in contrast to “solid” metal nanorods or 
nanowires.  It seems deposition or solidification of polymers insides 
template pores starts at the surface and proceeds inwardly.  Martin [94] 
proposed to explain this phenomenon by the electrostatic attraction 
between the growing polycationic polymer and anionic sites along the 
pore walls of the polycarbonate membrane.  In addition, although the 
monomers are highly soluble, the polymerized form is completely 
insoluble.  Hence, there is a solvophobic component, leading to the 
deposition at the surface of the pores [95,96].  In the final stage, the 
diffusion of monomers through the inner pores becomes retarded and 
monomers inside the pores are quickly depleted.  The deposition of 
polymer inside the inner pores stops and the entrance becomes corked. 
Figure 7a shows SEM images of such polymer nanotubes [97]. 

 

 
Figure 7. (a) SEM images of polymer nanotubes. [L. Piraux, S. Dubois, and S. 
Demoustier-Champagne, Nucl. Instrum. Methods Phys. Res. B131, 357 (1997).] (b) SEM 
images of non-uniformly sized metal nanowires grown in polycarbonate membranes by 
electrochemical deposition. [C. Schönenberger, B.M.I. van der Zande, L.G.J. Fokkink, M. 
Henny, C. Schmid, M. Krüger, A. Bachtold, R. Huber, H. Birk, and U. Staufer, J. Phys. 
Chem. B 101, 5497 (1997).] 
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Although many research groups have reported of growth of 
uniformly sized nanorods and nanowires grown on polycarbonate 
template membranes, Schönenberger et al. [85] reported that the 
channels of carbonate membranes were not always uniform in diameter.  
They grew metal, including Ni, Co, Cu, Au and polyporrole nanowires 
using polycarbonate membranes with nominal pore diameters between 
10 and 200 nm by an electrolysis method. From both potentiostatic study 
of growth process and SEM analysis of nanowire morphology, they 
concluded that the pores are in general not cylindrical with a constant 
cross section, but are rather cigar-like.  For the pores with a nominal 
diameter of 80 nm, the middle section of the pores is wider by up to a 
factor of 3. Figure 7b shows some such non-uniformly sized metal 
nanowires grown in polycarbonate membranes by electrochemical 
deposition [85].  

3.2. Electrophoretic Deposition 

The electrophoretic deposition technique has been widely explored, 
particularly for deposition of ceramic and organoceramic materials on 
cathode from colloidal dispersions [98,99,100].  Electrophoretic deposition 
differs from electrochemical deposition in several aspects.  First, the 
deposit by electrophoretic deposition method needs not to be electrically 
conductive.  Secondly, nanosized particles in colloidal dispersions  
are typically stabilized by electrostatic or electrosteric mechanisms.  As 
discussed in the previous section, when dispersed in a polar solvent or an 
electrolyte solution, the surface of nanoparticles develops an electrical 
charge via one or more of the following mechanisms: (1) preferential 
dissolution or (2) deposition of charges or charged species, (3) 
preferential reduction or (4) oxidation, and (5) adsorption of charged 
species such as polymers. Charged surfaces will electrostatically attract 
oppositely charged species (typically called counter-ions) in the solvent 
or solution.  A combination of electrostatic forces, Brownian motion and 
osmotic forces would result in the formation of a so-called double layer 
structure, and schematically illustrated in Figure 8.   
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Figure 8. Schematic illustrating electrical double layer structure and the electric potential 
near the solid surface with both Stern and Gouy layers indicated. Surface charge is 
assumed to be positive. 

  
Figure 9. Schematic showing the electrophoresis. Upon application of an external electric 
field to a colloidal system or a sol, the constituent charged nanoparticles or nanoclusters 
are set in motion in response to the electric field, whereas the counter-ions diffuse in the 
opposite direction.  
 

The figure depicts a positively charged particle surface, the 
concentration profiles of negative ions (counter-ions) and positive ions 
(surface-charge-determining-ions), and the electric potential profile.  The 
concentration of counter-ions gradually decreases with distance from the 
particle surface, whereas that of charge-determining ions increases.  As a 
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result, the electric potential decreases with distance. Near to the particle 
surface, the electric potential decreases linearly, in the region known as 
the Stern layer. Outside of the Stern layer, the decrease follows an 
exponential relationship, and the region between Stern layer and the 
point where the electric potential equals zero is called the diffusion layer.  
Together, the Stern layer and diffusion layer are called the double layer 
structure in the classic theory of electrostatic stabilization. 

Upon application of an external electric field to a colloidal system or 
a sol, the constituent charged particles are set in motion in response to 
the electric field, as schematically illustrated in Figure 9 [104].  This type 
of motion is referred to as electrophoresis. When a charged particle is in 
motion, some of the solvent or solution surrounding the particle will 
move with it, since part of the solvent or solution is tightly bound to the 
particle.  The plane that separates the tightly bound liquid layer from the 
rest of the liquid is called the slip plane.  The electric potential at the slip 
plane is known as the zeta-potential. Zeta-potential is an important 
parameter in determining the stability of a colloidal dispersion or a sol; a 
zeta potential larger than about 25 mV is typically required to stabilize a 
system [101].  Zeta potential is determined by a number of factors, such 
as the particle surface charge density, the concentration of counter-ions 
in the solution, solvent polarity and temperature.  The zeta potential, ζ, 
around a spherical particle can be described as [102]: 
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where Q is the charge on the particle, a is the radius of the particle out to 
the shear plane, εr is the relative dielectric constant of the medium, and ni 
and zi are the bulk concentration and valence of the ith ion in the system, 
respectively.  It is worthwhile to note that a positively charged surface 
results in a positive zeta potential in a dilute system. A high 
concentration of counter ions, however, can result in a zeta-potential of 
the opposite sign.  
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The mobility of a nanoparticle in a colloidal dispersion or a sol, µ, is 
dependent on the dielectric constant of the liquid medium, εr, the zeta 
potential of the nanoparticle, ζ, and the viscosity, η, of the fluid.  Several 
forms for this relationship have been proposed, such as the Hückel 
equation [102]: 

  
πη

ζεε
=µ

3

2 0r                        (5) 

Double layer stabilization and electrophoresis are extensively studied 
subjects.  Readers may find additional detailed information in books on 
sol-gel processing [103,104,105] and colloidal dispersions [102,106]. 

Electrophoretic deposition simply uses oriented motion of charged 
particles in a electrical field to grow films or monoliths by enriching the 
solid particles from a colloidal dispersion or a sol onto the surface of an 
electrode.  If particles are positively charged (more precisely speaking, 
having a positive zeta potential), then the deposition of solid particles 
will occur at the cathode.  Otherwise, deposition will be at the anode.  At 
the electrodes, surface electrochemical reactions proceed to generate or 
receive electrons. The electrostatic double layers collapse upon 
deposition on the growth surface, and the particles coagulate.  There is 
not much information on the deposition behavior of particles at the 
growth surface.  Some surface diffusion and relaxation is expected.  
Relatively strong attractive forces, including the formation of chemical 
bonds between two particles, develop once the particles coagulate.  The 
films or monoliths grown by electrophoretic deposition from colloidal 
dispersions or sols are essentially a compaction of nanosized particles.  
Such films or monoliths are porous, i.e., there are voids inside.  Typical 
packing densities, defined as the fraction of solid (also called green 
density) are less than 74%, which is the highest packing density for 
uniformly sized spherical particles [107].  The green density of films or 
monoliths by electrophoretic deposition is strongly dependent on the 
concentration of particles in sols or colloidal dispersions, zeta-potential, 
externally applied electric field and reaction kinetics between particle 
surfaces.  Slow reaction and slow arrival of nanoparticles onto the 
surface would allow sufficient particle relaxation on the deposition 
surface, so that a high packing density is expected.  
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Many theories have been proposed to explain the processes at the 
deposition surface during electrophoretic deposition.  Electrochemical 
process at the deposition surface or electrodes is complex and varies 
from system to system.  However, in general, a current exists during 
electrophoretic deposition, indicating reduction and oxidation reactions 
occur at electrodes and/or deposition surface.  In many cases, films or 
monoliths grown by electrophoretic deposition are electric insulators.  
However, the films or monoliths are porous and the surface of the pores 
would be electrically charged just like the nanoparticle surfaces, since 
surface charge is dependent on the solid material and the solution.  
Furthermore, the pores are filled with solvent or solution that contains 
counter-ions and charge-determining ions.  The electrical conduction 
between the growth surface and the bottom electrode could proceed via 
either surface conduction or solution conduction.   
 

 
Figure 10. a) SEM micrograph of nanorods and b) X-ray diffraction spectra of 
Pb(Zr,Ti)O3 nanorods grown by template-based sol-gel electrophoretic deposition. [S. J. 
Limmer, S. Seraji, M. J. Forbess, Y. Wu, T. P. Chou, C. Nguyen, and G.Z. Cao, Adv. 
Mater. 13, 1269 (2001).] 

 
Limmer et al. [ 108 , 109 , 110 ] combined sol-gel preparation and 

electrophoretic deposition in the growth of nanorods of various complex 
oxides.  In their approach, conventional sol-gel processing was applied 
for the synthesis of various sols.  By appropriate control of the sol 
preparation, nanometer particles with desired stoichiometric composition 
were formed, electrostatically stabilized by adjusting to an appropriate 
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pH and uniformly dispersed in the solvent.  When an external electric 
field is applied, these electrostatically stabilized nanoparticles will 
respond and move towards and deposit on either cathode or anode, 
depending on the surface charge (more precisely speaking, the zeta 
potential) of the nanoparticles. Using radiation tracked etched 
polycarbonate membranes with an electric field of ~1.5 V/cm, they have 
grown nanowires with diameters ranging from 40 to 175 nm and a length 
of 10 µm corresponding to the thickness of the membrane.  The materials 
include anatase TiO2, amorphous SiO2, perovskite structured BaTiO3 and 
Pb(Ti,Zr)O3, and layered structured perovskite Sr2Nb2O7.  Nanorods 
grown by sol electrophoretic deposition are polycrystalline or amorphous.  
One of the advantages of this technique is the ability to synthesize 
complex oxides and organic-inorganic hybrids with desired 
stoichiometric composition; Figure 10 shows the SEM micrographs and 
XRD spectra of Pb(Zr,Ti)O3 nanorods [108].  Another advantage is the 
applicability for variety of materials. Other materials, such as  nanorods 
of SiO2, TiO2, Sr2Nb2O7 and BaTiO3 [109], have been prepared. 

Wang et al. [111] used electrophoretic deposition to form nanorods 
of ZnO from colloidal sols.  ZnO colloidal sol was prepared by 
hydrolyzing an alcoholic solution of zinc acetate with NaOH, with a 
small amount of zinc nitrate added to act as a binder.  This solution was 
then deposited into the pores of anodic alumina membranes at voltages in 
the range of 10-400 V.  It was found that lower voltages led to dense, 
solid nanorods, while higher voltages caused the formation of hollow 
tubules.  The suggested mechanism is that the higher voltages cause 
dielectric breakdown of the anodic alumina, causing it to become 
positively charged as the cathode.  Electrostatic attraction between the 
ZnO nanoparticles and the pore walls then leads to tubule formation. 

Miao et al. [112] prepared single crystalline TiO2 nanowires by 
template-based electrochemically induced sol-gel deposition.  Titania 
electrolyte solution was prepared using a method developed by Natarajan 
and Nogami [113], in which Ti powder was dissolved into a H2O2 and 
NH4OH aqueous solution and formed TiO2+ ionic clusters.  When an 
external electric field was applied, TiO2+ ionic clusters diffused to 
cathode and underwent hydrolysis and condensation reactions, resulting 
in deposition of nanorods of amorphous TiO2 gel.  After heat treatment at 
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240°C for 24 hr in air, nanowires of single crystal TiO2 with anatase 
structure and with diameters of 10, 20, and 40 nm and lengths ranging 
from 2 to 10 µm were synthesized.  However, no axis crystal orientation 
was identified.  The formation of single crystal TiO2 nanorods here is 
different from that reported by Martin’s group [114].  Here the formation 
of single crystal TiO2 is via crystallization of amorphous phase at an 
elevated temperature, whereas nanoscale crystalline TiO2 particles are 
believed to assemble epitaxially to form a single crystal nanorods.  
Epitaxial agglomeration of two nanoscale crystalline particles has been 
reported [115], though no large single crystals have been produced by 
assemble nanocrystalline particles.  Figures 11a and 11b shows the 
micrograph and XRD spectra of single crystal nanorods of TiO2 grown 
by template-based electrochemically induced sol-gel deposition [112]. 
 
 

Figure 11. (a) and (b) of single crystal nanorods of TiO2 grown by template-based 
electrochemically induced sol-gel deposition. [Z. Miao, D. Xu, J. Ouyang, G. Guo, Z. 
Zhao, and Y. Tang, Nano Lett. 2, 717 (2002).]. (c) and (d) Oxide nanorods made by 
filling the templates with sol-gels: (a) ZnO and (b) TiO2. [B.B. Lakshmi, P.K. Dorhout, 
and C.R. Martin, Chem. Mater. 9, 857 (1997).] 
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3.3. Template Filling 

 Direct template filling is the most straightforward and versatile 
method in preparation of nanorods and nanotubules.  Most commonly, a 
liquid precursor or precursor mixture is used to fill the pores.  There are 
several concerns in the template filling.  First of all, the wetability of the 
pore wall should be good enough to permit the penetration and complete 
filling of the liquid precursor or precursor mixture.  For filling at low 
temperatures, the surface of pore walls can be easily modified to be 
either hydrophilic or hydrophobic by introducing a monolayer of organic 
molecules.  Second, the template materials should be chemically inert.  
Thirdly, control of shrinkage during solidification is required.  If 
adhesion between the pore walls and the filling material is weak, or 
solidification starts at the center, or from one end of the pore, or 
uniformly throughout the rods, solid nanorods are most likely to form.  
However, if the adhesion is very strong, or the solidification starts at the 
interfaces and proceeds inwardly, hollow nanotubules are most likely to 
form.  

3.3.1. Colloidal dispersion filling 

Martin and his co-workers [114,116] have studied the formation of 
various oxide nanorods and nanotubules by simply filling the templates 
with colloidal dispersions.  Colloidal dispersions were prepared using 
appropriate sol-gel processing.  The filling of the template was to place a 
template in a stable sol for a various period of time.  The capillary force 
is believed to drive the sol into the pores, when the surface chemistry of 
the template pores were appropriate modified to have a good wetability 
for the sol.  After the pores were filled with sol, the template was 
withdrawn from the sol and dried prior to firing at elevated temperatures.  
The firing at elevated temperatures served two purposes: removal of 
template so that free standing nanorods can be obtained and densification 
of the sol-gel-derived green nanorods. This is a very versatile method 
and can be applied for any material, which can be made by sol-gel 
processing.  However, the drawback is the difficult to ensure the 
complete filling of the template pores.  Figures 11c and 11d show SEM 



Solution-Based Synthesis of Oriented One-Dimensional Nanomaterials 311 

micrographs of TiO2 and ZnO nanorods made by filling the templates 
with sol-gel [114]. 

It is known that the typical sol consists of a large volume fraction of 
solvent up to 90% or higher [103].  Although the capillary force may 
ensure the complete filling of colloidal dispersion inside pores of the 
template, the amount of the solid filled inside the pores can be very small.  
Upon drying and subsequent firing processes, a significant amount of 
shrinkage would be expected.  However, the results showed that the 
amount of shrinkage is small when compared with the size of the 
template pores. The results indicated that there are some unknown 
mechanisms, which enrich the concentration of solid inside pores.  One 
possible mechanism could be the diffusion of solvent through the 
membrane, leading to the enrichment of solid along the internal surface 
of template pores, a process used in ceramic slip casting [117].  The 
observation of formation of nanotubules (as shown in Figure 12 [114]) 
by such a sol filling process may imply such a process is indeed present.   
However, considering the fact that the templates typically were emerged 
into sol for just a few minutes, the diffusion through membrane and 
enrichment of solid inside the pores must be a rather rapid process.  It is 
also noticed that the nanorods made by template filling are commonly 
polycrystalline or amorphous.  The exception was found, when the 
diameter of nanorods is smaller than 20 nm, single crystal TiO2 nanorods 
were made [114].    

 
Figure 12. Hollow nanotubes formed by incomplete filling of the template. [B.B. 
Lakshmi, P.K. Dorhout, and C.R. Martin, Chem. Mater. 9, 857 (1997).] 
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3.3.2. Melt and solution filling 

Metallic nanowires can also be synthesized by filling a template with 
molten metals [118, 26].  One example is the preparation of bismuth 
nanowires by pressure injection of molten bismuth into the nanochannels 
of an anodic alumina template [119].  The anodic alumina template was 
degassed and immersed in the liquid bismuth at 325°C (Tm = 271.5°C  
for Bi), and then high pressure Ar gas of ~300 bar was applied to inject 
liquid Bi into the nanochannels of the template for 5 hours.  Bi nanowires 
with diameters of 13 –110 nm and large aspect ratios of several hundred 
have been obtained.  Individual nanowires are believed to be single 
crystal.  When exposed to air, bismuth nanowires are readily to be 
oxidized.  An amorphous oxide layer of ~ 4 nm in thickness was 
observed after 48 hours.  After 4 weeks, bismuth nanowires of 65 nm in 
diameter were found to be totally oxidized.  Nanowires of other metals, 
In, Sn, and Al, and semiconductors, Se, Te, GaSb, and Bi2Te3 were 
prepared by injection of melt liquid into anodic alumina templates [37]. 

Polymeric fibrils have been made by filling a monomer solution, 
which contain the desired monomer and a polymerization reagent, into 
the template pores and then polymerizing the monomer solution 
[120,121,122,123].  The polymer preferentially nucleates and grows on 
the pore walls, resulting in tubules at short deposition times, as discussed 
previously in the growth of conductive polymer nanowires or 
nanotubules by electrochemical deposition and fibers at long times.  Cai 
et al. [124] synthesized polymeric fibrils using this technique. 

Similarly, metal and semiconductor nanowires have been synthesized 
through solution techniques.  For example, Han et al. [ 125 ] have 
synthesized Au, Ag and Pt nanowires in mesoporous silica templates.  
The mesoporous templates were filled with aqueous solutions of the 
appropriate metal salts (such as HAuCl4), and after drying and treatment 
with CH2Cl2 the samples were reduced under H2 flow to convert the salts 
to pure metal.  Nanowires and nanorods of both metal and oxides were 
carefully studied by Liu et al. [ 126 ] using high resolution electron 
microscopy and electron energy loss spectroscopy techniques. A sharp 
interface only exists between noble metal nanowires and the matrix.  For 
magnetic nickel oxide, a core shell nanorod structure (Figure 13) was 
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observed containing a nickel oxide core and a thin nickel silicate shell. 
The magnetic properties of the aligned nickel oxide were found to be 
significantly different from nickel oxide nanopowders due to the 
alignment of the nanorods. Chen et al filled the pores of a mesoporous 
silica template with an aqueous solution of Cd and Mn salts, dried the 
sample, and reacted it with H2S gas to convert to (Cd,Mn)S [127].  Ni 
(OH)2 nanorods have been grown in carbon-coated anodic alumina 
membranes by Matsui et al [128], by filling the template with ethanol 
Ni(NO3)2 solutions, drying, and hydrothermally treating the sample in 
NaOH solution at 150°C. 
 

 
Figure 13. Core NiO nanowires using mesoporous silica as the template. (a) Bright field 
TEM image. The insert is a selected area electron diffraction pattern. (b) Dark field TEM 
image. The insert is the core-shell model based on TEM and extended fine structure 
electron energy loss spectroscopy. [J. Liu, G. E. Fryxell, M. Qian, L.-Q. Wang, Y. Wang, 
Pure and Applied Chemistry, 2000, 72, 269-279, 2000.] 

3.3.3. Centrifugation 

Template filling of nanoclusters assisted with centrifugation force is 
another inexpensive method for mass production of nanorod arrays. 
Figure 14 shows SEM images of lead zirconate titanate (PZT) nanorod 
arrays with uniformly sizes and unidirectional alignment [129]. Such 
nanorod arrays were grown in polycarbonate membrane from PZT sol by 
centrifugation at 1500 rpm for 60 minutes. The samples were attached to 
silica glass and fired at 650°C in air for 60 minutes. Nanorod arrays of 
other oxides including silica and titania have also been grown in this 
method. The advantages of centrifugation include its applicability to any  
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colloidal dispersion systems including those consisting of electrolyte-
sensitive nanoclusters or molecules. However, in order to grow nanowire 
arrays, the centrifugation force must be larger than the repulsion force 
between two nanoparticles or nanoclusters.  

 

 
 
Figure 14. SEM images of the top view (a) and side view (b) of lead zirconate titanate 
(PZT) nanorod arrays grown in polycarbonate membrane from PZT sol by centrifugation 
at 1500 rpm for 60 min. Samples were attached to silica glass and fired at 650 C in air for 
60 min. [T.L. Wen, J. Zhang, T.P. Chou, and G.Z. Cao, Adv. Mater. (2003).] 

3.4. Converting from Consumable Templates 

Nanorods or nanowires can also be synthesized using consumable 
templates [130], though the resultant nanowires and nanorods are in 
general not ordered to form an aligned array. Nanowires of compounds 
can be synthesized or prepared using a template-directed reaction.  First 
nanowires or nanorods of constituent element is prepared, and then 
reacted with chemicals containing desired element to form final  
products.  Gates et al. [131] converted single crystalline trigonal selenium 
nanowires into single crystalline nanowires of Ag2Se by reacting with 
aqueous AgNO3 solutions at room temperature.  Nanorods can also be 
synthesized by reacting volatile metal halide or oxide species with 
formerly obtained carbon nanotubes to form solid carbide nanorods with 
diameters between 2 and 30 nm and lengths up 20 µm [132,133].  ZnO 
nanowires were prepared by oxidizing metallic zinc nanowires [134].  
Hollow nanotubules of MoS2 of ~ 30 µm long and 50 nm in external 
diameter with wall thickness of 10 nm were prepared by filling a solution 
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mixture of molecular precursors, (NH4)2MoS4 and (NH4)2Mo3S13 into  
the pores of alumina membrane templates.  Then template filled with the 
molecular precursors was heated to an elevated temperature and the 
molecular precursors thermally decomposed into MoS2 [135]. Certain 
polymers and proteins were also reported to have used to direct the 
growth of nanowires of metals or semiconductors.  For example, Braun 
et al. [136] reported a two-step procedure to use DNA as a template for 
the vectorial growth of a silver nanorods of 12 µm in length and 100 nm 
in diameter.  CdS nanowires were prepared by polymer-controlled 
growth [137].  For the synthesis of CdS nanowires, cadmium ions were 
well distributed in a polyacrylamide matrix.  The Cd2+ containing 
polymer was treated with thiourea (NH2CSNH2) solvothermally in 
ethylenediamine at 170°C, resulting in degradation of polyacrylamide.  
Single crystal CdS nanowires of 40 nm in diameter and up to 100 µm in 
length with a preferential orientation of [001] were then simply filtered 
from the solvent.     

4. Templateless 1DNMs Synthesis  

4.1. General Theory of Nucleation and Growth 

In contrast to the template synthesis, the conditions for growing 
oriented 1DNMs without a template are much less understood. In order 
to develop a general templateless approach, we need to understand the 
nucleation and crystal growth in different solubility regions. According 
to the classic theory of nucleation and growth [138], the free energy of 
forming stable nuclei on a substrate is determined by four factors: the 
degree of supersaturation S, the interfacial energy between the particle (c) 
and the liquid (l) σcl, the interfacial energy between the particle and the 
substrate (s) σcs, and the interfacial energy between the substrate and the 
liquid σsl: 
 

∆G = -RT ln S + σcl + (σcs - σsl) Acs                     (6) 
 
where Acs is the surface area of the particle. 
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Figure 15. Solubility diagram reflected as number of nuclei generated in the solution as a 
function of the degree of supersaturation. The region (heterogeneous nucleation) for 
growing oriented nanostructured films and 1DNMs is indicated, either using self-
assembled monolayers (functional groups) or using seeded growth techniques. 
Nanoparticles are precipitated in the homogeneous nucleation region. 

 
Figure 15 is a schematic plot of the number of nuclei (N) as a 

function of degree of supersaturation (S), which is related to the 
concentration of the precursor and the solubility in the solution. Figure 
16 suggests several regions for crystal growth. At a high concentration or 
a high temperature, homogeneous nucleation is dominant and 
precipitation is the bulk solution is the main mechanism. The region must 
be avoided if controlled crystal growth is desired. The region slightly 
above the solubility line is the heterogeneous nucleation region. In this 
region heterogeneous nucleation on a substrate dominates and therefore 
it is possible to grow uniform nanostructured films and oriented1DNMs. 
Unfortunately, most solution synthesis is carried out at too high a 
concentration so that undesirable precipitation dominates. As a result, 
oriented nanostructures were difficult to form. 

From Equation (4) and Figure 16, we can use the following rules to 
design a generalized solution synthesis method for oriented 
nanostructures: 

(1) Controlling the solubility of the precursors and the degree of 
supersaturation so that massive precipitation is not the dominating  
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reaction. Similar to VLS growth, the degree of supersaturation has a 
large effect on the growth behavior. A low degree of supersaturation 
promotes heterogeneous growth of 1DNMs, while a high degree of 
supersaturation favors bulk growth in the solution. Experimentally this is 
accomplished by reducing the reaction temperature, and by reducing the 
precursor concentrations as much as possible, while at the same time 
ensuring nucleation and growth can still take place. The formation of the 
new materials is characterized by the increase in cloudiness of the 
solution, which can be monitored by light scattering or turbidity 
measurement. A rapid increase in cloudiness is an indication of rapid 
precipitation and should be avoided. 

(2) Reducing the interfacial energy between the substrate and the 
particle. In most cases, the activation energy for crystal growth on a 
substrate is lower that that required to create new nuclei from the bulk 
solution. Still, chemical methods can be used to further lower the 
interfacial energy. For example, self-assembled monolayers containing 
surface active groups were used to promote heterogeneous nucleation. 
The self-assembled monolayers had at least two functions: reducing the 
surface tension, and stimulate nucleation of specific crystalline phases. A 
“biomimetic” approach was developed to prepare oriented 
nanostructured ceramic films [138].  Highly oriented nanorods of 
FeOOH and other materials were reported [139]. 

(3) Controlling of crystal growth. Most crystalline materials, such as 
ZnO, have anisotropic crystalline structures and specific growth habits. If 
the growth along certain directions is much faster than other directions, 
nanowires or nanorodes can be produced.  

During crystal growth, different facets in a given crystal have 
different atomic density, and atoms on different facets have a different 
number of unsatisfied bonds (also referred to as broken or dangling 
bonds), leading to different surface energy.  Such a difference in surface 
energy or the number of broken chemical bonds leads to different growth 
mechanisms and varied growth rates.  According to Periodic Bond Chain 
(PBC) theory developed by Hartman and Perdok [140], all crystal facets 
can be categorized into three groups based on the number broken 
periodic bond chains on a given facets: flat surface, stepped surface, and 
kinked surface.  The number of broken periodic bond chains can be 
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understood as the number of broken bonds per atom on a given facets in 
a simplified manner.   

The PBC theory suggests different growth rate and behavior on 
different facets [141,142].  For example, in a simple cubic crystal,  
according to the PBC theory, {100} faces are flat surfaces (denoted as F-
face) with one PBC running through one such surface, {110} are stepped 
surfaces (S-face) that have two PBCs, and {111} are kinked surfaces (K-
face) that have three PBCs.  For {110} surfaces, each surface site is a 
step or ledge site, and thus any impinging atom would be incorporated 
wherever it adsorbs.  For {111} facets, each surface site is a kink site and 
would irreversibly incorporate any incoming atom adsorbed onto the 
surface.  For both {110} and {111} surfaces, the above growth is 
referred to as a random addition mechanism and no adsorbed atoms 
would escape back to the vapor phase.  Both {110} and {111} faces have 
faster growth rate than that of {100} surface in a simple cubic crystal.  In 
a general term, S-faces and K-faces have a higher growth rate than F-
faces.  For both S and K faces, the growth process is always adsorption 
limited, since the accommodation coefficients on these two type surfaces 
are unity, that all impinging atoms are captured and incorporated into the 
growth surface.  For F faces, the accommodation coefficient varies 
between zero (no growth at all) and unity (adsorption limited), depending 
on the availability of kink and ledge sites. 

 These theories help explain why some facets in a given crystal grow 
much faster than others.  Facets with fast growth rate tend to disappear, 
i.e., surfaces with high surface energy will disappear.  In a 
thermodynamically equilibrium crystal, only those surfaces with the 
lowest total surface energy will survive as determined by the Wulff plot 
[143,144].  Therefore, the formation of high aspect ratio nanorods or 
nanowires entirely based on different growth rates of various facets is 
limited to materials with special crystal structures.  In general, other 
mechanisms are required for the continued growth along the axis of 
nanorods or nanowires, such as defect-induced growth, impurity-
inhibited growth, or physical confinement. Xia and many other groups 
investigated using capping agent to force the growth of long nanowires 

[145]. Sun et al [141] using Ag nanoparticles as the seeds, and poly(vinyl 
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pyrrollidone) (PVP) as the polymeric capping agent, and prepared silver 
nanowires of different lengths.  

4.2. Unseeded Growth of 1DNMs 

 

 
 
Figure 16. “Purposely built” nanostructures from solution synthesis. (a) Schematics of 
growing oriented rods and tubes on a substrate. (b) High magnification SEM oriented 
hematite. (c) A large area SEM image of hematite. (d) Oriented ZnO microrods. (e) 
Oriented ZnO microtubes after aging. [L. Vayssieres, N. Beermann, S. E. Lindguist, A. 
Hagfeldt, Chem. Mater. 2001, 13, 233. L. Vayssieres, L. Rabenberg, A. Manthiram, Nano 
Letters, 2002, 2, 1393. L. Vayssieres, K. Keis, S-E. Linquist, A. Hagfelt, J. Phys. Chem. 
B 2001, 105, 3350.] 

 
Vayssieres et al first introduced the concept “purpose-built 

materials” (Figure 16a) for growing oriented 1DNMs from solutions [146] 
by considering the nucleation, growth, and aging processes. The main 
idea in Vayssieres’ approach was to consider the thermodynamics and 
kinetics of nucleation and growth, and taking advantage of the interfacial 
effect on nucleation. Because the interfacial energy between a substrate 
and the crystals were smaller than that between the crystal and solution, 
nucleation would preferably occur on the substrate. Homogeneous 
nucleation in the solution would take a higher activation energy. Further  
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crystal growth from the nuclei along the easy growth direction on the 
substrates would produce anisotropic crystalline materials. Furthermore, 
Vayssieres et al. also discussed the benefit of reducing pH, which 
increased charge density and reduced interfacial energy. Increasing ionic 
strength has a similar benefit. Accordingly, it was concluded that a high 
concentration of precursors, a low pH, and a high ionic strength were 
required to grow large arrays of monodispersed nanorods. Large arrays 
of akaganeite (FeOOH) nanorods were prepared on tin oxide or alumina 
substrate by heating a solution containing 0.15 M ferric chloride and 1M 
sodium nitrate at 100°C. The akaganeite was converted to hematite at 
heating the sample to a higher temperature (Figures 16b and 16c). Using 
a similar method, arrays of ferromagnetic iron nanorods were also 
produced by reducing the akaganeite in hydrogen atmosphere [147].  

The same solution approach was extended to ZnO by decomposing 
Zn2+ amino complex [148].  ZnO is a wide band gap semiconductor and 
has useful electronic and optical properties [149]. By heating an equal 
molar zinc nitrate (0.1 M) and methenamine solution at 95°C, large 
arrays of ZnO rods, about one to two µm in diameter, on varies 
substrates, were produced (Figure 16d). Longer reaction time led to 
preferred dissolution of the ZnO rods on the metastable (001) polar 
surfaces, and produced hollow hexagonal microtubes (Figure 16e) [150]. 
Lately, Vayssieres refined his synthesis method by reducing the zinc 
nitrate concentration from 0.1 M to 0.001 M [151]. 

4.3. Nanoparticle Seeded Growth 

Although the unseeded growth is successful in preparing a range of 
oriented 1DNMs, there is a need to better control the size, reduce the 
dimension, to broaden the applicability of the solution based approaches, 
and to control the density, and the spatial distribution of the 1DNMs. A 
newly developed seeded growth has the promise to meet these challenges. 
In the seeded approach, nanoparticles are first placed on the substrates. 
One advantage is that such nanoparticles are widely available through 
commercial sources or can be prepared using techniques reported in the 
literature. The crystal growth is carried out under mild conditions (low 
temperature and dilute concentration of the slat). Under these conditions, 
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homogenous nucleation of new nuclei from the bulk solution is not 
favored and only heterogeneous nucleation is allowed. Because the 
nanoparticles are the same as the materials to be grown, the low 
activation energy favored the epitaxial growth of the new 1DNMs from 
the existing seeds. This approach avoids the difficulty in separating the 
nucleation and growth steps because the nucleation step is mostly 
eliminated. The size of the seeds and the density will to a large extend 
determine the size and the population density of the 1DNMs. The seeds 
can be deposited on the substrate using many mature techniques, such as 
dip coating, electrophoretic deposition, stamping, therefore making it 
possible to micropattern the 1DNM for device applications. Furthermore, 
the surface characteristics of the substrate have a large effect on the 
interfacial energy and nucleation process without the seeds. These effects 
are still not well understood despite of extensive investigation. The use 
of the seeds bypasses such complications and ensures that this process is 
reliable and reproducible on different substrates. 

4.3.1. Mechanism of seeded growth of oriented 1DNMs 

Seeded growth was applied to prepare large arrays of ZnO nanowires 

[152,153,154].  Uniforms films up to wafer size made of ZnO nanowire 
arrays were reported [154]. A generalized mechanism for growing 
1DNMs was proposed [155]. Three steps for growing oriented ZnO 
nanorods (Figure 17a) were revealed: (1) deposition of crystal seeds on 
the substrate surface, (2) growth of randomly oriented crystals from the 
seeds, and (3) growth of aligned nanorods after extended reactions. In the 
early stages of growth, ZnO crystals grew along the fastest growth 
orientation, the [0001] direction, and these crystals were not aligned. 
Figure 17b shows a SEM image of the ZnO nanoparticle seeds after 30 
minutes of the crystal growth, with little sign of crystal growth. These 
particles mostly consist of rounded rectangular and rod shaped crystals 
with a wide size distribution. After one hour (Figure 17c) of the growth, 
surface roughness became visible on the ZnO seeds, indicating the 
initiation of the crystal growth. After 3 hours, short and faceted 
hexagonal rods were observed (Figure 17d), although most of these rods 
were not well aligned yet. However, as the rod-like crystals grew further, 
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randomly oriented crystals began to overlap and their growth became 
physically limited as the misaligned nanorods began to impinge on other 
neighboring crystals, giving rise to the preferred orientation of the film. 
X-ray diffractometry (XRD). (Figure 17e) confirmed that the ZnO 
crystals are hexagonal wurtzite structure (P63mc, a = 3.2495 Å, c = 
5.2069 Å). The results from 1 to 5 hours are characteristic of randomly 
oriented ZnO powders, showing the (100) and (101) reflections as the 
main peaks. The (002) reflection was only significantly enhanced after 
extended growth, indicating that the ZnO were mostly randomly oriented 
at the beginning, but became [0001] oriented after a long time growth.  
 

Figure 17. Mechanisms of growing oriented 1DNMs with seeded growth. (a) Illustration 
of growth controlled alignment ZnO nanowires. (b) ZnO seed morphology after 30 
minutes growth. (c) ZnO roughening after 1 hours of growth. (d) Initial nanorods growth 
after 3 hours. (e) XRD patterns at different growth stages, showing alignment at a later 
stage. [Z. R. Tian, J. A. Voigt, J. Liu, B. Mckenzie, M. J. Mcdermott, R. T. Cygan, L. J. 
Criscenti, Nature Materials, 2003.] 

 

Figure 18a shows large arrays of oriented ZnO nanorods formed in a 
30 ml aqueous solution of 0.01-0.06 M hexamethylenetetramine (HMT) 
and 0.01-0.06 M Zn(NO3)2 at 60°C.  The nanowires in uniformed arrays 
have a diameter of ~250 nm. The SEM images from the tilted samples 
suggest that these nanowires are about 3 µm long and all stand up on the 
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substrate. A control study using no seeds shows that same synthetic 
conditions produce randomly oriented rods sporadically scattered on the 
substrates, about 1 µm in diameter and 10 µm in length (Figure 18b), or 
about three to four times that from the seeded growth. The 
nanocrystalline ZnO seeds were deposited onto the substrate using dip 
coating. 
 

Figure 18. Large arrays of oriented nanowires and other microstructures. (a) ZnO arrays 
by seeded growth. (b) ZnO rods without the seeds. (c) TiO2 nanotubes. (d) High 
resolution TEM image of TiO2 nanotubes. (e) Micropatterned ZnO arrays. (f) ZnO plates. 
(g) CaCO3 plates in red abalone shells. [Z. R. Tian, J. A. Voigt, J. Liu, B. Mckenzie, M. J. 
Mcdermott, R. T. Cygan, L. J. Criscenti, Nature Materials, 2003. Z. R. Tian, J. A. Voigt, 
J. Liu, B. McKenzie, H. F. Xu, J. Am. Chem. Soc. 2003, 125, 12384. J. W. P Hsu, Z. R. 
Tian, N. C. Simmons, C. M. Matzke, J. A. Voigt, J. Liu, Nano Letters, 2005, 5, 83.] 

 
The seeded route is a straightforward and reliable method for the 

solution-based, templateless synthesis of oriented arrays of the nanowires 
with a good reproducibility and a tight control. Two simple prerequisites, 
one to coat the appropriate nanoseeds on substrates, and the other to 
grow the crystals at low concentrations/low temperatures would define a 
wide applicability approach. The seeded growth has been applied  
to more complicated systems, such as TiO2 nanotubes [156]. In the 
literature, nanotubes of different compositions have attracted wide 
attentions due to their unique structure and properties. The space within 
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the nanotubes provides good opportunities for understanding wetting, 
chemical reaction, and adsorption in confined geometry. TiO2 is 
transition metal oxide with known technological importance. Over the 
past several years, randomly oriented TiO2-based 1DNMs (nanotubes) 
were reported [157,158,159]. Such nanotubes may have good potential 
for important applications in photocatalysis and photovoltaic cells.  

The strategy of using TiO2 nanoseeds is derived from the syntheses 
of large arrays of oriented ZnO 1DNMs. First, an aqueous suspension of 
nanoparticles of TiO2 (Degussa P-25) was prepared for dip-coating a thin 
layer of TiO2 nanoseeds on substrate (Ti). After a hydrothermal treatment, 
aligned multi-walled nanotubes are readily formed as uniform film on the 
substrate (Figure 18c). These oriented tubular 1DNM’s can be made as 
continuous thin films and conformal coatings on a substrate and as 
freestanding thin films. Without the nanoseeds, same treatment produced 
more randomly oriented TiO2-based tubular 1DNMs from solutions. 

The nanotubes were formed through a folding mechanism. Upon 
heating in a 10 M NaOH solution for 3 hours, the TiO2 nanosized seeds 
on the substrate readily transform into a sheetlike structure. At this stage 
the sheetlike structure at this stage starts to fold into the nanotubes. After 
6 hours, more sheets grow into the fully folded nanotubes. A same 
treatment for 20 hours leads to the formation of long TiO2 tubes. The 
long nanotubes begin to loss the orientational alignment at the top of the 
films. This alignment is believed driven by the limited space in between 
the close packed nanoseeds. Within this limited space, the nanotubes can 
grow nowhere but along the orientation perpendicular to the substrate 
surface, same as for growing ZnO 1DNMs.  

HRTEM results suggest that these TiO2-based tubular 1DNMs have 
a 12 nm outer-diameter (OD), and an inner diameter (ID) of 3.7 nm 
(Figure 18d). The interlayer spacing is about 0.78 nm. The fine fringes 
perpendicular to tube orientation is 0.37 nm. This ID might imply the 
smallest diameter the TiO2 sheetlike structures can form by such folding.  
If the size of the building block of [TiO6] octahedra is around 0.28 nm, 
roughly, 42 or more of such octahedra are needed to fold into the tube of 
3.7 nm in ID. Both XRD and HRTEM results, suggest that the structure 
of these sheets is close to that of monoclinic titanates (H2Ti3O7).  
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This method can be easily applied to make patterned nanowires 
by combining top-down and bottom up approaches, as shown in 
Figure 18e [160].  
 
 

 
Figure 19. Strategies of using a capping agent to control of growth of ZnO nanoarrays. 
Without citrate, regular ZnO nanorods form. With citrate, thick ZnO rods or columns 
made of plates form. Step-wise growth can produce more complex bilayer structures. 

 
One of the greatest advantages of solution based synthesis is the 

ability to control the surface chemistry and morphology of the crystals. 
The strategy here is to modify the crystallization habit through specific 
adsorption of organic molecules on different crystal surfaces [161]. The 
organic molecules adsorbed on the fast growing planes will slow down 
the crystal growth along that particular orientation and therefore 
significantly change the morphology of the crystals. This task is much 
more difficult to accomplish for the gas phase synthesis.  

For ZnO, chelating agents such as citrate are attractive because 
citrate ions strongly adsorb to metal [162] and mineral surfaces [163], 
and significantly alter the surface properties [ 164 ,165 ] and mineral 
growth behavior [166 ]. The effect of citrate concentrations on ZnO 
crystals was studied (Figure 19). Without citrate ions, long ZnO rods 
were formed. When citrate ions were added, the ZnO rods became 
shorter and fatter. Further addition of citrate ions caused the formation of 
short and fat hexagonal crystals. In fact, the aspect ratio (crystal 
height/crystal width) is directly related to the citrate concentrations. 
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These results suggest that citrate ions selectively bind to the (0001) 
surface, slowing down the crystal growth along the [0001] orientation, 
and promoting the growth of other crystal planes. Therefore citrate ions 
provide a simple approach to control the aspect ratio of the ZnO 
nanorods. A much higher citrate concentrations can produce plate-like 
ZnO crystals, rather than rod-shaped particles. A high magnification 
SEM image of the ZnO crystals grown with a high citrate concentration 
reveals flake like features on the (0001) surfaces.  

By using multiple step seeded nucleation and growth, and using high 
citrate concentrations, a variety of large arrays of ZnO nanostructures 
that are remarkably similar to those from biominerals in nacreous shell 
structures were prepare (Figures 18f and 18g) [155,167]. Figures 18f 
show the column-like growth of ZnO plates. The nanoplates and the 
plate-like nanowires grew on top of the oriented ZnO nanorods. Complex 
bi-layer structures were also obtained. First, oriented arrays of ZnO 
nanorods were prepared. Then a secondary growth at a much higher 
citrate concentration was performed. Under this condition, the formation 
of plate-like ZnO crystals on top of the rods dominate the crystal growth. 
This process produced a bilayer structure containing first layer of ZnO 
nanorods, and second layer of ZnO nanoplates. 

4.3.2. Electrochemical deposition of polymeric 1DNMs 

Although oriented 1DNMs of carbon nanotubes, oxides and 
semiconductors have been widely reported, there have been fewer  
studies of polymeric 1DNMs. One particular class of useful polymers  
are conductive polymers that have great potential for plastic  
electronics and sensor applications [168,169]. Several methods, including 
electrospinning [170,171] and polymer templated electrochemical synthesis 

[172], have been used for preparing conducting polymer nanofibers. 
Oriented conducting polymer nanostructures, including oriented 
polypyrrole and polyaniline nanorods, or nanotubes, were mostly 
obtained with a porous membrane as supporting templates, as discussed 
previously. However, direct solution synthesis of oriented polymeric 
1DNMS is difficult because of the relatively low solubility, poor 
crystallinity and the flexibility of the polymeric materials.  
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Liang et al [173] reported a direct electrochemical synthesis of 
oriented nanowires of polyaniline (PANI), a conducting polymer with its 
backbone conjugated by phenyl and amine groups, from solutions using 
no templates. The entire synthesis involves not only the 
electropolymerization of aniline (C6H5NH2) but also the in situ 
electrodeposition, in concert with a growth of the PANI nanowires in an 
oriented array. The experimental design is on such basis that, in theory, 
the rate of electropolymerization (or nanowires) is related to the current 
density. Therefore, it is possible to control the nucleation and the 
polymerization rate by adjusting the current density.  

Large arrays of oriented polymer nanowires were produced on a 
wide range of substrates, including metal, glass, oxide, carbon, 
microbead, etc.  The electrolyte solutions contained 0.5 M aniline and 
1.0 M perchloric acid. Several steps are creatively used in this synthesis, 
each with a different current density (Figure 20a). The first step, with a 
higher current density, provides a dense and uniformed array of PANI 
nanoparticles as nanoseeds on substrate. In the subsequent steps, the 
current density was reduced step-by-step to suppress the creation of new 
polymer particles, and to promote the growth of the polymers from the 
existing polymer seeds on the substrate. Upon doing so, only those 
nanowires, with their orientations perpendicular to the substrate surface, 
would be allowed to grow into the long-and-thin nanowires, forming a 
dense oriented array (Figures 20b to 20e). These oriented conductive 
nanowires have thin tips, facing upward on substrate, ~50-70 nm in 
diameter for each. These tips are well separated with an ample space 
around each nanowire, good for other chemical species to easily reach 
the nanowire surfaces in sensing applications. On the other hand, a one-
step electrochemical deposition resulted in a mixture of misaligned 
nanowires and nanodots with different diameters.  

The step-wise electrochemical synthetic strategy, through the 
separation of the nucleation and the growth processes, is in line with that 
for growing oriented ZnO nanowires. Therefore, the polymer nanowires 
can also be prepared by textured surface and be patterned. 
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Figure 20. Large arrays of oriented and patterned ZnO nanowires using seeded growth.  
(a) A Low magnification SEM image of large arrays of ZnO. (b) A SEM image with a 
tilted sample showing good alignment. (c) ZnO microrods without seeds. (d) Preferred 
ZnO nanorod growth with stamped circular pattern of ZnO nanoseeds. Reproduced from 
Reference 144 with permission from Nature Materials. [L. Liang, J. Liu, C. F. Jr. 
Windisch, G. J. Exarhos, Y. Lin, Angew. Chemie. Int. Ed. 2002, 41, 3665.] 
 

Since the conducting PANI is electrochemically active, the cyclic 
voltammetry (CV) is used for characterization on a pair of redox CV 
peaks characteristic for the PANI. The CV results show that the oriented 
sample has the highest peak intensities for the pair, nearly ten times that 
for a sample from the one-step synthesis, and three times that for a 
sample with interconnected and misoriented 1DNMs. This difference 
implies that the oriented nanowires would have the highest surface areas 
that electrolytes can access, suggesting a high efficiency and sensitivity 
desired in making sensing devices.  

Polarized Fourier transform infrared (FTIR) spectroscopy was used 
for characterizing these oriented PANI nanowires. The difference in the 
spectra between the p-polarized mode (perpendicular to the substrate 
surface), and an s-polarized mode (parallel to the substrate surface) 
suggested that the polymer molecules are also aligned within the 
nanowires. Near phenyl planes are vertically aligned on their edges and 
all PANI backbones are parallel to the substrate surface–like a molecular 
fence. This alignment implies that these PANI nanowires could be 
semicrystalline in structure. Based on this result, novelties in melting 
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point, yielding behavior, toughness, elasticity, and electrical and thermal 
conductivities can be expected.  

4.4. Sequential Nucleation and Growth 

 

 
Figure 21. Strategies for growing complex hierarchical structures by multi-step, 
sequential nucleation and growth. (a) Planting seeds of micropatterns. (b) First generation 
nanorods. (c) Second generation structures. (d) Third generation structures. (e) to (g) 
Large arrays of micropatterned second generation structure. (h) Arrays of micropatterned 
third generation structures. [T. L. Sounart, J. Liu, J. A. Voigt,J. W. P Hsu, E. D. Spoerke, 
Z. Tian,Y. Jian, Advanced Functional Materials, 16, 335-344, 2006.] 

 
Mutil-step, seeded growth of simple one dimensional oriented 

nanocrystalline films and multi-stage growth of more complicated 
nanostructures are vanguards for a process to systematically assemble 
complex, hierarchical crystal architectures.  Several groups have recently 
used more than one synthesis step to nucleate new oriented nanocrystals 
on crystals formed in a previous reaction step.  In gas-phase synthesis, 
Dick et al. [174] first synthesized GaP and InP semiconductor nanowires, 
and then sequentially reseeded the nanowire surfaces to produce tree-like 
nanostructures.  In solution-phase synthesis, similar ZnO [ 175 ] and 
ZnO/TiO2-based [ 176 ] composite nanostructures were produced by 
multi-step precipitation of powders in bulk aqueous solutions. We have 
investigated multi-step, aqueous nucleation and growth methods that 
have produced higher-order, hierarchical films of several important 
minerals [177].  In the hierarchical growth method, the first step is to 
create nucleation sites, via processes such as seed deposition or 
micropatterning of SAMs (Figure 21).  Oriented nanocrystals grow from 
these nucleation sites, and in subsequent reaction steps, new crystals 
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nucleate and grow on the crystals produced in previous stages.   This 
provides the capability to build a diverse range of complex 
nanostructures from various primary subunits that can be tuned by the 
growth chemistry in each step. 

Higher-order ZnO crystal structures assembled from rod- or needle-
shaped primary subunits have been synthesized with a sequential 
nucleation and growth process. Primary ZnO rods are first prepared on 
micropatterned substrate (Figure 21b).  During the second step, new 
crystals grow on the surfaces of the primary rods when bifunctional 
diaminoalkane molecules are added to the solution (Figure 21c).  In the 
third step, secondary crystals are “healed” to the hexagonal prismatic 
shape, and in the fourth step, additional branch crystals nucleate from the 
secondary structures to form unusual wagon wheel-like crystals (Figure 

21d). Therefore, with multiple reaction steps, new nucleation sites and a 
variety of large supercrystal structures can be created.    Morphological 
variations between the structures, such as the size, population density, 
and shape of the rods in each stage, can be precisely controlled with the 
solution chemistry in each step. 

The combination with top-down approach is most attractive for 
generating hierarchical structures. Two-dimensional patterns of  
oriented nanocrystals can be created by modifying the spatial distribution 
of the interfacial energy on a substrate.  For example, Aizenberg  
et al. [178,179,180] investigated the combination of SAMs and soft 
lithography (microstamping or microcontact printing) to prepare spatially 
controlled micropatterns of calcite crystals on a surface with precisely 
controlled location, nucleation density, size, orientation, and morphology.  
Mineral nucleation was favored on acid-terminated regions, but 
suppressed in methyl-terminated regions where the influx of nutrients 
was maintained below saturation.  We applied similar microcontact 
printing techniques to grow oriented ZnO nanorods on patterned 
substrates [160].  Extended microarrays of carboxyl-terminated 
alkylthiols were printed on electron beam evaporated silver films.  When 
the patterned silver substrates were placed in aqueous zinc nitrate 
solutions, oriented ZnO nanorods formed on the bare silver surface, but 
not on the surface covered by the carboxylic acid groups.  Using this 
approach, we were able to make patterned lines, dots, and a variety of 
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structures, and control the density and the spacing to micron scales 
(Figure 18e).   

We produced micropatterns of hierarchical ZnO nanorod clusters by 
diamine-induced sequential nucleation and growth on micropatterned 
primary crystals. Secondary growth produced flower-like crystals from 
new crystal growth on the top face of the primary rods and side branches 
formed on the edge.  Figures 21e to 21g show arrays of ordered flower-
like ZnO structures that formed during secondary growth on a 
micropattern of oriented primary rods with the top and side view, and 
Figures 21g show a densely packed arrays of similar structures in which 
the secondary crystals are almost connected.  Additional growth steps 
with diamine produce a pattern of tertiary structures with fine-branched 
crystals, such as those shown in Figure 21h.  Some of these small tertiary 
subunits also nucleate sparsely on the substrate off the pattern, but it is 
remarkable how well the substrate is protected by only a monolayer 
through four reaction stages conducted over the course of several days.  
The length, morphology, and population density of the tertiary subunits 
are tunable with the reaction conditions as discussed previously.  Thus, 
by combining top-down micropatterning techniques with bottom-up 
chemical synthesis control, complex tertiary “cactus-like” crystals can be 
tuned in structure and organized spatially on a substrate.  

The key to the sequential nucleation and growth process is the ability 
to induce secondary nucleation of new, oriented branched crystals on 
primary ZnO.  Without the diamine molecules, new nucleation is not 
observed after the primary stage, and repeated crystal growth simply 
increases the primary crystal size.  This is a very unusual, important 
phenomenon that does not occur in typical crystal growth, but is not 
limited to ZnO [181].  In typical growth, different crystalline planes in a 
given crystal have different atomic density, and atoms on different facets 
have a different number of unsatisfied bonds, leading to different surface 
energies for different facets.  During crystal growth, crystals will 
epitaxially grow larger [141,142].  Facets with a fast growth rate tend to 
disappear, i.e., surfaces with high surface energy will disappear. On a 
thermodynamically equilibrated crystal, those surfaces with the lowest 
total surface energy will survive, as determined by the Wulff Plot 
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[143,144].  However, such nucleation and growth theory cannot explain 
the secondary nucleation phenomena. 
 

 
Figure 22. SEM images of secondary nucleation on larger primary ZnO crystals and on 
(100) ZnO substrates. (a) Primary ZnO crystals grown with 50 mg/L citrate in the first 
growth stage.  (b) Secondary ZnO crystal from renucleation on the primary crystals in 
second-stage growth.  (c, d) Branch nucleation on (1ī00) ZnO substrate. [T. L Sounart, J. 
Liu, James A. Voigt, M. Huo, E. D. Spoerke, B. Mckenzie, J. Am. Chem. Soc., ASAP 
article, 2007] 

 
The concentration of diamine is critical. Secondary nucleation only 

occurs within a critical diamine concentration range [182]. Careful study 
of the different diamines suggests that the secondary nucleation may be 
related to the dissolution of ZnO surfaces. The critical diamine 
concentration might be the concentration required to cause light surface 
dissolution (etching) of the primary ZnO crystal during the approach  
to the 60°C incubation temperature, thus creating nucleation sites  
during supersaturation conditions at 60°C. To understand where the 
renucleation takes place on the ZnO surface, we studied the nucleation of 
ZnO nanorods on larger primary ZnO crystals, as well as on single 
crystalline ZnO (1ī00) prismatic surfaces.  Figure 22a shows a typical 
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hexagonal bi-crystal with a joining middle plane due to the polar nature 
of ZnO. The (1ī00) surface is smooth except for the middle plane.  
Figure 22b shows the morphology with the growth of the branched 
crystals.  Notice that many of the branched crystals are concentrated in 
the central region.  Careful examination reveals a high density of line 
defects under the branched crystals in this central area.  We believe that 
the line defects were created by the early dissolution event, and served as 
pin-points for the secondary nucleation to occur. Branch-growth on 
single crystalline ZnO (Figures 22c and 22d) further supports that the 
new crystals are mostly formed on the defect sites of the {1ī 00} 
surfaces, such as edges and holes, as indicated by the arrows in Figure 
22d.  Therefore, our results support the hypothesis that the CNC may be 
the concentration at which light surface etching forms nucleation sites, 
and the upper critical concentration is bound by the concentration to 
cause complete dissolution of the ZnO crystals [182].    

The mechanism of branch nucleation driven by solubility is also 
consistent with the report of secondary nucleation of ZnO using an 
entirely different chemistry, viz. NaOH solutions [ 183 ]. However, 
controlled tunable branch nucleation has only been demonstrated to date 
with diamines. The bifunctional diamine molecules might play additional 
roles in promoting branch nucleation.  Kanaras et al. [184] observed that 
bifunctional phosphonic acids promoted more branching of CdSe and 
CdTe nanocrystals than monofunctional phosphonic acids, and suggested 
that the bifunctional molecules may be important because they yield 
higher local acid concentrations at the molecular level than the 
monofunctional equivalent. 

5. Concluding Remarks 

This review has mainly covered two major approaches for solution 
synthesis of oriented 1DNMs on different substrates, one with templates 
and the other using nanoseeds. Much of this review is to focus on the 
novelties in synthetic approach and detailed developments in 
methodology.  
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For all the synthetic successes highlighted by the template-based 
solution approach, multiple templates are used. They are anodized 
alumina membrane, radiation track-etched polymer membranes, 
nanochannel array glass, radiation track-etched mica, mesoporous 
materials, porous silicon by electrochemical etching of silicon wafer, 
zeolites, carbon nanotubes, etc. In contrast, only three general methods 
for growing the 1DNMs are used in all these syntheses: electrochemical 
deposition, electrophoretic deposition, and template filling, depending on 
the nature of each 1DNM. The template based approach is straight 
forward and applicable to a wide range of materials, including metal, 
polymers, oxides, and more complex compositions. 

In the work highlighted by the templateless approach, the main 
challenge is to control the nucleation, crystal growth, and growth kinetics. 
The templateless approach is complementary to the template approach, 
may simplify the procedure, and is applicable to both simple and 
complicated geometries. Both seedless and seeded growth methods have 
been successfully used for oxide microrods, microtubes, nanowires, 
nanotubes, and polymeric materials. The flexibility of this technique to 
systematically control the sizes of the 1DNMs, and the ability to form 
complex oriented nanostructures has been demonstrated. However, there 
technique is still at an infancy stage and has not been applied to a wide 
range of materials. 

We hope that this review highlighted the importance progresses 
made in the synthesis of oriented 1DNMs. These materials will find 
applications for energy, environment, electronics, and biomedicine 
related applications. The future challenge is the understanding of the 
performance requirements of the specific applications, and developing 
materials designing and synthesis rules for the nanomaterials to meet 
these requirements.  
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Nanoparticle (NP) assemblies have attracted many scientific and 

technological attentions due to their abilities to bridge between nano-

scale objects and macro-scale world. Among those, one-dimensional 

(1D) and two-dimensional (2D) NP assemblies arouse the scientists’ 

interests due to their high efficiencies of managing the flow direction of 

electronic, photonic, and magnetic information in the NP devices. 

Additionally, 1D and 2D assemblies of NP, i.e. chains and sheets, can 

significantly help the scientists in understanding of a number of 

biological processes and fundamental quantum effects of nanoscale 

systems. However, the difficulties to prepare anisotropic 1D and 2D NP 

assemblies are obvious since both the apparent shape and structure of 

single composed NPs are isotropic. Such a big challenge drives the 

scientist to explore the anisotropic interaction between NPs and then 

fabricate their 1D and 2D assemblies with the desirable functions. This 

review summarizes the recent progress on the research of 1D and 2D 

NP assemblies. The formation mechanisms of 1D and 2D NP 

assemblies are introduced, and the functionality and application of 1D 

and 2D NP assemblies are discussed. Current problems underlying the 

fundamental research and practical applications of NPs are also 

addressed.   
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1. Introduction  

The unique electrical, optical, magnetic, and catalytic properties of 

nanoparticles (NPs) encourage the scientists to seek their possible 

applications in devices.[1-3] As discussed in our previous reviews,[4] 

current researches on NPs can be classified into two main trends. The 

first one involves manipulation and exploration of single NP in devices 

reaching the limit of miniaturization possible for electronic and photonic 

circuits.[5] The second trend is focused on application of NP/polymer 

composites as macro-scale thin films producing a new generation of 

currently used devices, such as light-emitting diodes and solar cells.[6] In 

our opinion, successful practical implementation of these devices will 

most likely come sooner for NP thin films rather than for those made 

from single nanocolloids because of simpler processing, and easier 

interfacing with current technologies.[4]  

Overall, the NP thin films and similar assemblies can be classified in 

three categories: one dimensional (1D), two dimensional (2D), and three 

dimensional (3D) systems. The preparation of 3D NP assembly was 

traced back to the early of 1990s,[7-11] and several conclusive and 

influential reviews were published in the past 10 years.[3, 12-14] So the 

review on works of 3D NP assemblies is intentionally excluded in this 

chapter, and the authors can read the Refs. 3, 12-14 to obtain the details 

on 3D NP assemblies. As a comparison, anisotropic 1D and 2D 

assemblies of NPs face more challenges, and the increasing numbers of 

research groups are involving such projects. In part 2 and part 3 of this 

review the self-assembly mechanism and functionality of 1D NP 

assemblies are discussed, respectively. Because our previous review 

summarizes the early development of 1D NP assemblies, only recent 

works are introduced. The self-assembly mechanism and functionality of 

2D NP assemblies are elucidated in part 4 and part 5, respectively. 

Finally, the problems and promises of 1D and 2D assemblies are briefly 

discussed in part 6. 

2. Formation mechanism of 1D NP assembly 

The formation of 1D NP assemblies is based on either external 

templates or intrinsic anisotropy in NPs. The external templates are 
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linear nanoscale materials including polyelectrolyte,[15-17] inorganic 

nanotubes (NTs) and nanowires (NWs),[18-23] or biomolecules.[24-28] 

1D NP assemblies are fabricated when NPs spontaneously adsorbed onto 

above linear templates upon the physical/chemical/biological interactions. 

Contrastively, the formation mechanism of 1D NP assemblies induced by 

the intrinsic anisotropy is much more complex, and the corresponding 

studies are becoming more attractive. The below parts summarize the 

recent works on the anisotropy-induced 1D NP assemblies. 

2.1 Origins of the NP anisotropy  

The anisotropy of NPs determines whether NPs spontaneously align 

into 1D structure. The anisotropy of NPs arises from either 

magnetic/electric dipole moments inside NPs[29-33] or inhomogeneous 

distribution of stabilizers on NP surface.[34, 35] The anisotropy inside 

magnetic NPs has been known for a long time, for example, 1D structure 

of maghemite (γ-Fe2O3) NPs induced by magnetic dipole attraction 

between NPs have been observed in terrestrial magnetotactic bacteria, 

such as the MV-1 strain and Magnetospirillum magnetotacticum (MS-1) 

strain.[36, 37] On the contrary, the origins of electric dipole moments 

inside varying types of NPs are still ambiguous and remain in 

controversy, especially considering the non-existence of asymmetry 

crystalline structures inside most metal, metal oxide, or semiconductor 

NPs. 

Our group studied the origin of a permanent electric dipole moment 

in CdS NPs with a symmetry cubic crystal lattice by simulation.[38] 

Figure 1A shows a prototypical tetrahedral CdS NP with 84 cadmium 

atoms and 123 sulfur atoms as the base for calculations. We suggested 

that, while a variety of potential defects on the NP surfaces were possible, 

a probable deviation from the ideal geometric shape of a tetrahedron was 

the truncation of apexes, which led to lowering of the surface energy 

associated with the NPs. Therefore, from an atomic perspective, NPs 

with truncated apexes could possess some thermodynamic advantage and, 

in fact, could be quite abundant in polar solvents. Accordingly, a 

systematic progression of tetrahedral NPs with gradually varying degree 

and placement of truncation was evaluated in our work.  
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Figure 1. (A) Regular tetrahedral CdS NP with S-H terminal groups. The molecule is 

depicted using a space-filling representation: S (teal); Cd (green); H (gray). Starting from 

the (a) base NP, (B) one, (C) two, (D) three, and (E) four corners were truncated to obtain 

NPs denoted as C0T0, C1T1, C2T1, C3T1, and C4T1, respectively. Starting from C1T1, 

the truncated clusters (F) C1T2, (G) C1T3, and (H) C1T4 were obtained. The inset in 

each figure depicts the direction of the dipole moment schematically, pointing from the 

positive end toward the negative end. Filled/unfilled circles represent 

untruncated/truncated corners of the tetrahedron. (Taken from Ref. 38). 
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The simplest case in this series was a NP in which one of the four 

corners of the regular tetrahedron was modified by deleting a Cd and S 

atom. The resulting NP, C1T1, is depicted in Figure 1B. It should be 

noted that three sulfur atoms from the layer below the truncated apex 

were exposed. Parts C, D, and E of Figure 1 showed NPs C2T1, C3T1, 

and C4T1 from the same progression that were similarly truncated at two, 

three, and four corners, respectively. Starting from C1T1 (Figure 1B), an 

increasing number of atomic layers were removed from a single corner to 

study the effect of the degree of truncation. The three exposed sulfur 

atoms at the truncated corner in C1T1 were deleted to obtain C1T2, 

which exposed three Cd atoms (Figure 1F). Deleting these three Cd 

atoms resulted in C1T3, which, in turn, exposed 7 S atoms (Figure 1G). 

The last model system in this family, C1T4, was obtained by removing 

these 7 S atoms (Figure 1H). Here, the labels assigned to the various 

asymmetric molecules had a general format CmTn, where m was the 

number of truncated corners and n was the number of layers removed 

from a corner.  

 

Figure 2. Variation of the DM of a CdS nanocrystal as (A) the number of truncated 

corners increases (C0T0, C1T1, C2T1, C3T1, C4T1 progression) and (B) the number of 

layers removed from a single corner of a regular tetrahedron (C0T0, C1T1, C1T2, C1T3, 

C1T4 progression). (Taken from Ref. 38). 

 

The software package Spartan (Wavefunction Inc., Irvine, CA) was 

used to calculate the net dipole moment inside the CdS NPs, and the 

results were plotted in Figure 2. Truncation of one of the corners 

increased the dipole moment dramatically (Figure 2A), and NPs with two 

or three truncated corners did not reveal further change and the dipole  
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moment remained around 60 D. The dipole moment was produced due to 

the asymmetry in electron distribution caused by the atoms in existing 

(nontruncated) corners. When all corners were present, the polarity 

vectors were compensated. As soon as one corner was missing, the 

vectorial sum of three other contributions gave rise to a strong dipole 

moment. Similar explanation was applied to the truncation of different 

layers from a single corner of a regular tetrahedron. The removal of the 

first layer produced a remarkable dipole moment, whereas the change of 

dipole moment was slight for subsequent removal of the additional layers 

(Figure 2B). In one word, the crystalline defects of NPs with the 

symmetry crystal structure lead to production of large, permanent electric 

dipole moment of NPs. 

 

 
Figure 3. From rippled particles to NP chains. Idealized drawing of (A) a side view and 

(B) a top view of a rippled particle showing the two polar defects that must exist to allow 

the alternation of concentric rings. (C) Schematic depiction of the chain formation 

reaction. (D) TEM images of chains that compose the precipitate obtained when MUA 

pole-functionalized rippled NPs are reacted with DAH in a two-phase reaction. Scale bars 

200 nm, inset 50 nm. (Taken from Ref. 40). 

 

Besides defects, the inhomogeneous distribution of stabilizers also 

leads to the anisotropy of NPs. Stellacci and coworkers recently shown 

that mixtures of thiol molecules, which on flat gold surfaces separated 

into randomly
 
distributed domains, formed ordered alternating phases 

(ripples)
 
when assembled on surfaces with a positive Gaussian curvature,

 

such as the core of NPs.[39] Moreover, these types of domains
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profoundly demarcated the two diametrically opposed singularities
 
at the 

particle poles, where the rings collapsed into points (Figure 3A and 

3B).[40] The authors proposed that, in the case of a self-assembled
 
ligand 

shell, the polar singularities manifested themselves as
 
defect points, that 

was, sites at which the ligands must assume
 
a nonequilibrium tilt angle. 

Ligands at the poles, being not
 
optimally stabilized by intermolecular 

interactions with their
 
neighbors, should be the first molecules to be 

replaced in place-exchange
 

reactions (Figure 3C). Therefore, the 

anisotropy inside NPs could be easily produced by accurately controlling 

the ratios of the mixed stabilizers. 

2.2 Preparation of 1D NP assemblies upon the anisotropy 

The next question is how anisotropy inside NPs induces their 1D 

self-assembly. We studied 1D self-assembly process of NP by Monte 

Carlo computer simulation.[41] Figures 4A-4C represent the simulated 

distribution of the potential of the electric field around the NPs. Here, 

three trimers of different sized NPs with the same net charge and dipole 

moment were presented overlaid on the field potential. It could be seen 

that if another similarly charged and polar particle would approach the 

chain, the gradient of the field would be the smallest along the long axis 

of the trimer from the side of the opposite charged end of the dipole. This 

could be best seen for the smallest particles where only the rightmost one 

was accessible without bumping into the high potential area (coded as 

white color in Figure 4). So, the formation of 1D structures proceeded in 

the solution by a step-by-step process where either chains grew by 

sweeping individual particles or dimers as they diffused in the solution, 

approaching them with the “right” side, or small chain fragments of 2 to 

maybe 4 constituents were formed from the individual NPs and then 

bound together to form large aggregates. 

Similar inducement effect was experimentally confirmed by Talapin, 

Murray, and coworkers.[42] They reported the solution-based synthesis 

of crystalline PbSe NWs by oriented attachment of collections of single 

NPs that attached and fused along identical crystal faces forming 

oriented chains (Figures 5A-5F). In the crude fractions taken during the 

one-step PbSe NW synthesis, the authors observed long (1-30 µm) 
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Figure 4. Distribution of electric field potential around NPs of different sizes. The net 

charge and dipole are constant for the three sizes. The actual sizes are arbitrary and are 

provided only for the visualization of the difference in the field distribution between 

equal dipoles at different separations. (Taken from Ref. 41). 
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Figure 5. High-resolution (a) SEM and (b) TEM images of PbSe nanowires grown in 

solution in the presence of oleic acid. (c) Overview and (d-f ) high-resolution TEM 

images of PbSe nanowires formed in the presence of oleic acid and n-

tetradecylphosphonic acid. Selected area electron diffraction from a film of PbSe 

nanowires (inset to c) and single nanowires imaged along the (100) and (110) zone axes 

(insets to d). The diameter of PbSe nanowires can be tuned from (e) ~4 nm to (f ) ~18 nm. 

(Taken from Ref. 42). 
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nanowires and isolated spherical (or cubic) NPs, while dimers and 

oligomers were very rarely observed (Figure 5A). The authors concluded 

that the assembly and fusion of the first two PbSe NPs was the rate-

limiting step in NW formation. Most likely, NW growth was an 

avalanche-like process driven by a combination of the increasing 

anisotropy and the scaling of the dipole moment of the growing PbSe 

NW as the number of attached NPs increased.  

1D NP assemblies can also be obtained by taking advantage of 

anisotropy from the inhomogeneous distribution of stabilizers.[40] As 

schemed in Figure 3C, the divalent 1,6-diaminohexane was used to 

combine stabilizers of 11-mercaptoundecanoic acid at the two poles of 

Au NPs, and then the 1D assemblies of Au NPs were prepared (Figure 

3D). Such an assembly process is very similar to a polymerization 

reaction
 
to synthesize nylon.  

 3. Functionality of 1D NP assembly 

As summarized in our previous review, functionality of 1D NP 

assembly has led to their broad application in optoelectronics, magnetic 

devices, and sensors.[4] Herein, two recent examples are given to show a 

new application of 1D NP assemblies in energy storage and conversion. 

Belcher and coworkers used the linear and genetically engineered M13 

bacteriophage viruses as the templates to synthesize 1D NP 

assemblies.[43] As schemed in Figure 6A, there were two types of p8 

proteins randomly to package onto the virus progeny: intact p8 proteins 

of
 
E4 viruses and engineered p8 proteins containing the gold-binding

 

peptide motif. Incubation of the engineered M13 bacteriophage viruses 

with an Au NP solution resulted in 1D arrays of Au NPs bound to
 
the 

gold-binding peptides distributed among p8 proteins (Figure 6B). 

Subsequently, Co3O4 was nucleated and grown
 
via the tetraglutamate 

functionality, resulting in 1D hybrid nano-structures
 
of Au NPs spatially 

interspersed within the Co3O4 NWs (Figure 6C). The electrochemical 

properties of the hybrid Au-Co3O4
 
nanowires were evaluated by using 

galvanostatic cycling and cyclic voltammetry, and the specific capacity
 

of the hybrid was estimated to be at least 30% greater than that
 
of pure 

Co3O4 NWs (Figure 6D and 6E).
 
The incorporation of Au NPs could 
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improve electronic conductivity to
 
the Co3O4 NPs in 1D nanostructures, 

and thus improved battery capacity. Furthermore, the authors claimed 

that such functionality strategy of 1D NP assemblies allowed for the 

growth and assembly of other
 
functional nanomaterials for applications 

such as photovoltaic
 

devices, high–surface area catalysts, and 

supercapacitors. 

 

 
Figure 6. (A) Visualization of the genetically engineered M13 bacteriophage viruses. P8 

proteins containing a gold-binding motif (yellow) were doped by the phagemid method in 

E4 clones, which can grow Co3O4. (B) TEM images of the assembled gold NPs on the 

virus. Control experiments showed that gold NPs were bound by the gold-specific 

peptides. (C) TEM image of hybrid NWs of Au nanoparticles/Co3O4. (D) Specific 

capacity of hybrid Au-Co3O4 NWs. Half cell with Li electrode was cycled at a rate of 

C/26.5. Virus mass was subtracted and the mass of active materials such as Co3O4 and 

Au was counted. The capacity of virus-directing Co3O4 NWs without Au NPs was also 

compared. (E) Cyclic voltammograms of hybrid Au-Co3O4 and Co3O4 nanowires at a 

scanning rate of 0.3 mV/s. (Taken from Ref. 43). 
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Figure 7. (A) potential-capacity profiles for the as-prepared copper-supported Fe3O4 

deposits galvanostatically cycled at a rate of 1 Li+/2 h versus Li. (B) Rate capability plots 

for the five Fe3O4 deposits on Cu nanostructured electrodes, compared with a Fe3O4 

deposit denoted ' Fe3O4–Cu' grown on a planar Cu foil electrode. (C) For comparison, the 

normalized capacity (mA h cm-2 of geometrical surface area) is plotted versus rate for 

our optimized Fe3O4-based Cu-nanostructured electrode and a Fe3O4-based Cu planar 

electrode. Inset: scanning electron micrograph of the 1D Cu-supported Fe3O4 

nanostructures. (Taken from Ref. 44). 
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Simon and coworkers prepared the vertically-oriented Cu nanorods 

(NRs) arrays by using porous alumina oxide as the templates, followed 

by coating 1D Fe3O4 NP assemblies onto Cu NRs by 

electrodeposition.[44] The resulting Cu NR electrodes, differentiated by 

their degree of Fe3O4 NP coverage, were characterized for their 

performance as electrodes in Li half cells which were cycled in a 

galvanostatic mode at a rate of 1 Li
+
 per 2 h (Figure 7A). The self-

supported Fe3O4/Cu 1D nanostructured electrodes were evaluated for 

their rate capability by using signature curves (Figure 7B). Excellent rate 

capability was observed for all of the nanostructured electrodes 

compared with the Fe3O4 powder cell because they recovered 80% of 

their total capacity at an 8C rate. Furthermore, Figure 7C revealed the 

benefit of having a nanostructured current collector as opposed to a 

planar one in terms of power density, because the current scales with the 

amount of Fe3O4 deposited allowing total discharge at comparable 

capacity rates. It was very impressive that the 1D hybrid NP/NR 

assembly electrodes had the capability of increasing the power density by 

a factor of six.  

4. Formation mechanism of 2D NP assembly 

One of the most universal and simplest ways to achieve 2D NP 

assemblies is to organize NPs at two-phase interfaces, such as gas-solid, 

liquid-solid, gas-liquid or liquid-liquid where the interfaces as a template. 

Other templates to be used for producing 2D NP assemblies include 

proteins and biomolecules. There is a big challenge to devolop the 

templateless methods to prepare 2D NP assemblies, and until very 

recently, the first example was reported by our goup.   

4.1 2D assembly of NPs produced at the immiscible interface 

Despite the simplicity, some of the best organized 2D NP 

superstructures were obtained by the forces during liquid evaporation 

and other interfacial solid-liquid interactions at nanoscale.[8, 45-47] 

Ordered NP mono- and multilayers in a closely packed arrangement were 

produced from a NP suspension upon the solvent evaporation or 
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adsorption of NPs on charged substrates provided that the NPs are highly 

uniform in diameter. The ordered domains can cover relatively large 

areas in the micron scale. On the other hand, their deliberate modulation 

of the fluid dynamics can make NPs assemblies in surprisedly, highly 

ordered layers and networks even for fairly polydispersed colloids.[8] A 

complex interplay of wetting dynamics, capillary forces, interface 

instabilities, and the spontaneous formation of complex patterns is 

implicated in their formation.[48, 49] The predictive power of the 

nanoscale liquid dynamics was demonstrated by deriving the formation 

of characteristic bands and rings on the basis of linear stability analysis 

and numerical simulations, which revealed the dependence of particle 

distribution on equilibrium film separation distance, initial packing 

concentration, rate of evaporation, and NP surface activity.[50]  

 

 
Figure 8. Scanning electron microscopy images (at different magnifications) of the silver 

NW monolayer deposited on a silicon wafer. (Taken from Ref. 59). 

 

Highly ordered 2D arrays of magnetic particles were obtained by the 

evaporation of aqueous solutions on octadecyltrichlorosilane stamped 

surfaces.[51] The droplets of water containing metal salts prefer the 

hydrophilic surface of untreated silica and were confined by surface 
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forces. The metal salt residue could be subsequently transformed into 

ferrites or other compounds. The resolution of 70-460 nm in X and Y of 

these arrays enabled addressing each magnetic island as an individual 

memory cell. Similar result can be achieved by, so called, nanosphere 

lithography, when a mono- or multilayer of uniform latex spheres serves 

as a mask through which a metal can be plated on the surface.[52]  

A 2D organization method related to fluid dynamics is the assembly 

of NPs on surfaces of copolymers, which form intricate surface patterns 

due to nanoscale phase separation of the polymer blocks with 

hydrophilic/hydrophobic balance.[53] Being cast from organic solution, 

NPs adsorb preferentially on the low surface tension areas,[54] and often 

form aggregates with pronounced fractal dimensionality.[55]  

Except for at the solid-liquid interface, the 2D NP assemblies are 

also produced either at the gas-liquid or the liquid-liquid interface. 

 

 
Figure 9. (A) Fluorescence confocal microscope images of a water droplet in toluene in 

which CdSe nanoparticles are suspended. (B) Confocal microscope images of water 

droplets of different sizes. Scale bar, 20 µm. (Taken from Ref. 64). 

 

One of the most powerful techniques of 2D organization of NPs at 

the gas-liquid interface is Langmuir-Blodgett (LB) deposition which 

combines the advantages of the self-organization of NPs and operator 

controlled pattern organization. It has very well established reputation for 

nanoscale organic films and was extended to NP systems in 1994 by 
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Kotov et al.[56] and Daboussi et al.[57] Kotov et al. dissolved 

dodecylbenzenesulfonic acid stabilized CdS NPs in chloroform solvent, 

and then the chloroform solution of CdS NPs were spread at the interface 

of water and air to form a stable monolayer. Subsequently, LB 

monolayer films were prepared by compressing the NP monolayer to a 

certain surface pressure. Such LB NP monolayer films were easily 

transferred to varying types of the solid substrates by immersion and 

subsequent extraction of the substrates from the subphase.[56] Besides 

the spherical NPs, LB technique is also used to prepare 2D assemblies of 

anisotropic NWs.[58] Yang and coworkers synthesized the 1-

hexadecanethiol stabilized Ag NWs and dispersed onto a water surface 

of the LB trough.[59] Under compression, Ag NWs organized into 2D 

monolayer at the air-water interface. Most interestingly, the compressed 

Ag NW monolayer exhibits remarkable alignment parallel to the trough 

barrier. Figure 8 shows scanning electron microscopy (SEM) images of 

NW monolayer transferred onto a silicon wafer. The Ag NWs were 

aligned side-by-side over large areas, resembling a nematic two-

dimensional ordering of a liquid crystal. The authors illustrated that these 

aligned NW monolayers were readily used as surface-enhanced Raman 

spectroscopy substrates for molecular sensing with high sensitivity and 

specificity. These metallic layers were observed to exhibit giant local 

electromagnetic field enhancement, particularly due to NWs with sharp 

tips and noncircular cross-sections. Lieber and coworkers prepared 

hierarchical parallel nanowire arrays by LB techniques and used them as 

masks to define nanometer pitch lines in 10 *10 µm
2
 arrays repeated with 

a 25 µm array pitch over centimeter square areas.[60] The authors 

suggested that this nanolithography method represented a highly scalable 

and flexible pathway for defining nanometer scale lines on multiple 

length scales and thus had substantial potential for enabling the 

fabrication of integrated nanosystems. As summarized, LB technique 

remains one of the most popular approaches to the preparation of 

remarkable 2D superstructures with potential practical applications in 

nanoscale photonics and electronics. Here we should note that 

insufficient mechanical strength and susceptibility to environmental 

effects resulted in significant decrease of interest to LB 2D assemblies of 

NPs after initial enthusiasm. Although in many cases this concern is 
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justified, there are a number of ways to make fairly robust LB films, 

which can be further improved with inclusion of nanocolloids.[12, 61-63] 

Russell and coworkers realized the 2D self-assembly of NPs at the 

liquid-liquid interface.[64-66] In order to create an immiscible liquid-

liquid interface, a small amount of water was added into toluene solution 

of tri-n-octylphosphine oxide (TOPO)-stabilized CdSe NPs.[64] As 

shown in Figure 9A, ~20-µm-diameter water droplet appeared in toluene, 

and
 
the fluorescence of the droplet should arise from the CdSe NPs. Each 

image in Figure 9A was an optical cross-section
 
taken at 2.7-µm intervals 

in depth through the droplet. Together,
 
these data showed that the droplet 

was spherical and that the nanoparticles
 
segregated to the toluene-water 

interface to form a shell and stabilize the droplet. As a comparison, the 

fluorescence of water droplets containing sulforhodamine-B dye was also 

imaged (inset in Figure 9B). Channel 1 (green) showed the fluorescence 

from the CdSe nanoparticles (detection, 525 nm) and channel 2 (red) 

showed the fluorescence from the sulforhodamine-B dye dissolved in the 

water (detection, 585 nm). Evidently, the NPs were aggregated into 

monolayer at the interface of water and oil, whereas the dye was 

homogenously dispersed in the whole water droplets. The more details of 

the distribution of CdSe NPs on the droplet surfaces were achieved by 

detailed
 
reflection interference contrast microscopy studies on dispersed 

droplets, coupled with atomic force
 
and electron microscopy studies on 

dried droplets. All results revealed that CdSe spontaneously formed a 2D 

monolayer at the liquid-liquid interface.  

4.2 2D assembly of NPs produced by the biological templates 

Self-assembly of NPs in organized 2D systems can also be facilitated 

by proteins and other biomolecules. Considering the popularity of 

hybrids of biotechnology and nanotechnology, the recent appearance of 

multiple studies in this area becomes quite reasonable. Willner and 

coworkers proposed the NP-biomolecule systems as one of the most 

promising techniques for programmed assemblies of nanostructures.[67] 

This notion is substantiated by the record performance of NP-based 

detection and imaging procedures, which can significantly advance the 

experimental methods of life science.[68-70]  
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Figure 10. Transmission electron micrographs of the chemically modified and 

gold(III)chloride treated S-layer lattice of Bacillus sphaericus CCM2177 under increasing 

electron doses. (A) A coherent film of fine grainy gold precipitates is found under low 

electron dose conditions. (B and C) Upon increase of the electron dose regularly arranged 

monodisperse gold clusters are formed in the pore region of the S-layer. Bar for A to C, 

50 nm. (D) Frequently the square shaped gold particles were rotated by 45º with respect 

to the base vectors of the S-layer lattice. Scale bar, 50 nm. (Taken from Ref. 72). 

 

Several groups utilized the ability of proteins to self-organize in 2D 

lattices.  One of the best examples of such superstructures are proteins 

from bacterial surface layers, i.e. S-layers, recrystalizing in vitro into 

sheets and tube-shaped protein crystals with typical dimensions in the 

micrometer range.[71] Pum and coworkers investigated the formation of 

Au NPs on monolayers of the thiol-modified S-layer protein from 

Bacillus sphaericus CCM2177.[72] After treated with HAuCl4 solution, 

the S-layer lattice was exposed under low electron dose conditions. 

Figures 10A-10D demonstrate that upon increase of the electron dose the 

contiguous gold coating disappeared and clearly visible monodisperse 

gold clusters were formed in the pore region of the S-layer. Finally, a 2D 

square superlattice of uniform 4 to 5 nm sized gold particles with 12.8 

nm repeat distance was fabricated (Figure 10D). The NP arrays on S-

layers displayed a particle density above 6*10
11

 cm
-2

. Similar film 

geometries were obtained with genetically engineered hollow double-

ring protein chaperonin, which has either 3 nm or 9 nm apical pores 

surrounded by chemically reactive thiols.[73] The periodic solvent-

exposed thiols within chaperonin templates were used to size-selectively 

bind and organize either gold (1.4, 5 or 10nm) or CdSe-ZnS 

semiconductor (4.5 nm) quantum dots into arrays. The lattices with 

pronounced alignment motif in NP can be made from viral proteins.[74]  
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The 2D crystalline layers of ferritin and apoferritin were mostly used 

for the preparation of 2D arrays of iron-containing magnetic particles.[75] 

These proteins are attractive candidate for the biological approach to NP 

organization because 8 nm internal cavity of apoferritin can be 

reconstituted with a variety of non-native inorganic cores, such as 

magnetite, iron sulfide, manganese oxides, and cadmium sulfide. 

Encapsulation of the inorganic phase within the protein cage restricts the 

length scale of particle-particle interactions and prevents direct physical 

contact, particle fusion, and growth within the organized phase. Ferritin-

based arrays could have important applications in magnetic storage and 

nanoelectronic devices.[76] Thus, Co/Pt NP arrays were prepared within 

apoferritin S-layer. By varying the annealing conditions the coercivities 

at 500-8000 Oe were achieved. Electrical testing of NP films shows they 

are capable of sustaining recording densities greater than 12.6 

Gbits/in
2
.[77]  

4.3 Preparation of 2D assembly of NPs upon the aniosotropy 

In the previously considered examples of self-assembly of NP in 2D 

superstructures there was always a template, either a substrate or 

interface, to help NP to remain in 2D. Template methods for the 

preparation of 2 NP assemblies have several intrinsic disadvantages, for 

instance, the substrates or interfaces may have a considerable effect on 

either optoelectric or magnetic properties of the resulting 2D NP 

assemblies. Although post-synthetic physical or chemical treatment can 

help removing the templates, possible morphological and structural 

alternations of 2D NP assemblies from post-treatment are detrimental for 

their application.  

Very recently, we demonstrated for the first time that NPs 

spontaneously formed 2D monolayer in single-phase aqueous 

solutions.[78] Upon partial removal of stabilizers, 2-

(dimethylamino)ethanethiol (DMAET) stabilized CdTe NPs with 

positive charges were shown to form monomolecular sheets after kept 

under ambient condition for 1 month (Figure 11A). The 2D network of 

NP in the sheets provided them substantial mechanic strength compared 

to other monolayer films, which was likely due to partial merging  of  the 
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Figure 11. (A) TEM images of free-floating films of CdTe NPs. Insert: electron 

diffraction pattern obtained from the films. (B) Fluorescence images of self-assembled 

sheets of green-emitting NPs with a diameter of ∼2.4 nm (left upper), yellow-emitting 

NPs with a diameter of ∼3.6 nm (right upper), red-emitting NPs with a diameter of ∼5.0 

nm (left lower), and red-emitting NPs before self-assembly demonstrating only 

disordered aggregation on glass substrates (right lower). (C) Side view of films obtained 

by mesoscale simulation with N = 480 and = 0.13. The system size shown here has been 

doubled for clarity. (D) Face view of a separate sheet in C. The basic structure within the 

sheet is rings composed of six NPs. (Taken from Ref. 78). 

 

crystal lattices of NP as well the large Van del Waals forces among the 

NP aggregates in 2D monolayer. There was a substantial optical activity 

of CdTe remaining in such layers, which could be detected by 

fluorescence microscopy (Figure 11B). Furthermore, the photoemission 
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of the films was the same over the entire sheet regardless of size, which 

reflected the equal degree of quantization of the NPs forming the free-

floating film. It should be pointed out that both the shape and structure of 

2D NP assemblies were similar to those of 2D S-layer protein film.  

The formation mechanism of 2D NP assemblies was explored by 

studying the multiple interactions, i.e. hydrophobic attraction, dipole 

attraction, and electrostatic repulsion, among the NPs.[79] The 

electrostatic potential between two NPs Uij was modeled by  
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which was proposed by Phillies for polyelectrolyte colloids and proteins 

in dilute solution. 

In the above equation, 
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Here qi and qj were the net charge carried by NP i and NP j, µi and µj 

were dipole moments, rij was the distance between two NPs, θi and θj 

were angles of the dipole vector with respect to the vector connecting the 

centers of the NPs, where πθ <<0 , ϕi and ϕj were dihedral angles 

describing the relative rotation of dipoles, where πϕ 20 << , 1/k was the 

Debye screening length which was set to be 2.5nm, 0ε  was the 

permittivity of vacuum, ε was the effective permittivity of the solvent 

(water), and a was the radius of a NP. The dipole moment was set to be 

100 Debye as suggested by our quantum calculations. The net charge q 

was set to be +3e as determined by experimental measurements. MC 

simulations in the canonical (NVT) ensemble were performed in a cubic 

box with periodic boundary conditions implemented in all three 
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Cartesian directions. A MC step was defined as N (number of NPs) 

attempts at moving the particles by either translation or rotation. The 

simulations began from a disordered state which was obtained by 

running 3 - 5 million MC steps with attractive energy ξ = 0.0 and T = 

25°C. ξ was then gradually increased from a low value (disordered state) 

to a high value at which ordered films were formed. We investigated 

three different systems: N = 20 at volume fraction φ = 0.13, N = 30 at φ = 

0.12, and N = 60 at φ = 0.13. 20 independent runs were performed for the 

first two systems and 4 independent runs were performed for the third 

system. All of them demonstrated that CdTe NPs self-assembled into 2D 

monolayer films in solution (Figure 11C and 11D). The simulation 

results confirmed that all three types interactions between NPs, including 

hydrophobic attraction, dipole attraction, and electrostatic repulsion, 

were necessary for the formation of 2D NP assemblies. 

Potentially, there can be other NP dispersions with specifically 

designed surface functionalities which afford the spontaneous 

organization of NP in sheets based on their preferential attraction to each 

other. In fact, we also found that DMAET-stabilized CdSe NP 

spontaneously organized into 2D monolayer in solution.[78] Moreover, 

somewhat similar self-organization of 90 nm triangular prisms from Ag 

in 2D sheets was also observed by Lin and coworkers.[80] The crystal 

lattices in the Ag platelets in the superstructure were aligned producing 

an intricately interconnected network.  

5. Functionality of 2D NP assembly 

A number of interesting prototype devices of functional 2D NP 

assemblies have been demonstrated on their basis such as memory 

structures,[81, 82] command surfaces,[83] single electrical transistors,[84] 

non-linear optical elements,[85] magnetic storage units,[86] and 

sensors.[67] Such a broad spectrum of applications is identical to other 

3D films from NPs because the charge transfer in 2D films of NPs and 

other properties follow the same regularities as for other 3D NP 

assemblies. So only a couple of unique applications based on 2D NP 

assemblies are illustrated in this part. 
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5.1 Optical property of 2D NP assemblies 

 

Figure 12. Photographs taken during compression of a Langmuir monolayer of 

butanethiol-capped Ag NPs, before (A) and just after (B) the metal-insulator transition. 

(C) Surface pressure of the Langmuir film (π) and SHG signal enhancement as a function 

of area per particle for hexanethiol-capped particles. The SHG has been normalized to the 

signal observed from the uncompressed monolayer, indicating that the enhancement 

originates from interparticle coupling. (D) Change in χ(2) versus D/2R. (A and B are 

taken from Ref. 87, and C and D taken from Ref. 88). 

 

The optical property of 2D NP assemblies was easily tuned by 

controlling the inter-distances between NPs.[87] Heath and coworkers 

prepared 2D LB monolayer of alkylthiol-capped
 
Ag NPs at the air-water 

interface. The inter-distances between NPs in the 2D monolayer were 

tuned by applied different surface
 
pressures.[88] As shown in Figure 12A, 

before compression the 2D film showed a red color due to a strong 

optical resonance among Ag NPs. Upon compression, the middle part of 

2D phase
 
took on the appearance of a continuous, shiny film, which was 

analogous to the bulk Ag metal (Figure 12B). The optical change of 2D  
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NP assemblies was further investigated by studying the second-harmonic 

generation (SHG) response. An enhancement factor of ~ 500 was 

observed for the p-polarized SHG via the increase of surface pressure 

(Figure 12C), and the tremendous enhancement in SHG signal strength 

should originate
 
from inter-NP coupling upon compression. A sharp 

discontinuity in the SHG data for the Ag NP films (Figure 12C) was that 

the energy gain from electron delocalization
 

became sufficient to 

overcome the site (single-particle) charging
 
energy. The strong inter-NP 

coupling was also confirmed by exponential change in χ(2) versus 

D/2R. (Figure 12D), here χ(2), D, and R were the square root of the 

SHG sign, the center-to-center particle separation
 
distance, and a particle 

radius, respectively. All optical changes pointed to an insulator-to-metal 

transition of 2D NP assemblies with the decrease of inter-distances.   

5.2 Optoelectrical response of 2D NP assemblies 

The unique optoelectrial property of 2D NP assemblies has a 

potential application for electronic devices. Bawendi, Bulović and 

coworkers fabricated a 2D trioctylphosphine oxide-coated CdSe/ZnS 

core-shell NP monolayer atop a hole transporting N,N'-diphenyl-N,N'-

bis(3-methylphenyl)-(1,1'-biphenyl)-4,4'-diamine (TPD) layer by taking 

advantage of the spontaneous phase separation of the mixture via a single 

spin-casting process onto the ITO substrates (Figure 13A).[89] Then, an 

electroluminescent device was prepared by thermal evaporation of a 40-

nm-thick film of tris-(8-hydroxyquinoline)aluminium onto CdSe/ZnS 

core-shell NP monolayer, followed by a 1-mm-diameter, 75-nm-thick 

Mg:Ag (10:1 by mass) cathode with a 50-nm Ag cap (Figure 13A). The 

external quantum efficiency of such a device exceeded ŋ = 0.4% for a 

broad range of device luminances (from 5 to 2,000 cd m
-2

), peaking at ŋ 

= 0.52% at 10 mA cm
-2

 (Figure 13B). The brightness of 100 cd m
-2

 was 

achieved at current density J = 5.3 mA cm
-2

, voltage V = 6.1 V, 

corresponding to a luminescence efficiency of 1.9 cd A
-1

. At 125 mA cm
-2

, 

the brightness of the device was 2,000 cd m
-2

, which corresponded to 

1.6 cd A
-1

, and a 25-fold improvement over the best previously reported 

NP-based light-emitting diode (LED) result (Figure 13B). Very recently, 

the authors prepared the white LEDs with a broad spectral emission 
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generated by electroluminescence from a mixed-monolayer of red, green, 

and blue emitting CdSe/ZnS NP assemblies.[90] The white LED 

exhibited external quantum efficiencies of 0.36% coordinates of (0.35, 

0.41) at video brightness, and color rendering index of 86 as compared to 

a 5500 K blackbody reference. Accordingly, the dramatic improvement 

of the brightness as well the broad spectrum makes 2D NP assemblies to 

become a good candidate in the future luminescent device. 

 

 
Figure 13. (A) Electroluminescence spectra and structures for two QD-LEDs, devices I 

and II. (B) External quantum efficiency versus current density for the two devices shown 

in A. Taken from Ref. 89. 

6. Problems and promises of 1D and 2D NP assemblies 

Although 1D and 2D NP assemblies are ubiquitous in natural biology, 

the research work on their preparation and functionality are still in the 

burgeon stage. There are plenty of unknown phenomena awaiting 

exploration and many problems requiring resolution. Besides, current 

reports on new application of functional NP assemblies are seldom, and 

the burst development of this area can be expected in the near future.  

6.1 Formation mechanism of 1D and 2D NP assemblies 

Recent progresses on studying the anisotropy of NPs, arising from 

either the crystalline structure or the distribution of stabilizers, have been 

helping the scientists to understand the self-assembly mechanism of 1D 

and 2D NP assemblies.[4] However, all above studies are based on the 

qualitative analysis. For example, theoretical calculation showed the 
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dipole moments inside NPs are 50-200 D,[91, 92] which were strong 

enough to overcome the thermal energy at the room temperature and 

drove the 1D self assembly of NPs. Unfortunately, until now the absence 

of the suitable measurement methods prevents the scientists to obtain the 

direct and quantitative data on the NP dipole moments, and as well the 

accumulated effect of dipole moments during formation of the 1D NP 

assemblies. 

The same problems also trouble the scientists who are studying the 

anisotropy of NPs from inhomogeneous distribution of stabilizers on 

their surface.[39] The absence of the characterization techniques makes 

them impossible for direct observation of stabilizer distribution on NP 

surfaces, as well the evolution process of stabilizer during formation of 

the 1D NP assemblies.   

The 2D self assembly mechanism of NPs is more complex and 

elusive. Actually, there is only one report on 2D templateless self 

assembly of NPs by taking advantage of the triple folds of interactions 

between NPs, such as hydrophobic attraction, dipole attraction, and 

electrostatic repulsion.[78] The future work should target at 

understanding the general formation mechanism of 2D NP assemblies, 

for instance, except for above three types, are there any other types of 

interactions may lead to formation of 2D  NP assemblies? Other urgent 

studies include quantitative investigation on the interaction strengths 

between different types of forces, which result in the production of 2D 

NP assemblies.   

6.2 Functionality of 1D and 2D NP assemblies 

The mechanism study of 1D and 2D NP assemblies should serve for 

design of functional assemblies and application of them in our life. So, in 

some extent the studies on functionality of 1D and 2D are paramount for 

their future development. 

One of tendencies on 1D NP assemblies is to fabricate the functional 

and binary structures. As discussed in Part 3, the 1D hybrid assemblies of 

metal oxide and metal NPs have shown an intriguing application promise 

in the field of energy storage and conversion.[43, 44] Certainly, the 

hybrid and application of 1D assemblies are not limited to above two 
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types of NPs. As examples, the hybrid assemblies of semiconductor and 

metal NPs can be expected to have prominent functionality in the field of 

solar cells or photodecomposition of organic pollutants due to the 

integration of effective light harvesting of semiconductor NPs and good 

conductivity of metal NPs. The 1D hybrid assemblies of semiconductor 

and magnetic NPs may also lead to their application as spintronics. 

As shown in part 5, the single type of NPs have been assembled into 

2D films and used as the optoelectronics.[89, 90] There are no any 

reports on preparation and application of 2D hybrid assemblies with 

binary NPs. Undoubtedly, future work on preparation of 2D assemblies 

containing different types of NPs will extend their application to a broad 

area, such as functional membranes, solar cells, sensors, and etc.  
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CHAPTER 8 

SYNTHESIS OF POROUS POLYMERS USING 

SUPERCRITICAL CARBON DIOXIDE 
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Supercritical carbon dioxide is the most extensively studied 

supercritical fluid (SCF) medium for polymerization reactions and 

organic transformations.  This can be attributed to a list of advantages 

ranging from solvent properties to practical environmental as well as 

economic considerations.  Aside from these gains, CO2 finds 

particularly advantageous application in the synthesis and processing of 

porous materials and as such, this will be the subject of this review. 

1.  Introduction 

Supercritical carbon dioxide (scCO2) has been promoted recently as 

a sustainable solvent because it is nontoxic, nonflammable, and naturally 

abundant.[1]
 
 scCO2 has been shown to be a versatile solvent for polymer 

synthesis and processing,[2-5] and it has been exploited quite widely for 

the preparation of porous materials:[6]  for example, scCO2 has been 

used for the production of microcellular polymer foams,[7,8]  

biodegradable composite materials,[9] macroporous polyacrylates,[10-13] 

and fluorinated microcellular materials.[14]
 

Although CO2 is attractive in a range of different applications a 

significant technical barrier remains in that it is a relatively weak solvent: 

important classes of materials which tend to exhibit low solubility  

in scCO2 include polar biomolecules, pharmaceutical actives, and  
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high-molecular weight polymers.[1,2,6,15-18]  Until recently, the only 

polymers found to have significant solubility in CO2 under moderate 

conditions (<100ºC, <400 bar) were amorphous fluoropolymers[1] and, 

to a lesser extent, polysiloxanes.[17]
 

 Therefore, the discovery of 

inexpensive CO2-soluble materials or “CO2-philes” has been an 

important challenge.[19-21]  Herein, we will focus on our work looking 

at applying carbon dioxide in the synthesis of porous polymers and 

recently developed CO2-soluble hydrocarbon polymers and surfactants. 

2.  Porous materials and supercritical fluids 

Porous materials are used in a wide range of applications, including 

catalysis, chemical separations, and tissue engineering.[6]  However, the 

synthesis of these materials is often solvent intensive.  Supercritical 

carbon dioxide as an alternative solvent for the synthesis of functional 

porous materials can circumvent this issue as well as affording a number 

of specific physical, chemical, and toxicological advantages.  For 

example, energy intensive drying steps are required in order to dry 

porous materials whereas the transient “dry” nature of CO2 overcomes 

these issues.  Pore collapse can occur in certain materials when removing 

conventional liquid solvents; this can be avoided using supercritical 

fluids (SCFs) because they do not possess a liquid-vapour interface.  

Porous structures are important in biomedical applications (e.g., tissue 

engineering) where the low toxicity of CO2 offers specific advantages in 

terms of minimizing the use of toxic organic solvents.  In addition, the 

wetting properties and low viscosity of CO2 offers specific benefits in 

terms of surface modification. 

A number of new approaches have been developed in the past few 

years for the preparation of porous materials using supercritical fluids 

(SCF).[6,22,23,24,25]  Current routes include foaming,[9,26-29] CO2-

induced phase separation,[30,31] reactive-[10-13] and nonreactive[14,32] 

gelation of CO2 solutions, nanoscale casting using supercritical 

CO2,[33,34] and CO2-in-water (C/W) emulsion templating.[22-25,35,36]   

Each of these methods uses a different mechanism to generate the 

porosity in the material.  In the following sections we will discuss some 

of the methods that we have developed. 
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3.  CO2 as a pressure-adjustable template/porogen 

scCO2 has been used for the formation of permanently porous 

crosslinked poly(acrylate) and poly(methacrylates) monoliths using 

scCO2 as the porogenic solvent.[10-12] Materials of this type[37,38]  are 

useful in applications such as high-performance liquid chromatography, 

high-performance membrane chromatography, capillary 

electrochromatography, microfluidics,[39] and high-throughput 

bioreactors.[40]  In this process, no organic solvents are used in either 

the synthesis or purification.  It is possible to synthesize the monoliths in 

a variety of containment vessels, including chromatography columns and 

narrow-bore capillary tubing.  Moreover, the variable density associated 

with SCF solvents was exploited in order to “fine-tune” the polymer 

morphology.  The apparent Brunauer-Emmett-Teller (BET) surface area 

and the average pore size of the materials varied substantially for a series 

of crosslinked monoliths synthesized using scCO2 as the porogen over a 

range of reaction pressures.[12]  This approach was also extended to 

synthesize well-defined porous, cross-linked beads by suspension 

polymerization, again without using any organic solvents.[13]
 
 The 

surface area of the of the beads could be tuned over a broad range (5-500 

m
2
/g) simply by varying the CO2 density. The ability to fine tune the 

polymer morphology in materials of this type can be rationalized by 

considering the variation in solvent quality as a function of CO2 density 

and the resulting influence on the mechanism of nucleation, phase 

separation, aggregation, monomer partitioning, and pore formation.[41]
  
 

Recently, an entirely new approach to preparing porous materials 

was developed by templating the structure of solid CO2 by directional 

freezing.[42]  In this process, a liquid CO2 solution was frozen in liquid 

nitrogen unidirectionally. The solid CO2 was subsequently removed by 

direct sublimation to yield a porous, solvent-free structure with no 

additional purification steps. Other CO2-soluble actives could be 

incorporated into the porous structure uniformly (Figure 1). This was 

demonstrated by dispersing oil red uniformly in the aligned porous sugar 

acetates.[42]  This method differs fundamentally from the other CO2-

based techniques[9,10,12-14,22-36] and offers the unique advantage of 

generating materials with aligned pore structures. Materials with aligned 
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microstructures and nanostructures are of interest in a wide range of 

applications such as organic electronics,[43] microfluidics,[44] 

molecular filtration,[45] nanowires,[46] and tissue engineering.[47] 

 

 
Figure 1. A) Porous sugar acetate with an aligned structure prepared by directional 

freezing of a liquid CO2 solution. B) Oil Red O, a CO2-soluble dye, could be uniformly 

dispersed in this aligned porous material.[42] 

 

In addition to producing materials with aligned porosity, there are a 

number of additional advantages associated with this new technique. The 

method avoids the use of any organic solvents, thus eliminating toxic 

residues in the resulting material. The CO2 can be removed by simple 

sublimation, unlike aqueous-based processes where the water must be 

removed by freeze-drying.[48-50]  Moreover, the method can be applied 

to relatively nonpolar, water-insoluble materials. These aligned porous 

structures may find numerous applications, for example, as biomaterials. 

Aligned porous materials with micrometer-sized pores are of importance 

in tissue engineering where modification with biological cells is required. 

We are particularly interested in the use of such porous materials as 

scaffolds for aligned nerve cell growth. This latter application will be 

greatly facilitated by the recent development of biodegradable CO2-

soluble hydrocarbon polymers as potential scaffold materials.[51]  
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4.  Polymer solubility in CO2  

One of the fundamental issues that one must consider when 

implementing CO2 for polymer synthesis or processing is polymer 

solubility.  As mentioned, CO2 is a weak solvent and there has been 

considerable research effort focused on discovering inexpensive 

biodegradable CO2-soluble polymers from which inexpensive CO2-

soluble surfactants, ligands, and phase transfer agents could be 

developed.  However, it is very difficult to predict which polymer 

structures would be CO2-soluble, despite attempts to rationalize specific 

solvent-solute interactions by using ab initio calculations.[52]  Only a 

few examples of CO2-soluble polymers currently exist and, as such, there 

are a limited number of “design motifs” to draw upon.  Moreover, it is 

clear that polymer solubility in CO2 is influenced by a large number of 

interrelated factors[17] such as specific solvent-solute 

interactions,[20,52-54] backbone flexibility,[20,53,55] topology,[55] and 

the nature of the end-groups.[55]   Given the current limits of predictive 

understanding, the discovery of new CO2-soluble polymers might be 

accelerated using parallel or ‘high-throughput’ methodology.  The 

synthetic approaches for such a strategy are already well in place; for 

example, a growing number of methods exist whereby one may 

synthesize and characterize polymer libraries.[56]  By contrast, there are 

no examples of techniques for the rapid, parallel determination of 

solubility for libraries of materials in scCO2 or other SCFs.  The 

conventional method for evaluating polymer solubility in SCFs is cloud 

point measurement,[17,20,53,55] which involves the use of a variable-

volume view cell.  This technique is not suitable for rapid solubility 

measurement and would be impractical for large libraries of materials.   

A number of research groups have synthesised ‘CO2-philic’ 

fluoropolymers or silicone-based materials for use as steric stabilisers in 

dispersion polymerization[5,57-60] as phase transfer agents for liquid–

liquid extraction,[61] as supports for homogeneous catalysis,[62,63] and 

as surfactants for the formation of water / CO2 emulsions and 

microemulsions.[64,65]  Unfortunately, the high cost of fluorinated 

polymers may prohibit their use on an industrial scale for some 

applications.  Fluoropolymers also tend to have poor environmental 
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degradability, and this could negate the environmental advantages 

associated with the use of scCO2.  The lack of inexpensive CO2-soluble 

polymers and surfactants is a significant barrier to the future 

implementation of this solvent technology.[66]   

Inexpensive poly(ether carbonate) (PEC) copolymers have been 

reported to be soluble in CO2 under moderate conditions.[20] Similarly, 

sugar acetates are highly soluble and have been proposed as renewable 

CO2-philes.[52,67] Such materials could, in principle, function as CO2-

philic building blocks for inexpensive ligands and surfactants, but this 

potential has not yet been realized and numerous practical difficulties 

remain. For example, CO2 solubility does not in itself guarantee 

performance in the various applications of interest. Effective surfactants, 

in particular, tend to require specific asymmetric topologies such as 

diblock copolymers.[64,68]  This in turn necessitates a flexible and 

robust synthetic methodology to produce well-defined architectures for 

specific applications. 

5.  High throughput solubility measurements in CO2  

We reported a new method which allows for the rapid parallel 

solubility measurements for libraries of materials in supercritical 

fluids.[69]  The technique was used to evaluate the solubility of a mixed 

library of 100 synthetic polymers including polyesters, polycarbonates, 

and vinyl polymers.  It was found that poly(vinyl acetate) (PVAc) 

showed the highest solubility in CO2, the anamolously high solubility of 

PVAc has been shown previously.[66]
   

This method is at least 50 times 

faster than other techniques in terms of the rate of useful information that 

is obtained and has broad utility in the discovery of novel SCF-soluble 

ligands, catalysts, biomolecules, dyes, or pharmaceuticals for a wide 

range of materials applications.   

6.  Inexpensive and Biodegradable CO2-Philes 

Poly(vinyl acetate) (PVAc) is an inexpensive, high-tonnage bulk 

commodity polymer which, unlike most vinyl polymers, is moderately 

biodegradable and has been used in pharmaceutical excipient 
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formulations. PVAc has also been shown to exhibit anomalously high 

solubility in CO2 with respect to other vinyl hydrocarbon polymers,[66] 

although the polymer is soluble only at relatively low molecular weights 

under conditions of practical relevance (P < 300 bar, T < 100 ºC).  

Figure 2. Photograph showing the dissolution of an OVAc-functionalized dye, 1, in CO2 

(200 bar, 20 °C, 0.77 wt %).[51] 

 

We presented a simple and generic method for producing 

inexpensive and biodegradable polymer surfactants for scCO2 for 

solubilization, emulsification, and related applications.[51]  In this 

method, the terminal hydroxyl group of a poly(vinyl acetate) (PVAc) 

oligomer is transformed into an imidazole ester by reaction with carbonyl 

diimidazole (CDI).  This route has a number of advantages. First, the 

OVAc imidazolide intermediate can be isolated, purified, and then 

coupled with a wide range of alcohols (or amines) to produce a variety of 

structures. Second, the route introduces a carbonate linkage that may 

further enhance CO2 solubility[53,70]  and could also improve the 

biodegradability of the resulting materials. To illustrate the use of OVAc 

as a solubilizing group, an organic dye, Disperse Red 19 (DR19), was 

functionalized with OVAc (Mn) 1070 g/mol, (Mw) 1430 g/mol to 

produce 1 (Figure 2). The stoichiometry of the reaction was controlled 

such that one OVAc chain was attached to each DR19 molecule, as 

confirmed by GPC and 1H NMR. DR19 itself had negligible solubility in 

CO2 up to pressures of 300 bar/25 °C (no color was observed in the CO2 

phase).
 
 By contrast, the functionalized dye, 1, was found to be soluble in 

CO2 (100-200 bar) at least up to concentrations of around 1 wt % (Figure 

2). This suggested that OVAc has potential as a less expensive and more 
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biodegradable replacement for the highly fluorinated materials used 

previously to solubilize species such as dyes, catalysts, proteins, and 

nanoparticles in CO2.[1,4,5,60-62,64,65,71,72]
  

Another important area 

in scCO2 technology is the formation of water-in-CO2 (W/C) and CO2-

in-water (C/W) emulsions and microemulsions.[65,73-76] The same CDI 

route was used to couple OVAc with poly(ethylene glycol) monomethyl 

ethers (HO-PEG-OMe) and poly(ethylene glycol) diols (PEG) to produce 

diblock (Figure 4, 2a) and triblock (2b) copolymers, respectively (Figure 

3).[51] 

Figure 3.  Structures of CO2-philic surfactants for C/W emulsion formation: OVAc-b-

PEG diblock polymer (2a) and OVAc-b-PEG-b-OVAc triblock polymer (2b).[51] 

 

These polymers were found to be useful surfactants.  For example, 

an OVAc-b-PEG-OVAC triblock surfactant was found to emulsify up to 

97 v/v % C/W emulsion which was stable for at lease 48 h. An OVAc-b-

PEG diblock copolymer was used to form a 90 v/v % C/W emulsion.  

Materials of this type were used to template SCF emulsions and will be 

discussed in detail in the following section. 

7.  Templating of supercritical fluid emulsions 

Emulsion templating is useful for the synthesis of highly porous 

inorganic,[77-80]  and organic materials.[81-83]  In principle, it is 

possible to access a wide range of porous hydrophilic materials by 

reaction-induced phase separation of concentrated oil-in-water (O/W) 

emulsions.  A significant drawback to this process is that large quantities 

of a water-immiscible oil or organic solvent are required as the internal 
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Figure 4.  Emulsion-templated crosslinked polyacrylamide materials synthesized by 

polymerization of a high-internal phase CO2-in-water emulsion (C/W HIPE).  (a) SEM 

image of sectioned material. (b) Confocal image of same material, obtained by filling the 

pore structure with a solution of fluorescent dye.  As such (a) shows the “walls” of the 

material while (b) show the “holes” formed by templating the scCO2 emulsion droplets.  

Both images = 230 µm x 230 µm.  Ratio of CO2/aqueous phase = 80:20 v/v.d Pore 

volume = 3.9 cm3/g.  Average pore diameter = 3.9 µm.  Adapted from Butler et al. [35] 

 

phase (usually >80 vol.%).  In addition, it is often difficult to remove this 

oil phase after the reaction.  Based on studies concerning SCF emulsion 

stability and formation,[74]
 
we have developed methods for templating 

high internal phase CO2-in-water (C/W) emulsions (HIPE) to generate 

highly porous materials in the absence of any organic solvents – only 

water and CO2 are used.[35]  If the emulsions are stable one can generate 
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low-density materials (~ 0.1 g/cm
3
) with relatively large pore volumes 

(up to 6 cm
3
/g) from water-soluble vinyl monomers such as acrylamide 

and hydroxyethyl acrylate.  Figure 4 shows a crosslinked polyacrylamide 

material synthesized from a high internal phase C/W emulsion, as 

characterized by SEM and confocal microscopy (scale = 230 µm x 230 

µm).  Comparison of the two images illustrates quite clearly how the 

porous structure shown in the SEM image is templated from the C/W 

emulsion (as represented by the confocal microscopy image of the pores).  

In general, the confocal image gives a better measure of the CO2 

emulsion droplet size and size distribution immediately before gelation 

of the aqueous phase.  Initially we used low molecular weight (Mw ~ 

550 g/mol) perfluoropolyether ammonium carboxylate surfactants to 

stabilize the C/W emulsions[35] but as discussed there are some practical 

disadvantages of using these surfactants in this particular process such as 

cost and the surfactant is non-degradable.  It was subsequently shown 

that it is possible to use inexpensive hydrocarbon surfactants to stabilize 

C/W emulsions and that these emulsions can also be templated to yield 

low-density porous materials.[36]  In this study it was shown that all of 

the problems associated with the initial approach could be overcome and 

it was possible to synthesize C/W emulsion-templated polymers at 

relatively modest pressures (60 – 70 bar) and low temperatures (20 °C) 

using inexpensive and readily available hydrocarbon surfactants.  

Moreover, we demonstrated that this technique can in principle be 

extended to the synthesis of emulsion-templated HEA and HEMA 

hydrogels that may be useful, for example, in biomedical 

applications.[84-86] 

As mentioned, we demonstrated a simple and generic method for 

producing inexpensive, functional hydrocarbon CO2-philes for 

solubilization, emulsification, and related applications.[51]
 
This approach 

was extended and water-soluble diblock and triblock surfactant 

architectures were accessed and it was found that both types of structure 

could stabilize highly concentrated C/W emulsions. A detailed 

investigation into the factors affecting the C/W emulsion stability was 

carried out in order to utilize these optimized emulsions to generate 

materials with significantly increased levels of porosity.[22]  This new 

method is a simple and generic method for producing inexpensive and 
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20:80 5:95 3:97 5:95 

biodegradable polymer surfactants for use in supercritical CO2. Low 

molecular weight (M-w < 7000 g/mol) hydroxyl-terminated poly(vinyl 

acetate) (PVAc-OH) was synthesized using optimized reaction 

conditions and isopropyl ethanol (IPE) as the chain transfer agent. 

Oligomeric PVAc-OH (OVAc-OH, M-w < 3000 g/mol) was then 

obtained by supercritical fluid fractionation. The OVAc-OH species was 

converted to the imidazole ester by reaction with carbonyl diimidazole 

(CDI) and CO2-soluble surfactants were produced by coupling these 

reactive blocks with poly(ethylene glycol) methyl ethers or poly(ethylene 

glycol) diols. The surfactants were found to be extremely effective in the 

production of stable CO2-in-water (C/W) emulsions (Figure 5), which 

were then used as templates to produce emulsion-templated materials 

with unprecedentedly high levels of porosity for materials produced by 

this route. It was shown that these hydrocarbon surfactants can out-

perform perfluorinated species in applications of this type.  The synthetic 

methodology also allows fine-tuning of the hydrophilic-CO2-philic 

balance to suit different applications. Surfactants of this type may find a 

range of additional uses in emulsion technology, particularly where 

biodegradability of the hydrophobic segment is required. 

 

 
Figure 5. Optical image of C/W using OVAC(1070)-b-PEG(2000) surfactants at varying 

CO2: H2O volume ratios.[22] 

 

We recently presented a new methodology to produce highly porous 

cross-linked hydrogel materials by templating concentrated CO2-in-water 

(C/W) emulsions.[23] Poly(vinyl alcohol) (PVA), blended PVA/PEG, 

and naturally derived chitosan materials were produced via this route.  
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Using the PVAc-based surfactants discussed above the C/W emulsions 

were sufficiently stable for templating to occur and for open-cell porous 

materials to be produced, as shown in Figure 6. It was observed that the 

internal structure was uniformly porous and consisted of a skeletal 

replica of the original C/W HIPE. The pore structure was highly 

interconnected and there were open pores on the surface that were 

connected to the interior (Figure 6a). The diameter of the macropores 

was found to be in the range 3–15 µm.  The technique can be carried out 

at moderate temperatures and pressures (25 degrees C, < 120 bar) using 

inexpensive hydrocarbon surfactants such as PVAc-based block 

copolymers which are composed of biodegradable blocks. This 

methodology opens up a new solvent-free route for the preparation of 

porous biopolymers, hydrogels, and composites, including materials 

which cannot readily be produced by foaming. 

 

 
Figure 6. Electron micrographs of open-cell porous PVA hydrogel produced from C/W 

emulsions in the presence of PVAc-based surfactant. a) internal and surface pore 

structures; b) showing surface morphology with higher magnification.[23] 

 

A number of limitations were apparent in our initial C/W emulsion 

templating approach; namely that the PFPE surfactant was expensive and 

nondegradable, reaction pressures were high (250-290 bar), and reaction 

temperatures were elevated (50-60 °C).[36] We have since extended our 

methodology to produce highly porous cross-linked PVA materials, 
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blended PVA/PEG, and naturally derived chitosan by the gelation of 

C/W HIPEs. Moreover, we have shown that this technique can be carried 

out at much lower temperatures and pressures (25 °C, < 120 bar) using 

inexpensive, biodegradable hydrocarbon surfactants such as PVAc-based 

block copolymers. Our methodology opens up a new solvent-free route 

for the preparation of porous biopolymers, hydrogels, and composites, 

including materials which cannot readily be produced by foaming. We 

plan to use this knowledge in future studies to develop highly porous 

materials, and to achieve fine control over porous structure by tuning the 

CO2 density for a number of applications, particularly those in which 

organic solvent residues pose a problem. 

8.  Conclusions 

In general, CO2 is an attractive solvent alternative for the synthesis of 

polymers because it is ‘environmentally friendly’, non-toxic, non-

flammable, inexpensive, and readily available in high-purity from a 

number of sources.  Product isolation is straightforward because CO2 is a 

gas under ambient conditions, removing the need for energy intensive 

drying steps.  It offers the potential of reducing organic solvent usage in 

the production of a range of materials.  This is particularly advantageous 

in processes where large volumes of organic solvents are used such as 

the production of porous materials.  Moreover, the discovery of 

inexpensive, functional hydrocarbon CO2-philes has opened up 

opportunities for solubilization, emulsification, and related applications.  

It has been recently shown that these structures can outperform 

perfluorinated analogues in specific applications. 
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Hierarchy is a nature-inspired concept that has made its appearance in 

the field of materials synthesis.  Regarding the high potential of meso- 

(and micro-) porous oxides in heterogeneous catalysis, the accessibility 

to their active sites has to be improved.  This is rendered possible by 

introducing a second larger porosity level, i.e. by creating hierarchically 

porous structures.  Such materials are expected to enhance the catalytic 

performance comparing to single-sized oxides and to broaden the 

spectrum of applications. After introduction of the concept of 

“Hierarchical Catalysis”, this review article gives a survey of the work 

accomplished during the past years in the conception of oxides with 

multiple porosities. The developed methodologies are described and 

discussed for silica, aluminosilicates and (bi-) metallic oxides, giving a 

glance at the techniques available for the synthesis of these given 

oxides and opening up perspectives for the conception of new 

unprecedented compositions with hierarchical pore structure. A special 

attention has been paid to our new discovery on the self-formation 

phenomenon of porous hierarchy, an ultime powerful and quite simple 

synthesis method on the basis of the chemistry of metal oxides that 

conducts to the generation of macro-meso-(or micro-)porous single or 
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binary oxides materials with versatile chemical compositions. The 

catalytic applications of these structures are also addressed by 

emphasizing the benefit of the multi-scale porosity.  

1. Introduction 

Hierarchy is essential to nature and is encountered anywhere in our 

environment.[1] Trees for instance exhibit a hierarchical structure going 

from the large-sized stem to the small branches that support the leaves. 

Our respiratory system as well as our blood circulation network also 

consist of large vessels connected to ever smaller capillaries [2-3]. The 

underlying reason for the existence of hierarchy is mainly diffusion. 

Indeed, the nutrition of leaves in a tree is performed by very small 

branches, allowing for a high exchange surface; the same is true for 

oxygenation of blood or oxygen transport to individual cells in our body. 

Nevertheless, to ensure an efficient transport of nutrients, oxygen, etc, 

large starting stems or vessels are essential to allow a fast and efficient 

diffusion. To make short, nature tells us that efficient processes can only 

exist by the combination of high surface areas and good diffusion 

properties, i.e. by creating hierarchical systems. 

How can high surface areas be achieved ? Either by reducing the size 

of items or by introducing porosity into solid bodies. In fact, porosity is 

also a concept from nature if we consider the beautiful porous structures 

of diatoms or the efficient transport of water and ions through cell 

membranes. Scientists have been recognizing for a long time the high 

potential of porous materials in processes such as catalysis, adsorption 

and separation [4-5]. That is why numerous research projects have been 

devoted to the synthesis, comprehension of formation mechanisms and 

applications of mostly unimodal porous materials.  

The first major breakthrough of porous materials occurred when 

scientists recognized the high potential of zeolites, highly crystalline 

aluminosilicate microporous materials with homogeneous openings in 

the nanometre range, inducing a deep revolution in petroleum refinery 

industry. Lots of efforts have since been devoted to the characterization 

and to the development of new structures with tuneable compositions 

aiming industrial applications [6-7]. The porosity of zeolites is induced 



Hierarchical Macro-Mesoporous Oxides and Carbons 395 

by single molecules or solvated cations as structure-directing agents. 

Thus, in order to achieve materials with larger pore sizes, Mobil Oil 

researchers turned towards supramolecular assemblies as templates in the 

beginning of the 90’s of the last century. Aluminosilicate mesoporous 

phases with surface areas reaching 1000 m
2
/g and pore sizes of 2-3 nm 

were prepared by polymerization of inorganic sources around micelles 

formed by the self-assembly of surfactant molecules [8-9]. This pathway 

was further extended to the use of amphiphilic block copolymers for 

micelle formation, leading to larger-pore sized mesoporous materials 

[10-11] and even swelling agents have been employed, reaching pore 

sizes up to 30 nm [12].  Tremendous work has been performed in the 

domain of mesoporous materials since the first preparations and 

complete characterizations [13-15].  In particular, many efforts are 

devoted to diversifying the chemical composition of the frameworks, to 

fine-tuning the pore sizes and the three-dimensional stacking, to 

introducing defined functionalities, to improving their thermal and 

boiling water stability and to understanding their formation mechanism. 

A review article by the groups of Sanchez and Patarin very well 

illustrates the advances in mesostructured materials synthesis performed 

during their first 10 years of existence [16].  The resulting application 

potential of the different mesoporous compositions have also been 

reviewed in detail [17-20]. 

In order to still increase the pore sizes, studies have also been 

performed to create macroporous materials, with pore sizes larger than 

50 nm (IUPAC classification).  Such materials are indeed of interest in a 

range of potential applications such as catalysis, catalyst supports, cell-

immobilization, optics and chemical filtration and separation [21].  The 

most direct pathway makes use of templates such as polymeric or silica 

spheres around which inorganic precursors can polymerize, giving rise to 

a rich variety of macroporous inorganic compositions [22-30].  Other 

strategies encompass the use of polymeric hydrogels, emulsions or even 

bacteria…[31-36] Monolithic silica gels with a bicontinuous three-

dimensional morphology have successfully been prepared by a method 

based on the phase separation between an organic polymer and silica 

oligomers [37]. 
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Despite the huge amount of work described above and as mentioned 

in the first lines of this manuscript, nature tells us that hierarchy is 

essential. A major breakthrough thus consists in crossing the borders of 

unimodal porous structures and creating materials with hierarchical 

porosity. Indeed, the introduction of secondary larger pores in 

mesoporous catalysts has already shown considerable enhancement of 

the diffusion of reactants and products [38-39]. Other than bimodality in 

mesoporous systems, more interesting catalysts would consist of a 

macroporous array where the pores are separated by mesoporous walls. 

The association of a high dispersion of active sites, achieved by 

confinement in mesopores, with efficient mass transfer and reduced 

diffusion limitations of guest species, thanks to large macroporous 

channels, would lead to more active catalysts, especially when using 

bulky molecules or viscous systems.  In particular, the aim is to create 

materials, with a rich diversity in compositions, that possess adjustable 

and well-defined macropores separated by walls bearing interconnected 

and tuneable mesopores.  The great challenge is thus open, for each 

chemical composition, to control individually different length scaled 

pore sizes of such materials without affecting the structural regularity. 

In this paper, review the state of the art in the synthesis of oxides and 

carbons with hierarchical porosity.  After introducing the concept of 

“Hierarchical Catalysis” in view of the huge potential of oxides with 

multi-scale porosity, in the first part, we will describe and discuss the 

synthesis methodologies that have been developed in the preparation of 

hierarchical silica, aluminosilicates, (bi-)metallic oxides and carbons.  

We focus on the existing procedures to give insight into the available 

synthesis routes for given materials and to stimulate research towards 

new unprecedented compositions with hierarchical pore structure.  A 

special accent was put on our recent discovery concerning the self-

formation phenomenon to program porous hierarchy on the basis of the 

power of the chemistry of metal oxides.  This very simple synthesis route 

can be applicable to the synthesis of a large variety of materials with 

different chemical compositions and is industrializable in large scale. 

The last part is devoted to the application potential with a description of 

some developed reactions that clearly demonstrate the superiority of 

hierarchical materials on unimodal structures.  
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2. Introduction of the concept of “hierarchical catalysis” [40] 

In the chemical industries, catalytic processes usually occur as a 

sequence of different steps, i.e. the sequential coupling for instance of 

pretreatment, chemical conversion into valuable products and 

purification of resulting product mixtures.  In fact, one desired product 

from a precise reagent is often prepared by a multiple steps reaction with 

the production of a series of intermediates, where each step requires a 

defined catalyst with one precise porosity and one specific functionality.  

In the future, facing the actual problems of global warming and ever-

growing raw materials and energy consumption, there is an evident need 

for developing new processes that could ideally be realized with minimal 

intermediary steps.  This suggests that ideally, the multiple steps reaction 

should be realized in one only reactor without any intermediary 

separation processes.  Such a goal could only be attained by the use of 

hierarchically porous materials.  Indeed, the integration of multiple levels 

of porosities combined with desired functionalities inside one single 

body could potentially allow for the successive realization of the 

complete reaction from starting reagents to final desired products.  This 

means that the product of one reaction can be the reagent for the next 

reaction without separation and purification processes that would 

inherently occur by the sieving capacity of the adjusted pore sizes.  This 

concept, called “Hierarchical Catalysis”, would thus allow for the 

integration of multifunctional processes on the basis of a hierarchical 

single nanocatalyst concept.  The advantages of such a concept are 

evident: reduction of the number of steps involved in a chemical 

conversion, thus a reduction of energy consumption, less waste products, 

enhanced performances and increased operational safety.   

This ideal concept thus clearly brings to the fore the huge potential 

of porous compositions with well-defined multiple porosities and also 

underlines that efforts have still to be made in order to develop ever new 

synthesis procedures to make this dream coming true. 
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Table 1. Methods employed for the synthesis of different hierarchical macro-mesoporous 

oxides and carbons 

 
Macrotemplating Method Composition Ref. 
   

Polymeric spheres SiO2 [26], [27], [29], [41]-[53] 

 Organosilica [51]-[52] 

 Al-O-Si [102] 

 ZrO2 [26] 

 TiO2 [26], [41], [118]-[119] 

 TiO2-Ta2O5  [153] 

 TiO2-ZrO2 [153] 

Polymer foam SiO2 [59]-[64] 

 ZrO2 [117] 

 TiO2 [123]-[125] 

 TiO2-SiO2 [154] 

Microorganisms SiO2 [66]-[72] 

Natural structures ZrO2 [121]-[122] 

 CeZrO2 [120] 

 TiO2 [122] 

“Natural” Molecules SiO2 [73]-[76] 

Emulsions / bubbles SiO2 [35], [77]-[84] 

 Al-O-Si [103] 

 YSZ [150]-[151] 

Phase separation SiO2 [37], [85]-[93] 

 TiO2 [126]-[127] 

Inorganic Salt SiO2 [94] 

 Nb2O5 [135] 

Ice-templating SiO2 [95]-[96] 

 Al-O-Si [95], [104] 

Fusion of spheres SiO2 [97] 

Spontaneous route Al-O-Si [106]-[107], [110] 

 ZrO2 [40], [105], [128]-[129] 

 TiO2 [40], [130]-[131], [131] 

 Nb2O5 [40] 

 Y2O3 [40] 

 Ta2O5 [40] 

 ZrO2-SiO2 [155] 

 ZrO2-TiO2 [155] 

 YSZ [155] 

 AlPO [155] 

 TiPO [156] 

Co3O4 [137] Nanocasting of preformed 

macro-mesoporous silica SnO2 [137] 

 MnO2 [137] 

 Mn2O3 [137] 

 C [60], [84], [172]-[181] 
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3. Conception of hierarchically porous materials 

In this part, we will review the work accomplished until now in the 

preparation of hierarchical macro-meso (or micro-)porous oxides and 

carbons. The different synthesis methodologies will be addressed and 

discussed first for silica, then for aluminosilicates, (bi-) metallic oxides 

and carbons. A summary of the preparation strategies with the 

corresponding achieved chemical compositions is given in table 1. 

3.1. Hierarchical macro-mesoporous silica 

3.1.1. Micromolding by spheres and other “hard” macrotemplates 

The most widespread method was reported first in 1998 and implies 

the joint use of both the synthesis methods of macro- and mesoporous 

materials. The combination between colloidal crystal templating and 

surfactant-assisted mesostructuration is a very efficient way for the 

construction of ordered macro-mesoporous architectures [27]. The 

method consists in aggregating colloidal uniformly-sized latex spheres in 

a regular array and to infiltrate the voids between them by a silica 

precursor mixed with a surfactant or block-copolymer micellar solution. 

After ageing, condensation and polymerization, the surfactant and latex 

spheres are removed by solvent extraction or calcinations under flowing 

air in order to create an open porous framework [26, 41-44] (Figure 1).  

By this method, the specific surface area of a macroporous silica could 

be increased from 200 to more than 1300 m
2
/g thanks to the addition of 

the mesopores in the wall structures [29]. 

This dual templating method has further widely been developed in 

order to improve the structural quality of the materials. In particular, the 

size and composition (latex, polystyrene, …) of the colloidal spheres can 

be tuned as well as the precursor gel that leads to the mesostructure.  

That is why macroporous materials with hexagonal or cubic ordered 

mesoporous walls could successfully be prepared by this method. 

Strategies were also developed by adding polymer spheres to the mixed 

surfactant-silica solutions and have led to MCM-48-type cubic materials 

containing uniform macropores [45].  The addition of the spheres to a 
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Figure 1. SEM picture showing the regular macropore array templated by colloidal 

spheres (A) and TEM image showing that the framework is made of ordered mesopores 

(B). From: [38]: P. Yang, T. Deng, D. Zhao, P. Feng, D. Pine, B.F. Chmelka, G.M. 

Whitesides and G.D. Stucky, Science 282, 2244 (1998) 

 

surfactant micellar solution before the inorganic source has also led to 

highly structured macro-mesoporous MCM-41 and 48 [46-47].  

The same procedures were also applied to the preparation of macro-

microporous materials, i.e. macrostructures with zeolitic walls [48-51].  

Going further than bimodality, hierarchical silica with a trimodal porous 

system and a high structural regularity were synthesized by using jointly 

polystyrene spheres to create macropores and an “ionic liquid” (1-

hexadecyl-3-methylimidazolium-chloride) as well as a block copolymer 

to form very regular mesopores of 3 and 11 nm in diameter respectively 

[52].  Moreover, it is well-known that mesoporous materials prepared via 

a block copolymer as surfactant contain a substantial amount of 

micropores in addition to their mesopores, due to the structure of the 

copolymer [10]. By employing the dual templating pathway, porous 

silica could be prepared with 4 levels of porosity, namely ordered 

macropores induced by the polymer spheres, uniformly-sized windows 

connecting these macropores and micro- and mesopores originating from 

the structuring of silica precursors around block- copolymer micelles [53]. 

This colloidal templating method is also very advantageous for the 

synthesis of hybrid organic-inorganic hierarchical silica. Indeed, instead 

of adding one only inorganic source, co-codensation can be carried out 

by using jointly an alkoxysilane and an organosiloxane R’Si(OR)3 or a 

bis(organosiloxane) (RO)3Si-R’-Si(OR)3 to introduce organic 

functionalities either attached to the surface of the pores or located as 

linkers in the silicate framework [54-55].  Such hybrid structures with 

A B 
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macropores and a broad mesopore size distribution were used as support 

for polyoxometalate clusters and exhibited a good catalytic activity in the 

epoxydation of cyclooctene by hydrogen peroxide at room temperature 

[56]. 

All of the exposed strategies strongly suggest that the colloidal 

templating technique is a very versatile pathway for the creation of a rich 

variety of bi-(or multi-)modal porous silica. Indeed, it is very easy to 

tune the size of the macropores by choosing the appropriate diameter of 

polymer spheres, which are, for a large range, commercially available. 

The mesopores are also adjustable, by choosing surfactants with variable 

chain lengths, formation of micelles by block copolymers or even by the 

use of swelling agents like alkanes or TMB [57-58]. The structural 

diversity can also be enriched by combining the microsphere templating 

with the large series of existing zeolites nanocrystals. 

 

 
Figure 2. SEM image of the polyurethane foam-templated silica (A) and TEM image of 

the porous structure (B). From: [56]: S. Alvarez and A.B. Fuertes, Mater. Lett. 61, 2378 

(2007) 

 

A somewhat different but fundamentally similar approach consists of 

impregnating a macrocellular polymeric foam by the inorganic species. 

A commercial polyurethane foam was impregnated with a mixture of 

surfactant and silica precursor, leading to final silica monoliths that are 

exact replicas of the polymer foam (i.e. with macropores) but with extra 

mesopores [59] (Figure 2).  Coating of prefabricated foams was also 

carried out by using monolithic polystyrene foams and the resulting 

A B 
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materials had cellular macropores of 0.3 to 2 µm in diameter, 

interconnected by windows and separated by walls containing highly 

ordered mesopores of 5.1 nm in size [60]. Preformed mesoporous silica 

nanoparticles were also used as building blocks for coating a 

polyurethane foam giving raise, after mineralization, to a monolithic 

silica replica of the starting foam [61].  The same strategy was employed 

by using polymer membranes like cellulose acetate and polyamide that 

were infiltrated by a surfactant-silica solution following by gelling and 

mineralization [62-64].  Deposition of mesoporous silica onto 

macroporous silicon oxycarbide (SiOC) foams results in a ceramic body 

with hierarchical macro-mesoporosity, since a uniform mesoporous 

coating with a highly ordered cubic structure was deposited on the walls 

of the macropores, giving raise to a significant increase in the surface 

area of the starting ceramic foam [65]. 

The rich variety in available macrocellular foams ensures a wide 

choice in macropore sizes that can be achieved via this method, just alike 

the polymer spheres.  Whether colloidal spheres, membranes or foams 

are used, all the materials result from a simple construction principle 

based on the (inverted) replication of a mould with appropriate 

macrosizes. 

3.1.2. Microorganisms and biological molecules as macrotemplates 

In view of all the preparation procedures described until yet, it is 

evident that the larger openings in the materials all result from the 

condensation of an inorganic source around a macrotemplate that has a 

size of several hundreds of nanometers.  Nature is also made of 

submicron-sized items, thus potential macrotemplates, an idea that has 

been exploited by several research groups and in particular by the group 

of Mann et al.   

The first example we would like to describe here is in fact a 

combination between micromolding and utilization of biologicals. The 

first step consists in fabricating an inverted carbon replica of diatoms, a 

microorganism that displays a very regular micron-sized porosity, by 

nanocasting [66].  The voids of the carbon were then filled up by a 

surfactant-silica mixture, leading, after mineralization and carbon 
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elimination, to a “replica of the replica”, or “nanoduplicate” [67-68].  In 

fine, the silica wall of the diatom was replaced by an ordered network of 

mesopores while the macroporous array of the starting microorganism 

was maintained thanks to the nanoreplication process.  Alike the 

unimodal macroporous materials prepared with spheres, this process 

results in a significant increase in specific surface area. 

The use of living organisms as macrotemplates is further illustrated 

by coaligned multicellular filaments of bacteria that were involved in the 

growth of porous silica. A template-directed precursor gel of mesoporous 

MCM-41 was infiltrated into the voids between the filaments, giving rise, 

after calcination, to a bimodal network composed of mineralized 

biologically-induced macrochannels surrounding surfactant-templated 

mesopores [69].  Hierarchically ordered silica replicas of wood cellular 

structures were also successfully synthesized by infiltrating the voids 

between the cells by a surfactant-templated mesoporous silica precursor.  

This procedure results in a bimodal network made of macro-openings 

coated by highly ordered mesopores, as for the bacterial filaments-

directed synthesis [70].  Insect wings as well as intact pollen grains have 

been employed following the same strategy [71-72].   

Finally, “natural” chemicals can also successfully be employed as 

macrostructure-directing agents.  In that way, starch gels and 

polysaccharides like dextran or chitosan can act as macrotemplates for 

the creation of macropores after silica mineralization [73-75].  

Polypeptide-based triblock copolymers have been sysnthesized to act as 

templates for the formation of hierarchically structured silica [76]. The 

silica prepared by using the polypeptide poly(l-phenylalanine)-b-

poly(ethylene glycol)-b-poly(l-phenylalanine) (Phe7–PEG135–Phe7) as 

template shows an ordered mesostucture with supermicropores and 

interconnected layers of macropores, originating respectively from the 

templating action of the poly(l-phenylalanine) and the poly(ethylene 

glycol).  

3.1.3. Emulsions and bubbles as macrotemplates 

Another very convenient methodology for the synthesis of 

hierarchically porous silica consists in using microemulsions as 
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templates for macopores. Like for the “hard” spheres, emulsions can be 

prepared as to produce droplets with tuneable sizes and have successfully 

been employed in the preparation of macroporous silica [35]. Replacing 

the silica source by supramolecular surfactant-silica assemblies then 

leads to a hierarchically porous structure. 

The first synthesis by this pathway was reported by Sen who 

prepared meso-cellular foams along with macro-cellular foams by an 

emulsion made of oil droplets dispersed in a continuous water phase and 

stabilized by an ionic surfactant (CTMABr) [77-78].  Comparing to the 

“hard-sphere” templating, the macropore sizes are much less 

homogeneous, due to the softness and deformability of the emulsion 

droplets and their low resistance to stirring. High surface area silica 

monoliths with hierarchical porosity have been prepared by Carn and 

coworkers by using concentrated emulsions and micellar templates. The 

textural properties could be adjusted by varying the pH of the continuous 

aqueous phase, by controlling the emulsification or by tuning the volume 

fraction of the dispersed phase [79].  

This synthesis strategy has been extended to air-liquid interfacial 

foams.  Hierarchically porous silica with very large macropores have 

been prepared by silicification of metastable non-ionic polyethylene 

oxide air-liquid foams formed by strong stirring [80]. Nevertheless, the 

macropore sizes were quite difficult to control as the formation of the 

foam was largely dependent on the stirring conditions of the reaction 

medium.  A better foaming could be induced by bubbling air in a 

surfactant solution, allowing a better control on the sizes and shapes of 

the formed bubbles [81]. Also, the spraying of a solution containing 

surfactant-silica assemblies leads to controllable macro-mesoporous 

foams [82].  Nevertheless, in all those cases, the structural regularity of 

the mesopores was quite difficult to control.  That is why, based on the 

emulsion route, by using an oil in water emulsion formed by decaline 

(C10F18) droplets stabilized by a fluorinated surfactant, materials with 

macropores of 1-3 µm in size separated by a hexagonally ordered large-

pore mesoporous framework has been prepared by Blin et al. in 2006 

[83]. A further increase in structural quality was achieved by Sun et al. 

who prepared ordered hierarchical macroporous silica with ordered large 

mesoporous wall structures by carefully tuning the emulsification of the 
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oil phase and the self-assembly of the surfactant template [84]. Large 

mesopores of 15 nm in diameter were obtained whereas the sizes of the 

macropores were comprised between 200 and 250 nm. 

As for the hard-sphere or “biological” templating procedure, 

emulsions appear to be very suitable for the synthesis of highly porous 

hierarchical silica. Nevertheless, more physico-chemical variables seem 

to be involved for reaching the final structure in contrast to the static and 

hard character of the colloidal spheres or of the foams and membranes, 

especially regarding the homogeneity of the macropores.  It is also 

important to see that the emulsion remains intact upon addition of the 

inorganics and that the surfactant-silica assemblies, precursors to 

mesoporous arrays, are not disrupted upon rapid stirring for instance.  

That is why only few materials bearing both macropores and ordered 

mesopores have been reported [83-84].  

The main advantage in the emulsion-derived preparation pathway 

certainly relies on the ease of elimination of the templating agent, 

comparing with the required calcinations to remove the polymer spheres 

or the biological organics.  This is a key point in the synthesis of 

(transition-)metallic oxides, which usually display quite a poor thermal 

stability and risk to collapse upon heat treatment due to the 

crystallization of the walls. 

3.1.4. Macro-mesoporous silica monoliths by polymerization-induced 

phase separation 

As mentioned in the introductive part of this manuscript, porous 

oxide materials with co-continuous macropores can be formed by a 

chemically induced liquid-liquid phase separation [37, 85-86]. This 

technique is based on the chemical instability created by the 

polymerization of network-forming inorganic precursors, leading to  

the formation of biphasic morphologies that are frozen by gelling.  The 

addition of a water-soluble polymer such as poly(acrylic acid) further 

induces phase separation due to its incompatibility with the growing 

inorganic polymers, playing thus an assisting role in the phase separation 

to form microstructured arrays.  The removal of fluid phase containing 

the polymer then in fine leads to a macroporous oxide framework  
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(Figure 3). If a surfactant or a block-copolymer is added to the synthesis 

mixture, an additional homogeneous mesoporous channel array will be 

formed, leading to hierarchical macro-mesoporous structures, resulting 

from the combination of phase-separation technique and micelle-directed 

mesopore creation.  The success of this idea was first demonstrated  

by the group of Nakanishi who prepared co-continuous silica gels 

containing mesopores templated by a block-copolymer [87]. It was 

shown that the disordered mesoporous array was independent of the 

micrometric structure. Hierarchically porous silicas with disordered 

mesopores were also prepared by the same group by using a cationic 

surfactant [88].  The achievement of partially ordered mesopores in these 

silica was made by Shi et al. who used a triblock copolymer that served 

both as mesostructure templating agent and as phase separating species 

[89]  Macroporous silica with highly ordered mesopores were finally 

prepared by Nakanishi et al., first with 1,2-bis (trimethoxysilyl)ethane, 

then tetramethoxysilane as silica source and with a triblock copolymer as 

surfactant combined with TMB as micelle-swelling agent.  The presence 

of the latter turned out to be necessary for reaching a 2-D hexagonal 

framework [90-91].  Phase separation was also employed by the group of 

Huesing et al. with the aim of preparing highly ordered mesostructures 

[92-93].  These authors took into consideration that the alcohol 

molecules released during silicon alkoxides hydrolysis and 

polymerization often destroy the lyotropic surfactant phases, impeding 

the long-range order of the final materials. That is why the phase-

separation route was combined with the use of different glycol-modified 

silanes as silica source and block copolymers as surfactants, leading to a 

hierarchical silica network with macropores and periodically arranged 

mesopores. Moreover, this pathway does not require the presence of an 

additional phase separation polymer as described above. 

The phase separation induced by the polymerization of silica in the 

presence of polymers is a very convenient method for the preparation of 

hierarchical macro-mesoporous silica, especially for the conception of 

monoliths.  Nevertheless, care has to be taken if ordered mesopores are 

required. The sizes and shapes of the macrostructure can be tuned 

depending on the polymer used as well as on the relative composition of 

the starting reaction mixture [37].  
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Figure 3. SEM image of a macroporous framework prepared by phase separation. From: 

[88]: T. Amatani, K. Nakanishi, K. Hirao and T. Kodaira, Chem. Mater. 17, 2114 (2005) 

 

When comparing the macro-mesoporous materials created by the 

above-cited methods with the ones obtained by phase separation, the 

latter can be seen as a new and different class of structures.  Indeed, the 

polymer sphere templating route affords materials with interconnected 

spherical macroholes, which can be highly ordered in the three 

dimensions of space. Biological patterning gives rise to macrovoids that 

depend on the shapes and the sizes of the used microorganisms, with 

generally less regularity in spatial ordering. Foams and bubbles are quite 

difficult to be controlled due to the involved physico-chemical conditions, 

implying that the homogeneity of the macropores and their 

interconnectivity is hard to adjust.  Here, the architecture obtained via the 

phase separation pathway can be described as a co-continuous or bi-

continuous morphology, made of a three-dimensional continuous silica 

network and a continuous porous system.  These materials should be of 

increased interest in catalytic reactions, chromatography and separation 

processes due to the continuous three-dimensional macropore system that 

will sharply reduce diffusion limitations [2, 93]. 
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3.1.5. Macro-mesoporous silica prepared by other original routes 

Following the ideas of templating and phase separation and keeping 

in mind that macroporous diatoms form in saltwater, macro-mesoporous 

silica membranes were synthesized by the group of Stucky by a novel 

multiphase process of acid-catalyzed silica sol-gel chemistry in the 

presence of inorganic salts and self-assembling block copolymers [94].  

In this mixture, the silica self-assembles into an ordered mesostructure 

upon interaction with the block copolymer as described in the synthesis 

of pure mesoporous SBA-15 materials [10]. In the presence of an 

electrolyte however, this self-assembly will take place at the interface of 

inorganic salt solution droplets, leading in fine to a structure with 

hierarchical porosity. The sizes of the macropores can be adjusted as a 

function of the chemical nature of the electrolyte as well as the size of 

the droplets that can be changed by regulating the evaporation rate of the 

solvent. Independently, the size of the mesopores can be tuned by 

choosing the appropriate block copolymer or by adding micelle swelling 

agents like TMB for instance. 

 
Figure 4. Growth mechanism (A) and SEM images of macrostructures grown by ice-

crystal templating (B). From : [92] : H. Nishihara, S.R.Mukai, D. Yamashita and H. 

Tamon, Chem. Mater. 17, 683 (2005) 

 

A very original method based on the use of ice crystals was 

developed by Nishihara et al. [95-96].  Ordered macroporous silica 

honeycomb-like arrays were prepared by freezing freshly gelled 

precursor hydrogels under conditions where pseudo-steady state growth 

of ice crystals can proceed.  These polygonal ice rods act as 

macrotemplates for the growth of the silica structure and the size of the 

A B 
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final macropores can be adjusted by controlling the freezing conditions 

(Figure 4).  Moreover, these materials show a hierarchical array of pores 

since the walls separating the macropores contain disordered mesopores 

as obtained in classical sol-gel silica.  Nevertheless, the sizes of the 

mesopores can be tuned upon adjustment of the pH of the starting sol or 

by a post-synthesis hydrothermal treatment, which can lead to materials 

with specific surface areas reaching 600 m
2
/g and quite homogeneous 

mesopores of 4-5 nm in diameter [96].  This method is very convenient 

since the removal of the template (ice) spheres is achieved by simple 

thawing and drying of the material, ensuring the complete structural 

integrity of the porous network during post-treatments like calcination.  

A very interesting issue would be to control the spatial stacking of the 

mesopores like in the surfactant-assisted templating in order to increase 

further the specific surface area, to sharpen the pore size distributions 

and to orient the structure in the desired symmetry. 

A more “physical” method towards macro-mesoporous hierarchical 

silica was developed by Vasiliev et al., who prepared macro-mesoporous 

silica monoliths by partial fusion of mesoporous silica spheres by using 

the pulsed current processing (PCP) method that can achieve very rapid 

temperature increases [97]. Mesoporous silica spheres with different 

sizes ranging from 0.5 to 12 µm were first prepared by evaporation-

driven surfactant-templating in microdroplets. The resulting microsized 

spheres were then subjected to a rapid temperature increase with 

compressive stress. This leads to interconnection of the spheres, with 

creation of voids between them.  The hierarchical porous character of the 

prepared monoliths thus results from the surfactant-templated mesopores 

and the interspherical voids stemming from the packing and connection 

of the spheres during PCP. The size of the macrovoids could further be 

tuned by varying the size of the silica microspheres. Moreover, it has 

been shown that the structural integrity of the mesopores was maintained.   

This method is quite interesting for the production of porous 

monoliths but it will not bring more porosity than a conventional 

stacking of mesostructured spheres.  Besides, the diffusion properties 

will still be limited by the length of the mesochannels, thus the size of 

the spherical particles.  
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3.2. Hierarchical macro-mesoporous metal oxides 

The first part of this publication was devoted to the description of the 

different preparation pathways that are available for the synthesis of 

macro-mesoporous silica. Our aim was to describe the different 

techniques available towards such hierarchical structures and to highlight 

the properties of the final materials. Nevertheless, pure silica are known 

to be of little use as intrinsic catalysts because of their quite inert 

character, but lot of research is carried out to use them as supports. 

Indeed advantage can be taken from the very high specific surface areas, 

tunable pore sizes and chemical stability in order to reach very high 

dispersions of active sites to heterogenize catalytic reactions.  

In the aim of preparing intrinsic catalysts, numerous research 

projects have focused on the application of the described preparation 

pathways to single or even bi-metallic oxides. The transposition of the 

synthesis procedures is however not straightforward since it is well 

known that metallic alkoxides as inorganic precursors are usually highly 

reactive in aqueous solutions, but a careful control of the preparation 

conditions has led to hierarchically porous aluminosilicates, transition 

metallic and bimetallic oxides. 

3.2.1. Hierarchical macro-mesoporous aluminosilicates 

Porous aluminosilicate compositions can find many applications in 

catalytic processes.  Catalytic cracking of heavy petroleum feedstocks 

and fine chemistry acid-synthesis are only the main examples for this 

[98].  The existing processes could significantly be improved if the low-

surface area “amorphous” aluminosilicates, often employed as catalysts 

or supports, could be replaced by homogeneous hierarchical macro-

mesoporous structures. 

During the last years, a huge amount of work has been accomplished 

in the synthesis of hierarchical micro-mesoporous aluminosilicates, in 

particular mesoporous structures with zeolitic walls [99-101], in order to 

increase the hydrothermal stability of mesoporous structures.  However, 

despite their evident potential in catalysis, only few studies report about 

the conception of macro-mesoporous aluminosilicates. 
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Micromolding with latex spheres as templates for macropores and a 

cationic surfactant for mesoporosity creation was applied in 2001 by the 

group of Gundiah to fabricate macro-mesoporous aluminosilicate 

composites [102].  The material is made of an ordered array of 

macropores of 150 nm in diameter separated by mesoporous walls.  The 

mesopores are disordered but account for a very high specific surface 

area of the material up to 1000 m
2
/g.  The authors estimate that about 

20% of the Al are located in framework positions and that most of the Al 

is present as Al2O3 in composite form with SiO2.  

 

 
Figure 5. SEM image of the hierarchically porous aluminosilicate (A) and TEM image of 

the porous structure (B). From: [100]: J.J. Chiu, D.J. Pine, S.T. Bishop and B.F. 

Chmelka, J. Catal. 221, 400 (2004) 

 

Stable monolithic hierarchical macro-mesoporous aluminosilicates 

Al-SBA-15 were reported by Chmelka et al.  Their synthesis procedure 

consists in preparing an oil-in-water emulsion, where the oil is PDMS 

(poly(dimethylsiloxane)).  The aqueous continuous phase consists of 

amphiphilic block copolymer in combination with an aluminosilica sol 

[103] and the emulsion oil droplets have a characteristic size of several 

hundred nanometers. The polycondensation of the hydrolyzed silica and 

alumina precursor species in interaction with the amphiphilic block 

copolymers yields a mesoscopically ordered aluminosilica/block 

copolymer mesophase (Figure 5).  This procedure allows the direct and 

independent control of macro- and mesopore dimensions, so that the 

A B 
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final pore structures can be tailored to different diffusion and reaction 

conditions. 

Hierarchical aluminosilicate monoliths could also be prepared by the 

original ice-crystals templating procedure. The macropores form 

honeycomb-like structures with Al atoms homogeneously dispersed 

throughout the samples by forming Al-O-Si bonds [95, 104]. 

 

 
Figure 6. SEM image of a hierarchically porous aluminosilicate prepared by the 

spontaneous pathway (A) and TEM picture showing the mesoporous structure of the 

walls (B). 

 

In our group, we developed a new strategy towards the formation  

of hierarchical aluminosilicates, based on our recent discovery 

concerning a self-formation phenomenon of porous hierarchy without 

need of any external templates such as surfactants or polymeric spheres 

[105-107].  We demonstrated that macro-mesoporous structures can form 

spontaneously without any external templating molecule, suggesting that 

the dual pore system may result from the polymerization chemistry of the 

inorganic sources in solution [107].  The materials are made of tubular 

macrochannels with openings ranging from 0.5 to 2 µm (Figure 6A), 

separated by wormhole-like disordered mesopores of about 4 nm in 

diameter and specific surface areas reaching 600 m
2
/g (Figure 6B).  The 

regularity in size of the macrochannels is demonstrated by the cross-

section observed by TEM.  When the same syntheses were carried out in 

the presence of a non-ionic surfactant, the same dual pore network was 

obtained with a higher proportion of Al atoms in tetrahedral framework 

positions and more regularity within the mesopores.  However, it is clear 

A B 
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that the surfactant does not play any role in the creation of the 

macrochannels.  From this important statement, we proposed a synthesis 

scheme implying the rapid mineralization of the inorganics around 

water-alcohol channels that form due to the hydrodynamic flow of the 

solvent and where the mesopores represent voids between the rapidly 

formed aluminosilicate nanoparticles [40, 106-110].  In that sense, the 

formation of macrochannels only relies on the hydrolysis and 

polycondensation kinetics of the highly reactive inorganic source 

together with the behaviour of the solvents.  The proposed mechanism 

can be described in detail as follows: The addition of the highly reactive 

Al source in the aqueous solution leads to a rapid formation of droplets 

with a solid aluminosilicate shell.  The spontaneous hydrolysis and 

polymerization of the inorganic alkoxides then proceed inwards the 

droplets, generating more and more alcohol molecules that gather 

together leading to the formation of larger water/alcohol macrochannels 

inside the structure. The alcohol molecules suddenly released by the 

hydrolysis reaction can be considered as “self-formed porogene 

molecules” to generate large macrochannels.  Meanwhile, the 

polymerization leads to the formation of mesoporous aluminosilicate 

nanoparticles and the self-aggregation of these nanoparticles in turn 

gives rise to interparticular mesoporosity.  This reaction continues until 

all the inorganics have been “used up” and the substantial amount of 

water/alcohol entrapped inside the droplets creates high pressures that 

cause their bursting and splitting. The fragments of these initial droplets 

are the particles that can be observed by SEM (Figure 7). 

If this mechanism is true, it is evident that the formation of macro-

mesoporous hierarchical oxides is dependent on the inorganic source 

employed. This means that the precursor should be a metal alkoxide with 

a large electronegativity difference between the metal and the alkoxides 

in order to achieve high reactivity and thus fast polymerization rates. 

This mechanism, based on the control of the hydrolysis and 

polymerization kinetics of the inorganic sources in solution, is a 

powerful tool to fabricate hierarchical macro-mesoporous materials 

without needing complex templating procedures.  A detailed and 

comprehensive explication of this self-formation phenomenon of porous 

hierarchy has been described in our recent papers [40, 111]. 
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Figure 7. Proposed synthesis scheme of the self-formation phenomenon of porous 

hierarchy. 
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3.2.2. Hierarchical macro-mesoporous ZrO2 and TiO2 

Zirconium oxide porous structures are particularly interesting 

because of their high thermal stability, being potentially applicable as 

catalyst supports, adsorbents, heavy duty membranes and chemical 

sensors [112-115].  Titanium oxide is the object of a lot of attention, due 

to its high potential in photocatalysis and as catalyst support [116].  

Hierarchically porous ZrO2 were synthesized by using millimeter-

sized polyacrylamide beads that contain macropores and serve as 

scaffolds for the preparation of porous inorganic oxides.  The obtained 

materials contain mesopores (diameters 2-5 nm) resulting from the use of 

a block-copolymer (PEG-PPG-PEG) and large macropores of around 5-

10 µm [117].  Colloid crystals (polystyrene spheres) together with 

surfactant templating agents (block-copolymers) have also led to the 

preparation of hierarchical macro-mesoporous TiO2 [41].  The inverted 

opals obtained by latex-sphere templating also show a hierarchical 

character of pores [118].  An original preparation route of titania with 

multiple porosity based on polystyrene-beads templating was described 

by Dionigi et al. [119]  Very homogeneous porous bimodal frameworks 

with preservation of macropore order and narrowly dispersed mesopores 

created by controlling the anatase nanocrystal size (6 nm) were obtained 

upon removing the template by evaporation in an inert atmosphere.  It 

was shown that the polystyrene beads were particularly suitable as 

templates, being evaporated in the temperature range of anatase 

existence. 

The natural templates such as wood, eggshells and other natural 

cellulose substances have been employed in the conception of 

hierarchically porous ZrO2 and TiO2, although the accent was put more 

on the replication of the hierarchical structure than on the porous 

character of the final materials [120-122]. The material prepared from 

the eggshell is constituted of interwoven microtubes with diameters of 

less than 1 µm, the walls of which contain mesopores of about 7 nm in 

size, resulting from the stacking of ZrO2 nanocrystals [123]. 

Combined emulsions or air/liquid foams with surfactant templating 

could be transposed from silica to zirconia and titania, leading to high 

quality porous frameworks made of well-defined macroporous structures 
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containing uniform mesopore distributions [123-125].  For instance, 

mesoporous titania with a hierarchical interior macroporous structure 

could be prepared in a one-step synthesis in the presence of a surfactant 

that combines conventional mesostructure templating with a reverse 

micelle approach to stabilize a water-in-oil microemulsion. The materials 

contain anatase, a sponge-like macroporous structure, mesopores sizes of 

5.2 nm and a specific surface area of about 200 m
2
/g [123]. 

The phase separation method was also successfully utilized in the 

aim of fabricating TiO2 thin films with hierarchical pore structures made 

of homogeneous macropores (0.1-2 µm) and mesopores (3.-4 nm) [126-

127]. 

 

 
Figure 8.  SEM (A) and TEM (B) micrographs illustrating the macrochannels, their cross-

section and the mesoporous walls of the macro-mesoporous ZrO2 materials and SEM 

image of the hierarchical TiO2 (C).  Both materials are prepared by the spontaneous route. 

 

Finally, on the basis of our discovery of the self-formation 

phenomenon described in section 3.2.1. and which was successfully 

applied to the preparation of macro-mesoporous aluminosilicates, titania 

and zirconia featuring hierarchical macro-mesoporosities have been 

obtained [40, 105, 111, 128-129].  For example, ZrO2 particles 

synthesised via this route are mainly tens of micrometers in size with a 

regular array of parallel or funnel-like shaped macrochannels of 300-800 

nm in diameter (depending on the alkoxide used) (Figure 8A).  The walls 

separating the macropores additionally exhibit accessible mesochannels 

(around 2.0 nm) with a wormhole-like array (Figure 8B).  High surface 

area hierarchical macro-microporous titanium oxide materials have also 

been prepared via this self-formation phenomenon.  Their structure is 
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made of a regular array of funnel-like sinusoidal macrochannels 

separated by an agglomeration of microporous TiO2 nanoparticles 

(Figure 8C). Like for zirconia, this hierarchical structure gives rise to 

quite a high surfaces area (400-470 m
2
/g).  Similar procedures with 

surfactant [130] and without [131] have successfully been employed for 

the development of photocatalysts based on macro-mesoporous 

hierarchical titania. 

3.2.3. Hierarchical macro-mesoporous Nb2O5, Ta2O5, Y2O3, Co3O4, 

SnO2, MnO2 and Mn2O3 

Niobium oxides are known to be very active for reactions that 

require a strong Brønsted acid catalyst and are also excellent catalyst 

supports in HDS processes [132-134]. A few years ago, Antonelli 

showed that the combination of an amine template with niobium 

ethoxide followed by a treatment in aqueous NaCl leads to a spontaneous 

formation of a hierarchical framework [135]. The amine is supposed to 

play a double role in this strategy, first as template to direct the formation 

of mesopores and second in a cooperative macroscopic assembly of the 

inorganics in the presence of alcohols and salts.  The hierarchically 

porous Nb2O5 have macropore sizes in the 200-300 nm range and 

mesopores around 2 nm.  

 

 
Figure 9. SEM images of the hierarchically porous Nb2O5 (A), Ta2O5 (B) and Y2O3 (C) 

showing the homogeneous macroporous structure.  

 

Following our previous experience in the synthesis of macro-

mesoporous materials on the basis of the self-formation phenomenon of 

porous hierarchy, we recently tried to generalize this route to synthesize 
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other compositions. For instance, by using niobium ethoxides, this 

simple synthesis protocol leads to the formation of Nb2O5 particles with a 

regular array of parallel macropores with diameters ranging from 0.3 to 

10 (Figure 9A) [40].  Moreover, high magnification TEM images of the 

macropore walls reveal accessible micropores, which do not result from 

any surfactant templating in opposition to the mesopores generated by 

the amine-templating procedure in the pathway proposed by Antonelli 

[135].  The same strategy of self-formation has successfully led to 

similar results for tantalum oxides (Figure 9B). 

Yttrium oxides possess unique properties, the main ones being their 

higher melting temperature than many other well-known oxides, a wide 

energy bandgap, high values of electrical resistivity and electric strength 

[136].  The self-formation strategy was applied to the preparation of 

hierarchically porous Y2O3 by a controlled polymerisation of yttrium 

butoxide in aqueous media [40].  The hierarchical Y2O3 particles possess 

macrochannels of 1-10 µm in diameter separated by walls formed of 

mesotructured nanoparticles, giving a supplementary interparticular 

mesoporosity centered at 30 nm (Figure 9C).   

Hierarchically porous cobalt oxide (Co3O4), tin oxide (SnO2) and 

manganese oxide (MnO2 or Mn2O3) monoliths were prepared by an 

original route based on the nanocasting of preformed hierarchical silica.  

SiO2 monoliths that contain macropores with adjustable size in the range 

of 0.5-30 µm as well as mesopores which can be altered between 3 and 

30 nm are used as molds and are impregnated with a metal salt solution, 

which is subsequently decomposed to a metal oxide by heat treatments to 

form a SiO2/MeOx composite.  Finally, the silica part can be removed by 

leaching in either NaOH or hydrofluoric acid.  The final replicas exhibit 

both macropores and mesopores [137]. As no shrinkage could be 

observed for any of the replicas, the authors claim that by changing the 

morphology of the parent silica, it is possible to control the morphology 

of the replicas.  During the first stage of formation, the macropores of the 

silica are filled with the salt solution and, when the solvent evaporates, 

the metal oxide precursors diffuse into the mesopores, which means that, 

at the micrometer scale, the final metal oxides are positive replicas of the 

starting silica. At the mesoporous level however, the textural mesopores 

are a negative replica of the parent silica [137]. 
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3.2.4. Hierarchical ZnO 

Zinc oxide has gained increased interest during the past years as a 

low-cost semiconductor with important catalytic, electrical, 

optoelectronic and photoelectrochemical properties [138-139]. Porous 

ZnO nanostructures could open up the way towards dye-sensitized 

photovoltaic cells, hydrogen storage and secondary batteries. Several 

methods towards porous zinc oxides have been developed. For instance, 

Jiu et al. reports the fabrication of mesoporous ZnO with various pore 

diameters by using a Zinc inorganic salt together with a copolymer gel to 

create the nanopores [140].  Macroporous ZnO was prepared by Liu  

et al. by the macrosphere templating method, i.e. by filling the interstices 

between close-packed polystyrene spheres with a ZnO sol made of Zinc 

acetate as precursor [141].  The final materials exhibit a highly ordered 

array of macropores upon removal of the polymeric template by 

calcination.  In our group we developed a self-assembly pathway towards 

hierarchically porous zinc oxides by using surface-modified colloidal 

ZnO nanocrystallites as building blocks and P123 copolymers as 

templates [142].  To reach the final porous framework, the ZnO 

nanocrystallites are first functionalized on their surface by taurine  

(2-aminoethanesulfonic acid) in order to adjust the interactions between 

the nanoparticles and the copolymer template. After coalescence, ethanol 

extraction and calcinations, the final materials exhibit a hierarchical array 

of pores made of small and large mesopores.  The combined 

characterizations by porosimetry and electron microscopies clearly prove 

the existence of interconnected small mesopores (~2.7 nm) within the 

individual ZnO nanocrystallites and large mesopores (~19 nm) 

originating from regular interparticular voids. These materials have been 

tested in the photocatalytic degradation of phenol under ambient 

conditions and show a superior activity compared to TiO2 nanoparticles 

(PC-500).  The formation mechanism is discussed in detail especially in 

terms of surface energy of the particles [142]. 
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3.3. Hierarchical macro-mesoporous bimetallic oxides 

The synthesis of bimetallic oxides with hierarchical porosity 

represents an important issue for the development of new catalytic 

applications. Indeed, titania and zirconia-based mixed oxides for instance 

already find applications in catalysis and solid oxide fuel cells [143-144].  

It is also known that the catalytic efficiency of metal oxides can be 

improved by doping with a second metal or by combining it with a 

second metal oxide [145].  As an example, it has been shown that TiO2 

doped with ZrO2 or In2O3 was more efficient in the photocatalytic 

decomposition of salicylic acid and 2-chlorophenol comparing with the 

sole titanium dioxide [146-147].  This increase in activity has been 

attributed to an increase in surface area and decrease in rutile phase 

formation due to the presence of the second oxide.  Yttria-stabilized 

zirconia (YSZ) also turn to be very important especially in the 

development of solid oxide fuel cells [148-149]. Despite their evident 

potential, few works have been accomplished in the conception of mixed 

bimetallic oxides, especially regarding hierarchical porosity [150].  

Unimodal mesoporous yttria-zirconia and ceria-zirconia thin films with 

an ordered network of channels exhibiting a high thermal stability have 

been prepared by evaporation-induced self-assembly of metal chlorides 

templated by block copolymers [151].  A recent review encompasses the 

potential of micro- and mesoporous amorphous mixed oxides for the 

design of new catalysts [152]. 

Hierarchically porous mixed oxides M/Ti (M = Zr or Ta) have been 

prepared by Wang et al. by cohydrolysis of 2 metallic precursors in the 

presence of polystyrene spheres [153]. The resulting materials exhibit 

ordered macropores and homogeneous wall compositions with Zr or Ta 

uniformly dispersed in the TiO2 anatase framework.  Moreover, the 

materials possess a mesoporous wall structure with BET surface areas 

larger than those of the corresponding pure oxides. The TiO2/Ta2O5 and 

TiO2/ZrO2 exhibited higher photocatalytic than that of the solitary oxides 

in the photodegradation of 4-nitrophenol (4-NP) and rhodamine B (RB).  

Both the photocatalytic reactions confirmed that the presence of the 

second metal oxide in the titania framework resulted in enhanced 

photocatalytic activity compared with the pure titania framework, due to 
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the homogeneous dispersion of the second metal inside the framework 

and the two levels of structural porosity. 

The sequential coating of cellulose acetate, cellulose nitrate, 

polyamide, polyethersulfone and polypropylene membranes was carried 

out to prepare a TiO2 coated bimodal macro-mesoporous silica [154]. 

 

 
Figure 10. SEM image of the hierarchically porous bimetallic TiO2-ZrO2 prepared via the 

spontaneous route in the presence of a surfactant (A) and TEM micrograph of the wall 

revealing the mesopores (B). 

 

 
Figure 11. SEM image of a hierarchically porous aluminophosphate prepared via the 

spontaneous route in the presence of a surfactant. 
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Once again, our synthesis strategy based on the self-formation 

phenomenon of porous hierarchy demonstrated its simplicity and 

superiority in the preparation of a series of hierarchical macro-

mesoporous binary mixed metal oxides.  Titania---zirconia, titania---

alumina, alumina---zirconia, zirconia---silica, alumina---silica, 

aluminophosphates, silicoaluminophosphates and titanium phosphates 

were prepared by using mixed alkoxide solutions [155-156] (Figures 10 

and 11). In comparison with the meso---macrostructured single metal 

oxides, the introduction of a secondary oxide leads to a significant 

improvement of the structural and textural properties of the resultant 

materials, with a homogeneous distribution of the components and higher 

surface areas than the solitary metal oxides, as also stated by Wang [153].  

Moreover, not only the mesopore sizes, but also the macropore sizes of 

binary metal oxides could be tailored and controlled by the variation of 

the relative molar ratios of the metal precursors.  The thermal stability of 

the binary oxide compositions could also be enhanced significantly.  

These meso-macrostructured binary oxide compositions should be 

significant for the use as advanced functional materials, especially in the 

catalysis applications and in the concretization of the ‘‘hierarchical 

catalysis’’ concept. 

3.4. Hierarchical carbon-based materials 

It is well-known that porous carbons are promising candidates in a 

wide variety of applications including water and air purification, 

adsorption, catalysis, electrodes and energy storage [157-159].  This 

huge potential results from their high surface areas and pore volumes, 

their chemical inertness and their mechanical stability. However, 

periodically arranged fullerenes and single-walled nanotubes are held 

together via weak van der waals interactions and thus cannot be 

considered as systems with permanent ordered porosity [160]. That is 

why Ryoo developed a very original route towards mesoporous carbons 

in 1999 [161].  The employed pathway is based on nanocasting, i.e. the 

replication of existing mesoporous silica into negative carbon replicas 

upon infiltration of porosity by a carbon precursor and its subsequent 

polymerization. Many studies have since been devoted to the 
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nanoreplication method and various starting sacrificial porous materials 

(“exotemplates”) have been employed [162]. A general view on the 

replication procedure is given in a recent review article by Vinu et al. 

[163]  Moreover, “true mesoporous carbons” were reported by Zhao et al. 

who used surfactant (block-copolymer) templating of a carbon precursor 

(thermopolymerizable polymer) [164-165]. In order to improve 

accessibility and diffusion efficiency, much interest has recently been 

devoted to carbons with a hierarchical pore system [84, 166].  Silica 

particles aggregates [167], polymeric foams [59], sponge-like and co-

continuous macro-mesoporous silica (obtained via phase separation) 

[168] have already been used successfully as templates for creating new 

hierarchically porous carbons. In each case, the macropores are positive 

replica of the sacrificial exotemplate whereas the mesoporous part 

consists of a negative replica. Nevertheless, form all these studies, the 

achievement of hierarchically porous carbons featuring mesopores and 

regular macrochannels still seems difficult to achieve. Facing this 

problem, we investigated the possibility to use the macro-mesoporous 

metal oxides prepared via the self-formation phenomenon as 

exotemplates for the synthesis of carbons with multiples porosities. By 

fine-tuning the amount of carbon precursor, it has proven to be possible 

to make a negative replica of the mesoporous walls of these materials 

 

 
Figure 12. SEM images of a hierarchically porous aluminosilicate (A) and its 

corresponding carbon replica (B). 

 

A B 
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(macro-mesoporous zirconia, aluminosilicates, titania, niobia,…), 

leaving the macrochannels empty. After elimination of the exotemplate, 

hierarchical macro-mesoporous carbons made of tubular macrochannels 

separated by bimodal mesoporous walls could successfully be obtained 

(Figure 12) [111]. 

In addition to silica, metal oxides and bimetallic oxides, carbons with 

multiple porosities still widen the application potential in heterogeneous 

catalysis. Furthermore, if they are used as supports, macro-mesoporous 

carbons will further concretize the concept of hierarchical catalysis 

introduced in the first part of this paper. 

4. Emerging catalytic applications of hierarchically porous materials 

As mentioned in the introductive part of this manuscript, materials 

with hierarchical porosity exhibit a more accessible framework than their 

monomodal counterparts.  Macropores separated by mesoporous walls 

combine two essential features for catalytic applications, namely high 

accessible surface areas and pore volumes with high diffusion rates and 

reduced transport limitations.  That is why such materials could be 

expected to be more active when employed in the catalytic processes 

developed until yet for single mesoporous structures.  In the following 

part, we will give a survey on the existing and potential catalytic 

applications of macro-mesoporous silica, aluminosilicates, (bi-)metallic 

oxides and carbons. 

4.1. Macro-mesoporous silica in catalysis 

Porous SiO2 networks do not contain inherent catalytically active 

sites and silica does not possess variable oxidation states like the 

transition metals. In fact, they are quite inert and used mainly as a 

packing material in HPLC columns, showing often much higher 

performances for separation and sensing than conventional columns 

packed with particles [169-171].  Nevertheless, the surface of silica 

networks comprises generally a substantial amount of silanol Si-OH 

groups, which can serve as anchoring points for catalytically active 
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species, rendering possible the heterogenization of homogeneous 

catalysis. 

Acid catalysis could be envisioned for reactions already carried out 

on mesoporous modified silica in the presence of bulky molecules.  

Modifications include the grafting of heteropolyacids for acid cracking 

or liquid phase esterification reactions [172-173], grafting, impregnation 

or ion-exchange of Al species to carry out Friedel-Crafts alkylations, 

acetalizations, Diels-Alder reactions, Beckmann rearrangement, Aldol 

condensation,…  Redox catalysis on mesoporous materials has also been 

studied extensively in literature.  Again, it implies the modification of 

all-silica structures by transition metals like Ti, Zr, V, Cr, Mn, Fe, … 

leading to potential oxidation catalysts of bulky molecules.  The well-

defined mesopores accompanied by their high specific surface area in 

hierarchical macro-mesoporous silica are also excellent candidates for 

the immobilization and dispersion of catalytically active nanoparticles. 

As examples, MoS2 and Co-Mo for HDS and HDN processes [174], Ni, 

Pt, Rh, Ir, Ru as hydrogenation catalysts [175], Pd as 

hydrodehalogenation of polluting VOC [176], Au for the oxidation of 

CO and H2 [177], Mn2(CO)10 for the total oxidation of propene [178], …  

Well-defined catalytic structures can also be grafted in the mesopores, 

macropores or both in hierarchical silica like for instance enzymes [179] 

or organometallic complexes [180-181] or even more complex species 

like transition-metal substituted polyoxometallate clusters 

[Co
II
(H2O)PW11O39]

5-
 for epoxydation reactions [182].  A very detailed 

review article written by Taguchi and Schüth describes in detail the main 

advances in the preparation methods and application of ordered 

mesoporous materials in catalysis [19].  The described reactions in this 

contribution could potentially be realized in a more efficient way in 

hierarchical macro-mesoporous silica, especially when large reactants 

and products are involved.  Furthermore, the functions conferred to 

mesoporous silica that are described in a review article by Fryxell, could 

also be starting points for the design of new macro-mesoporous 

functional catalysts [20]. 

The one-pot synthesis of hierarchically porous materials with organic 

functionalities, either attached at the interior of the pores or as integral 

part of the walls, also opens up large perspectives. It has indeed been 
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shown that a dye (2,4-dinitrophenylamine) could be directly incorporated 

in the wall structure by co-condensation of a silica source and the dye-

coupled organosilane in the presence of both macro- and meso-porogens.  

This method can be extended to other organosilane moieties for the 

development of sensors, depollutants and catalysts [55-56]. 

This description is of course not exhaustive but considering the huge 

application potential of all-silica porous materials such as zeolites, 

mesoporous materials and 3-DOM, a combination of pores sized and 

shaped at different sizes within one single body could significantly 

broaden up the application domain due to the unique properties of the 

architectures and render real the concept of hierarchical catalysis that 

implies multiple reaction steps to proceed successively within the 

different pore levels of one single material. 

4.2. Macro-mesoporous aluminosilicates in catalysis 

The development of mesoporous MCM-41 type structures by Mobil 

in 1992 was triggered by the need of large-pore sized aluminosilicates to 

be used in FCC catalysis in addition to zeolites. Moreover, the FCC 

catalyst is a concrete example of hierarchical structure in use in industry 

and involves the formation of a composite made of a USY zeolite mixed 

with a macroporous matrix, usually “amorphous” low-surface area silica, 

alumina or silica/alumina with clay.  The introduction of mesoporosity in 

the USY zeolite by vapor steaming treatment can facilitate the secondary 

catalytic cracking whereas the more oriented cracking and the fine 

rearrangement of cracked molecules take place in the supercages of USY 

zeolite.  However, this micro–meso–macroporous hierarchy is obtained 

by artificial mixture of different components containing pre-defined 

porosities [17].  A more interesting pathway towards the synthesis of 

such a new FCC catalyst would be the direct synthesis of macrochannels 

that bear meso and/or micropores in their walls, via the synthesis 

methods described previously [98-107]. 

More generally, acid/base catalysis in cracking, isomerization and 

fine chemical synthesis involving bulky molecules could be considered 

to be feasible in hierarchically porous aluminosilicate structures, 

provided the acid sites are strong enough [17, 19].  Indeed, it is well-known 



Hierarchical Macro-Mesoporous Oxides and Carbons 427 

that the amorphous character as well as the thickness of the walls in 

mesoporous materials strongly decreases the acid strength of the sites in 

comparison with zeolites.  That is why a large deal of work has been 

carried out on the fabrication of mesoporous materials with zeolitic walls 

and it would be very exciting to continue this trend in realizing 

hierarchical macro-mesoporous aluminosilicates with the same zeolitic 

character [48-51, 99-101]. 

4.3. Macro-mesoporous single and bi-metallic oxides in catalysis 

Porous ZrO2 is a widely used material in catalysis as support.  With 

supported palladium for instance, it has shown its high quality in the 

vapour phase phenol hydrogenation reaction and with vanadia and gold 

for the complete benzene oxidation [183-184].   

Porous TiO2 is intensively used as support and also as a very 

efficient photocatalyst.  The high potential of TiO2 has been reviewed in 

detail, highlighting advantages such as complete mineralization of 

pollutants, use of solar or near-UV light, operation at room temperature 

and low cost [185-186].   

The beneficial effect of a hierarchical pore structure on 

photocatalytic activity was demonstrated by Zhang et al.  Mesoporous 

Titania spheres were prepared via a sonochemical approach in the 

presence of a block copolymer surfactant.  The stacking of the spheres 

leads to the presence of a substantial amount of textural interstitial meso- 

or macroporosity.  Tested in the photodegradation of n-pentane in air, the 

materials show 50% higher photocatalytic activity compared to 

commercial P25 and 15% higher than a sample with less textural 

porosity [187].  Though these materials are not real hierarchical 

structures in the sense that the larger openings simply result from voids 

between nanoparticles, this example clearly demonstrates the beneficial 

effect of the presence of larger pores in addition to the mesopores to 

provide more efficient transport for the reactant molecules to reach the 

active sites on the walls of the small mesopores.  The superior activity of 

a hierarchically porous titania prepared following the spontaneous route 

in the presence of surfactant was also demonstrated by Wang et al. [130].  

It was shown that the photodegradation of ethylene into carbon dioxide 
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and water was much more efficient than with commercial P25.  This 

superior activity was attributed to several factors.  First, the 

macrochannels act as a light-transfer path for introducing the incident 

photon flux onto the inner surface of mesoporous TiO2 in the core of the 

structure.  This allows light waves to penetrate deep inside the 

photocatalyst, making it a more efficient light harvester so that the 

effective light-activated surface area can be significantly enhanced.  

Secondly, the hierarchical architecture allows for an effective transport 

of reactants, helping in overcoming the intradiffusional resistance to 

mass transport present in a typical unimodal mesoporous titania.  

Sponge-like macro-mesoporous titania prepared by hydrothermal 

treatment of precipitates of tetrabutyl titanate have also been tested in the 

gaseous photocatalytic oxidative decomposition of acetone [131].  The 

hierarchically porous structures are shown to be beneficial for enhancing 

the adsorption efficiency of light and the flow rate of the gas molecules.  

The results indicate that, in the absence of macrochannels, there was 

about a 10% drop in photocatalytic activity.  High surface area macro-

mesoporous TiO2 prepared via the spontaneous surfactant-assisted route 

by our group were also tested as catalytic supports of Pd for volatile 

organic compounds (VOCs) oxidation [188].  The Pd impregnated 

catalyst was found to be powerful for total oxidation of toluene and 

chlorobenzene. 

In the same study, a hierarchically porous mixed oxide TiO2-ZrO2 

was also tested as support for Pd and compared to ZrO2 and TiO2.  The 

results show that the production of polychlorinated PhClx (with x = 2–6) 

compounds that occurs on the titania significantly decreases on the 

bimetallic oxide, showing that the nature of the support plays also a key 

role in the orientation of the reaction.   

Hierarchical porous ZnO made of small and large mesopores were 

tested by our group in the photodegradation of phenol and compared 

with the most popular photocatalyst, commercial TiO2 nanoparticles P-

500 [142].  Under the same experimental conditions, the porous ZnO 

nanoparticles show a superior activity to TiO2 nanoparticles, commercial 

ZnO powder and nanopowder ZnO.  Compared to titanium dioxide, the 

higher activity of ZnO can be attributed to the larger fraction of absorbed 

UV light whereas the unique porous structure is responsible for the better 
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performance in comparison to commercial ZnO (nano-)powder.  This 

statement again puts in light the evident advantages of a hierarchically 

porous structure. 

4.4. Macro-mesoporous carbons as high-potential supports 

As for the other compositions with multiple levels of porosities, the 

applications are not well developed yet.  Nevertheless, the applications 

developed by using only mesoporous carbons could be extended to 

macro-mesoporous carbons with potentially higher efficiency due to 

diffusion improvement. For instance, nanocasted mesoporous carbons 

CMK have been explored as potential supports for Pt and Pd in the liquid 

phase hydrogenation of nitrobenzene to p-aminophenol and showed 

better conversion and selectivity than conventional carbons [189].  The 

very high specific surface areas and homogeneous pore sizes of 

mesoporous carbons have also been explored for achieving a very high 

dispersion of Pt that showed its superior performance in a fuel cell setup 

[159]. Mesoporous carbons have been coated by polymers to create a 

high mechanical strength composite with high electric conductivity for 

electrode purposes [190].  All these applications could be extended 

towards using hierarchical macro-mesoporous carbons that will certainly 

improve the overall efficiency due to the adjunction of the second pore 

level.  Further potential applications include adsorption to remove 

volatile organic compounds, odorous molecules or dioxins and furans 

from air [111]. 

5. Conclusions and outlook 

Hierarchy is a very important nature-inspired feature that is essential 

to life. “Hierarchical Catalysis” is a concept that should definitely be 

concretized since it brings us back to natural phenomena, which, since 

ever, take advantage of hierarchy to fulfil natural processes very 

efficiently. In fact, the best efficiency in catalysis could be attained by 

realizing successive chemical conversion steps from starting reagents to 

final products within one single catalyst by taking advantage of the 

multiple scaled pore systems. At each level, a given reaction could take 



Léonard et al. 430 

place leading to products that are the reactants of the next catalytic centre 

without needing intermediary separation and purification that would 

inherently occur by the sieving capacity of the adjusted pore sizes.   

Though not concretized yet, such systems will be reality in a near 

future.  Indeed, as shown all along in this review paper, many efforts 

have been carried out in the conception of catalysts or catalyst supports 

with multiple levels of porosity embedded within one single body. 

Though not exhaustive, this paper has tried to shed some light on the 

currently available synthetic procedures for the conception of new 

hierarchically porous catalysts with different compositions.  Various 

preparation pathways have been developed for silica and work is 

currently being carried out to transpose them to other compositions like 

transition metal oxides, mixed oxides and carbons. 

In particular, we have highlighted the innovative ideas that have 

emerged to tailor the different levels of pore sizes in order to create 

structures that act as efficiently as natural ones.  Macropores in solid 

bodies can be created by using macrotemplates such as colloidal 

(polymeric) spheres, polymer or ceramic foams, bioorganisms and 

“natural” molecules, emulsions and droplets, inorganic salts and ice 

crystals and, in with metallic alkoxides, via a spontaneous formation 

route.  In any chosen case, the aim is to find a template with sizes 

adapted for the replication into macropores, macrovoids or 

macrochannels and, by selecting the appropriate template, the size of the 

final macropores can be adjusted in a wide range from 0.1 to 10 µm.  

Well-defined ordered mesopores are known to be obtained via 

surfactant-templating, implying the self-assembly of inorganic precursors 

in the presence of micelles that delimit mesopores.  By applying such a 

dual templating method, both the macro- and the mesoporosity can be 

independently adjusted.  The macroporous structures can also be 

designed as monoliths, thin films or spheres.  Such materials are 

expected to significantly broaden the field of application of mesoporous 

materials since the active sites, usually highly dispersed in mesopores, 

will be more easily reached through the macropores that enhance 

diffusion and reduce mass-transport limitations. 

The survey of literature indicates that major work has been 

accomplished in the design of hierarchical silica but much less on other 
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oxides.  A very important issue would be to continue the investigations 

towards the development of other compositions, in particular transition 

metal oxides and mixed oxides.  These possess indeed more a wide 

application range, especially in catalysis.  Regarding this, research has to 

be carried out to synthesize and understand the underlying formation 

mechanisms of thermally stable oxide catalysts and catalyst supports.  In 

that way, we believe that the self-formation route widely explored by our 

group is a very powerful tool in the conception of hierarchically porous 

oxides. Indeed, the careful choice of the inorganic precursors regarding 

their reactivity allows for the rapid and simple synthesis of homogeneous 

macrotubular oxides separated by meso-(or micro-)porous walls. These 

high-quality materials have also turned out to be very interesting 

exotemplates for the formation of hierarchically porous carbons. 

Further work has also to be realized regarding the catalytic 

applications of materials with multiple porosities.  It would indeed be 

interesting to start using the hierarchical structures in catalytic processes 

already developed with pure mesoporous materials in order to improve 

their efficiency.  New catalytic reactions implying still larger molecules 

and that were difficult to realize with existing materials, should also be 

developed. Finally, the feasibility of successive reaction steps inside one 

single catalyst should be investigated in detail in order to fabricate 

“Hierarchical Catalysts” that combine high efficiency with minimal 

energy consumption. 
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Nanotechnology is an emerging field that covers a wide range of 

technologies which are presently under development in nanoscale. It 

plays a major role in the development of innovative methods to produce 

new products, to substitute existing production equipment and to 

reformulate new materials and chemicals with improved performance 

resulting in less consumption of energy and materials and reduced harm 

to the environment as well as environmental remediation. Although, 

reduced consumption of energy and materials benefits the environment, 

nanotechnology will give possibilities to remediate problems associated  
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with the existing processes in a more sustainable way. Environmental 

applications of nanotechnology address the development of solutions to 

the existing environmental problems, preventive measures for future 

problems resulting from the interactions of energy and materials with 

the environment, and any possible risks that may be posed by 

nanotechnology itself. 

 

 

This article gives a comprehensive review on the ongoing research 

and development activities on environmental remediation by 

nanotechnology. First, the essential aspects of environmental problems 

are reviewed and then the application of nanotechnology to the 

compounds, which can serve as environmental cleaning, is described. 

Various environmental treatments and remediations using different types 

of nanostructured materials from air, contaminated wastewater, 

groundwater, surface water and soil are discussed. The categories of 

nanoparticles studied include those which are based on titanium dioxide, 

iron, bimetallics, catalytic particles, clays, carbon nanotube, fullerenes, 

dendrimers and magnetic nanoparticles. Their advantages and limitations 

in the environmental applications are evaluated and compared with each 

other and with the existing techniques. The operating conditions such as 

pH, required doses, initial concentrations, and treatment performances 

are also presented and compared. The report covers the bulk of the 

published researches during the period of 1997 to 2007. 

1. General Introduction 

Nanotechnology is a field of applied science, focused on the design, 

synthesis, characterization and application of materials and devices on 

the nanoscale. This branch of knowledge is a sub-classification of 

technology in colloidal science, biology, physics, chemistry and other 

scientific fields and involves the study of phenomena and manipulation 

of materials in the nanoscale [1-3]. This results in materials and systems 

that often exhibit novel and significantly changing physical, chemical 

and biological properties due to their size and structure [3]. Also, a 

unique aspect of nanotechnology is the “vastly increased ratio of surface 
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area to volume”, present in many nanoscale materials, which opens new 

possibilities in surface-based sciences [4]. 

Similar to nanotechnology’s success in consumer products and other 

sectors, nanoscale materials have the potential to improve the 

environment, both through direct applications of those materials to detect, 

prevent, and remove pollutants, as well as indirectly by using 

nanotechnology to design cleaner industrial processes and create 

environmentally responsible products.  For example, iron nanoparticles 

can remove contaminants from soil and ground water; and nanosized 

sensors hold promise for improved detection and tracking of 

contaminants. 

Behavior of materials at nanoscale is not necessarily predictable 

from what we know at macroscale. At the nanoscale, often highly 

desirable, properties are created due to size confinement, dominance of 

interfacial phenomena, and quantum effects. These new and unique 

properties of nanostructured materials, nanoparticles, and other related 

nanotechnologies lead to improved catalysts, tunable photoactivity, 

increased strength, and many other interesting characteristics [5-7]. 

As the exciting field of nanotechnology develops, the broader 

environmental impacts of nanotechnology will also need to be 

considered. Such considerations might include: the environmental 

implications of the cost, size and availability of advanced technological 

devices; models to determine potential benefits of reduction or 

prevention of pollutants from environmental sources; potential new 

directions in environmental science due to advanced sensors; effects of 

rapid advances in health care and health management as related to the 

environment; impact of artificial nanoparticles in the atmosphere; and 

impacts from the development of nanomachines [8]. 

Research is needed using nanoscale science and technology to 

identify opportunities and applications to environmental problems, and to 

evaluate the potential environmental impacts of nanotechnology. Also, 

approaches are needed to offer new capabilities for preventing or treating 

highly toxic or persistent pollutants, which would result in the more 

effective monitoring of pollutants or their impact in the ways not 

currently possible. 
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Early application of nanotechnology is remediation using nanoscale 

iron particles. Zero-valent iron nanoparticles are deployed in situ to 

remediate soil and water contaminated with chlorinated compounds and 

heavy metals. 

Among the many applications of nanotechnology that have 

environmental implications, remediation of contaminated groundwater 

using nanoparticles containing zero-valent iron is one of the most 

prominent examples of a rapidly emerging technology with considerable 

potential benefits. There are, however, many uncertainties regarding the 

fundamental features of this technology, which have made it difficult to 

engineer applications for optimal performance or to assess the risk to 

human or ecological health.  This important aspect of nanoparticles 

needs extensive considerations as well. 

One of the main environmental applications of nanotechnology is in 

the water sector. As freshwater sources become increasingly scarce due 

to overconsumption and contamination, scientists have begun to consider 

seawater as another source for drinking water. The majority of the 

world’s water supply has too much salt for human consumption and 

desalination is an option but expensive method for removing the salt to 

create new sources of drinking water. Carbon nanotube membranes have 

the potential to reduce desalination costs. Similarly, nanofilters could be 

used to remediate or clean up ground water or surface water 

contaminated with chemicals and hazardous substances. Finally, 

nanosensors could be developed to detect waterborne contaminants. 

Air pollution is another potential area where nanotechnology has 

great promise. Filtration techniques similar to the water purification 

methods described above could be used in buildings to purify indoor air 

volumes. Nanofilters could be applied to automobile tailpipes and factory 

smokestacks to separate out contaminants and prevent them from 

entering the atmosphere. Finally, nanosensors could be developed to 

detect toxic gas leaks at extremely low concentrations. Overall, there is a 

multitude of promising environmental applications for nanotechnology. 

Much of the current research is focused on energy and water 

technologies. 

Environmental remediation includes the degradation, sequestration, 

or other related approaches that result in reduced risks to human and 
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environmental receptors posed by chemical and radiological 

contaminants. The benefits, which arise from the application of 

nanomaterials for remediation, would be more rapid or cost-effective 

cleanup of wastes. 

Cost-effective remediation techniques pose a major challenge in the 

development of adequate remediation methods that protect the 

environment. Substances of significant concern in remediation of soils, 

sediment, and groundwater include heavy metals (e.g., mercury, lead, 

cadmium) and organic compounds (e.g., benzene, chlorinated solvents, 

creosote, and toluene). Specific control and design of materials at the 

molecular level may impart increased affinity, capacity, and selectivity 

for pollutants. Minimizing quantities and exposure of hazardous wastes 

to the air and water and providing safe drinking water are among the 

environmental protection agencies' goals. In this regards, nanotechnology 

could play a key role in pollution prevention technologies [9-11]. 

In the present article, we have reviewed processes used for the 

environmental treatment by nanotechnology. It should be mentioned that 

due to the high variety of techniques and conditions used by different 

researchers, the results are only summarized in the form of tables and 

various nanosystems are described in the text. 

2. Nano-Materials and Their Environmental Applications 

2.1. Titanium Dioxide (TiO2 ) Based Nanoparticles 

Titanium dioxide (TiO2) is one of the popular materials used in 

various applications because of its semiconducting, photocatalytic, 

energy converting, electronic and gas sensing properties. Titanium 

dioxide crystals are present in three different polymorphs in nature that 

in the order of their abundance, are Rutile, Anatase and Brookite (See 

Figure 1) [12]. 

Many researchers are focused on TiO2 nanoparticle and its 

application as a photocatalyst in water treatment. Nanoparticles that are 

activated by light, such as the large band-gap semiconductors titanium 

dioxide (TiO2) and zinc oxide (ZnO), are frequently studied for their 
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Figure 1. The crystal structures of A) rutile, B) anatase, C) brookite [Ref. 13], 

http://ruby.colorado.edu/~smyth/min/tio2.html. 

 

ability to remove organic contaminants from various media. These 

nanoparticles have the advantages of readily available, inexpensive, and 

low toxicity. The semiconducting property of TiO2 is necessary for the 

removal of different organic pollutants through excitation of TiO2 

semiconductor with a light energy greater than its band gap, which could 

generate electron hole pairs. These may be exploited in different 

reduction processes at the semiconductor/solution interface. 

A semiconductor can adopt with donor atoms that provide electrons 

for the conduction band where they can carry a current. These materials 

can also adopt with acceptor atoms that take electrons from the valence 

band and leave behind some positive charges (holes). The energy levels 

of these donors and acceptors fall into the energy gap. 

The most affecting properties of semiconducting nanoparticles are 

distinguished changes in their optical properties compared to those of 

bulk materials. In addition, there is a significant shift in optical 

absorption spectra toward the blue shift (shorter wavelengths) as the 

particle size is reduced [14]. 

Stathatos et al. [15] used reverse micelle technique to produce TiO2 

nanoparticles and deposited them as thin films. They deposited TiO2 

mesoporous films on glass slides by dip-coating in reverse micellar gels 

containing titanium isopropoxide. The films demonstrated high capacity 

in adsorption of several dyes from aqueous and alcoholic solutions. It 

A B C 
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had also a rapid degradation of the adsorbed dyes when the colored films 

were exposured to the visible light. 

It is known that, the semiconducting properties of TiO2 materials is 

responsible for the removal of various organic pollutants, but the rapid 

recombination of photo-generated electron hole pairs and the non-

selectivity of the system are the main problems that limit the application 

of photocatalysis processes [16]. It was suggested that, replacing 

adsorbed solvent molecules and ions by chelating agents, i.e. surface 

modification, changes the energetic situation of surface states and 

considerably alters the chemistry, which is taking place at the surface of 

titanium dioxide (TiO2). 

Phenol is one of the toxic materials found in municipal and waste 

waters. Synthesized titanium dioxide nanoparticles of both Anatase and 

Rutile forms were used for wet oxidation of phenols by hydrothermal 

treatment of microemulsions and their photocatalytic activity [17]. Such 

treatment has the advantage that the size of particles is affected by the 

ratio of surfactant to water. Size of water droplets in the reverse 

microemulsions is found to be almost the same as that of formed 

particles. The main reactions proposed for phenol degradation are [17]: 

 
−+ +→υ+ e)h(TiOhTiO 22                                                              (1) 

222 TiOHOH)ads(OH)h(TiO ++→+ +•+
                                   (2) 

OH
•
 + Phenol →  intermediate products (e.g., benzoquinone)              (3) 

++)h(TiO 2  Intermediate products →  
222 TiOOHCO ++              (4) 

 

In another study, a novel composite reactor with combination of 

photochemical and electrochemical system was used for the degradation 

of organic pollutants [18]. In this process, UV excited nanostructure TiO2, 

was served as the photocatalyst. The reactor performance was evaluated 

by the degradation process of Rhodamine 6G (R-6G) (See Figure 2). 

Fine TiO2 particles have shown better efficiency than the 

immobilized catalysts, but complete separation and recycling of fine 

particles (less than 0.5µ m) from the treated water, are very expensive. 

Therefore, from the economics point of view, this method is not suitable  
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for the industrial-scale. This problem was solved by fixing the carbon-

black-modified nano-TiO2 (CB-TiO2) on aluminum sheet as a support 

[19]. The photocatalytic activity of CB-TiO2 thin films was observed to 

be 1.5 times greater than that of TiO2 thin films in the degradation of 

reactive Brilliant Red X-3B. Core SrFe12O19 nanoparticles and TiO2 

nanocrystals were also synthesized as the magnetic photocatalytic 

particles [20]. This system recovers the photocatalyst particles and 

protects them from the treated water stream by applying an external 

magnetic field (See Table 1). In the presence of natural organic matters 

in water, many problems may happen since they can occupy the 

catalytically active surface sites and lead to much lower decomposition 

efficiency. One useful method for overcoming the mentioned problem is 

the combination of adsorption and oxidative destruction technique. 

Figure 2. The diagram of the composite reactor with combination of photochemical and 

electrochemical system used for the degradation of organic pollutants (RE = reference 

electrode; WE = working electrode; and CE = counter electrode). From [Ref. 18], J. 

Chen et al. Water Research. 37, 3815 (2003). 

 

Ilisz et al. [21] used a combination of TiO2-based photocatalysis and 

adsorption for the decomposition of 2-chlorophenol (2-CP). The three 

combined systems that they studied and compared were: 
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1. TiO2 intercalated into the interlamellar space of a hydrophilic 

montmorillonite by means of a heterocoagulation method (TiO2 

pillared montmorillonite, TPM); 

2. TiO2 hydrothermally crystallized on hexadecylpyridinium chloride-

treated montmorillonite (HDPM-T);  

3. Hexadecylpyridinium chloride-treated montmorillonite (HDPM) 

applied as an adsorbent and Degussa P25 TiO2 as a photocatalyst 

(HDPM/TiO2). 

The latter was shown the highest rate for pollutant decomposition 

compared to the others and it could be re-used without further 

regeneration. In another application, the work was focused on crystalline 

Titania with ordered nanodimensional porous structures [22]. In this 

regard, the mesoporous spherical aggregates of Anatase nanocrystal were 

first fabricated and then cetyltrimethylammonium bromide was 

employed as the structure-directing agent. After that, the interaction 

between cyclohexane micro-droplets and the cetyltrimethylammonium 

bromide self-assemblies was applied to photo-degrade a variety of 

organic dye pollutants in aqueous media such as methyl orange (See 

Table 1). 

In addition, in the study of Peng et al. [23], the mesoporous titanium 

dioxide nanosized powder was synthesized using hydrothermal process 

by applying cetyltrimethylammonium bromide (CTAB) as surfactant-

directing and pore-forming agent. They synthesized and applied the 

nanoparticle products for the oxidation of Rhodamine B (RB) (See  

Table 1). 

The mesoporous structures with high surface area are able to provide 

simple accessibility and more chances for guest molecules and light to 

receive by the active sites. In this regard, Paek et al. [24] fabricated 

mesoporous photocatalysts with delaminated structure. The exfoliated 

layered titanate in aqueous solution was reassembled in the presence of 

Anatase TiO2 nanosol particles to make a large number of mesopores and 

eventually a large surface area TiO2 photocatalysts (See Table 1). 

P-25 TiO2 is a highly photoactive form of TiO2 composed of 20-30% 

Rutile and 70-80% Anatase TiO2 with particle sizes in the range of 12 to 

20 nm. Adams et al. [25] synthesized SBA-15 mesoporous silica thin 
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films encapsulating Degussa P-25 TiO2 particles via a block copolymer 

templating process. High calcination temperature (above 450°C) is 

usually required to form a regular crystal structure. However, in the 

meantime, high temperature treatment would reduce the surface area and 

loose some hydroxyl or alkoxide group on the surface of TiO2, which 

prevent simple dispersion. This problem was solved by hydrothermal 

process to produce pure Anatase-TiO2 nanoparticles at low temperature 

(200°C, 2 h). These TiO2 nanoparticles have several advantages, such as 

fully pure Anatase crystalline form, fine particle size (8 nm) with more 

uniform distribution and high-dispersion in either polar or non-polar 

solvents, stronger interfacial adsorption and convenient coating on 

different supporting materials compared to the other TiO2 powders. 

Asilturk et al. [26] examined the behavior of Anatase nano-TiO2 in 

catalytic decomposition of Rhodamine B (RB) dye. Rhodamine B was 

fully decomposed with the catalytic action of nano-TiO2 in a short time 

of about 60 min’s. It was found that, the nano-TiO2 could be repeatedly 

used with increasing the photocatalytic activity. 

In recent years, the technology of ultrasonic degradation has been 

studied and extensively used to treat some organic pollutants. The 

ultrasound with low power was employed as an irradiation source to 

make heat-treated TiO2 powder. This method was used for 

decomposition of parathion with the nanometer Rutile titanium dioxide 

(TiO2) powder as the sonocatalyst after treatment of high-temperature 

activation [27]. There is an appropriate method to increase the 

photocatalytic efficiency of TiO2, which consists of adding a co-adsorbent 

such as activated carbon (AC) to it. The resulting synergy effect can be 

explained by the formation of a common contact interface between 

different solid phases. Activated carbon acts as an adsorption trap for the 

organic pollutant, and then immediately degraded through mass transfer 

of organic substances to the photoactivated TiO2 on the surface. In the 

study of Li et al. [28], carbon grain coated with activated nano-TiO2 (20-

40 nm) (TiO2/AC) was prepared and used for the photodegradation of 

methyl orange (MO) dyestuff in aqueous solution under UV irradiation 

(See Table 1). They have summarized the benefits arise from the 

applications of these activated carbons as: 
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• The adsorbent support provides a high concentration environment of 

target organic substances around the loaded TiO2 particles by 

adsorption. Therefore, the rate of photo-oxidation is enhanced. 

• The organic substances are oxidized on the photocatalyst surfaces via 

adsorption states. The resulting toxic intermediates are also adsorbed 

and oxidized and as a result, they are not released in the air 

atmosphere to cause secondary pollution.  

• Since the adsorbed substances are finally oxidized to give CO2, the 

high adsorbed ability of the hybrid photocatalysts for organic 

substances is maintained for a long time. The amount of TiO2 in 

catalysts play significant role upon the photo-efficiency of hybrid 

catalysts. 

In another investigation, Wu et al. [29] studied the dye 

decomposition kinetics in a batch photocatalytic reactor under various 

operational conditions including agitation speed, TiO2 suspension 

concentration, initial dye concentration, temperature and UV 

illumination intensity in order to establish reaction kinetic models. 

In general, it can be concluded that all the modified and thin film 

samples prevent rapid recombination, while CB-TiO2 films and 

TiO2/strontium ferrite samples have the advantage of easy separation 

because of their fixation on the support. 

Mahmoodi et al. [30] studied the effect of immobilized titanium 

dioxide nanoparticles on the removal of Butachlor (N- butoxymethyl-2-

chloro-2, 6-diethylacetanilide) which is one of the organic pollutants in 

agricultural soil and wastewater. Due to high preparation cost and 

toxicity of nanoparticles in the environment, they used the immobilized 

form of TiO2, because of their easy recovery from aqueous media. The 

effective parameters investigated in this study were inorganic anions 

( )SOand,Cl,NO 2

43

−−−
, H2O2 concentration and PH. In another work, 

Mahmoodi et al. [31] immobilized TiO2 nanoparticles for the 

degradation and mineralization of two agricultural pollutants (Diazinon 

and Imidacloprid as N-heterocyclic aromatics). Dai et al. [32] examined 

the removal of methyl orange in aqueous suspension containing titania 

nanoparticles with meso-structure (m-TiO2) under UV-irradiation. As 

mentioned above, immobilization of nanoparticle was useful for their 
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easy recovery. The photocatalytic efficiency of immobilized TiO2 

nanoparticle with 6 nm diameter (supported by glass substrate) as well as 

conventional suspended catalysts is investigated recently by Mascolo  

et al. [33] for the degradation of methyl red dye. The results have shown 

that the conventional suspended TiO2 degussa P25 is more effective than 

the supported nanoparticles. Although, they found the mechanism for 

dye degradation was the same for both cases, but lowering the 

photodegradation was due to reduction in active surface area for 

adsorption and subsequent catalyst action. 

The effect of thermal treatment on the photodegradation of 

rhodamine B (RhB) in water with titania nanorod film was investigated 

by Wu [34]. In addition, Srinivasan and White [35] studied the 

photodegradation of methylene blue using three-dimensionally ordered 

macroporous (3DOM) titania. Titania (3DOM) was prepared by colloidal 

crystal templating against the polystyrene spheres. It was found that the 

interconnected framework structure of (3DOM) titania provide more 

active surface sites for the photodegradation through diffusion. 

Sobana et al. [36] prepared silver nanoparticles doped TiO2 and used 

them for the photodegradation of direct azo dyes (Direct red 23, and 

Direct blue 53). The noble metals such as Ag (or Pt, Au, and …) could 

act as electron traps, since they facilitate electron-hole separation and, as 

mentioned earlier, prevention of electron-hole recombination is useful 

and gives higher efficiency of photodegradation. The optimum dosage of 

Ag, which doped on TiO2 and enhanced the photodegradation of dyes 

was 1.5%. Chuang et al. [37] investigated the synergy effect of TiO2 

nanoparticle and carbonized bamboo for the enhancement of benzene 

and toluene removal. They prepared carbonized moso bamboo powder 

(CB), mixture of TiO2 nanoparticles and carbonized bamboo powder 

(CBM), and composite of TiO2 nanoparticle and carbonized bamboo 

powder (CBC) with two weight ratios of CB to TiO2 i.e. 1:1 and 1:2. 

They also compared their performances for the removal of benzene and 

toluene and found that at the same ratio of TiO2 to CB, the efficiency 

increased as follow: CBC > CBM > CB (See Table 1). 

Degradation of nitrobenzene by using nano-TiO2 and ozone were 

recently studied by Yang et al. [38]. They compared the effect of nano-

TiO2 catalyzed plus ozone and ozone only and found that the catalyzed  
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Table 1. Removal of pollutants using TiO2 nanoparticles 

Type of nanoparticle Removal 

target  

Initial 

concentration 

Dose of nanoparticle Irradiation 

time (min) 

Removal 

efficiency (%) 

Ref. 

TiO2 nanoparticle Rhodamine 6G 125 mmol/L 0.1%(w/w) 12 90 18 

TiO2/SrFe12O19 composite Procion Red 

MX-5B 

10 mg/L 2.0mg/50 ml TiO2, 30% 

TiO2/SrFe12O19

300 98 20 

Mesoporous Anantase 

nanocrystal 

Methyl orange 30 mg/L 3 g/L 45 100 22 

Mesoporous TiO2

nanopowder1 

Rhodamine B 1.0× 10-5 M 50 mg/50ml 120 97 23 

Mesoporous titania 

nanohybrid (naohybrid-I)2 

4-chlorophenol 1.0× 10-5 M 25 mg/100ml 240 99 24 

Mesoporous titania 

nanohybrid (naohybrid-I)2

Methyl orange 1.0× 10-5 M 25 mg/100ml 120 100 24 

Rutile TiO2 nanoparticle Parathion 50 mg/L 1000 mg/L 120 >70 27 

TiO2/AC nanoparticle3 Methyl orange 1.0× 10-3 mol/L3 0.5 g/200ml (47wt% TiO2) 140 100 28 

Pure TiO2 nanoparticle Methyl orange 1.0× 10-3 mol/L3 0.5 g/200ml 200 80 28

CBC24 Benzene 45 mg/L 5 g 180 72 37

CBC24 Toluene 45 mg/L 5 g 180 71 37
 1 Calcinated at 400°C 
 2 [Ti] nanoparticles/[Ti] layered titaate   

 3 TiO2 + activated carbon 
 4 TiO2 nanoparticle and carbonized bamboo composite ( CB:TiO2, 1:2)
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ozonation was more efficient than ozone alone. Titanate nanotubes/ 

anatase nanocomposite was also synthesized via hydrothermal method 

for the photocatalytic decolorization of rhodamine B under visible light 

[39]. Lee et al. [40] prepared titanate nanotubes (TNTs) by a 

hydrothermal process and then washed them by HCl solutions with 

different concentrations. They used TNT treated samples for the removal 

of basic dyes. In addition, they modified TNTs with surfactant hexa-

decyltrimethyl ammonium chloride (HDTMA) via cation exchange 

process to remove acid dyes. The adsorption capacities for basic and acid 

dyes were 380 and 400 mg/g, respectively. 

2.2. Iron Based Nanoparticles  

Nanoparticles could provide very high flexibility for both in situ and 

ex situ remediations. For example, nanoparticles are easily deployed in 

ex situ slurry reactors for the treatment of contaminated soils, sediments, 

and solid wastes. Alternatively, they can be anchored onto a solid matrix 

such as carbon, zeolite, or membrane for enhanced treatment of water, 

wastewater, or gaseous process streams. Direct subsurface injection of 

nanoscale iron particles, whether under gravity-feed or pressurized 

conditions, has already been shown to effectively degrade chlorinated 

organics such as trichloroethylene, to environmentally benign 

compounds. The technology also holds great promise for immobilizing 

heavy metals and radionuclides. 

The use of zero-valent iron (ZVI or Fe
0
) for in situ remedial 

treatment has been expanded to include all different kinds of 

contaminants [41]. Zero-valent iron removes aqueous contaminants by 

reductive dechlorination, in the case of chlorinated solvents, or by 

reducing to an insoluble from, in the case of aqueous metal ions. Iron 

also undergoes “Redox” reactions with dissolved oxygen and water: 

 
−+

+→++ )aq(
2

)aq(2)g(2
o

)s( OH4Fe2OH2OFe2                                          (5) 

−+
++→+ )aq()g(2

2
)aq(2

o
)s( OH2HFeOH2Fe                                              (6) 
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Supported zero-valent iron nanoparticles with 10-30 nm in diameter 

were also prepared [41]. These nanoparticles were used for separation 

and immobilization of Cr (VI) and Pb (II) from aqueous solution by 

reduction of chromium to Cr (III) and Pb to Pb (0) [41]. 

In another research, nanopowder of zero-valent iron (<100 nm, with 

the specific surface area of 35 m
2
/g) was used for the reduction and 

immobilization of Cr (VI) too [42]. Nitrogen oxidants also react with Fe
0
, 

as illustrated by the de-nitrification of nitrate (
−

3NO ). 

 
−+− ++↔++ OH12NFe5OH6NO2Fe5 2

2
23

o                                     (7) 

−++− ++→++ 22
2

3
0 NOOHFeH2NOFe                                              (8) 

−−− +→++ OH9NHe8OH6NO 323                                                      (9) 

 

Nanopowder of zero-valent iron (ZVI or Fe
0
) was used for the 

removal of nitrate in water. These nanoparticles have a large ratio of 

surface area to mass (31.4m
2
/g) [43]. Nanoscale ZVI was employed by 

Lowry et al. [44] for dechlorination of polychlorinated biphenyl (PCB) 

to lower-chlorinated products under ambient conditions. 

More recently, it was demonstrated that nano-sized zero-valent iron 

(nZVI) oxidizes organic compounds in the presence of oxygen [45]. The 

high surface area of nano scale nZVI may allow for more efficient 

generation of oxidants. A decrease in reactivity is expected with the 

build-up of iron oxides on the surface, particularly at high pH. Feitz et al. 

[45] investigated the oxidization of herbicide molinate by nano scale 

zero-valent iron (nZVI), when it is used in the presence of oxygen. 

The EZVI (emulsified zero-valent iron) technology with nanoscale or 

microscale iron was enhanced to address this limitation associated with 

the conventional use of ZVI [46]. Quinn et al. [46] evaluated the 

performance of nanoscale emulsified zero-valent iron (nEZVI) to 

improve in-situ de-halogenation of dense, nonaqueous phase liquids 

(DNAPLs) containing trichloroethene (TCE) from ground water and soil 

(See Figure 3). 
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Figure 3. Schematic and photograph of EZVI (emulsified zero-valent iron) droplet 

showing the oil-liquid membrane surrounding particles of ZVI in water. From [Ref. 46], J. 

Quinn et al. Environ. Sci. Technol. 39, 1309 (2005). 

 

Lindane ( γ -hexachloroccyclohexane) is one of the persistent organic 

pollutants (POP) in the drinking water. FeS nanoparticle could degrade 

Lindane from water. These nanoparticles were synthesized by the wet 

chemical method and stabilized using a polymer from basidiomycetous 

[47]. One of the applications of ZVI is the removal and sorption of 

Arsenic contamination from water, ground water and soil [48]. 

Nanopowder of ZVI as a fine powder cannot be used in fixed-bed 

columns unless they have granular shape [49]. Cellulose beads are a 

promising adsorbent due to their special characteristics including 

hydrophilic, porous, high surface area, and excellent mechanical and 

hydraulic properties. Cellulose and its derivative in the form of beads are 

widely applied as ion exchangers, adsorbents for heavy metal ions and 

proteins, and as the carriers for immobilization of biocatalysts. Guo and 

Chen [49] prepared and used new adsorbent, bead cellulose loaded with 

iron oxyhydroxide (BCF), for the adsorption and removal of arsenate and 

arsenite from aqueous systems (See Figure 4). 
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Figure 4. ESEM micrograph of BCF (bead cellulose loaded with iron oxyhydroxide). 

From [Ref. 49], X. Guo, and F. Chen. Environ. Sci. Technol. 39, 6808 (2005). 

 

It is recognized that oxides of poly-valent metals such as: Fe (III), Al 

(III), Ti (IV), and Zr (IV), show ligand sorption properties through 

formation of inner-sphere complexes. Furthermore, hydrated Fe (III) 

oxide (HFO) is inexpensive, readily available and chemically stable over 

a wide pH range. Iron (III) oxides have high sorption affinity toward 

both As (V) or arsenates and As (III) or arsenites, which are the Lewis 

bases [50]. In the study of Cumbal and Sengupta [50], sizes of the fresh 

precipitated amorphous HFO particles were found to vary from 20 to 100 

nm. Despite their high arsenic removal capacity, such fine submicron 

particles and their aggregates are shown to be unusable in fixed beds or 

any flow through systems due to excessive pressure drops and poor 

mechanical strength. To overcome these problems, HFO nanoparticles 

were dispersed within a macro porous polymeric cation exchanger and 

the resulting hybrid material were then employed for arsenic removal. 

Cation and anion exchangers were used as host materials for 

dispersing HFO nanoparticles within the polymer phase. The resulting 

polymeric/inorganic hybrid adsorbent, referred to as hybrid ion 

exchanger or HIX, combines excellent mechanical properties of spherical 

polymeric beads. HIX was amenable to efficient in situ regeneration with 

caustic soda and could subsequently be brought into service following a 

short rinse with carbon dioxide spiked water [51]. 
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Xu and Zhao [52] used carboxy methyl cellulose (CMC) stabilized 

ZVI nanoparticles to reduce Cr (VI) in both aqueous and soil media 

through batch and continuous flow column study. They found that the 

stabilized ZVI nanoparticle is more effective than the non-stabilized one 

for the removal of Cr (VI). In the batch experiments, the reduction of Cr 

(VI) was improved from 24% to 90% as the dosage of ZVI increased 

from 0.04 to 0.12 g/L [52]. 

In another work, Xiong et al. [53] studied the degradation of 

perchlorate (
−

4ClO ) in water and ion exchange brine. They used CMC-

stabilized ZVI nanoparticles and compared CMC-stabilized Fe (0),  

non-stabilized Fe (0), and CMC-stabilized Fe-metal catalysts (such as 

Fe-Pd catalyst), for the reduction of perchlorate. The results showed that 

the stabilized ZVI nanoparticle is more efficient than the other 

nanoparticles for perchlorate reduction. The results also illustrated the 

stabilized ZVI nanoparticles could increase perchlorate reduction rate by 

53% in saline water (with concentration of NaCl up to 6% w/w) [53]. 

Giasuddin et al. [54] investigated the removal of humic acid (HA) 

with ZVI nanoparticles (nZVI) and also their interaction with As (III) 

and As(V). The effect of competing anion was also studied and the 

results indicated the complete removal of HA in the presence of 10 mM 
−

3NO  and
−2

4SO , whereas HA removal were only 0%, 18%, and 22% in 

the presence of 10 mM ,HCO,POH 3

2

42

−−
and

0

44SiOH , respectively. Li 

and Zhang [55] used core-shell structure of iron nanoparticle as a sorbent 

and reductant to remove of Ni (II) from aqueous solution. The results 

indicated that the sorption capacity for the removal of Ni (II) was 0.13 

gNi/gFe or 4.43 meq Ni (II)/g. Cheng et al. [56] also applied ZVI-

nanoparticle and commercial form of Fe
0 

powder with different mesh 

sizes for the dechloronation of p-chlorophenol from water. Comparison 

between those particles indicated that the nanoscale Fe
0
 was more 

effective for the reduction process. Celebi et al. [57] synthesized 

nanoparticles of zero-valent iron (nZVI) and used them to remove Ba
2+ 

 

ion from aqueous solution. Hristovski et al. [58] prepared a hybrid ion-

exchange (HIX) for the simultaneous removal of arsenate and 

perchlorate by impregnation of nano-crystaline iron hydroxide 

nanoparticle onto strong base ion-exchange (IX) resin. 
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2.3. Bimetallic Nanoparticles  

Destruction of halogenated organic compound (HOCs) by zero-

valent iron represents one of the latest innovative technologies for 

environmental remediation. Laboratory investigation in the past few 

years indicated that granular iron could degrade many HOCs, such as 

chlorinated aliphatics, chlorinated aromatics and polychlorinated 

biphenyls. Wang and Zhang [59] stated that the implementation of zero-

valent iron technique would encounter challenges such as: 

• Production and accumulation of chlorinated by-products due to the 

low reactivity of iron powders toward lightly chlorinated 

hydrocarbons. For example, reduction of tetrachloroethene (also 

known industrially as perchloroethylene, PERC or PCE) and 

trichloroethene (TCE) by zero-valent iron has been observed to 

produce cis-1, 2-dichloromethane (DCE) and vinylchloride (VC), 

both being of considerable toxicological concern. 

• Decrease in iron reactivity over time, probably due to the formation 

of surface passive layers or the precipitation of metal hydroxides (e.g. 

Fe (OH) 2, Fe (OH) 3) and metal carbonates (e.g., FeCO3) on the 

surface of iron.  

Some other metals, especially zinc and tin, can transform HOCs 

quicker than iron. Palladium, with its superior catalytic ability produced 

spectacular results as well. For example, recent studies found out that 

palladized iron can completely dechlorinate many chlorinated aliphatic 

compounds to hydrocarbons [59]. In some researches, synthesized 

nanoscale iron and palladized iron particles are used for degradation of 

chlorinated compounds (See Table 3) [59-61]. 

Another metal acting as a catalyst is nickel, Ni(II). This metallic 

catalyst could prevent formation of toxic by-products by dehalogenation 

of chlorinated compounds via hydrogen reduction rather than electron 

transfer [63]. Many researchers have focused on the synthesis of Ni/Fe 

nanoparticles for the reduction of chlorinated compounds (See Table 3) 

[62, 63]. 

One of the major problems associated with ground- and surface-

waters is nitrate contamination. The pH value is a means to control the 

reduction of nitrate by iron and, in effect, the formation of a passive 
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oxide layer. Huang et al. [64] reported that iron powder can effectively 

reduce nitrate only at a pH≤ 4. They suggested that the acidity is required 

to effectively remove surface passivation and to trigger nitrate reduction.  

The deposition of small amounts of a second metal, such as Pd, Pt, 

Ag, Ni, and Cu, on iron has been shown to accelerate the reaction rate 

[65]. Whereas iron is deposited with the second metal, a relative 

potential difference drives the electron from iron to that metal [65].  

Liou et al. [66] used uncatalyzed and catalyzed nanoscale Fe
0
 

systems for the denitrification of unbuffered 40 mg/L nitrate solutions at 

initial neutral pH. Compared to microscale Fe
0
 (<100 mesh), the 

efficiency and rate of nitrate removal using uncatalyzed and catalyzed 

nano-Fe
0
 were highly promoted. The maximum elevated rate was 

obtained using copper-catalyzed nano-Fe
0
 (nano-Cu/Fe). Figure 5 shows 

the proposed scheme for reaction of nitrate reduction in the Cu/Fe system 

[66].  

Another synthetic bimetallic nanoparticle is Pd/Au, which reduced 

the chlorinated compounds from water and ground water. Nutt et al. [67] 

synthesized Pd supported on gold nanoparticles (Au NPs). They found 

that these catalysts were considerably more active than Pd NPs. Joo and 

Zhao [68] prepared Fe-Pd bimetallic with 0.2% w/w of sodium carboxy 

methyl cellulose (CMC) as stabilizer and used them for the degradation 

of lindane and atrazine, the chlorinated herbicides. 

 

 
Figure 5. Proposed scheme of the nitrate reduction reaction at Cu/Fe system. From [Ref. 

66], Y.H. Liou et al. J. Hazardous Materials B, 127, 102, (2005). 
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Table 2. Removal of pollutants using iron nanoparticles 

Type of 

nanoparticle 

Removal 

target  

Initial concn. 

(mg/L) 

Dose of 

nanoparticle 

Contact 

time (min) 

Removal 

efficiency 

(%) 

pH 
Adsorption 

capacity 
Ref. 

Iron sulfide 

nanoparticle1 Lindane 5.0  - 480 94 7.0 - 47 

Zero-valent 

powder iron 
Arsenic(V) 1.0  1.0 g/L 60 99.9 7.0 - 48 

BCF2 Arsenate - - - - 7.0 
33.2 (mg/g 

BCF) 
49 

BCF2 Arsenite - - - - 7.0 99.6(mg/g BCF) 49 

ZVI Humic acid 20  1.0 g/L 5 >99.9 6 - 54

Iron nanoparticle Ni (II) 100  5.0 g/L < 180 >99.9 - - 55
1 FP1(polymer from the basidiomycetous fungus, Itajahia sp. -stabilized FeS nanoparticles 
2 Fe content of 220 mg/mL 

Table 3. Removal of pollutants using bimetallic nanoparticles  

Type of 

nanoparticle 
Removal target 

Initial 

concentration 
Dose of nanoparticle 

Contact time 

(min) 

Removal 

efficiency 

(%) 

Ref. 

Pd/Fe nanoparticle Trichloroethene 20 mg/L 2 g /100 ml 15 >99.9 59 

Pd/Fe nanoparticle Tetrachloroethene 20 mg/L 5.0 g /L 90 >99.9 60 

Ni/Fe nanoparticle Trichloroethene 23.4 mg/L 0.1g /40ml 120 >90 62 

Cu/Fe nanoparticle Nitrate 40 mg/L 0.5 g of 0.44% bimetallic 

particles /65 mL  

60 100 65 
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2.4. Nanoparticulate Photocatalysts and Catalysts 

Catalysis involves the modification of a chemical reaction rate, 

mostly speeding up or accelerating the reaction rate by a substance called 

catalyst that is not consumed throughout the reaction. Usually, the 

catalyst participates in the reaction by interacting with one or more of the 

reactants and at the end of process; it is regenerated without any changes. 

There are two main kinds of catalysts, homogeneous and 

heterogeneous. The homogeneous type is dispersed in the same phase as 

the reactants. The dispersal is ordinarily in a gas or a liquid solution. 

Heterogeneous catalyst is in a different phase from the reactants and is 

separated by a phase boundary. Heterogeneous catalytic reactions 

typically take place on the surface of a solid support, e.g. silica or 

alumina. These solid materials have very high surface areas that usually 

arise from their impregnation with acids or coating with catalytically 

active material e.g. platinum-coated surfaces. 

Catalysts usually have two principal roles in nanotechnology areas:  

• In macro quantities, they can be involved in some processes for the 

preparation of a variety of other nanostructures like quantum dots, 

nanotubes, etc. 

• Some nanostructures themselves can serve as catalysts for certain 

chemical reactions. 

The chemical activity of a conventional heterogeneous catalyst is 

proportional to its overall specific surface area per unit volume, which is 

customarily reported in the unit of square meters per grams, with typical 

values for commercial catalysts in the range of 100 to 400 m
2 
/g.  There 

are different procedures to enhance the surface area of the catalyst, which 

result in voids or empty spaces within the material. It is quite common 

for these materials to have pores with diameters in the nanometer range. 

The pore surface areas are usually determined by the Brunauer-Emmett-

Teller (BET) method. 

The active component of a heterogeneous catalyst can be a transition 

ion. Example of some metallic oxides that serve as catalysts, either by 

themselves or by distribution on a supporting material, are NiO, Cr2O3, 

Fe2O3, Fe3O4, Co3O4. For some reactions, the catalytic activity arises  
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from the presence of acid sites on the surface. These sites correspond to 

either Bronsted acids, which are proton donors, or Lewis acids, which are 

electron pair acceptors [14]. 

Pajonk [69] prepared nanoparticles from the sol-gel chemistry 

combined with the supercritical drying method (aerogels) to enhance the 

catalyst properties such as textural and thermal qualities. Rare earth 

metal oxides modification of automotive catalysts (e.g. CeO2, ZrO2) for 

exhaust gas treatment has resulted in the structural stability, catalytic 

functions and resistance to sintering at high temperatures [70]. Owing to 

the low redox potential of non-stochiometrics CeO2, oxygen could 

release with conversion between 3
+
 and 4

+
 oxidation states of the Ce ions. 

This is shown to be essential for effective catalytic functions under the 

dynamic air-to-fuel ratio cycling [70, 71] (See Figure 6). 

Nanocrystal surfaces usually are coated with capping ligands. These 

ligands manage the surface character (both the chemistry and physical 

structures) which expressed greatly the photocatalytic properties, such as 

fluorescence lifetimes, quantum yields, surface charge and particle 

solubility [72]. 

Figure 6. A schematic model for oxidation of CO by a CeO2.ZrO2 /Pt catalyst promoted 

by metal–oxide support interaction. The dashed circles represent oxygen vacancies. A 

key step is the release of oxygen atoms in conjunction with the 4 3Ce Ce+ +→  conversion. 

Oxygen vacancies are generated initially at the ceria (cerium(IV) oxide)/Pt interface and 

subsequently migrate into the interior of the lattice. From [Ref. 70], C.K. C.K. Loong, 

and M. Ozawa. J. Alloys and Compounds, 303, 60, (2000). 
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The metal complex porphyrins and other biological porphyrin-type 

molecules like vitamin B12, which are referred to as 

metalloporphyrinogens, have several characteristics that make them very 

applicable for the treatment of persistent organic pollutants [73]. They 

act as redox catalysts for many reactions and known to be active over a 

long range of redox potentials, electrochemically active with almost any 

metal, function well in aqueous solutions in the groundwater 

environment, and highly stable, which enables reactions under severe 

conditions that prevent other treatment methods (e.g., bioremediation). 

Metalloporphyrinogens are molecules with nanometer size and 

known to catalyze the decomposition of COC (chloro-organic 

compounds) by reduction reactions. Dror et al. [73] applied these 

catalysts immobilized in sol-gel matrix, for the reduction of COC. They 

performed experiments under conditions suitable for ground water 

systems with titanium citrate and zero-valent iron as electron donors. All 

the chloro-organic compounds used in these experiments were reduced in 

the presence of several sol-gel-metalloporphyrinogen hybrids 

(heterogeneous catalysts). 

Wang et al. [74] investigated the effect of size, fabrication method, 

and morphology of ZnO nanoparticles as photocatalysts on the 

decomposition of methyl orange. They have used ZnO nanoparticles with 

different diameters of 10, 50, 200, and 1000 nm. ZnO particles were 

prepared by two methods of chemical deposition and thermal 

evaporation. It was found that the preparation method was the most 

important step and ZnO-nanoparticle, with 50 nm diameter synthesized 

via thermal evaporation method, provided the highest photocatalyst 

activity [74]. 

Huang et al. [75] used ZnWO4 nanoparticle as photocatalyst for the 

degradation of rhodamine B in water and decomposition of 

formaldehyde in gas phase. The sample had the highest photocatalytic 

activity when prepared at 450°C for 1h. The temperature and time of 

annealing was observed to be effective for photoatalytic activity. In 

addition, Lin et al. [76] prepared ZnWO4 nanoparticles and nanorods and 

used them as photocatalysts for the photodegradation of Rhodamine B 

and gaseous formaldehyde. 
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2.5. Nanoclays 

Clays are layered minerals with space in between the layers where 

they can adsorb positive and negative ions and water molecules. Clays 

undergo exchange interactions of adsorbed ions with the outside too. 

Although clays are very useful for many applications, they have one 

main disadvantage i.e. lack of permanent porosity. To overcome this 

problem, researchers have been looking for a way to prop and support 

the clay layers with molecular pillars. Most of the clays can swell and 

thus increase the space in between their layers to accommodate the 

adsorbed water and ionic species. These clays were employed in the 

pillaring process. 

As stated previously, ultra-fine TiO2 powders have large specific 

surface areas, but due to their easy agglomeration, an adverse effect on 

their catalytic performance has been observed [77]. Ding et al. [77] 

experienced that the recovery of pure TiO2 powders from water was very 

hard when they used them in aqueous systems. They dispersed TiO2 

particles in layered clays and it appeared to provide a feasible solution to 

such problems. The composite structures, known as pillared clay, could 

stabilize TiO2 particles and give access of different molecules to the 

surface of TiO2 crystals. In addition, the interlayer surface of pillared 

clays is generally hydrophobic, and this is an advantage in adsorption 

and enriching diluted hydrophobic organic compound in water. 

Ooka et al. [78] prepared four kinds of TiO2 pillared clays from 

different raw clays such as montmorillonite, saponite, fluorine hectorite 

and fluorine mica. They have tested the surface hydrophobicities and 

performances of clays in adsorption- photocatalytic decomposition of 

phthalate esters. It was found that surface hydrophobicity of pillared 

clays (especially TiO2) largely varied with the host clay. Since the TiO2 

particles in the pillared clays are too small to form a crystal phase, they 

presented a poor photocatalytic activity. To overcome this problem, 

nanocomposite of titanium dioxide (TiO2) and silicate nanoparticles were 

made by reaction between titanium hydrate sol of strong acidity and 

smectite clays in the presence of polyethylene oxide (PEO) surfactants 

[79]. It resulted in forming larger precursors of TiO2 nanoparticles and 

condensing them on the fragmentized pieces of the silicate. Introducing 
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PEO surfactants into the synthesis process significantly enhanced the 

porosity and surface area of the composite solid. 

In other works, nanocomposite of iron oxide and silicate was also 

synthesized for degradation of azo-dye orange (II) [80]. To improve the 

sorption capacity, clays were modified in different ways, such as 

treatment by inorganic and organic compounds, acids and bases. 

Organoclays have recently attracted lots of attention in a number of 

applications, such as dithiocarbamate-anchored polymer/organosmectite 

for the removal of heavy metal ions from aqueous media [81] (See  

Table 4). 

A new class of nano-sized large porous titanium silicate (ETAS-10) 

and aluminum-substituted ETAS-10 with different Al2O3/TiO2 ratios 

were successfully synthesized and applied to the removal of heavy 

metals, in particular Pb
2+

 and Cd
2+

 (See Table 4). Since tetra-valent Ti is 

coordinated by octahedral structure, it creates two negative charges that 

must be normally balanced by two mono-valent cations. This leads to a 

great interest in ion exchange or adsorption property of this material [82]. 

Wang and Wang [83] prepared a series of biopolymer chitosan/ 

montmorillonite (CTS/MMT) nanocomposites and used them as sorbents 

for the adsorption of Congo Red. They investigated the effect of pH and 

temperature and found that the sorption capacity was increased with 

increasing the CTS to MMT ratio. 

 
Table 4. Removal of pollutants using nanoclays 

 

Type of nanoparticle Removal 

target 

Adsorption 

capacity (qm) 

Ref. 

Dithiocarbamate-anchored nanocomposite Pb(II) 170.70 mg/g 81 

Dithiocarbamate-anchored nanocomposite Cd(II) 82.20 mg/g 81 

Dithiocarbamate-anchored nanocomposite Cr(III) 71.10 mg/g 81 

ETAS-10 (A)1 Pb(II) 1.75 mmol/g 82 

ETAS-10(A) Cd(II) 1.24 mmol/g 82 

ETAS-10(B)2 Pb(II) 1.68 mmol/g 82 

ETAS-10(B) Cd(II) 1.12 mmol/g 82 

CTS/MMT nanocomposite Congo Red 54.52 mg/g 83 
1 ETAS-10 (A): 2 3 2(Al O /TiO =0.1) , T=25°C 

2 ETAS-10(B): 2 3 2(Al O /TiO =0.2) , T=25°C 
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2.6. Nanotubes  

The discovery of fullerenes and carbon nanotubes has opened a new 

chapter in carbon chemistry. Superconducting and magnetic fullerides, 

atoms trapped inside the fullerene cage, chemically bonded fullerene 

complexes, and nanometer-scale helical carbon nanotubes are some of 

the leading areas that have generated much excitement. The creation of 

the hollow carbon buckminsterfullerene molecule as well as methods to 

produce and purify bulk quantities of it has triggered an explosive 

growth of research in the field [84-89]. 

Carbon nanotubes, in particular, hold tremendous potential for 

applications because of their unique properties, such as high thermal and 

electrical conductivities, high strength, high stiffness, and special 

adsorption properties [90] (See Figures 7 and 8).  
 

Figure 7. Some SWNTs (single-walled carbon nanotubes) with different chiralities. The 

difference in structure is easily shown at the open end of the tubes. a) armchair structure 

b) zigzag structure c) chiral structure. From [Ref. 91], students.chem.tue.nl/ 

ifp03/default.htm. 

 

Carbon nanotubes have cylindrical pores and adsorbent molecules 

interact with their carbon atoms on the surrounding walls. This 

interaction between molecules and solid surface depends on the pore size 

and geometry of pores. When a molecule is placed in between two flat 

surfaces, i.e., in a slit-shaped pore, it interacts with both surfaces, and the 

potentials on the two surfaces overlap. The extent of the overlap depends 

on the pore size. However, for cylindrical and spherical pores, the 
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potentials are greater because more surface atoms interact with the 

adsorbed molecule [90]. In addition, carbon nanotubes are highly 

graphitic (much more than the activated carbons). Hence, the carbon 

nanotubes can adsorb molecules much stronger than activated carbons, 

which have slit-shaped or wedge-shaped pores [90]. 

 

Figure 8. a) Structure Model of Multiwall Carbon Nanotube (2-layer) and b) TEM Image 

of MWNTs. From [Ref. 92], http://www.noritake-elec.com/itron/english/nano. 

 

Carbon nanotubes (CNTs) show adsorption capability for removal of 

heavy metals such as lead [93, 94]. The results were shown that the as-

grown CNTs have week affinity toward Lead. The adsorption capacity of 

CNTs was improved by oxidization with oxidized acid (HNO3), since the 

acid can introduce many functional group such as hydroxyl (-OH), 

carboxyl (-COOH), and carbonyl (>C=O) on the surface of CNTs. (See 

Table 5) [93]. Li et al. [95] oxidized carbon nanotube (CNTs) with  

H2O2, KMnO4, and HNO3, and found that cadmium (II) adsorption 

capacities enhanced for three types of oxidized CNTs, due to the 

functional groups introduced by oxidation compared with the as-grown 

CNTs (See Table 5). 

Lu and Chiu. [96] purified commercial single-walled carbon 

nanotubes (SWCNTs) and multi-walled carbon nanotubes (MWCNTs) 

by sodium hypochlorite solutions and used them as adsorbent for the 

removal of zinc from water. Likewise, fluoride is one of the pollutants in 

the drinking water and it has been adsorbed from water by amorphous 

Al2O3 supported on carbon nanotubes (Al2O3 /CNTs) [97]. Also, aligned 

(a) (b) 
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carbon nanotubes (ACNTs), a new kind of carbon material, were 

prepared by catalytic degradation of xylene via ferrocene as catalyst and 

used for the adsorption of fluoride from drinking water [98]. 

Carbon nanotube shows the adsorption capability for the removal of 

organic pollutants like 1, 2-dichlorobenzene, trihalomethanes, n-nonane, 

and 4CCl  with different modification and purification from water [99-

101]. Agnihotri et al. [102] used gravimetric techniques to determine the 

adsorption capacities of commercially carbon nanotubes for organic 

compounds (toluene, methyl-ethyl-ketone, hexane and cyclo-hexane). 

Stafiej and Pyrzynska [103] prepared purified carbon nanotubes via 

soaking them in HNO3 for 12 h at room temperature and then washed 

them with deionized water until natural pH. They used the treated CNTs 

for the removal of heavy metals such as Cu, Co, Cd, Zn, Mn, and Pb. It 

was found that the affinity of heavy metals toward CNTs at pH of 9 were 

in the order of Cu (II) > Pb (II) > Co (II) > Zn (II) > Mn (II). Wang et al. 

[104] employed pristine MWCNTs, acidified MWCNTs (with different 

durations of soaking in nitric acid solution), and annealed MWCNTs for 

the removal of Pb (II). The results indicated that the maximum 

adsorption capacity of acidified MWCNTs and pridtine MWCNTs for 

Pb(II) were 91 and 7.2 mg/g, respectively. In addition, Wang et al. [105] 

prepared manganese oxide-coated carbon nanotubes (MnO2/CNTs) as an 

adsorbent for the removal of lead (II) from aqueous solution. They found 

that the adsorption capacity of Pb (II) was 78.74 mg/g from the 

Langmuir isotherm model. Xu et al. [106] applied oxidized (MWCNTs) 

as adsorbent to remove Pb (II) from aqueous solution. Similar studies 

done by Kandah and Meunier [107] revealed that the oxidized MWCNTs 

have higher affinity for Ni (II) removal than the non-oxidized sample 

(See Table 5). In addition, Lu and Su [108] used thermally treated 

MWCNTs as sorbent for the adsorption of NOM (natural organic 

matters) from aqueous solution. 

2.7. Dendrimer and Nanosponges 

Another example of environmental treatment and remediation-related 

application of nanomaterials includes dendritic nanoscale chelating 

agents for polymer-supported ultrafiltration (PSUF). Dendrimers are  
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Table 5. Removal of pollutants using carbon nanotubes (CNTs) 

 

Type of nanoparticle 
Removal 

target 

Adsorption 

capacity (mg/g) 
pH Ref. 

CNTs1 Pb(II) 17.44  5 93 

CNTs2  Cd(II) 11  5.5 95 

SWCNTs Zn(II) 43.66  - 96 

MWCNTs Zn(II) 32.68  - 96 

ACNTs Fluoride 4.5 7.0 98 

MWCNTs3 Ni(II) 18.08 6 107 

MWCNTs4 Ni(II) 49.26 6 107 
1 Acid-refluxed CNTs 
2 KMnO4 oxidized 
3 As-produced CNTs 
4 Oxidized CNTs 

 

highly branched polymers with controlled composition and an 

architecture that consists of nanoscale features. In other words, 

dendrimers or cascade molecules have branching construction similar to 

a tree, in which one trunk forms several large branches; each forming 

smaller branches, and so on. The roots of the tree also have the same 

branching mode of growth. This kind of architecture characterized by 

fractal geometry in which dimensions are not just integers such as 2 or 3, 

but also fractions (See Figure 9). 
 

Figure 9. Schematic representation of a dendrimer. From [Ref. 109], rati.pse.umass.edu/ 

usim/gallery.html. 
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These nanostructures can be designed to encapsulate metal ions and 

zero-valent metals, enabling them to dissolve in suitable media or bind to 

appropriate surfaces. 

Modification of any components in these branched polymeric 

structures give variety of means for controlling critical macromolecular 

parameters such as internal and external rigidity, hydrophilicity and 

hydrophobicity, degrees of void, excluded volumes, and response to 

stimuli such as changes in solvent polarity and temperature [110].  

The ability of synthesize water soluble dendrimers with metal ion 

chelating functional groups and also surface groups with weak binding 

affinity, provided opportunities for developing the treatment efficiency 

[110]. Some dendrimers can trap molecules such as radicals, charged 

moieties (part of molecules) and dyes. When molecules with different 

sizes are trapped inside the dendrimer, they can be selectively released 

by gradual hydrolysis (reaction with water) of the outer and middle 

layers. 

Poly amidoamine (PAMAM) dendrimers are a new class of 

nanoscale materials that can be carried as water-soluble chelators. 

Usually, PAMAM macromolecules are synthesized by repeatedly 

attaching amidoamine monomers in their radial branched layers, termed 

“generations”, to a starting ammonia core [111]. 

The environmental applications of dendrimers were first explored by 

Diallo et al. [110]. They have reported the removal of copper from water 

via different generations of PAMAM dendrimers. Later, Diallo et al. 

[111] studied the feasibility of using dendrimer-improved ultrafiltration 

to recover Cu(II) from aqueous solution. The dendrimer-Cu(II) 

complexes can be efficiently separated from aqueous solutions by 

ultrafiltration. The metal ion laden dendrimers can be regenerated by 

decreasing the solution pH to 4.0, thus enabling the recovery of the 

bound Cu (II) ions and recycling of the dendrimers  

The soil treatment of PAMAM dendrimers was also tested. Different 

generation and terminal functional groups for removal of copper (II) and 

lead from a sandy soil were investigated [112, 113]. 

Rether and Schuster [114] made a water-soluble benzoylthiourea 

modified ethylenediamine core-polyamidoamine dendrimer for the 

selective removal and enrichment of toxicologically relevant heavy metal 
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ions. They studied complexation of Co (II), Cu (II), Hg (II), Ni (II), Pb 

(II) and Zn (II) by the dendrimer ligand and using the polymer-supported 

ultrafiltration process. The interactions of the different heavy metal ions 

with the dendritic ligands were determined by measuring the metal ion 

retention, which was dependent upon the pH of the solution. The results 

indicate that all metal ions can be retained almost quantitatively at pH = 9. 

Cu (II) as well as Hg (II) formed the most stable complexes with the 

benzoylthiourea modified PAMAM derivatives and can be separated 

selectively from the other investigated heavy metal ions. The bound 

metal ions can typically be recovered by decreasing the pH of the 

solution. 

Diaminobutane poly (propylene imine) dendrimers functionalized 

with long aliphatic chains were employed to remove organic impurities 

such as polycyclic aromatic hydrocarbons from water and produce ultra 

pure water. These types of dendrimers are completely insoluble in water. 

The encapsulating properties of these new dendrimeric derivatives for 

lipophilic molecules should not be hindered by the introduction of the 

alkyl chains [115]. 

One of the novel systems for encapsulating organic pollutants is 

cross linked dendritic derivatives. In the research carried out by Arkas  

et al. [116] for the preparation of ultra pure water, the amino groups of 

poly propyleneimine dendrimer and hyper branched polyethylene imine 

were interacted under extremely mild conditions with 3-(triethoxysilyl) 

propyl isocyanate. They produced porous ceramic filters and employed 

these dendritic systems for water purification. In this experimental work, 

the concentration of polycyclic aromatic compounds in water was 

reduced to few ppb’s by continuous filtration of contaminated water 

through these filters. Then, the filters loaded with pollutants were 

effectively regenerated by treatment with acetonitrile. 

In another work, Arkas et al. [117] developed a method that permits 

removal of organic pollutants with employing a simple filtration step, 

which can be easily scaled-up. They used the long-alkyl chain 

functionalized polypropylene imine dendrimers, polyethylene imine 

hyper branched polymers and β-cyclodextrin derivatives which are 

completely insoluble in water. 
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2.8. Self-Assemblies (In General)  

Self-assembly is defined as a reversible process in which pre-existing 

parts, or disordered components of a pre-existing system, form structures 

of patterns. In other words, a self-assembly process is the spontaneous 

organization of small molecules into larger well-defined stable, ordered 

molecular complexes or aggregates, and spontaneous adsorption of 

atoms or molecules onto a substrate in a systematic ordered manner [14]. 

The most well-studied subfield of self-assembly is molecular self-

assembly, but in recent years it has been demonstrated that self-assembly 

is possible with micro and millimeter scale structures lying in the 

interface between two liquids like micelles.  

Molecular self-assembly is gathering of molecules without guidance 

or management from an outside source. There are two types of self-

assembly i.e. intramolecular and intermolecular, although the term  

self-assembly itself usually refers to intermolecular one. Intramolecular 

self-assembling molecules are complex polymers with the ability to 

assemble from the random coil conformation into a well-defined stable 

structure (secondary and tertiary structure). An example of this type of 

self-assembly is protein folding. Intermolecular self-assembly is the 

ability of molecules to form supramolecular assemblies (quaternary 

structure). A simple example is the formation of a micelle by surfactant 

molecules in solution. 

Attaching a monolayer of molecules to mesoporous ceramic supports 

gives materials known as Self-Assembled Monolayers on Mesoporous 

Supports (SAMMS). The highly ordered nanostructure of SAMMS is the 

result of three molecular-self-assembly stages. The first stage is the 

aggregation of the surfactant molecules to make the micelle template. 

The second generation is the aggregation of the silicate-coated micelles 

into the mesostructured body, and the third is the self assembly of the 

silane molecules into an ordered monolayer structure across the pore 

interface (see Figure 10). 

The resulted functionalized hexagonal structure is a base to build an 

environmental sorbent material [118]. The rigid, open pore structure of 

the supports makes all of the interfacial binding sites accessible to 
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Figure 10. Schematic representation of SAMMS (Self-Assembled Monolayers on 

Mesoporous Supports). From [Ref. 121], G.E. Fryxell et al. Environ. Sci. Technol, 39, 

1324 (2005). 

  

solution species, and results in fast sorption kinetics. All the above 

advantages of SAMMS make it ready for various chemical bindings. 

SAMMS of silica-based materials are highly efficient sorbents for 

target species, such as heavy metals, tetrahedral oxometalate anions, and 

radionuclides. The self-assembly technique is also used for preparation 

of catalysts in the form of thin films on a support material. Some of these 

thin film catalysts have great uniformities and high photocatalytic 

activities, but their thicknesses can hardly be controlled. Thus, preparing 

them in large areas is rather difficult. 

A suitable technique of preparing ultra-thin films with precise 

thickness adjustment is the layer-by-layer self-assembly procedure [119]. 

The principle of multilayer assembly is quite simple; colloidal particles 

will self-assemble on the surface of a suitable solid substrate because of 

its surface forces. In most cases, electrostatic interaction provides the 

stability for the films. 

Szabó et al. [119] provided a new process for synthesizing Zn(OH) 2 

and ZnO nanoparticles. For this purpose, multilayer films of Zn(OH)2 

and ZnO nanoparticles were prepared by the layer-by-layer self-assembly 

technique on glass surface (See Figure 11). Photocatalytic measurements 

were made with model organic materials β-naphtol and industrial 

kerosene in a loop-type batch reactor. 



Environmental Application of Nanotechnology 473 

 
Figure 11. Side view schematics depicting of the self-assembly preparation procedure for 

the S–(Zn(OH)2/Hect)10 multilayer films. From [Ref. 122], T. Szabó et al. Colloids and 

Surfaces A: Physicochem. Eng. Aspects, 230, 23, (2004).  

2.9. Micelles (Self-Assembled Surfactants)  

Micelles are self-assembled surfactant materials in a bulk solution. 

Surfactants or “Surface active agents” are usually organic compounds 

that are amphipathic, meaning they contain both hydrophobic groups 

(tails) and hydrophilic groups (heads). Therefore, they are typically 

soluble in both organic solvents and water. 

There are hundreds of compounds that can be used as surfactants and 

are usually classified by their ionic behavior in solutions; anionic, 

cationic, non-ionic or amphoteric (zwiterionic). Each surfactant class has 

its own specific properties. A surfactant can be classified by the presence 

of formally charged groups in its head. There are no charge groups in a 

head of nonionic surfactant. The head of an ionic surfactant carries a net 

charge. If the charge is negative, the surfactant is more specifically called 

anionic and if the charge is positive, it is called cationic. If a surfactant 

contains a head with two oppositely charged groups, it is termed 

zwitterionic. 
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The concentration at which surfactants begin to self-assemble and 

form micelles is known as critical micelle concentration or CMC. When 

micelles appear in the water, their tails form a core that is like an oil 

droplet, and their (ionic) heads form an outer shell that maintains 

favorable contact with water. The self-assembled surfactant is referred to 

as “reverse micelle” when surfactants assemble in the oil. In this case, 

the heads are in the core and the tails have favorable contact with oil [14]. 

Pacheco-Sanchez and Mansoori [120] and Priyanto et al. [121] focused 

on behavior of asphaltene micelles nano-structures that might be formed 

to serve as elements of nano-materials. 

Surfactant-enhanced remediation techniques have shown significant 

potential in their application for the removal of polycyclic aromatic 

hydrocarbon (PAHs) pollutants in the soil. Increasing surfactant 

concentration in the solution has shown higher effectiveness in the 

extraction of NAPLs (non-aqueous phase liquids) and PAHs. At high 

concentrations, surfactant solutions improve the formation of pollutant 

emulsions that are hard to extract from the sample [122]. 

On the other hand, surfactant solutions with low concentrations are 

not very effective in solubilizing the pollutants. As a result, recent 

research has been directed towards the design of a surfactant that 

minimizes their losses and the development of surfactant recovery and 

recycling techniques [122-124]. To overcome these problems, Kim et al. 

[122] tested amphiphilic polyurethane (APU) nano-network polymer 

particles. They examined the APU efficiency to remove a model 

hydrophobic pollutant (phenantrene) from a contaminated sandy aquifer 

material. One of the advantages of the APU particle emulsion is the wide 

range of concentration that can be used in soil remediation. APU nano-

network suspensions extracted up to 98% of the phenanthrene adsorbed 

on the aquifer material with extremely low loss of particles [124]. 

2.10. Magnetic Nanoparticles 

When a material is placed within a magnetic field, the magnetic 

forces of the material’s electrons will be affected. However, materials 

can react quite differently to the presence of an external magnetic field. 

Their reaction is dependent on a number of factors, such as the atomic 
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and molecular structure of the material, and the net magnetic field 

associated with the atoms. The magnetic moments associated with atoms 

have three origins. These are the electron orbital motion, the change in 

orbital motion caused by an external magnetic field, and the spin of the 

electrons. In most atoms, electrons occur in pairs and they spin in 

opposite directions. So, their opposite spins cause their magnetic fields to 

cancel each other. Therefore, no net magnetic field exists. Alternately, 

materials with some unpaired electrons will have a net magnetic field 

and will react more to an external field. Most materials can be classified 

as diamagnetic, paramagnetic or ferromagnetic. Diamagnetic metals have 

a very weak and negative susceptibility to magnetic fields, while 

paramagnetic metals have small positive susceptibility to magnetic fields. 

Figure 12. Illustration of various arrangements of individual atomic magnetic moments 

that constitute paramagnetic (a), ferromagnetic (b), ferromagnetic (c), and 

antiferromagnetic (d), material. From [Ref. 14] C.P. Poole Jr., and F.J. Owens, 

Introduction to nanotechnology, 2003, John Wiley & Sons Inc. 
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Ferromagnetic materials exhibit a strong attraction to magnetic fields 

and are able to retain their magnetic properties after the external field has 

been removed. These materials get their magnetic properties due to the 

presence of magnetic domains. In these domains, large numbers of 

atom’s moments (10
12

 to 10
15

) are aligned parallel so that the magnetic 

force within the domain is strong. Some transition ion atoms such as iron, 

manganese, nickel, and cobalt are examples of ferromagnetic materials 

(See Figure 12).  

Depending on the size and subsequent change in magnetic property, 

the magnetic nanoparticles are used in different applications. Since the 

relaxation time of magnetic nanoparticles can be changed by changing 

the size of the nanoparticles or using different kinds of materials, 

magnetic nanoparticles have been a very useful tool in different kind of 

applications, from biomedical to data storage systems. 

One of the major applications of magnetic particles is in the area of 

magnetic separation. In this case, it is possible to separate a specific 

substance from a mixture of different other substances. The separation 

time is one of the important parameters in the magnetic separation 

method. Separations using magnetic gradients, such as “High Magnetic 

Gradient Separation” (HGMS), are now widely used in the fields of 

medicine, diagnostics and catalysis to name a few. In HGMS, a liquid 

phase containing magnetic particles is passed though a matrix of wires 

that are magnetized by applying a magnetic field [125]. The particles are 

held onto the wires and at the conditions that the field is cut off, they can 

be released. If these particles are used in order to be fixed to specific 

molecules, the latter can be isolated from waste water or slurries. For 

such applications, the materials can be recycled and does not generate 

secondary waste. These processes sometime called “magnetically 

assisted chemical separation (MACS)”. 

In MACS processes, particles are typically micrometric and are made 

of magnetite nanoparticles embedded into a polymer microsphere with a 

diameter ranging between 0.1 and 25 µm. However, the magnetic 

particles have the disadvantage of small adsorption capacity and slow 

adsorption rates due to their small surface area or their porous properties 

[125].  
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Application of nanoparticles, with diameters ranging between 4 and 

15 nm, either dispersed in an extracting solvent, and/or specifically 

coated by complex species has also been described for MACS [125]. The 

magnetic component of the micro and nanoparticles employed for 

MACS process is typically magnetite (Fe3O4) or its products of oxidation 

γ -Fe2O3. 

Various studies by different research groups have been employed for 

treating contaminated water by magnetic nanoparticles some of which 

will be discussed here. 

Takafuj et al. [126] prepared polymer poly (1-vinylimidazole)-

grafted nanosized magnetic particles as an organic-inorganic hybrid 

magnetic materials for expanding the sorbent-based separation 

technology to a multiphase complex system (See Figure 13). 

 

 
Figure 13. Schematic illustration of polymer-grafted magnetic particles. From [Ref. 126], 

Takafuj et al. Environ. Sci. Technol, Langmuir, 21, 11173 (2005). 

  

It is well known that Cr(VI) is toxic to animals and plants, while 

Cr(III) is considered to be less harmful. Hu et al. [127] developed an 

innovative process combining nanoparticle adsorption and magnetic 

separation for the removal and recovery of Cr (VI) from wastewater. 

They produced ten nanometer modified MnFe2O4 nanoparticles as a new 

adsorbent using a co-precipitation way followed by a surface redox  
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reaction. The results exhibited that surface-modified MnFe2O4 

nanoparticles were efficient adsorbents for the rapid removal of Cr (VI) 

from aqueous solutions. 

In another study, the nanoscale maghemite was synthesized, 

characterized, and evaluated as adsorbent of Cr (VI) [128]. It is found 

that some coexisting ions, such as Na
+
, Ca

2+
, Mg

2+
, Cu

2+
, Ni

2+
, ,NO3

−
 

and
−Cl had no significant effect on the process which illustrated the 

selective adsorption of Cr(VI) from wastewater. 

Magnetic nano-carriers can be easily manipulated by an external 

magnetic field and therefore should be appropriate as the support for 

adsorbents. Chang et al. [129] prepared the magnetic chitosan 

nanoparticles with diameter of 13.5 nm as a magnetic nano-adsorbent. 

They have done this by the carboxymethylation of chitosan and followed 

with binding on the surface of Fe3O4 nanoparticles via carbodiimide 

activation. Magnetic chitosan nano-adsorbent was shown to be quite 

efficient for the fast removal of Co (II) ions at the pH range of 3–7 and 

the temperature range of 20–45°C. 

Ngomsik et al. [130] have studied the removal of nickel ions from 

the aqueous solution using magnetic alginate microcapsules. They have 

found that the sorption capacity for nickel removal were increased by 

increasing the pH of the solution. Also, magnetic particles in the 

microcapsules allowed easy isolation of the microcapsule beads from 

aqueous solutions after the sorption process. 

Different kinds of magnetic nanoparticles were also employed for the 

removal of organic pollutants, such as sorption of methylene blue on 

polyacryclic acid-bound iron oxide from an aqueous solution [131]. In 

this work, novel magnetic nanoparticle made up of iron oxide 

nanoparticles as cores which bounded by polyacryclic acid as ion 

exchange groups were applied for the removal of basic dye (methylene) 

blue. The results indicated that, these magnetic nanoparticles are efficient 

for the separation of bromelain [132] (See Table 6). 

Cumbal and Sengupta [133] prepared a new class of hybrid (dual-

zone) magnetic sorbents as shown in Figure 14 with the characteristics of 

magnetically active, selective for inorganic and organic environmental 

contaminants and involving efficient regeneration and reuse. 

Experimental results showed that the imparted magnetic activity, in 
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terms of magnetic susceptibility within polymer beads, was dependent on 

the chemical nature of the functional group [133]. 

 

Figure 14. Illustration of a dual-zone magnetic sorbent allowing sorption of a wide array 

of target contaminants. From [Ref. 131], L.H. Cumbal and A.K. Sengupta, Ind. Eng. 

Chem. Res, 44, 600 (2005). 

 

Recently, Hu et al. [134] synthesized several kinds of magnetic 

nanoparticles listed below: 

CoFe2O4, CuFe2O4, MgFe2O4, MnFe2O4, NiFe2O4, ZnFe2O4. 

They compared their performances in the removal of Cr (VI). They 

investigated many parameters such as contact time, pH, shaking rate, and 

magnetic properties. The results indicated their adsorption capacities 

were in the following order: 

MnFe2O4> MgFe2O4> ZnFe2O4> CuFe2O4> NiFe2O4> CoFe2O4. 

Mayo et al. [135] also studied the effect of particle sizes in the 

adsorption and desorption of AS(III) and AS(VI). They found that as the 

particle size decreases from 300 to 12 nm, the adsorption capacity 

increases nearly 200 times. 

Banerjee and Chen [136] studied removal of copper ions from 

aqueous solution with modified magnetic nanoparticles. They treated 

Fe3O4 with gum Arabic. Gum was attached to Fe3O4 via the interaction 

between carboxylic groups of gum Arabic and the surface hydroxyl 
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groups of Fe3O4. The maximum capacity obtained were 17.6 and 38.5 

mg/g for MNP and GA-MNP (gum Arabic- magnetic nanoparticle), 

respectively. 

2.11. Nanomembrane and Nanosieve 

A membrane is a semi-permeable and selective barrier between two 

phases (retentive and permeate) through which only selected chemical 

species may diffuse. Membrane filtration is frequently employed for the 

separation of dissolved solutes in a fluid or the separation of a gas 

mixture [137]. 

Historically, membrane technology has had wide application in 

wastewater treatment and desalination via reverse osmosis. In this 

method, a pressure difference across a membrane is employed to 

overcome the osmotic pressure gradient. The smaller water molecules are 

literally pushed through the membrane while the large solute species are 

retained behind [138]. 

Among different classes of membranes, reverse osmosis (RO) 

filtration is a well known process in the desalination of seawater and 

ultrafiltration (UF) is a well established process in the fractionation of 

Natural Organic Matter (NOM). Nanofiltration (NF) is a process with 

membrane permeability between RO and UF. Another membrane design 

is emulsion liquid membrane (ELM). An ELM is formed by first 

encapsulating an aqueous “receiving” or strip phase within a 

hydrophobic membrane liquid. This emulsion is then further dispersed 

within the continuous aqueous feed phase. This technology was used for 

the extraction of phenols, removal of heavy metal cations such as zinc, 

cadmium, chromium, copper, lead, palladium and mercury from 

wastewater and also removal of alkali metal cations such as Na
+
, K

+
, Li

+
 

and Cs
+
, radioactive fission products, such as Cs-137, Sr-90, Ce-139 and 

Eu-152 and anions, such as chlorides, sulfate, phosphate and chromate 

[138].  

The efficiency of nitrate removal by three commercial nanofiltration 

membranes, NF90, NF270 (Dow-FilmTec) and ESNA1-LF 

(Hydranautics)  was  studied  by  Santafe-Moros  et al. [139]. The results 
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Table 6. Removal of pollutants using magnetic nanoparticles 

Type of nanoparticle Removal target 
Initial 

concentration 

Removal 

efficiency 

(%) 

Adsorption 

capacity 

Dose of 

nanoparticle 
pH Ref. 

Modified jacobsite 

(MnFe2O4)
Cr (VI) - - 31.55 mg/g - 2.0 127 

Maghemite nanoparticle Cr (VI) 50 mg/L 97.3 - 5 g/L 2.5 128 

Magnetic chitosan 

nanoparticle 
Co (II) - - 27.50 mg/g - 5.5 129 

Magnetic alginate 

microcapsules 
Ni (II) - - 0.52 mmol/g - 5.3 130 

PAA-bound iron oxide Methylene blue - - 0.199 mg/mg - 9.0 131 

PAA-bound iron oxide Bromelain - - 0.476 mg/mg - 4.0 132 
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indicated that NF270 gave very high flux but very low nitrate rejection, 

even at the lowest concentrations of the feed. 

Natural organic matters (NOM) such as humic acid and fulvic acid 

are widely distributed in soil, natural water and sediments. These 

materials include mixture of the degradation products of plant and animal 

residues [140]. Membrane TiO2-modified photocatalytic oxidation (PCO) 

has been focused on the NOM removal and/or destruction processes. 

Fu et al. [140] designed a submerged membrane photocatalysis 

reactor (SMPR) for degradation of fulvic acid via novel nano-structured 

TiO2/silica gel photocatalyst. The possibility of using novel TiO2 for the 

prevention of microfiltration membrane fouling for water purification 

was tested as well. 

Ultrafiltration has been applied in most membrane separation 

processes. The hydrophilicity of the membrane and its porous structure 

play important roles in these processes. An appropriate porous membrane 

must have high permeability, good hydrophilicity and excellent chemical 

resistance to the feed streams. In order to obtain high permeability, 

membranes should have high surface porosity, and good pore structure. 

Polyvinylidene fluoride (PVDF) is a material that can form such 

asymmetric membranes, since it is thermally stable and resistant to 

corrosion by most chemicals and organic compounds. PVDF-based 

membranes exhibit outstanding anti-oxidation activities, strong thermal 

and hydrolytic stabilities and good mechanical properties [141]. Yan  

et al. [141] studied the modification of polyvinylidene fluoride (PVDF) 

ultrafiltration membrane by dispersing nano-sized alumina (Al2O3) 

particles uniformly in a PVDF solution (19% polymer weight). 

Using selective polymeric membranes for gas separation is also a 

promising process. Efficient gas separation membranes are required to 

have both high permeability and selectivity. Compared with flat 

membranes, hollow fiber membranes are more favored due to a larger 

membrane area per volume, good flexibility and easy handling in the 

module fabrication [142]. Mixed matrix composite membranes that are 

fabricated by encapsulating the molecular sieves into the polymer matrix  
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have also been recognized. The hollow fibers are developed with a thin 

zeolite beta-polysulfone mixed matrix selective layer and improved 

selectivity for He/N2 and O2/N2 separation [143]. 

3. Conclusions 

With developing different aspects of nanotechnology, the broader 

environmental impacts of that will also need to be considered. Such 

considerations might include models to determine potential benefits of 

reduction or prevention of pollutants from industrial sources. 

Nanoscience technology holds great potential for the continued 

improvement of technologies regarding environmental protection. The 

present review has given further evidence to this issue and it has tried to 

address what all the potential environmental impacts of the technology 

might be. For a quick review, the summary of practical aspects of 

nanotechnology applications for efficient removal of pollutants in the 

environment is briefly presented in Table 7. 
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 Table 7. Summary of environmental treatments using nanoparticles 

Disadvantage Advantage Removal  target Type of 

treatment 

Type of nanoparticle 

High operation cost, Hard to 

recovery, sludge generation 

Non toxicity, Water insolubility under most 

conditions, photo-stability 

Organic pollutants Photocatalyst 

oxidation 

Nanoparticles based 

TiO2 

Hard to recovery, sludge 

generation, cost for sludge 

disposal, Health risk 

In situ remediation, soil and water treatment, 

Low cost, safe to handle 

Heavy metals, anions, 

organic pollutants 

(dechlorination) 

Reduction, 

adsorption 

Nanoparticles based 

iron 

Hard to recovery, sludge 

generation, 

Higher reactivity than the iron nanoparticle Dechlorination, 

denitrification 

Reduction, 

adsorption 

Nanoparticles based    

Bimetallic 

sludge generation Low  cost, Unique structures, Long-term 

stability, reuse, High sorption capacity, Easy 

recovery, large surface and pore volume 

Heavy metals, organic 

pollutants 

Adsorption Nanoclay 

High capital cost, low 

adsorption capacity, Hard to 

recovery, sludge generation, 

Health risk 

Treatment of pollution from air and water, 

exceptional mechanical properties, unique 

electrical properties, Highly chemical 

stability 

Heavy metals, anions, 

organic pollutants 

Adsorption Nanotube  and 

fullerene 

Costly Simple separation, renewable, large binding 

capacity, cost-effective, no sludge generation, 

reduce pollutant to the level of a few ppb, 

Treatment of pollution from soil and water 

Heavy metals, organic 

pollutants 

Encapsulation Dendrimers 

Costly In situ treatment, high affinity for 

hydrophobic organic pollutant 

Organic pollutants from 

soil 

Adsorption Micelles  

Re-use,  high selective uptake profile, high 

metal affinity 

Heavy metals Adsorption Metal-sorbing 

vesicles 

External magnetically field are 

required for separation, Costly 

Simple separation, no sludge generation Heavy metals, organic 

pollutants 

Adsorption Magnetite 

nanoparticles 

Costly, prone to membrane 

fouling 

Low pressure than RO Organic and inorganic 

compound 

Nanofiltration Nanofiltration and 

nanosieve membranes 
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Glossary 

Adsorbate: Any substance that is or can be adsorbed [144]. 

Adsorbent: Any solid having the ability to concentrate significant 

quantities of other substance of other surface [144]. 

Adsorption: A process in which fluid molecules are concentrated on a 

surface by chemical or physical forces, or both [144]. 

Breakthrough: The first appearance in the effluent of an adsorbate of 

interest under specified condition [144]. 

Cavitation: Normally, cavitation is a nucleated process; that is, it occurs 

at pre-existing weak points in the liquid, such as gas-filled crevices in 

suspended particulate matter or transient microbubbles from prior 

cavitation events [145]. 

Desorption: The separation of an adsorbate as such from a sorbent [144]. 

Dosage: The quantity of substance applied per unit weight or volume of 

the fluid being treated [144]. 

Encapsulation: Encapsulation is the confinement of a guest molecule 

inside the cavity of a supramolecular host molecule (molecular capsule, 

molecular container or cage compounds) [146]. 

Equilibrium adsorption capacity: The quantity of a given component 

adsorbed per unit of adsorbent from a fluid or fluid mixture at 

equilibrium temperature and concentration, or pressure [144]. 

Expanded bed: A bed of granular particles through which a fluid flows 

upward at a rate sufficient to slightly elevate and separate the particles 

without changing their relative positions [144]. 

Ex situ: Ex situ means the contaminants are removed from the ground, 

either by digging up contaminated soil or pumping contaminated ground 

water and treating the contamination in treatment facilities built at the 

site. The remediated soils or ground water are then either placed back 

into the ground or disposed off-site [147]. 

Fines: Particles smaller than the smallest nominal specification 

conditions [144]. 

Fixed bed: A bed of granular particles through which the fluid flows 

without causing substantial movement of the bed [144]. 
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Fluidized bed: A bed of granular particles in which the fluid flows 

upward at a rate sufficient to suspend the particles completely and 

randomly in the fluid phase [144]. 

Freundlich isotherm: A logarithmic plot of quantity of component 

adsorbed per unit of adsorbent versus concentration of that component at 

equilibrium and at constant temperature, which approximates the straight 

line postulate by Freundlich adsorption equation: 

 

                                   

X = quantity adsorbed, M = quantity of adsorbent, C = concentration, k 

and n = constant [144]. 

In situ: In situ means the technology is delivered directly to the 

subsurface soils or ground water to treat the contaminants where they are 

located [147]. 

Isotherm: A plot of quantity adsorbed per unit of adsorbent against 

equilibrium concentration, or pressure, when temperature is held 

constant [144]. 

Langmuir isotherm: A plot of isotherm adsorption data which to a 

reasonable degree fit the Langmuir adsorption equation [144]. 

Macropore: Pores with width exceeding 50 nanometers (500 angstrom 

units) [144]. 

Mesopore:  Pores of width between 2 and 50 nanometers (20 and 500 

angstrom units) [144]. 

Micropore: Pores of width between no exceeding 2 nanometers (20 

angstrom units) [144]. 

Nanocrystal: Most solids are crystalline with their atoms arranged in a 

regular manner. They have what is called long-range order because the 

regularity can extend throughout the crystal. When the size of the crystal 

approaches the order of the de Broglie wavelength of the conduction 

electrons, the metal clusters may exhibit novel electronic properties [14].  

Nanoparticles: Nanoparticles are generally considered to be a number of 

atoms or molecules bonded together with a radius of  < 200 nm [14].  

Nanotechnology: Nanotechnology means a billionth (1 ×  10
-9

) [14]. 

Pollution prevention: Pollution prevention refers to “source reduction” 

and other practices that efficiently use raw materials, energy, water, or 

other resources to reduce or eliminate creation of waste. This strategy 

nkC
M

X =
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also includes using less toxic and renewable reagents and processing 

materials, where possible, and the production of more environmentally 

benign manufactured products [148]. 

Pores: The complex network of channels in the interior of a particle of a 

sorbent [144]. 

Pore diameters: The diameter of a pore in a model in which the pores in 

a sorbent are assumed to be cylindrical in shape and which calculated 

from data obtained by a specified procedure [145]. 

Pore volume: volume of the pores in a unit weight of a sorbent [144]. 

Quantum yield: The number of defined events which occur per photon 

absorbed by the system. The integral quantum yield is: 

φ  = (number of events)/(number of photons absorbed) 

For a photochemical reaction: 

φ  = (amount of reactant consumed or product formed)/ (amount of 

photons absorbed) 

The differential quantum yield is:  ( ){ }ndt]x[d=φ  

where d[x]/dt is the rate of change of a measurable quantity, an d n the 

amount of photons (mol or its equivalent Einstein) absorbed per unit time. 

φ  can be used for photophysical processes or photochemical reactions 

[149]. 

Regeneration: Distillation or elution –type process for restoring the 

adsorptive properties of a spent sorbent [144]. 

Sorption: A process in which fluid molecules are taken up by absorption 

and adsorption [144]. 

Sonochemistry: The chemical applications of ultrasound, 

“sonochemistry” [145]. 

Surface area (B.E.T): The total surface area of a solid calculated by the 

B.E.T. (Brunauer, Emmett, Teller) equation, from nitrogen adsorption or 

desorption data obtained under specified conditions [145]. 

Surfactant: The name "surfactant" refers to molecules that are surface 

active, usually in aqueous solutions [150]. 

Surface oxide: Oxygen containing compounds and complexes formed at 

the surface of an adsorbent [144]. 

Ultrasound: Sound is nothing more than waves of compression and 

expansion passing through gases, liquids or solids. We can sense these 

waves directly through our ears if they have frequencies from about 
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Hertz to 16 kHz (the Hertz unit is cycles of compression or expansion 

per second; kiloHertz, abbreviated kHz, is thousands of cycles per 

second). Ultrasound has frequencies pitched above human hearing 

(above roughly 16 kHz) [145]. 
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The nano-effects in three groups of ionic and mixed conducting oxides 

are summarized. Compared with microstructured counterparts, the total 

conductivity of nanostructured oxygen ion conductors (e.g. doped-ZrO2 

or CeO2) is lower, even though the grain-boundary conductivity is 

actually higher. The grain-boundary conductivity of nanostructured 

ZrO2 or CeO2 is always more than one order of magnitude lower than 

the bulk conductivity. This fact, together with the high-density of the 

grain boundaries in nanostructured ZrO2 or CeO2, results in a lower 

total conductivity. Electrons are accumulated in the space-charge layer 

of mixed conductors of oxygen ions and electrons (e.g. slightly doped 

and undoped CeO2). With the comparatively high electronic bulk 

contribution and high density of grain boundaries, the grain boundaries 

in nanocrystalline CeO2 become electronically conducting and 

dominate the overall behavior. Therefore, the n-type conductivity of 

nanocrystalline CeO2 is enhanced by four orders of magnitude. When 

the grain size decreases to the nanometer scale, the p-type conductivity 

of mixed conductors of oxygen ions and holes (e.g. nanocrystalline 
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BaTiO3) is enhanced by one to two orders of magnitude, which is due 

to a significantly reduced oxidation enthalpy. The defect thermo-

dynamics on the nanometer scale is different. 

1. Introduction 

In ionic conductors, ions are the predominant charge carriers; while 

ions and electrons or holes are responsible for the electrical conduction 

in mixed conductors. In technologically important electrochemical 

devices, such as lithium-ion batteries,
1
 fuel cells,

2,3
 chemically sensors,

4 

and hydrogen permeation membranes,
5
 ionic conduction is of prime 

importance. Owing to the relatively low mobility of ionic charge carriers, 

the ionic conductivity of most ionic solids is usually small at low to 

intermediate temperatures; therefore, there is always significant interest 

in enhancing the ionic conductivity. Unlike the electronic conductivity 

that can be enhanced by orders of magnitude simply by increasing the 

charge carrier (electron or hole) concentration, there exists a maximum 

ionic conductivity corresponding to an optimal ionic charge carrier 

concentration,
6
 such that increasing the ionic charge carrier concentration 

above the optimal value results in a decrease in ionic conductivity, which 

is due to, for example, the association of ionic defects.  

Nanostructured materials, in general, include bulk materials with 

nanometer-sized grains, nanocrystalline composites, microcrystalline 

materials with nanostructures, and thin films or multilayers with 

nanoscale thickness, etc. In comparison with their microstructured 

counterparts, the most remarkable feature of nanostructured materials is 

the high interfacial density. This feature leads to two nano-effects:
7-11

 

trivial size effect and true size effect. The trivial size effect is defined as 

the increased contribution of the interfacial properties to the overall 

materials properties, due to the drastically increased interface to bulk 

fraction. For example, the ionic conduction in nanocrystalline materials 

is dominated by the grain-boundary conductivity.
12

 When the spacing of 

the interface becomes comparable with the Debye length, local 

properties change as a function of distance and the true size effect occurs. 

The CaF2/BaF2 hetero-layer best embodies the true size effect.
13

 The 

ionic conductivity of the CaF2/BaF2 hetero-layer increases almost two 



Nanostructured Ionic and Mixed Conducting Oxides 497 

orders of magnitude when the hetero-layer period (the thickness of CaF2 

plus BaF2 unit layer) deceases from 500 to 16 nm, because the 

neighboring space-charge layers overlap and the individual layers lose 

their bulk properties when the period decreases to 16 nm. An important 

implication of this finding is that the materials properties can be tuned by 

varying the spacing of interfaces. In this context an interesting question 

emerges: Is it always possible to achieve notably higher ionic 

conductivity in nanostructured materials?  

In this article, we confine ourselves to the electrical properties of 

oxygen ion and mixed conductors, in light of the fact that oxygen ion and 

mixed conductors are both scientifically and technologically important. 

This article is structured as follows: at first, pure oxygen ion conductors 

are discussed. The situation of pure oxygen ion conductors is 

comparatively simple, because only one type of charge carriers is 

involved. Basic theory, for example, the Schottky barrier model,  

is introduced in this section, which is also the basis for the next sections. 

In the second section, oxygen ion-electron conductors are discussed, and 

the last section is dedicated to oxygen ion-hole conductors. In each 

section, nanostructured materials are compared with microcrystalline 

counterparts, and the trivial size effect and/or the true size effect are 

highlighted. 

2. Oxygen Ion Conductors 

The main oxygen ion conductors known to date belong to five 

distinct groups: fluorite (e.g. doped-ZrO2 and CeO2),
6
 perovskite (e.g. 

LaGaO3),
14

 intergrowth perovskite/Bi2O2 layer (e.g. BIMEVOX),
15

 

pyrochlore (e.g. Gd2Ti2O7),
16

 and La2Mo2O9 compound.
17

 Among all 

these oxygen ion conductors, the group with the fluorite structure, e.g. 

Y2O3, Gd2O3 or CaO-doped ZrO2 and CeO2 find the broadest 

applications in technologically important devices, e.g. solid-oxide fuel 

cells,
2
 oxygen sensors,

18
 and oxygen pumps.

19
 In most of these 

applications, doped-ZrO2 and CeO2 are present in the form of poly-

crystals; consequently, the grain boundaries are a crucial part of the 

microstructure.  
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Over wide temperature and oxygen partial pressure ranges, doped-

ZrO2 and CeO2 are pure oxygen ion conductors, with oxygen vacancies 

being the predominant charge carriers. The grain boundaries of doped-

ZrO2 and CeO2 present a blocking effect to the ionic transport across 

them, i.e. the specific grain-boundary conductivity of doped-ZrO2 or 

CeO2 is usually at least two orders of magnitude lower than that of the 

bulk (see e.g. Refs.20-29 for ZrO2, and Refs.30-39 for CeO2), depending 

on temperature and dopant level. This blocking effect was previously 

attributed to an intergranular siliceous phase (i.e. an amorphous phase 

containing high SiO2 concentration),
22-26,30,31

 but it has been gradually 

realized that the oxygen-vacancy depletion in the space-charge layer at 

the grain boundaries is the decisive cause of the low grain-boundary 

conductivity (see e.g. Refs. 40-48 for ZrO2, and Refs. 49-52 for CeO2). 

In addition to the lower grain-boundary conductivity, the activation 

energy for the grain-boundary conductivity is higher than that for the 

bulk conductivity.
20,23,24,30,32

  

The electrical properties of the grain boundaries of oxygen ion 

conductors have been extensively reviewed in Ref. 53. However, the new 

features of nanostructured materials are emphasized in this article. 

2.1. Grain-Boundary Core and Space-Charge Layer 

From a structural point of view, a grain boundary is a crystal-

lographic mismatch zone (i.e. grain-boundary plane or grain-boundary 

core), observable by means of transmission electron microscopy (TEM). 

At thermodynamic equilibrium, the grain-boundary core of an ionic 

crystal carries an electrical charge due to the presence of excess ions of a 

given sign. This charge is compensated by adjacent space charges of an 

opposite sign. Owing to the charged grain-boundary core, the 

concentrations of charged point defects in the space-charge layer deviate 

from their bulk values; the accumulation or depletion of charge carriers 

in the space-charge layer significantly influences the electrical properties 

of polycrystalline ionic and mixed conductors.  

Structurally, a space-charge layer is part of the bulk, but electrically, 

the space-charge layer is part of the grain boundary. In this sense an 

“electrical grain boundary” consists of a grain-boundary core and two 
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adjacent space-charge layers. Thus the thickness of an “electrical grain 

boundary” δgb = 2λ* + b, here λ* is the width of the space-charge layer, 

and b that of the grain-boundary core. Since a “crystallographic grain 

boundary” is typically around 1 nm thick, the thickness of an “electrical 

grain boundary” δgb ≈ 2λ*. The electrical contribution of a space-charge 

layer can be taken into account of by introducing effective charge carrier 

concentrations and an effective width, and the conduction mechanism in 

the space-charge layer is usually bulk-like.  

In 2 mol% Y2O3-doped (or stabilized) ZrO2, the enrichment of 

additionally added divalent and trivalent minority solutes (with effective 

negative charge(s) in the ZrO2 lattice, e.g. ZrY′  and ZrCa′′ ) at the grain 

boundaries was found to be significant, whereas the enrichment of 

pentavalent minority solutes (with an effective positive charge in the 

ZrO2 lattice, e.g. •

ZrNb  and •

ZrTa ) was not observed, pointing to a positive 

potential in the ZrO2 grain-boundary core.
54

  

Gadolinium has an almost perfect match of the ionic radius in the 

CeO2 lattice, therefore, the elastic strain resulting from the ion size 

mismatch is too small to be an effective segregation driving force; any 

Gd (i.e. CeGd′ ) segregation at the CeO2 grain boundaries is mostly driven 

by the Coulomb interaction with the positive boundary charge. The 

grain-boundary segregation of Gd in Gd2O3-doped CeO2 was observed,
55

 

being in accordance with the expected positive core potential.  

 
Table 1. Atomic ratios in 10 mol% Y2O3-doped ZrO2 bicrystal with a 

symmetric 24° [001] tilt grain boundary57  

 

 Y/Zr O/Zr O/Y 

Grain bulk 0.25 ± 0.04 2.12 ± 0.13 8.48 ± 1.45 

Grain-boundary core 0.50 ± 0.07 1.65 ± 0.23 3.30 ± 0.65 

 

Molecular dynamics simulations
56

 of a Σ5 symmetrical tilt grain 

boundary ((310)/[001] misorientation θ = 36.9°) in 8 mol% Y2O3-doped 

ZrO2 shows that the structure relaxation can produce intrinsic oxygen 

vacancies in the grain-boundary core. The electron energy-loss 

spectroscopy (EELS) investigations
57

 (summarized in Table 1) of a 
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symmetric tilt grain boundary ((310)/[001] misorientation θ = 24°) in 10 

mol% Y2O3-doped ZrO2 show an increase in the Y/Zr ratio, and a 

decrease in the O/Zr and O/Y ratios, indicating an enhanced yttrium and 

oxygen-vacancy concentration in the grain-boundary core. However, the 

yttrium segregation is insufficient to charge balance the oxygen-vacancy 

enrichment. Studies
57

 of the grain boundaries in Gd2O3-doped CeO2 

ceramic samples reveal similar changes in the O/Ce ratio, indicating that 

these effects may be generic to the grain boundaries in fluorite-structured 

materials. The high concentration of oxygen vacancies in the grain-

boundary cores of doped-ZrO2 and CeO2 may attribute to the positive 

core charge. By assuming a proper grain-boundary conduction model, 

the core potential can be calculated from experimentally determined 

parameters. The positively charged grain-boundary cores of doped-ZrO2 

and CeO2 lead to the depletion of oxygen vacancies in the space-charge 

layer. 

 

 
Figure 1. Y/Zr ratio profile across a grain boundary in 2.5 mol% Y2O3-doped ZrO2 

ceramic as determined by energy-dispersive X-ray spectroscopy (after Ikuhara et al.60). 

The yttrium accumulation mainly occurs in the shaded area. 

 

At high temperatures, e.g. at sintering temperatures, acceptor cations 

are sufficiently mobile to segregate to the grain-boundary core, and 

accumulate in the space-charge layer, as a result of elastic strain and 

Coulomb interactions with the positively charged grain-boundary core. 

By means of various techniques, e.g. Auger electron spectroscopy (AES), 
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EELS, energy-dispersive X-ray spectroscopy (EDXS) and X-ray 

photoelectron spectroscopy (XPS), different researchers independently 

determined that the yttrium accumulation at the ZrO2 grain boundaries 

occurs mostly within a distance of 2-4 nm from the grain-boundary 

core,
58-63

 as demonstrated by the yttrium concentration profile given in 

Figure 1. The situation in doped-CeO2 is very similar.
57

 The 2-4 nm 

accumulation width represents the effective widths of the space-charge 

layer. Owing to the effective negative charge of acceptors in the lattice, 

the acceptor accumulation in the space-charge layer partly compensates 

the positive charge of the grain-boundary core. Since the conventional 

composition measurement techniques cannot distinguish between free 

and associated defects, the seemingly low yttrium or gadolinium 

accumulation factor must actually correspond to a much higher space-

charge effect, because in the bulk most of the cations are essentially 

associated. 

 

2.2. Grain-Boundary Electrical Properties 

2.2.1. Schottky Barrier Model 

SiO2 is one of the major impurities present in ZrO2 and CeO2 

ceramics, along with alkali and some transition metal oxides. During 

sintering, these impurities accumulate/disperse at grain boundaries, react 

with each other and the bulk components (Zr, Ce, Y, Gd etc.) to form an 

intergranular siliceous phase. It is commonly accepted that the inter-

granular siliceous phase significantly affects the grain-boundary 

electrical properties of doped-ZrO2 and CeO2.
22-26,30,31

 The intergranular 

siliceous phase is poorly conductive or even insulating. In view of this 

fact, the ionic conduction across the grain boundaries occurs solely 

through the grain-to-grain contacts. The presence of the siliceous phase 

only determines the fraction of the grain-to-grain contacts, and constricts 

the ionic current across the grain boundaries.  

However, in materials of high purity in which the siliceous phase is 

not observed, the specific grain-boundary conductivity is still at least 2 

orders of magnitude lower than that of the grain bulk.
26,32,41-43,46-52

 It is 
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thus evident that, although the presence of a siliceous phase undoubtedly 

results in a grain-boundary blocking effect, the presence of the siliceous 

phase is definitely not a pre-requisite for the blocking effect. The grain-

to-grain contacts are themselves blocking in nature, being the intrinsic 

cause of the grain-boundary blocking effect.  

The equilibrium concentration of charge carrier species j with an 

effective charge of z at a locus x is 

( ) ( )
exp

( )

j

j B

c x ze x

c k T

ϕ∆
= −

∞

 
 
 

. (1) 

In Eq. (1), cj(x) is the defect concentration at the locus x, ∆ϕ(x) the 

electrostatic potential in relation to the bulk, e the elementary charge, kB 

the Boltzmann constant and T the absolute temperature. The depletion of 

charge carriers, e.g. oxygen vacancies, gives rise to a back-to-back 

double Schottky barrier. The grain-boundary conductivity, σgb, resulting 

from the charge-carrier depletion in the space-charge layer, can be 

derived by integrating Eq. (1). The integration gives
41

 

( )exp (0) /

2 (0) /

Bbulk

gb B

ze k T

ze k T

ϕσ

σ ϕ

∆
=

∆
. (2) 

In Eq. (2), ∆ϕ(0) = ϕ(0) - ϕ(∞), it is the space-charge potential. ∆ϕ(0) is 

also the Schottky barrier height when the Schottky barrier model is 

assumed. It has to be pointed out that Eq. (2) is only valid for the charge-

carrier depletion situation.
40,41,64

 For oxygen vacancies, z = 2; therefore, 

the grain-boundary conductivity of doped-ZrO2 or CeO2 is 

( )exp 2 (0) /

4 (0) /

Bbulk

gb B

e k T

e k T

ϕσ

σ ϕ

∆
=

∆
. (3) 

The activation energy, Ea, is defined as Ea = −d ln σ / d(1/kBT ). 

Accordingly, differentiating Eq. (3) yields 

gb bulk

a aE E−
1 (0)

(2 (0) ) 1
(0) (1/ )

B

d
e k T

T d T

ϕ
ϕ

ϕ

 ∆
= ∆ − + 

∆ 
. (4) 

As 
bulk

aE  is independent of ∆ϕ(0), the activation energy for the grain-

boundary conductivity (
gb

aE ) is thus determined by the Schottky barrier  
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height. In the temperature range of 250-500 °C, the average value of 
gb bulk

a aE E−  calculated from Eq. (4) for 8 mol% Y2O3-doped ZrO2 is about 

0.12 ± 0.01 eV, agreeing well with the experimentally determined result 

(∼0.11 eV
42

). Similar agreement has also been proved for Y2O3-doped 

CeO2 ceramics.
52

  
 

Figure 2. Bulk and grain-boundary conductivities of 8 mol% Y2O3-doped ZrO2 of high 

purity as a function of temperature (after Guo and Maier41). The activation energy for the 

bulk conductivity is 1.05 eV, and that for the grain-boundary conductivity is 1.16 eV. 

 

Assuming cubic grains of the same size and homogeneous grain 

boundaries, the grain-boundary thickness, δgb, can be calculated from
41 

if the dielectric constant of the space-charge layer, εgb, is approximated 

to that of the grain bulk εbulk. This approximation is not unreasonable 

considering the fact that the dielectric constant of ZrO2 or CeO2 is 

insensitive to concentration.
42

 In Eq. (5), Cbulk and Cgb are the 

capacitances of the grain bulk and the grain boundaries, and dg the grain  

 

gb bulk bulk

gb g g

bulk gb gb

C C
d d

C C

ε
δ

ε
= ≈ , (5) 
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size. The grain-boundary  thickness, δgb, determined from Eq. (5) is ∼4.8 

nm for 8 mol% Y2O3-doped ZrO2,
42

 ∼5.4 nm for 8.2 mol% Y2O3-doped 

ZrO2,
20

 ∼5.0 nm for 2 mol% Y2O3-doped ZrO2,
21

 ∼4.0 nm for 10 mol% 

Y2O3-doped CeO2,
52

 and ∼6.0 nm for 1.0 mol% Y2O3-doped CeO2,
52

 

being independent of grain size. Typical width of a space-charge layer 

(roughly one half of the grain-boundary thickness) is thus ∼2.5 nm. This 

space-charge layer width value agrees very well with the width value 

determined from segregation (2-4 nm
58-63

).
 

 

Figure 3. Bulk and grain-boundary conductivities of 1.0 mol% Y2O3-doped CeO2 under 

pO2 = 105 Pa as a function of temperature (after Guo et al.52). The activation energy for 

the bulk conductivity is 0.70 eV, and that for the grain-boundary conductivity is 1.36 eV. 

 

When the grain-boundary thickness is known, the specific grain-

boundary conductivity, sp

gbσ , is simply 

gbsp

gb

gb g

L

R A d

δ
σ = . (6) 

In Eq. (6), Rgb is the grain-boundary resistance, L the sample thickness, 

and A the cross-section area. Typical specific grain-boundary 

conductivity values for 8 mol% Y2O3-doped ZrO2 ceramic of high purity 

are plotted in Figure 2 as a function of temperature; the bulk 
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conductivities are also plotted for comparison. The specific grain-

boundary conductivity of 8 mol% Y2O3-doped ZrO2 ceramic is about 2 

orders of magnitude lower than the bulk conductivity.  

Typical specific grain-boundary conductivity values for 1.0 mol% 

Y2O3-doped CeO2 ceramic of high purity under an oxygen partial 

pressure of 10
5
 Pa are plotted in Figure 3 as a function of temperature; 

the bulk conductivities are also plotted for comparison. The specific 

grain-boundary conductivity of 1.0 mol% Y2O3-doped CeO2 ceramic is 

about 5 to 7 orders of magnitude lower than the bulk conductivity. But 

when 10 mol% Y2O3 is doped to CeO2, the specific grain-boundary 

conductivity is about 3 orders of magnitude lower than the bulk 

conductivity.
52

 
 

 

Figure 4. Schottky barrier heights, ∆ϕ (0), of 8 mol% Y2O3-doped ZrO2 as a function of 

inverse temperature (after Guo et al.42). 

 

With the specific grain-boundary conductivity and the bulk 

conductivity, the Schottky barrier height, ∆ϕ(0), can be calculated from 

Eq. (3) for materials of high purity. Results for 8 mol% Y2O3-doped 

ZrO2 are given in Figure 4, and the results for 10 and 1.0 mol% Y2O3-

doped CeO2 under pO2 = 10
5 
Pa in Figure 5. The Schottky barrier height 

all increases with increasing temperature. Depending on temperature, the 

Schottky barrier height of 8 mol% Y2O3-doped ZrO2 is in the range of  
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0.20-0.28 V, the Schottky barrier height of 10 mol% Y2O3-doped CeO2 is 

in the range of 0.30-0.40 V, and that of 1.0 mol% Y2O3-doped CeO2 

around 0.50 V.  
 

 
Figure 5. Schottky barrier heights, ∆ϕ (0), of 10 and 1.0 mol% Y2O3-doped CeO2 under 

pO2 = 105 Pa as a function of inverse temperature (after Guo et al.52).  

2.2.2. Oxygen-Vacancy Concentration Profile 

It has been proven that the acceptor, e.g. yttrium, accumulation 

profile formed at a high temperature is frozen at temperatures below 

1000 °C, and an yttrium grain-boundary accumulation factor of about 2 

was determined for Y2O3-doped ZrO2 by AES.
58,59

 As a first 

approximation, one can assume that the acceptor concentration is 

constant up to the grain-boundary core. In view of the acceptor profiles 

given in Figure 1, such an assumption is not unreasonable.  

The defect profiles in the space-charge layer is governed by the 

Poisson equation  

2

2

( ) 1
( )

d x
Q x

dx

ϕ

ε

∆
= − . (7) 
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In Eq. (7), Q(x) is the charge density, and ε the dielectric constant. Under 

the approximation of constant acceptor concentration, the analytical 

solution of the Poisson equation for Y2O3-doped ZrO2 gives
41

 

* 2
( )

( ) ( )
2

ZrYec
x xϕ λ

ε

′ ∞
∆ = − . (8) 

Substituting Eq. (8) into Eq. (1) and taking z = 2, one gets the oxygen-

vacancy concentration in the space-charge layer, which is
41
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x λ≥ , ( ) / ( ) 1

O OV V
c x c•• •• ∞ = . In Eqs. (8) and (9), *λ  is the width of 

the space-charge layer, expressed by 
1/ 2
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ϕ
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, (10) 

and LD is the Debye length, given by 
1/ 2

22 ( )
Zr

B
D

Y

k T
L

e c

ε

′

 
=   ∞ 

. (11) 

OV
c ••  and 

ZrYc ′  are the concentrations of oxygen vacancies and yttrium ions. 

Normalized oxygen-vacancy concentration, ( ) / ( )
O OV V

c x c•• •• ∞ , in the 

space-charge layer of 8 mol% Y2O3-doped ZrO2 calculated from Eq. (9) 

at 500 °C is shown in Figure 6. As shown in this figure, oxygen 

vacancies are depleted by more than 3 orders of magnitude in the space-

charge layer. The ratio of the grain-boundary conductivity to the bulk 

conductivity at 500 °C calculated from such an oxygen-vacancy profile 

is in the range of 0.002 to 0.01 for 8 mol% Y2O3-doped ZrO2, which is 

consistent with the experimental value (∼0.004).
41 

The vacancy depletion 

can thus account for the low grain-boundary conductivity in ZrO2 

materials of high purity. And normalized oxygen-vacancy concentrations, 

( ) / ( )
O OV V

c x c•• •• ∞ , in the space-charge layers of 10 and 1.0 mol% Y2O3-

doped CeO2 under pO2 = 10
5 

Pa at 500 °C are shown in Figure 7. As 

shown in this figure, oxygen vacancies are depleted by 7 to 10 orders of 

magnitude in the space-charge layers. 



Guo et al. 508 

 

 
Figure 6. Normalized oxygen-vacancy concentration, ( ) / ( )

O OV V
c x c•• •• ∞ , in the space-

charge layer of 8 mol% Y2O3-doped ZrO2 at 500 °C (after Guo and Maier41). 

 

 
Figure 7. Normalized oxygen-vacancy concentrations, ( ) / ( )

O OV V
c x c•• •• ∞ , in the space-

charge layers of 10 and 1.0 mol% Y2O3-doped CeO2 under pO2 = 105 Pa and at 500 °C 

(after Guo et al. 52). 
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2.3. Grain Size Dependent Grain-Boundary Conductivity 

When the grain size decreases from the micrometer to the nanometer 

scale, the nano-effects appears. The works on ZrO2 bulk ceramics by Guo 

and Zhang
46

 and Hahn et al.
65

 cover a grain size range of 41-1330 nm. 

Guo and Zhang
46

 prepared 3 mol% Y2O3-doped ZrO2 samples with 

average grain sizes of 120 to 1330 nm from high-purity powder (quoted 

impurity contents by weight: SiO2 ∼20 ppm, Al2O3 ∼50 ppm, Fe2O3 < 20 

ppm, Na2O ∼190 ppm). After sintering, the relative densities of the 

samples were all above 94%, and the phase was confirmed by X-ray 

diffraction to be tetragonal. Figure 8 shows a typical high-resolution 

TEM (HRTEM) micrograph of 3 mol% Y2O3-doped ZrO2: the 

microstructure is well developed, only atomic level disorder at the grain 

boundaries is observed, the absence of a second phase at the grain 

boundaries, even at the triple grain junction, is obvious. The 

microstructural observation is consistent with the very low impurity 

(especially silicon) content in the samples. 

 
Figure 8. HRTEM micrograph of grain boundaries in the 3 mol% Y2O3-doped ZrO2 

sample (after Guo and Waser53). 
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To illustrate the effect of grain size, the bulk conductivity, σbulk, and 

the specific grain-boundary conductivity, sp

gbσ , at 550 °C are plotted 

against average grain size in Figure 9. Data for 2.9 mol% Y2O3-doped 

ZrO2 with an average grain size of about 41 nm are also plotted for 

comparison. As shown in this figure, σbulk decreases and sp

gbσ  increases 

with decreasing grain size. The decreasing σbulk is probably due to the 

bulk “de-doping” resulting from the grain size dependent grain-boundary 

segregation:
66

 segregation occurs over a much larger grain-boundary area 

as the grain size decreases, therefore, more solute within grains is 

“drained” to the grain boundaries. 
 

 
Figure 9. Bulk conductivities and specific grain-boundary conductivities for 3 mol% 

Y2O3-doped ZrO2 at 550 °C as a function of average grain size (after Guo and Zhang46). 

Data for 2.9 mol% Y2O3-doped ZrO2 with an average grain size of about 41 nm (Hahn  

et al.65) are also plotted for comparison. 

 

∆ϕ(0) values calculated from the σbulk and sp

gbσ  are presented in 

Figure 10: the Schottky barrier height of 3 mol% Y2O3-doped ZrO2 at 

550 °C decrease with decreasing grain size. The increasing specific 

grain-boundary conductivity is due to the decreasing Schottky barrier 

height. Substituting LD and λ*
 in Eq. (9), one gets the oxygen-vacancy 

profile in the space-charge layer; such profiles for 3 mol% Y2O3-doped 
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ZrO2 at 550 °C are shown in Figure 11: the concentration of oxygen 

vacancies in the space-charge layer increases with decreasing grain size.  
 
 

Figure 10. Schottky barrier height, ∆ϕ (0), as a function of average grain size for 3 mol% 

Y2O3-doped ZrO2 at 550 °C (after Guo and Zhang46). 

 
 

Figure 11. Normalized oxygen-vacancy concentrations, ( ) / ( )
O OV V

c x c•• •• ∞ , in the space-

charge layers of 3 mol% Y2O3-doped ZrO2 of different grain sizes at 550 °C (after Guo 

and Zhang46). 
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Although the specific grain-boundary conductivity increases with 

decreasing grain size, even for the finest grain size (41 nm) the specific 

grain-boundary conductivity is still more than one order of magnitude 

lower than the bulk conductivity.  

Chiang et al.
66

 achieved a grain size of about 10 nm for 26 mol% 

Gd2O3-doped CeO2; but even for such a small grain size, the specific 

grain-boundary conductivity is still about two orders of magnitude lower 

than the bulk conductivity. Thus the refinement of grain size actually 

increases the total sample resistance. 

2.4. Zirconia Films with Nanometer Thickness 

It is difficult to prepare bulk ceramics with nanometer-sized grains, 

but it is not so difficult to prepare films with nanometer thickness. Guo  

et al.
67

 prepared 8 mol% Y2O3-doped ZrO2 films with thicknesses of 12 

and 25 nm on (100) MgO substrates by pulsed laser deposition from a 

stoichiometric ceramic target. The in-plane electrical conductivities, 

measured parallel to the film plane, are presented in Figure 12. For 

comparison, the electrical conductivity of 8 mol% Y2O3-doped ZrO2 bulk 

ceramic (with an average grain size > 15 µm) is also plotted in Figure 12. 

Figure 12. Comparison of electrical conductivities of nanostructured films and bulk 

ceramic (after Guo et al.67). 
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From this Figure, one can see that the ionic conductivity of the 

nanostructured films is lower than that of the bulk ceramic by about a 

factor of 4, and the activation energy for the conductivity is higher for 

the nanostructured films. 

 

 

 

Figure 13. (a) TEM, (b) HRTEM and (c) atomic force microscope (AFM) micrographs of 

film with a thickness of ∼12 nm. The misfit dislocations at the ZrO2/MgO interface are 

highlighted by circles (after Guo et al.67). 

 

Figure 13 (a) shows the TEM micrograph of the thin film with a 

thickness of ∼12 nm. The film is continuous and homogeneous in 

thickness. It is quite obvious that the film is polycrystalline, consisting of 

columnar grains perpendicular to the substrate. The HRTEM micrograph 

of the film (Figure 13 (b)) clearly displays the ZrO2 columnar grains, and 

it should be noted that the grain boundaries are free of any second phases. 

The ZrO2/MgO interface is more interesting: occasionally the orientation 

〈001〉ZrO2 //〈001〉MgO is fulfilled, and misfit dislocations are clearly  

 

(c) 
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observed. As demonstrated in the Figure 13 (b) inset, three MgO planes 

bond with two ZrO2 planes at the interface, giving rise to edge 

dislocations at the interface that relieve the compressive strain within the 

YSZ film. The lattice mismatch between ZrO2 and MgO is quite large  

(∼ -17.6%); such a large lattice mismatch impedes the epitaxial growth 

of ZrO2 films on MgO substrates, even though the crystal structures of 

ZrO2 and MgO are both cubic. The interface is atomically nonflat, but 

free of any second phases. According to Figure 13 (c), the average grain 

size (dg) of this film is ∼76 nm. Another film, the thickness of which is 

∼25 nm, is also polycrystalline, consisting of columnar grains 

perpendicular to the substrate, and the average grain size is ∼88 nm. The 

ZrO2/ZrO2 grain boundaries and the ZrO2/MgO interface are free of any 

second phases as well.  

The nanostructured ZrO2 films consist of columnar grains, and the 

nanostructure can be schematically represented by Figure 14 (a). In the 

current direction, charge carriers can diffuse either parallel or 

perpendicular to the grain boundaries, so there are two kinds of grain-

boundary resistances: the perpendicular resistance gbR
⊥ , which is 

g

gb

gb

gb
dA

L
R

δ

σ ⊥

⊥ =
1

, (12) 

and the parallel resistance //

gbR , given by 

gb

g

gb

gb

d

A

L
R

δσ //

// 1
= . (13) 

Usually the grain-boundary conductivity perpendicular to and that 

parallel to the current direction are different. For microstructured 

materials, dg/δgb∼10
3
, it is obvious that //

gbR >> gbR
⊥ ; the parallel resistance 

//

gbR  is therefore neglected, and the so-called grain-boundary resistance 

Rgb is simply gbR
⊥ . However, the parallel resistance //

gbR  in nanostructured 

materials cannot be neglected, because the grain size and the grain-

boundary thickness are comparable. When the parallel grain-boundary 

resistance //

gbR  is taken into consideration, the equivalent circuit becomes 

Figure 14 (b). The total dc resistance of a film sample, Rtot, in this case is 
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//

//

( )bulk gb gb
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+
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+ +
. (14) 

 

Figure 14. (a) Simplified structure of nanostructured film and (b) corresponding 

equivalent circuit (after Guo et al.67). Qbulk and Qgb are the constant phase elements. 

 

Owing to the high proportion of grain-boundary regions in the nano-

structured films, the grain-boundary resistances ( gbR
⊥  and //

gbR ) constitute 

a high proportion of the film resistance. This is consistent with the higher 

activation energy obtained for the film conductivity (Figure 12). In 

doped-ZrO2, the activation energy for the grain-boundary conductivity is 

higher, because the ionic transport across the grain boundaries should 

overcome a Schottky barrier.
41

  

As a result of the bulk “de-doping”, the bulk conductivity of the 

nanostructured ZrO2 films is expected to be lower than that of micro-

crystalline ceramics. And owing to the oxygen-vacancy depletion in the 

space-charge layer, the grain-boundary conductivity remains low even 

when the film thickness and/or the grain size decreases to the nanometer 

(a) 

(b) 
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scale. Therefore, the ionic conductivity of the nanostructured ZrO2 films 

is lower than that of microcrystalline ceramics by about a factor of ∼4. If 

nanostructured ZrO2 films are coarsened (with larger thickness and grain 

size), the conductivity of the coarsened films is expected to be 

comparable with that of bulk materials. Kosacki et al.
68 

demonstrated 

that the ionic conductivity of ZrO2 films is the same as that of bulk ZrO2 

when the grain size is ≥ 60 nm. 

12 nm is by far the smallest ZrO2 film thickness reported in literature. 

More literature results are available for thicker films. For example, the 

electrical conductivity of 8 mol% Y2O3-doped ZrO2 films, with thick-

nesses of 0.6-1.5 µm and grain sizes of 60-100 nm, was also found to be 

slightly smaller than that of bulk ceramics.
69

 However, enhanced 

conductivity has been reported for nanometer thick ZrO2 films as 

well.
68,70,71

 Kosacki et al.
68,71 

deposited epitaxial  9.5 mol% Y2O3-doped 

ZrO2 films on MgO substrates. Therefore, the grain-boundary blocking 

effect is avoided. They found that the film conductivity increases with 

decreasing film thickness when the film thickness is smaller than 60 nm. 

The conductivity of 15-nm-thick film is about one to two orders of 

magnitude higher than that of films with thicknesses of 58-2000 nm. The 

ZrO2/MgO interface is supposed to be responsible for the conductivity 

enhancement.    

The nano-effects reported in Secs. 2.3 and 2.4 are just trivial size 

effect. Since a typical space-charge layer width in doped-ZrO2 is ∼2.5 

nm,
41

 the true size effect can only be expected when the grain size 

decreases down to a few nanometers, e.g. ≤ 5 nm. No true size effect has 

been reported for doped-ZrO2 and CeO2 yet. 

2.5. Conclusions 

(1) The potential of the grain-boundary core of doped-ZrO2 or CeO2 

is positive; the enrichment of oxygen vacancies in the grain-boundary 

core is most probably responsible for the positive potential. The 

positively charged grain-boundary core expels oxygen vacancies, while it 

attracts acceptor cations, thus causing the oxygen-vacancy depletion and 

the acceptor accumulation in the space-charge layer. 
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(2) The grain-to-grain contacts are electrically resistive in nature, 

which is due to the oxygen-vacancy depletion in the space-charge layer; 

this is the decisive cause of the grain-boundary blocking effect. A 

Schottky barrier model explains the grain-boundary electrical properties. 

The activation energy for the grain-boundary conductivity is determined 

by the Schottky barrier height. 

(3) Only trivial size effect has been observed for doped-ZrO2 or CeO2. 

The grain-boundary conductivity increases with decreasing grain size; 

this is due to the decreasing Schottky barrier height. As a result, the 

concentration of oxygen vacancies in the space-charge layer increases 

with decreasing grain size. But the grain-boundary conductivity is still 

about 2 orders of magnitude lower than the bulk conductivity, even when 

the grain size is on the nanoscale, e.g. 41 nm for doped-ZrO2 and 10 nm 

for doped-CeO2. The conductivity of 12-nm-thick ZrO2 film is also lower 

than that of bulk ceramics. 

3. Mixed Conductors of Oxygen Ions and Electrons 

Owing to the positively charged grain-boundary core, electrons, as a 

result of the negative charge, should accumulate in the space-charge 

layer when present. The accumulation of electrons in the space-charge 

layer can be of importance in situations of low oxygen partial pressures, 

high temperatures and high space-charge potentials.  

Doped and undoped CeO2 can be readily reduced to introduce 

electrons into the lattice, according to 

22 ' 1/ 2O OO e V O
× ••↔ + + , (15a) 

2 1/ 2 0 Re
Re 2 Re( ) O exp

OV
B

H
K T c n p K

k T
••

 ∆
= = − 

 
, (15b) 

where 0
ReK  is the pre-exponential constant, ReH∆  the enthalpy of 

reduction. Slightly doped and undoped CeO2 materials are mixed 

conductors of oxygen vacancies and excess electrons, with the oxygen 

vacancies being doubly ionized over a wide range of temperature and 

oxygen partial pressure. Oxygen vacancies are mainly generated by 
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introducing acceptor dopants (even in undoped CeO2 of high purity, 

background impurities are still considerable
52

). It is generally agreed that 

the n-type (electron) conductivity takes place by small polaron 

transport.
72,73 

The mobility of electrons is
73

 

2 2 1 13.9 10 0.4
( ) expeon

B

cm KV s eV
T

T k T
µ

− −  ×
= − 

 
. (16) 

The mobility of oxygen vacancies µion(T ) is roughly one order of 

magnitude lower than µeon(T ).
74

  

 

Figure 15. Oxygen partial pressure dependences of the specific grain-boundary 

conductivity and the bulk conductivity of 0.1 mol% Y2O3-doped CeO2. The bulk 

conductivity line curves are the fitting results according to Eq. (17) (after Guo et al.52). 

3.1. Microcrystalline CeO2 

Guo et al.
52

 studied 0.1 mol% Y2O3-doped CeO2 of high purity,  

in which the effect of the siliceous phase is negligible. 0.1 mol%  
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Y2O3-doped CeO2 samples show remarkable n-type conductivity at low 

oxygen partial pressures and/or high temperatures, and the expected 

electron accumulation in the space-charge layer was demonstrated.  

The oxygen partial pressure dependences of 0.1 mol% Y2O3-doped 

CeO2 are presented in Figure 15. At temperatures higher than 700 °C, the 

bulk conductivities slightly increase with decreasing oxygen partial 

pressure, while the grain-boundary conductivities significantly increase. 

To give an example, at 800 °C the bulk conductivity increases by about 

25 % when the oxygen partial pressure decreases from 10
5
 to 2 Pa, 

whereas the grain-boundary conductivity increases by a factor of 3. This 

significant increase in the grain-boundary conductivity indicates that the 

electronic partial conductivity is more pronounced at the grain 

boundaries, being consistent with the expected accumulation of electrons 

in the space-charge layer. 

 

Figure 16. Ionic and electronic partial conductivities in the bulk of 0.1 mol% Y2O3-doped 

CeO2 at 800 °C as obtained from fitting according to Eq. (17) (after Guo et al.52). 

 

The conductivities given in Figure 15 are all total (ionic plus 

electronic) conductivities. The oxygen partial pressure dependence of the 

bulk total conductivity (σbulk) can be expressed by 
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 1/
2Oion eon m

bulk bulk bulk pσ σ σ α β −= + = +  (17) 

 

with ion
bulkα σ=  and m = 4 in the extrinsic region, while α = 0 and m = 6 

in the intrinsic region. By fitting experimental σbulk vs. pO2 relations 

according to Eq. (17), one can separate the ionic and electronic partial 

conductivities ( ion
bulkσ  and eon

bulkσ ) in the bulk. The fitting results of the bulk 

total conductivities are given in Figure 15, and the ionic and electronic 

partial conductivities in the bulk at 800 °C thus determined for 0.1 mol% 

Y2O3-doped CeO2 are presented in Figure 16. As shown in Figure 16, in 

the oxygen partial pressure range of 2 to 10
5
 Pa, the bulk is 

predominantly ionically conductive, i.e. ion eon
bulk bulkσ σ>  at 800 °C. The bulk 

concentrations, ( )
OV

c •• ∞  and n(∞), can be calculated from the bulk 

conductivities according to ck = σk/zkµkF, where ck denotes the 

concentration of the species k,  zk denotes the charge number (zk = 2 for 

oxygen vacancies and zk = 1 for electrons), µk the mobility, F the Faraday 

constant. 

The effective grain-boundary thickness, δgb, can be calculated from 

dgCbulk /Cgb. The effective grain boundary thickness of 0.1 mol% Y2O3-

doped CeO2 is around 12 nm, and it is temperature and oxygen partial 

pressure dependent. For pO2 = 10
5
 Pa and at low temperatures, the 

electron concentration in 0.1 mol% Y2O3-doped CeO2 is still much 

smaller than the dopant concentrations, the Schottky barrier model then 

still holds. Therefore, as an approximation, Eq. (9) may still be used to 

calculate the concentration of oxygen vacancies, ( )
OV

c x•• , in the space-

charge layer. Then the electron concentration, n(x), can be calculated 

from 
1/ 2

( )( )

( ) ( )

O

O

V

V

c xn x

n c

••

••

−
 
 =
 ∞ ∞
 

. (18) 

The profiles of oxygen vacancies and electrons thus obtained for 0.1 

mol% Y2O3-doped CeO2 at 500 °C are presented in Figure 17. It must be 

emphasized here that an inversion layer is formed even at relatively low 

temperature (e.g. 500 °C) and high oxygen partial pressure (10
5
 Pa) in  
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0.1 mol% Y2O3-doped CeO2. Within the inversion layer, the electron 

concentration is higher than the oxygen-vacancy concentration. 

 

 

Figure 17. Profiles of oxygen vacancies and electrons in space-charge layer of 0.1 mol% 

Y2O3-doped CeO2 at 500 °C and under pO2 = 105 Pa (after Guo et al.52). 

 

With increasing temperature and/or decreasing oxygen partial 

pressure, the electron concentration in the space-charge layer becomes 

higher, and the inversion layer becomes thicker. After annealing in a 

reducing atmosphere, for example, 2% H2-Ar mixture, the electronic 

conductivity dominates in 0.1 mol% Y2O3-doped CeO2. The inversion 

layer should be dominant in the space-charge layer as well; the space-

charge layer thus becomes even more conductive than the bulk. The 

electrical conductivity of 0.1 mol% Y2O3-doped CeO2 after annealing in 

the mixture of 2% H2-Ar as a function of inverse temperature is 

presented in Figure 18. Please note that the activation energy is very 

close to 0.4 eV, which is the migration enthalpy of electrons in CeO2,
72

 

suggesting that the conduction is purely electronic.  

Electrons can also be introduced into ZrO2 by, for example, doping 

with TiO2 
75

 or annealing under extremely reducing condition.
76

 The  
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accumulation of electrons in the ZrO2 space-charge layer has also been 

demonstrated. 
 

Figure 18. Temperature dependence of the conductivity of 0.1 mol% Y2O3-doped CeO2 

after annealing in 2 % H2-Ar mixture (after Guo et al.52). 

3.2. Nanocrystalline CeO2 

With the comparatively high electronic bulk contribution and  

high-density of grain boundaries, the grain boundaries in nanocrystalline 

CeO2 can become electronically conducting and dominate the overall 

behavior. The electrical conductivity of nanocrystalline CeO2 is usually 

several orders of magnitude higher than that of microcrystalline 

counterparts.
49-51,55,77

 Such an observation was initially attributed to the 

enhanced concentration of electrons in the grain-boundary core in 

nanocrystalline CeO2.
77

 The lower activation energy of the conductivity, 

thus the defect formation enthalpy, measured for nanocrystalline CeO2 

supports this argument, and it is also consistent with a theoretical 

calculation.
78

 Note that in the neutral layer model the electroneutrality 

condition in the grain-boundary core is assumed. 
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Figure 19. Schematic comparison of the neutral layer and the space-charge models. The 

impedance spectra anticipated from both models are also shown (after Kim and Maier51). 

 

The a priori significance of the space-charge concept lies in the fact 

that positive space-charge potentials of ~0.3-0.5 V have been obtained 

for CeO2,
52

 as discussed in the previous section. The magnitude of ~0.3 

V for CeO2 is sufficient to cause an electronic conductivity enhancement 

of the observed orders of magnitude for nanocrystalline CeO2. It 

becomes clear that a reliable answer as to which explanation is correct 

requires a direct separate determination of ionic and electronic 

conductivities and a quantitative analysis of the models. While in the 

neutral layer model, the ion conductivity should also — as long as the 

mobility of the vacancies is not significantly lowered — be enhanced in 

the grain-boundary core, owing to Eq. 15(a). A severe depletion of OV
••  

and hence a severe depression of the ionic conductivity should occur in 

the space-charge region.  

By separately determining the electronic and ionic contributions in 

the nominally pure and 0.15 mol % Gd-doped nanocrystalline CeO2 (the 
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grain size is about 30 nm) employing ion blocking cells, Kim and 

Maier
51

 proved that the much higher conductivity of nanocrystalline 

CeO2 is due to the electron accumulation in the space-charge layer. 

Under these conditions, electrons are expected to flow along the grain 

boundaries parallel to the current direction, while the migration of 

oxygen vacancies is expected to occur in the bulk, interrupted by the 

grain boundaries perpendicular to the current direction. Figure 19 

schematically distinguishes between the neutral layer model and the 

space-charge model. The impedance spectra for electronic and ionic 

conduction in nanocrystalline CeO2 predicted by both models are also 

shown in Figure 19. 

 
Figure 20. The impedance spectra measured from (a) nominally pure and (b) 0.15 mol % 

Gd-doped nanocrystalline CeO2. The inset shown in (b) presents the spectrum at high 

frequencies (after Kim and Maier51). 

 

Figure 20 shows the measured impedance spectra. Indeed, Figure 

20(b) shows two separated semicircular arcs, while Figure 20(a) shows 

only one semicircular arc. Note that such spectra are expected only based 

on the space-charge model as shown in Figure 19. 

Furthermore, the oxygen partial pressure and the temperature 

dependences of the electronic and ionic conductivities of nanocrystalline 

CeO2 were precisely reproduced by the Schottky barrier model. The 

space-charge potential estimated using Eq. (3) is 0.3 V, and the width of 

the space-charge layer is 2-3 nm depending upon temperature, consistent 
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with the value measured for microcrystalline CeO2. Figure 21 shows the 

oxygen-vacancy concentration profile in the space-charge layer in 0.15 

mol % Gd-doped CeO2 calculated using Eq. (9). The width of the space-

charge layer shown in Figure 21 is consistent with the measured value. 

 

 
Figure 21. Normalized oxygen-vacancy concentration, ( ) / ( )

O OV V
c x c•• •• ∞ , in the space-

charge layer at 404 oC when the space-charge potential is 0.3 V. Insert is the linear scale 

(after Kim and Maier51). 

3.3. Conclusion 

While present, electrons are accumulated in the space-charge layer; 

such a phenomenon has been demonstrated in micro- and nanocrystalline 

CeO2 ceramics. With the comparatively high electronic bulk contribution 

and high density of grain boundaries, the grain boundaries in 

nanocrystalline CeO2 becomes electronically conducting and dominate 

the overall behavior. Under these conditions, electrons are expected to 

flow along the grain boundaries parallel to the current direction, while 

the migration of oxygen vacancies is expected to occur in the grain bulk, 

interrupted by the grain boundaries perpendicular to the current direction.  
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4. Mixed Conductors of Oxygen Ions and Holes 

In oxidizing to moderately reducing atmosphere, typically 10
-5

 to 10
5
 

Pa at 600 K, acceptor-doped SrTiO3 or BaTiO3 is a mixed conductor of 

oxygen vacancies and holes. Electrons are also present, however, with a 

bulk concentration several orders of magnitude lower than those of 

oxygen vacancies and holes.
79-82

  

A positive potential in the grain-boundary core has also been found 

in nominally undoped and acceptor-doped SrTiO3, which is ascribed to 

an enhanced concentration of oxygen vacancies in the grain-boundary 

core, and the excess of oxygen vacancies (relative to the bulk) in the core 

is theoretically demonstrated to be energetically favorable.
83-88

 An atomic 

resolution analysis
84

 shows that the incomplete oxygen octahedra in the 

grain-boundary core act as immobile effective oxygen vacancies and lead 

to a fixed, positive core charge. The positive core charge leads to the 

depletion of oxygen vacancies and holes in the space-charge layer, 

giving rise to a back-to-back double Schottky barrier situation. As a 

result, the specific conductivity of the grain boundary is several orders of 

magnitude lower than the bulk conductivity.
89-97  

The constancy of the electrochemical potential of oxygen vacancies 

and holes demands, for a dilute solution, that  

2

2

( )( ) 2 ( )
exp

( )( )

O

O

V

V

c xp x e x

c bulk kTp bulk

ϕ••

••

∆ 
= = − 

 
, (19) 

the depletion of oxygen vacancies is thus quadratic, compared with that 

of holes. The comparison of the concentrations of various charge carriers 

in the bulk and at the grain boundary ought to deliver significant 

information on the validity of this space-charge picture. In order to 

enable this, ionic and electronic contributions to the grain-boundary 

conductivity have to be separated. 

4.1. Electronic and Ionic Contributions to the Grain-Boundary 

Conductivity 

Here we demonstrate how the ionic and electronic partial 

conductivities of a blocking grain boundary perpendicular to the current 
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direction can be determined, and applied it to a Fe-doped SrTiO3 

bicrystal. More detailed description can be found in Ref. 98.  

As illustrated in Figure 22, if a single crystal with identical geometry 

and composition is used to “imitate” the grain bulk of a bicrystal, the 

electronic and ionic contributions to the grain-boundary conductivity of 

the bicrystal can be separated by means of the Hebb-Wagner polariza-

tion. The ionic and electronic partial conductivities of the grain bulk can 

be obtained from the single crystal, and the ionic and electronic partial 

conductivities of the single grain boundary can be obtained from the 

bicrystal. 

Figure 22. Imitation of the grain bulk of a bicrystal by a single crystal with identical 

geometry and composition (G.B.: grain boundary). 

Free polished surfaces as well as Au coated surfaces exhibit such a 

sluggish oxygen exchange rate for T < 750 K that neither a special 

blocking electrode nor a glass-sealing of the non-contacted surfaces is 

necessary to perform such a stoichiometric polarization on SrTiO3.
89,90

 

This inhibition is efficiently suspended at YBa2Cu3O6+x (YBCO) 

electrodes.
89,90

 Hence, a reversible YBCO electrode and an ionically 

blocking Au electrode were used to determine the electronic partial 

conductivity of SrTiO3. All experiments were carried out on a SrTiO3 

single crystal and a SrTiO3 bicrystal with a Σ5 grain boundary 

perpendicular to the current direction. The single crystal and the bicrystal 

were both prepared from a SrTiO3 single crystal boule doped with 0.016 

wt.% Fe. The single crystal was used for the purpose of comparison, and 

as already pointed out, to “imitate” the grain bulk of the bicrystal. The 

Σ5 grain boundary is a symmetric boundary with a tilt angle of 36.8° 

with respect to the grain-boundary plane (310). 
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Experimentally obtained electronic and ionic partial conductivities of 

the grain boundary of the SrTiO3 bicrystal are given in Figure 23, with 

corresponding bulk values. The atmosphere used during measurements 

was argon with an oxygen partial pressure of about 2.0 Pa. As shown in 

this figure, the electronic and ionic partial conductivities in the bulk are 

comparable, and the ionic partial conductivity becomes increasingly 

important with decreasing temperature; contrary to the bulk, the 

electronic partial conductivity is always dominant at the grain boundary. 

This is qualitatively exactly what we expect from the space-charge 

picture. 

 
Figure 23. Temperature dependence of total and partial conductivities of (a) bulk  and (b) 

grain boundary (after Guo et al.98). 

 

If estimated from the defect chemistry,
90,99

 the electron concentration 

in the bulk of the SrTiO3 bicrystal is 7 to 9 orders of magnitude lower 

than the hole concentration in the temperature range of 700 to 600 K. 
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Therefore, the electronic partial conductivities in the bulk shown in 

Figure 23(a) can be almost solely attributed to holes. The concentrations 

of charge carriers in the bulk can be calculated from the bulk 

conductivities; calculated concentrations at 700 and 600 K are shown in 

Figure 24. At both temperatures, the concentrations of oxygen vacancies 

are about 3 to 4 orders of magnitude higher than those of holes; but due 

to the much higher mobility of holes, the electronic partial conductivities 

are always higher. 

Figure 24. The concentration profiles of oxygen vacancies and electron holes in the bulk 

and in the space-charge region at (a) 700 K and (b) 600 K (after Guo et al.99). 

 

Since the hole conduction is dominant both in the grain bulk and at 

the grain boundary, and z = 1 for holes, thus 

( )exp (0) /

2 (0) /

Bbulk

gb B

e k T

e k T

ϕσ

σ ϕ

∆
=

∆
. (20) 

The Schottky barrier height, ∆ϕ(0), determined from Eq. (20) is ∼0.84 V. 

And the grain-boundary thickness, δgb, calculated from the grain-boundary 
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capacitance (Eq. (5)), is in the range of about 110 to 130 nm when the 

temperature decreases from 700 K to 600 K. Calculated from the 

Schottky barrier height, the concentration of oxygen vacancies at x = 0 is 

about 12 orders of magnitude lower than the bulk value, and the 

concentration of holes about 6 orders of magnitude lower at 700 K. The 

oxygen-vacancy concentration profile is given by Eq. (9) (see Sec. 2.2.2), 

and the hole concentration profile by Eq. (19). The calculated profiles of 

oxygen vacancies and holes in the space-charge region at 700 and 600 K 

are also plotted in Figure 24. As shown in this figure, (i) both charge 

carriers are depleted in the space-charge layer, and depletion of oxygen 

vacancies is more severe; (ii) the space-charge layer becomes thicker at 

lower temperature. 

4.2. Thickness Dependent p-Type Conductivity of Epitaxial SrTiO3 

Thin Films 

Unlike ZrO2 and CeO2, the space-charge layer width of SrTiO3 can 

be as large as tens of nanometers; one good example is Figure 24. This is 

due to the relatively large dielectric constant and low dopant 

concentration. Therefore, the effects of the space-charge layer are very 

pronounced in thin films and ceramics with fine grain size. The effects of 

the space-charge layer in epitaxial SrTiO3 thin films
100

 are analyzed in 

the following. 

  

Figure 25. Thickness dependence of the p-type conductivities of the epitaxial SrTiO3 thin 

films at 700 °C (after Guo et al.100). 
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The epitaxial (100) SrTiO3 thin films with thicknesses of 3 µm, 1 µm 

and 250 nm were prepared by pulsed laser deposition (PLD) on (100) 

MgO substrates. The complication of grain boundaries is avoided in 

epitaxial thin films. MgO is highly insulating, and the lattice mismatch 

between MgO and the perovskite thin film is sufficiently low to allow for 

the growth of single crystalline titanate thin films. Furthermore, the 

thermal expansion coefficients are favorable to the stability of the films. 

Though nominally undoped, the chemical analysis of impurity 

concentrations revealed a slight presence of acceptor type elements, 

mainly Fe <150 ppm, Mg <40 ppm and Sc <193 ppm. 

The existence of the space-charge layer at the titanate surfaces has 

been experimentally demonstrated by the 
18

O tracer diffusion experi-

ments.
101,102 

In bulk materials, the effect of the surface space-charge layer 

is negligible in most cases. However, the surface space-charge layer 

plays an important role in thin films due to the very large surface-to-

volume ratio. Epitaxial thin films of different thicknesses allow studying 

the extent to which the distance between surfaces as well as the surface 

itself affects the conduction characteristics. The thickness dependence of 

the p-type conductivities of the epitaxial SrTiO3 thin films, measured at 

700 °C in pure oxygen, is displayed in Figure 25. In the p-type region, 

the absolute conductivity values decrease with decreasing film thickness.  

In the measurement current direction (y axis), the resistance, ∆Rsc, of 

a slice in the space-charge layer with a thickness of ∆x is (see Figure 26): 

1

( )
sc

L
R

x w xσ
∆ =

∆
. (21) 

The SrTiO3/MgO interface is different from the SrTiO3/atmosphere 

interface, but it is not possible to separate the SrTiO3/MgO interface and 

the SrTiO3/atmosphere interface with present electrical characterization 

techniques. Therefore, as an approximation, both interfaces are assumed 

to be identical. Then the resistance, Rsc, of two space-charge layers is: 
*

0

1 1 2
2 2 ( ) ( )

sc sc

w w
x x x dx

R R L L

λ

σ σ= = ∆ =
∆

∑ ∑ ∫ . (22) 

In Eqs. (21) and (22), σ(x) is the conductivity at locus x. The resistance, 

Rin, of the inner portion (excluding the space-charge layers) is  
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1

( ) ( 2 )
in

L
R

in w tσ λ∗
=

−
. (23) 

Therefore, the conductivity, σ, of the film is  

*

0

2 2 ( )
( ) 1

( )

x
in dx

t t in

λλ σ
σ σ

σ

∗  
= − +  

   
∫ 

. (24) 

 

Figure 26. Sketch of the film. The measurement current direction is parallel to axis y 

(after Guo et al.100). 

 

When t >> 2λ∗
, a more detailed analysis is possible. When t >> 2λ∗

, 

the Poisson equation can be analytically solved for semi-infinite 

boundary conditions. For acceptor-doped SrTiO3, ∆ϕ(0) was determined 

to be mostly in the range of 0.5 to 0.8 V.
89,99,103

 Taking ∆ϕ(0) = 0.5 V,  

λ∗ 
of the epitaxial SrTiO3 thin films is estimated from the impurity level 

to be ∼15 nm at 700 °C. Even for the 250 nm thick film, the film 

thickness is still much larger than the combination of two space-charge 

layers. Therefore, we have t >> 2λ∗
 for the films. According to the 

Schottky barrier model, the electrostatic potential, ∆ϕ(x), of the space-

charge layer is
89

 

* 2( ) ( )
2

Aec
x xϕ λ

ε
∆ = − , (25) 

and the space-charge layer width, λ∗
, is

89
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1/ 2

2
(0)

Aec

ε
λ ϕ∗  

= ∆ 
 

. (26) 

In Eqs. (25) and (26), cA is the acceptor concentration. 

In the p-type region, acceptor-doped SrTiO3 is a mixed conductor of 

oxygen vacancies and electron holes, however, with the hole conduction 

being dominant. Oxygen vacancies and holes are depleted in the space-

charge layers at the surfaces. Such a situation for the epitaxial SrTiO3 

thin films is depicted in Figure 27.  
 

Figure 27. Oxygen-vacancy and hole concentration profiles across epitaxial SrTiO3 thin 

film in the p-type region. The space-charge layers are the shaded regions (after Guo  

et al.100). 

 

At equilibrium, the p-type conductivity is given by 

( ) ( )
exp

( )

p

p B

x e x

in k T

σ ϕ

σ

 ∆
= − 

 
, (27) 

where σp(x) and σp(in) are the p-type conductivity at locus x and the 

inner portion of the film, respectively. Accordingly, Eq. (24) becomes 

*

0

2 2 ( )
( ) 1 expp p

B

e x
in dx

t t k T

λλ ϕ
σ σ

∗    ∆
= − + −    

    
∫ . (28) 

The integration of Eq. (28) yields
100
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( ) 1 2
(0)

B
p p

k T
in

e t

λ
σ σ

ϕ

∗  
= − −  

∆  
. (29) 

Since the value of λ∗
/t increases with decreasing film thickness, then 

according to Eq. (29), the p-type conductivity decreases with decreasing 

film thickness. 

In summary, the surface space-charge layers play an increasingly 

important role in the charge carrier transport with decreasing film 

thickness. In the p-type region, oxygen vacancies and holes are depleted 

in the space-charge layers, and the proportion of the depletion layers 

increases with decreasing film thickness, which causes the decreasing p-

type conductivity with decreasing film thickness. The film thickness 

dependent conductivity is due to the trivial size effect. 

4.3. Overlapping of Neighboring Space-Charge Layers in 

Nanocrystalline SrTiO3 

Because of the relatively large space-charge layer width, there is a 

good chance to achieve the overlapping of neighboring space-charge 

layers in nanostructured SrTiO3. Balaya et al.
104,105

 prepared nano-

crystalline SrTiO3 ceramics with a grain size of 80 nm. The acceptor 

impurity level was determined to be about 100 ppm, and the oxygen 

partial pressure dependence of the electrical conductivity is described by 

a power law with an exponent +0.21, indicating p-type conductivity. The 

space-charge potential was estimated to be about 0.20 V. The space-

charge layer width calculated from the impurity level and the space-

charge potential is then 48 nm, which is more or less half the grain size. 

Therefore, the neighboring space-charge layers are expected to overlap. 

The following observations support this argument:  

1. The impedance spectrum of nanocrystalline SrTiO3 shows only 

one semicircle, whereas the grain bulk and the grain boundary 

impedances are well separated for microcrystalline SrTiO3.  

2. The dielectric constant of nanocrystalline SrTiO3 is very close to 

that of the grain bulk of microcrystalline SrTiO3.  

In addition, a simulation based on the space-charge layer overlapping 

reproduces the major features of the measured impedance spectra.  
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When the neighboring space-charge layers overlap, oxygen 

vacancies and holes are depleted over entire grains; therefore, even the 

grain bulk is negatively charged. However, the material remains 

electrically neutral, because the negative charge of the grain bulk is 

compensated by the positive charge of the grain-boundary core. 

4.4. Enhancement of p-Type Conductivity in Nanocrystalline BaTiO3 

BaTiO3 ceramic samples, nominally undoped but actually doped 

with acceptor impurities (mainly 82 ppm Mn, the others, e.g. Al, Sc, Fe, 

etc., are below the detection limit), with an average grain size of ∼35 nm 

were prepared and the electrical properties investigated by Guo et al.
106

 

For comparison, microcrystalline samples with an average grain size of 

∼5.6 µm were prepared by firing the nanocrystalline samples at 1100 °C 

for 2 hours. Figure 28 shows the TEM micrograph of the nanocrystalline 

BaTiO3 ceramic, indicating an average grain size of ∼35 nm. The 

HRTEM micrograph shown in the inset demonstrates that the grain 

boundaries were free of impurity phases.  

 

 
Figure 28. TEM micrograph of BaTiO3 ceramic with an average grain size of ∼35 nm. 

The HRTEM micrograph in the inset demonstrates atomically abrupt grain boundaries 

with no intergranular impurity phase (after Guo et al.106). 
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Figure 29. Temperature dependence of the conductivities of nano- and microcrystalline 

BaTiO3 samples measured in pure oxygen (after Guo et al.106).  

 

The electrical conductivities of the nano- and microcrystalline 

BaTiO3 ceramics measured in pure oxygen (pO2 = 10
5
 Pa) are plotted in 

Figure 29 as a function of temperature. Within the temperature range of 

400 to 700 °C (well above the ferroelectric transformation temperature 

(∼120 °C
107

)), the conductivity of the nanocrystalline sample is about 1 

to 2 orders of magnitude higher than that of the microcrystalline sample, 

and the activation energy is remarkably lower for the nanocrystalline 

sample.  

As the samples are doped with acceptor impurities, the principle 

defect reaction in an oxidizing atmosphere is
108,109
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In Eq. (30b), OxH∆  is the oxidation enthalpy, and 0

OxK  the pre-

exponential constant. Oxygen vacancies are generated by the 

compensation of acceptor impurities. Owing to the higher mobility of 

holes, the conductivity of the nanocrystalline sample is of p-type, as 

demonstrated by the oxygen partial pressure dependence (Figure 30). 

Although an electron accumulation at the grain boundaries similar to 

nanocrystalline CeO2 is expected for acceptor-doped BaTiO3, the higher 

conductivity of nanocrystalline BaTiO3 shown in Figure 29 cannot be 

due to the electron accumulation at the grain boundaries; this is because 

of the p-type conductivity of nanocrystalline BaTiO3. 
 

Figure 30. Oxygen partial pressure dependence of the bulk conductivity of nano-

crystalline BaTiO3 (after Guo et al.106). 

 

At 700 °C, both the nano- and microcrystalline samples were 

annealed under pO2 = 2 Pa for 30 hours, afterwards, pure oxygen  

as introduced and both samples were annealed in oxygen for another  

30 hours. This treatment caused a weight gain of ∼0.023 wt.% in the 

microcrystalline sample, whereas ∼0.098 wt.% in the nanocrystalline 

sample. This phenomenon suggests that the ( )OxK T  value of Eq. (30b)  

is higher for nanocrystalline BaTiO3, which may be due to a smaller 

oxidation enthalpy for nanocrystalline BaTiO3. From Eq. (30b),  
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one readily gets p ~ ( )exp / 2Ox BH k T−∆ . In addition, the mobility µ ~  

( )exp /m BH k T−∆ , so that the conductivity σ ~
/ 2

exp Ox m

B

H H

k T

 ∆ + ∆
− 
 

 

as σ = epµ; therefore, the activation energy for the p-type conductivity 

/ 2a OxE H= ∆ + mH∆ . In the above equations, mH∆ is the migration 

enthalpy of holes. For microcrystalline BaTiO3, OxH∆ was determined to 

be ∼0.92 eV.
108

 Assuming that mH∆  is similar for micro- and 

nanocrystalline BaTiO3, one estimates OxH∆  to be ∼0.3 eV for 

nanocrystalline BaTiO3 from the activation energies for the bulk 

conductivities given in Figure 29. This indicates an amazing reduction of 

the oxidation enthalpy. A smaller OxH∆  for nanocrystalline BaTiO3 

naturally results in a higher hole concentration and higher p-type 

conductivity. 

At nanometer scale, the defect thermodynamics of BaTiO3 is most 

probably dominated by the grain boundaries.  This is a true size effect. 

4.5. Conclusion 

Oxygen vacancies and holes are depleted in the space-charge layer of 

acceptor-doped SrTiO3 and BaTiO3, resulting in a grain-boundary 

conductivity orders of magnitude lower than the bulk conductivity. The 

grain-boundary electrical properties can be described by a Schottky 

barrier model. The space-charge layer width of acceptor-doped SrTiO3 

and BaTiO3 is comparatively large, therefore, both trivial size effect and 

true size effect have been observed. The surface space-charge layers play 

an increasingly important role in the charge carrier transport with 

decreasing film thickness. This is a trivial size effect, as long as the film 

thickness is considerably larger than the space-charge layer width. The 

work on nanocrystalline BaTiO3 demonstrates that the defect thermo-

dynamics is different when the grain size decreases to the nanometer 

scale. This is a true size effect. 

5. Concluding Remarks 

The trivial size effect only modifies the electrical properties of 

nanostructured oxides. With continuously decreasing feature size (e.g. 
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grain size or film thickness), one can observe the continuous variation of 

the electrical properties. This is because the impact of the interfacial 

properties on the overall materials properties increases continuously with 

decreasing feature size. Doped-ZrO2 or CeO2 ceramics best embody the 

trivial size effect. The grain-boundary conductivity of nanocrystalline 

ZrO2 and CeO2 increases with decreasing grain size; however, it still 

remains more than one order of magnitude lower than the bulk 

conductivity, even when grain size is only 10 nm. Owing to the high-

density of grain boundaries, the total conductivity of nanocrystalline 

ZrO2 or CeO2 is lower than that of microcrystalline ZrO2 or CeO2.  

The nanostructured oxides exhibit distinctively different electrical 

properties when the true size effect appears. The grain-boundary 

conductivity of SrTiO3 and BaTiO3 is many orders of magnitude lower 

than the bulk conductivity. Therefore, the p-type conductivity decreases 

with decreasing feature size. Such a phenomenon has been observed for 

SrTiO3 epitaxial thin films. However, comparing with microcrystalline 

BaTiO3, the p-type conductivity of nanocrystalline BaTiO3 is about one 

to two orders of magnitude higher and the activation energy remarkably 

lower. This phenomenon is ascribed to a greatly reduced oxidation 

enthalpy in nanocrystalline BaTiO3 (∼0.3 eV vs. ∼0.92 eV for micro-

crystalline BaTiO3). The greatly reduced oxidation enthalpy is due to the 

true size effect. 
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Nanostructured materials lie at the heart of the fundamental advances in 

efficient energy storage/conversion in which surface process and 

transport kinetics place determining roles. This review describes some 

recent developments in the synthesis and characterizations of 

nanostructured cathode materials, including lithium transition metal 

oxides, vanadium oxides, manganese oxides, lithium phosphates, and 

various nanostructured composites.  The major topic of this article is to 

highlight some new progress in using these nanostructured materials as 

cathodes to develop lithium batteries with high energy density, high 

rate capability and excellent cycling stability.   

1. Introduction 

1.1 General Background 

Recent increases in demand for oil, associated price increases, and 

environmental issues are continuing to exert pressure on an already 

stretched world energy infrastructure.  Significant progress has been 

made in the development of renewable energy technologies such as solar 

cells, fuel cells, and bio-fuels.  In the past, these types of energy sources 
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have been marginalized, but as new technology makes alternative energy 

more practical and price competitive with fossil fuels, it is expected that 

the coming decades will usher in a long expected transition away from 

oil and gasoline as our primary fuel.  Although a variety of renewable 

energy technologies have been developed, they have not reached wide 

spread use. High performance of such technologies is mainly achieved 

through designed sophisticated device structures with multiple materials, 

for example tandem cells in photovoltaic devices. Almost all the 

alternative energy technologies are limited by the materials properties. 

For example, poor charge carrier mobilities in organic/polymer 

semiconductors limit the energy conversion efficiency of organic 

photovoltaic cells less than 6%. Thermoelectrics typically possess a 

figure of merit less than 2.5. Portable electric power sources have lower 

energy and power density due largely to poor charge and mass transport 

properties. New materials that are chemically modified through 

molecular or atomic engineering and/or possess unique microstructures 

would offer significantly enhanced properties for more efficient energy 

conversion devices and high density energy/power storage. 

One alternative energy/power source under serious consideration is 

electrochemical energy production, as long as this energy consumption is 

designed to be more sustainable and more environmentally benign.  The 

lithium-ion battery is the representative system for such electrochemical 

energy storage and conversion.  At present lithium-ion batteries are 

efficient, light-weight and rechargeable power sources for consumer 

electronics, such as laptop computers, digital cameras and cellular 

phones.  Moreover, it has been intensively studied for use as power 

supplies of electric vehicles (EVs) and hybrid electric vehicles (HEVs).  

High energy and high power densities are required for such devices.  

Lithium-ion batteries are attractive power-storage devices owning to 

their high energy density [1].  However, their power density is relatively 

low because of a large polarization at high charging-discharging rates.  

This polarization is caused by slow lithium diffusion in the active 

material and increases in the resistance of the electrolyte when the 

charging-discharging rate is increased.  To overcome these problems, it 

is important to design and fabricate nanostructured electrode materials 
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that provide high surface area and short diffusion paths for ionic 

transport and electronic conduction.  

Nanomaterials offer the unusual mechanical, electrical and optical 

properties endowed by confining the dimensions of such materials and 

the overall behavior of nanomaterials exhibit combinations of bulk and 

surface properties [2].  Thus, nanostructured materials are drawing a 

tremendous amount of attention because of their novel properties, and 

because of their potential applications in a variety of nanodevices, such 

as field-effect transistors (FETs) [3 ,4 ,5 ,6 ], chemical and biological 

sensors[7,8,9,10], nanoprobes [11], and nanocables [12].  The reports on 

the processing, properties and applications of nanomaterials are rapidly 

appearing on daily basis.  Many synthesis methods have been reported 

for the synthesis of nanostructured electrode materials.  Among them, 

solution-based methods are well known for their advantages in tailoring 

the size and morphology of the nanostructures.  It is the uncomplicated 

sol-gel processing (soft chemistry) method in combination with template 

synthesis or hydrothermal treatment that produces the most desirable 

nanostructures with remarkable reliability, efficiency, selectivity, and 

variety.  Template sysnthesis is a general method for preparing ordered 

arrays of nanostructures with nanorods/nanotubes/nanocables protruding 

from the underlying current collector [13].  Hydrothermal synthesis is 

another powerful tool to transform transition metal oxides into high-

quality nanostructures.  Other fabrication methods of nanostructures 

include reverse micelle technique and the size of nanostructures can be 

tuned easily by keeping the freshly made nanorods in the micellar 

solution [14].  This article aims to give a concise and useful survey of 

recent progress on synthesis and characterizations of nanostructured 

cathode materials for lithium-ion batteries, starting with a brief overview 

on lithium-ion batteries and cathode materials as follows. 

1.2 Lithium Batteries and Cathode Materials 

A battery consists of three basic components: an anode, a cathode, 

and an electrolyte; and is a device that converts chemical potential to 

electric energy through faradaic reactions, that include heterogeneous 

charge transfer occurring at the surface of an electrode [15].  Batteries 
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are broadly grouped as primary and secondary batteries. Primary 

batteries are single-use devices and can not be recharged; secondary 

batteries are also called rechargeable batteries and can be recharged for 

many times.  In a typical secondary battery, energy storage involves 

faradaic reactions occurring at the surface of an electrode, and mass and 

charge transfer through the electrode; therefore, the surface area and the 

transport distance play important roles in determining the performance of 

the battery in question. Chemical composition, crystal structure, and 

microstructure will have significant impacts on the surface reaction and 

transfer processes, as well as, its cyclic stability. 

Intercalation electrodes in batteries are electroactive materials and 

serve as a host solid into which guest species are reversibly intercalated 

from an electrolyte.  Intercalation compounds are a special family of 

materials.  The intercalation refers to the reversible intercalation of 

mobile guest species (atoms, molecules or ions) into a crystalline host 

lattice that contains an interconnected system of empty lattice site  

of appropriate size, while the structural integrity of the host lattice  

is formally conserved [16]. The intercalation reactions typically occur 

around room temperature.  A variety of host lattice structures have been 

found to undergo such low temperature reactions [17]. However, the 

intercalation reactions involving layered host lattices have been most 

extensively studied, partly due to the structural flexibility, and the ability 

to adapt to the geometry of the intercalated guest species by free 

adjustment of the interlayer separation.  The readers are referred to a 

comprehensive and excellent article on inorganic intercalation 

compounds [16]. Despite the differences in chemical composition and 

lattice structure of the host sheets, all the layer hosts are characterized by 

strong interlayer covalent bonding and weak interlayer intercalations.  

The weak interlayer intercalations include van der Waals force or 

electrostatic attraction through oppositely charged species between two 

layers. Various host lattices are metal dichalcogenides, metal oxyhalides, 

metal phosphorous trisulphides, metal oxides, metal phosphates, 

hydrogen phosphates, and phosphonates, graphite and layered clay 

minerals.  Guest materials include metal ions, organic molecules and 

organometallic molecules.  When guest species are incorporated into host 

lattices, various structural changes will take place.  The principle 
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geometrical transitions of layered host lattice matrices upon intercalation 

of guest species include: (1) change in interlayer spacing, (2) change in 

stacking mode of the layers and (3) formation of intermediate phases at 

low guest concentrations may exhibit staging [18].  There are various 

synthesis methods for the formation of intercalation compounds [16,19].  

The most commonly used and simplest method is the direct reaction of 

the guest species with the host lattice [20 ]. For direction reactions, 

intercalation reagent must be good reducing agents of the host  

crystals. Ion exchange is a method to replace the guest ion in an 

intercalation compound with another guest ion, which offers a useful 

route for intercalating large ions that do not directly intercalate [21]. 

Appropriate chosen solvents or electrolytes may assist the ion exchange 

reactions by flocculating and reflocculating the host structure [ 22 ]. 

Electrointercalation is yet another method, in which the host lattice 

serves as the cathode of an electrochemical cell [23]. Electrochemical 

lithium intercalation occurs together with compensating electrons leading 

to the formation of vanadium bronzes as follows: 

V2O5 + xLi
+
 + xe

-
� LixV2O5                                        (1) 

The principal concept of lithium-ion batteries is illustrated in Figure 

1. A combination of a negative lithium intercalation material (anode) 

with another lithium intercalation material (cathode) having a more 

positive redox potential gives a Li-ion transfer cell.  Anode and cathode 

are separated by the electrolyte which is an electronic insulator but a Li-

ion conductor.  Upon charging, lithium ions are released by the cathode 

and intercalated at the anode.  When the cell is discharged, lithium ions 

are extracted by the cathode and inserted into the anode.  Early batteries 

used metallic lithium as anode which combines a very negative redox 

potential with a low equivalent weight.  It was later replaced by carbon 

because of safety concerns.  Replacement of the metallic lithium or 

carbon by lithium intercalation compounds improves both cell life and 

safety but at the expense of cell voltage, specific charge, and rate 

capability.  Electrode materials must fulfill three fundamental 

requirements to reach the goal of a high specific energy and energy 

density: (1) a high specific charge and charge density, i.e., a high number 

of available charge carriers per mass and volume unit of the material; (2) 

a high cell voltage, resulting from a high (cathode) and low (anode) 
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standard redox potential of the respective electrode redox reaction; and 

(3) a high reversibility of electrochemical reactions at both cathodes and 

anodes to maintain the specific charge for hundreds of charge/discharge 

cycles.   

Ever since the idea of a rechargeable lithium cell based on Li 

intercalation reactions was initiated in the early 1970s, numerous lithium 

intercalation electrodes have been proposed to date.  The area of 

cathodes is much less developed than anodes [24], and we will focus on 

the cathode materials in this article.  Details on lithium-ion battery 

cathode materials can be found in recent reviews by M. Whittingham et 

al [25,26].  There are two categories of cathode materials.  One is layered 

compounds with anion close-packed lattice; transition metal cations 

occupy alternate layers between the anion sheets and lithium ions are 

intercalated into remaining empty layers.  LiTiS2, LiCoO2, LiNi1-xCoxO2, 

and LiNix MnxCo1-2xO2 are all belonged to this group.  The spinels with 

the transition metal cations ordered in all the layers can be considered to 

be in this group as well.  This class of materials have the inherent 

advantage of higher energy density (energy per unit of volume) owning 

to their more compact lattices.  The other group of cathode materials has 

more open structures, such as vanadium oxides, the tunnel compounds of 

Figure 1.  Schematic illustration of a lithium-ion battery. 
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manganese oxides, and transition metal phosphates (e.g., the olivine 

LiFePO4).  These materials generally provide the advantages of better 

safety and lower cost compared to the first group.  This article will 

review methods to synthesize nanostructures of these two groups of 

cathode materials for use as high-performance electrodes in lithium-ion 

batteries, choosing LiCoO2, LiNiO2, LiMn2O4, substituted lithium metal 

oxides, solid solutions of lithium metal oxides, V2O5, MnO2, and 

LiFePO4 as representatives.  Section 2 covers lithium transition metal 

oxides and section 3 reviews vanadium oxides and manganese oxides.  

Lithium phosphates are discussed in section 4.  In each section, we look 

firstly at structural and electrochemical properties of the materials, then 

at synthesis and characterization of nanostructures of these materials, 

how synthesis methods and parameters affect properties, and how to 

improve electrochemical performance even further by incorporating 

other nanomaterials such as nanosized oxide coatings on lithium metal 

oxides and nanosized carbon coatings on lithium phosphates.  The last 

point leads to an overview on nanostructured composites in section 5, 

including discussions about nanostructured composites of carbon-oxide, 

polymer-oxide, metal-oxide, carbon-polymer, oxide-oxide, and metal-

polymer-oxide.  To the best of our knowledge, there is no comprehensive 

review to cover a large variety of nanostructured cathode materials to 

date. Herein we highlight some recent progress in using various 

nanostructured cathode materials to develop high-performance lithium-

ion batteries.   

2. Nanostructured Lithium Transition Metal Oxides and Nanosized 

Coatings on Lithium Transition Metal Oxides 

Currently there are three intercalation materials that are used 

commercially as cathode materials for rechargeable lithium batteries: 

LiCoO2, LiNiO2 and LiMn2O4. LiCoO2 is the most popular among the 

possible cathode materials due to the convenience and simplicity of 

preparation. This material can be easily synthesized using both solid state 

and chemical approaches [27,28]. The LixCoO2 system has been studied 

extensively thus far [29,30]. The LixCoO2 exhibits excellent cyclability at 

room temperature for 1 > x > 0.5. Therefore, the specific capacity of the 
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material is limited to the range of 137 to 140 mAh/g, although the 

theoretical capacity of LiCoO2 is 273 mAh/g [31]. On the other hand, 

LixCoO2 is very expensive and highly toxic, in spite of its good 

electrochemical property and easy synthesis.  The reversible capacity of 

LixNiO2 is higher than that of LixCoO2, since the amount of lithium that 

can be extracted/intercalated during redox cycles is around 0.55 in 

comparison with 0.5 for LiCoO2, allowing the specific capacity to be 

more than 150 mAh/g with appropriate cyclability [ 32 ].  Although 

LiNiO2 is isostructural to LiCoO2, preparation of LiNiO2 is more 

complicated. Since there are additional nickel ions on the lithium sites, 

and vice versa in the crystal  structure of LiNiO2, the Li-Ni-O system is 

represented by Li1-yNi1+yO2 with a deviation from the normal 

stoichiometry [33,34]. This special structure makes it very difficult to 

synthesize the stoichiometric oxide with all the lithium sites completely 

filled by lithium.  LiMn2O4 is the third most popular cathode material for 

lithium-ion batteries.  In comparison with LiCoO2 and LiNiO2, LiMn2O4 

possesses essential advantages of less toxicity and having an abundant 

materials source.  In principle, LixMn2O4 permits the 

intercalation/extraction of lithium ions in the range of 0 < x < 2 [35]. For 

intermediate values of x between 1 and 2 the material consists of two 

different phases—cubic in bulk and tetragonal at the surface.  

Simultaneously the intercalation of lithium ions effectively decreases the 

average valence of manganese ions and leads to a pronounced 

cooperative Jahn-Teller effect, in which the cubic spinel crystal becomes 

distorted tetragonal with a c/a ≈1.16 and the volume of the unit cell 

increases by 6.5%.  This high c/a ratio causes a low capacity restricted to 

120~125 mAh/g and significant capacity degradation at moderate 

temperatures in the range of 50 to 70°C [36].  To enhance the poor rate 

capability of lithium metal oxides often owning to the structural 

unstability of some lithium metal oxides such as LiNiO2 or LiMnO2, light 

substitutions or preparing solid solutions of several lithium metal oxides 

have been explored and the new compounds have shown promising 

electrochemical characteristics [37]. However, lithium metal oxides still 

suffer from some intrinsic limitations.  For example, LiCoO2 has decent 

lithium diffusion coefficient, 5×10
-9

 cm
2
/s [38], whereas the conductivity 

of this material is as low as 10
-3

 S/cm [ 39 ]. To improve the 
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intercalation/deintercalation kinetics of the material, it is necessary to 

downsize the material to achieve short diffusion distance and large 

surface area. 

2.1 Nanostructured Lithium Transition Metal Oxides 

There have been several recent reports on the synthesis and 

electrochemical properties of nanostructured lithium metal oxides.  Chen 

and coworkers synthesized nanotubes of LiCoO2, LiNi0.8Co0.2O2 and 

LiMn2O4 using the template-based method and proposed an “in situ 

reacted nanoparticle nanotube” formation mechanism [40].  Figure 2a 

and b show TEM images of a bundle of LiCoO2 nanotubes and the 

magnified view of a single LiCoO2 nanotube, respectively.  A layer 

separation of 0.466 nm, corresponding to (003) planes, is observed in the 

HRTEM image (Figure 2c).   HRTEM images and FFT analysis show 

polycrystalline nature of these nanotubes.  The nanotube electrodes show 

high intercalation capacities and better cyclability than their 

nanocrystalline counterparts because of the high surface area and short Li 

diffusion distance of nanotubes. Thin film of LiCoO2 could be deposited 

at room temperature in a nanocrystalline state using planar magnetron rf 

sputtering [41]. Subsequent heating the films at 300ºC causes the average 

grain size to increase but still within the nanosized dimensions, while the 

lattice distortion is reduced by the heating.  Such nanocrystalline film of 

LiCoO2 annealed at low temperature demonstrates improved 

electrochemical performance. As for the spinel LiMn2O4, synthesis of 

LiMn2O4 nanoparticles could be carried out by a sol-gel method 

combined with post-calcination and the particle size is affected by the 

calcination temperature [42].  The nanoparticles have a size of 10 nm at 

the low temperature of 350°C, whereas submicron-sized particles are 

obtained at the high temperature of 550°C.  The LiMn2O4 nanoparticles 

were found to behave differently in different voltage ranges. In 

comparison with large nonporous cathode, the nanoparticle cathode 

shows improved capacity and cycleability in the 3 V discharge range, 

while in the 4 V discharge region, it exhibits decreased capacity and 

improved cycleability.  The enhancement in capacity and cycleability is 

due to the reduced charge-transfer resistance of nanoparticle cathode in 
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comparison with large cathode material.  Nanostructured solid solutions 

of lithium metal oxides such as LiNi0.5Mn1.5O4 can be synthesized using 

solution methods as well.  Kunduraci and Amatucci employed a  

modified Pechini method to obtain nanostructured LiNi0.5Mn1.5O4 by 

adding aqueous solutions of Li(NO3), Mn(NO3)2·4H2O and 

Ni(NO3)2·6H2O into mixture of citric acid and ethylene glycol [43].  The 

as-prepared samples were sintered at different temperatures and resulted 

in ordered P4332 (P) spinel or disordered Fd3m(F) spinel.  The 

disordered spinel contains a small amount of Mn
3+

 and has higher 

electronic conductivity than the ordered sample by two orders of 

magnitude.  Therefore, the disordered spinel shows higher rate capability 

than the ordered sample and exhibits capacity retention of 80% at 6C.  

Furthermore, shape of nanostructured LiNi0.5Mn1.5O4 can be tailored by  

a polymer-assisted method [44].  First nanocrystalline oxalates were 

obtained by grinding hydrated salts and oxalic acid in the presence of 

polytheyleneglycol 400. Then nanorodlike LiNi0.5Mn1.5O4 was prepared 

by thermal decomposition of mixed nanocrystalline oxalates at 400ºC.  

Heating the nanorodlike LiNi0.5Mn1.5O4 up to 800ºC breaks the nanorods 

into nanoparticulate LiNi0.5Mn1.5O4 with size in the range of 70-80 nm.  

Such nanoparticulate LiNi0.5Mn1.5O4 cathode shows good 

electrochemical characteristics at a wide range of rates (from C/4 to 15C) 

when cycled between 3.5 and 5 V. 

2.2 Nanosized Coatings on Lithium Transition Metal Oxides 

It should be noted that the nanoparticulate forms of lithium transition 

metal oxides such as LiCoO2, LiNiO2, or their solid solutions, can react 

with the electrolyte and lead to safety problems.  In the case of LiMn2O4, 

the use of nanoparticles causes undesirable dissolution of Mn.  

Significant efforts have been made to increase the stability of these 

nanocrystalline lithium metal oxides.  Better stability can be achieved by 

coating the electrode materials with a nanosized stabilizing surface layer 

that alleviates these problems.  As for LiCoO2, coatings of various 

phosphates and oxides have been studied and significant improvements 

in capacity retention have been demonstrated.  Kim et al. made an 

extensive study on the effect of the MPO4 (M = Al, Fe, SrH and Ce) 
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nanoparticle coatings on LiCoO2 cathode material [45].  They found that 

the extent of the coating coverage is affected by the nanoparticle size and 

morphology despite the same coating concentration and annealing 

temperature.  Smaller nanoparticles of AlPO4 or FePO4 with a size less 

than 20 nm fully encapsulate LiCoO2, whereas CePO4 particles with a 

size larger than 150 nm or whisker-shaped SrHPO4 only partially cover 

LiCoO2.  Not surprisingly, the LiCoO2 fully covered by AlPO4 or FePO4

exhibits the highest intercalation capacity of 230 mAh/g in a voltage 

range of 4.8 and 3 V at a rate of 0.1C.  The AlPO4-coated LiCoO2 also 

shows the best capacity retention.  Nevertheless, the CePO4- and 

SrHPO4-coated cathodes shows better capacity retention than the FePO4-

coated cathode at 90ºC, which is attributed to the continuous Fe metal 

ion dissolution at this temperature.  The improvement in the 

electrochemical performance in the coated cathode is ascribed to the 

suppression of cobalt dissolution and the non-uniform distribution of 

local strain by the coating layer. In a further investigation of AlPO4-

coated LiCoO2, electrochemical properties of AlPO4-nanoparticle- 

coated LiCoO2 at various cutoff-voltages were found to depend on the 

annealing temperature [46]. The AlPO4-coated cathodes exhibit excellent 

electrochemical performance with high cutoff voltages larger than 4.6 V 

when annealed at 600 and 700 ºC, while such cathodes annealed at 400ºC 

show a lower capacity and poorer rate capability.  However, the AlPO4-

coated LiCoO2 annealed at 400ºC showed optimal capacity retention [47]. 

Figure 2.  TEM (a,b) and HRTEM (c) images of the LiCoO2 nanotubes.  The inset of 

panel c is the corresponding FFT analysis.  Reprinted with permission from Ref. 40, X. 

Li, et al., J. Phys. Chem. B, 109, 14017 (2005), Copyright @ American Chemical Society. 
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Figure 3 shows typical TEM images of AlPO4-coated LiCoO2 deposited 

at room temperature, 400ºC and 700ºC.  A continuous layer of AlPO4

with thickness of about 100 nm is coated on the surface of LiCoO2, as 

shown in Figure 3a.  The coating layer deposited at room temperature is 

amorphous (Figure 3b).  The coating deposited at 400ºC is composed of 

nanocrystals with size in the range of 3-5 nm (Figure 3c), and the coating 

Figure 3.  (a) Cross-sectional TEM images of AlPO4-coated LiCoO2.  A ~100 nm thick 

AlPO4 continuous layer is coated on LiCoO2.  High resolution images of the AlPO4-

coated LiCoO2 at (b) room temperature, (c) 400ºC, and (d) 700ºC.  Reprinted with 

permission from Ref. 47, B. Kim et al., J. Electrochem. Soc. 153(9), A1773, (2006), 

Copyright @ The Electrochemical Society. 
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deposited at 700ºC consists of ~20-30 nm sized nanocrystals (Figure 3d).  

The dependence of electrochemical properties on annealing temperature 

can be explained by the effect of temperature on the nanostructures of the 

coating layer and the interdiffusion at the interface between the coating 

layer and the LiCoO2 cathode.  In addition to coatings of phosphates, 

surface modification of LiCoO2 by coating various oxides such as ZrO2

[48], Al2O3 [49], SnO2 [50], MgO [51] or ZnO [52] has been widely 

investigated.  In the case of ZnO-coated LiCoO2, the ZnO coating 

reduces the cobalt dissolution and prevents the inorganic surface films 

such as LiF from covering the LiCoO2 particles.
[52]

  Moreover, the ZnO 

coating alleviates the cycle-life degradation caused by inappropriate 

conductive carbon.  Based on the impedance spectra, the charge-transfer 

resistance of ZnO-coated-LiCoO2 is much smaller than the uncoated 

cathode, although the ZnO coating layer is more resistant than the 

LiCoO2 surfaces.  It can be concluded that surface modification with 

ZnO improves the high-voltage cycleability of the LiCoO2 cathodes.  In a 

similar manner, ZrO2 coating protects the LiCoO2 cathode surface and 

reduces the electrolyte decomposition at high voltages [53,54].  The 

ZrO2-coated LiCoO2 shows much better structural change behaviors than 

the bare LiCoO2, as evidenced by in situ XRD data.  The battery cells 

discussed above all employ liquid organic electrolytes which are 

flammable and cause safety concerns.  Replacing the liquid electrolyte 

with nonflammable solid electrolyte such as sulfide electrolyte is a 

solution to the safety problems, however, the energy densities and power 

densities of solid-state lithium batteries are relatively low for practical 

applications.  One way to improve the rate capability of solid-state 

batteries is to add a buffer film with a thickness in nanometer scale 

between the electrode and electrolyte materials.  A thin layer of Li4Ti5O12

with thickness of a few nanometers was chosen to be coated on the 

LiCoO2 cathode [55].  The Li4Ti5O12 is also a Li intercalation material 

which ensures the electronic conduction, however, this material 

intercalates lithium ions at voltages lower than 1.5 V and thus does not 

act as intercalation material in the voltage range of LiCoO2.  The power 

densities of the solid-state batteries with the thin Li4Ti5O12 layer between 

the LiCoO2 cathode and sulfide electrolyte are greatly increased and 

comparable to those of commercial lithium batteries, which is attributed 
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to the suppression of the lithium-ion transfer and subsequent prevention 

of the formation of the spacing charge layer by Li4Ti5O12 coating.

LiMn2O4 or substituted LiMn2O4 is very attractive as a cathode 

material because it is safer and cheaper than LiCoO2.  However, this 

material suffers from capacity fading especially at elevated temperatures.  

Coating of nanosized oxides on LiMn2O4 will help to improve its cycling 

performance.  The electrochemical behavior of nanosized ZnO-coated 

LiMn2O4 was examined at 55ºC [56].  After 50 cycles at 55ºC, the coated 

LiMn2O4 shows capacity retention of 97%, much higher than the 

capacity retention (58%) of the bare cathode.  ZnO coating collects HF 

from the electrolyte and thus decreases the Mn dissolution in the 

electrolyte then subsequently reduces the interfacial resistance.  For the 

same reason, nanosized ZnO homogenously coated on the 

Li1.05Al0.1Mn1.85O3.95F0.05 by a hydrothermal process was found to 

significantly improve cycling performance of the cathode at 55ºC  [57].  

The coated Li1.05Al0.1Mn1.85O3.95F0.05 shows high capacity retention of 

98.5% after 50 cycles.  Similarly, coating of amorphous ZrO2 on 

LiMn2O4 can improve the high-temperature cycleability by picking  

up acidic species from electrolyte [58].  Moreover, the ZrO2-coated 

LiMn2O4 exhibits tremendously improved cycling stability at high rates 

up to 10C due to the following mechanisms.  First, ZrO2 can form a few 

stable phases with Li and thus amorphous ZrO2 matrix possibly 

possesses high solubility of Li.  Therefore, the ZrO2 coating can act as a 

highly-Li conducting solid electrolyte interface which reduces the 

interfacial resistance.  Second, the rigid oxide coating strongly bonds to 

LiMn2O4 which tolerates the lattice stress resulted from volume 

expansion during lithium intercalation.  Lastly, ZrO2 can collect HF from 

electrolyte to reduce Mn dissolution like ZnO does.  The electrochemical 

behavior of ZrO2-coated stoichiometric LiMn2O4 and substituted 

Li1.05M0.05Mn1.9O4 (M = Al, Ni) cathodes were further compared with 

those of cathodes coated with Al2O3 and SiO2.  ZrO2-coated 

Li1.05M0.05Mn1.9O4 (M = Al, Ni) shows the best cycling stability at 50ºC 

[59].  The ZrO2 coating, deposited from colloidal suspensions, is porous 

network connected by ZrO2 nanoparticles with dimensions less than 4 

nm.  This ZrO2 network effectively scavenges HF from the electrolyte 
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and allows the access of the electrolyte to the cathode, and thus improves 

the high-temperature cycleability of the cathode. 

3. Nanostructured Metal Oxides 

3.1 Nanostructured Vanadium Oxides 

Vanadium oxide is a typical intercalation compound as a result of its 

layered structure.  For Li-ion intercalation applications, vanadium oxide 

offers the essential advantages of low cost, abundant source, easy 

synthesis, and high energy densities.  Orthorhombic crystalline V2O5

consists of layers of VO5 square pyramids that share edges and corners 

[60,61]. The reversible electrochemical lithium intercalation into V2O5 at 

room temperature was first reported by Whittingham in 1975 [62]. In 

addition to crystalline V2O5, high Li intercalation capacity has been 

reported for hydrated vanadium pentoxide (V2O5·nH2O), such as 

V2O5·nH2O glasses with P2O5 or other network formers [63], V2O5·nH2O 

xerogels [64,65], and V2O5·nH2O aerogels [66]. Specific energies of over 

700 WAh/kg were measured for lithium cells with a xerogel cathode [65]. 

V2O5·nH2O xerogels are composed of ribbonlike particles and display 

lamellar ordering, with water molecules intercalated between the layers 

[67]. These water molecules expand the distance between the layers, and 

the intercalation capacities of V2O5·nH2O xerogels are enhanced as a 

result [65]. The structure of the V2O5·nH2O xerogel can be illustrated as 

an assembly of well-defined bilayers of single V2O5 layers made of 

square pyramidal VO5 units with water molecules residing between them 

[67]. This structure possesses enough atomic ordering perhaps to be 

characterized as nanocrystalline. 

To date there are a large number of publications on nanostructures of 

vanadium oxides.  Pioneering work on the synthesis and electrochemical 

properties of vanadium oxide nanorolls was carried out by Spahr  

et al. [68].  In their synthesis, a combination of sol-gel reaction and 

hydrothermal treatment of vanadium oxide precursor is conducted in the 

presence of an amine that acts as structure directing template 

[68,69,70,71,72].  The resultant nanoroll is either constructed in closed 
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concentric cylinders (nanotubes) or formed by scrolling one or more 

layers (nanoscrolls).  If amine is replaced by ammonia during the 

hydrolysis step, a new type of vanadium oxide nanoroll (nanotube) with 

alternating interlayer distances is yielded [73]. Such a unique structure is 

first observed in a tubular phase. Compared to other tubular systems, the 

vanadium oxide nanorolls are especially interesting because they possess 

four different contact regions, that is, tube opening, outer surface, inner 

surface, and interstitial region. VOx nanorolls can intercalate a variety of 

molecules and ions reversibly without change in the crystalline structure.  

The Li intercalation capacities have been found up to 200 mAh/g, 

however, there is structural breakdown during redox cycles and 

degradation in cycling performance due to the morphological flexibility.

The cyclic voltammetry measurements show that the well-ordered 

nanorolls behave closely to classic crystalline vanadium pentoxide, while 

the defect-rich nanorolls have electrochemical behavior similar to that of 

sol-gel-prepared hydrated vanadium pentoxide materials. The specific 

capacity of defect-rich nanorolls (340 mAh/g) is higher than that of the

well-ordered nanorolls (240 mAh/g) under comparable conditions.  

Martin and coworkers have reported a series of studies on 

polycrystalline V2O5 nanorod arrays. They used a template-based method 

by depositing triisopropoxyvanadium(V) oxide (TIVO) into the pores of 

polycarbonate filtration membranes followed by removal of membranes 

at high temperature [74].  The V2O5 nanorod arrays deliver three times 

the capacity of the thin film electrode at a high rate of 200C and four 

times the capacity of the thin-film control electrode above 500C.  After 

that, Li and Martin achieved improved volumetric energy densities of 

V2O5 nanorod arrays by chemically etching the polycarbonate membrane 

to increase its porosity prior to template synthesis [75].  In the latest 

work of Sides and Martin, V2O5 nanorods of different diameters were 

prepared and their electrochemical properties at low temperature were 

compared [76].  V2O5 nanorods with nanometersized diameters (e.g. 70 

nm) deliver dramatically higher specific discharge capacities at low 

temperature than V2O5 nanorods with micrometersized diameters. Thus 

Li-ion battery electrodes composed of nanosized material meet the low-

temperature performance challenge, because nanomaterials palliate the 
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problems of slow electrochemical kinetics and the slow diffusion by 

offering high surface area and short diffusion distance. 

Figure 4. (a) TEM image and selected area electron diffraction pattern of a V2O5 nanorod 

prepared from template-based electrochemical deposition from VOSO4 solution. (b) 

High-resolution TEM image of the V2O5 nanorod in (a), showing lattice fringes. The 

spacing of the fringes was measured to be 0.207 nm. (c) TEM image and selected area 

electron diffraction pattern of a V2O5 nanorod prepared from template-based 

electrophoretic deposition from V2O5 sol. (d) High-resolution TEM image of the V2O5

nanorod in (c). The spacing of the fringes was measured to be 0.208 nm. Reprinted with 

permission from Ref. 78, K. Takahashi et al. Jpn. J. Appl. Phys. 44, 662 (2005), 

Copyright @ The Japan Society of Applied Physics. 
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Synthesis and electrochemical properties of single-crystal V2O5

nanorod arrays were first reported by Cao’s group [77,78,79].  They 

utilized a template-based electrodeposition method by depositing V2O5

into pores of polycarbonate templates with the assistance of electric field 

from three different types of solutions or sol, i.e., VO
2+

 solution, VO2
+

solution and V2O5 sol.  Figure 4a and c show TEM images of a V2O5

nanorod and selected area electron diffraction pattern, which clearly 

demonstrated the single-crystalline nature or, at least, well textured 

nature of the grown nanorods with a [010] growth direction for nanorods 

grown from both routes. Figure 4b and d also show high-resolution TEM 

images of a single V2O5 nanorod, in which lattice fringes are clearly 

visible. The spacing of the fringes was measured to be 0.207 nm for 

nanorod grown from route A, and 0.208 nm for nanorod made from V2O5

sol. These values are similar for different synthesis route and correspond 

well with the spacing of (202) planes at 0.204 nm. These fringes make an 

angle of 88.9° with the long axis of the nanorod, which is consistent with 

a growth direction of [010]. Similar measurements made on high-

resolution images of other nanorods also yield results consistent with a 

[010] growth direction. The formation of single-crystal nanorods from 

solutions by electrochemical deposition is attributed to evolution 

selection growth (Figure 5a). The initial heterogeneous nucleation or 

deposition on the substrate surface results in the formation of nuclei with 

random orientation. The subsequent growth of various facets of a nucleus 

is dependent on the surface energy, and varies significantly from one 

facet to another [80].  In the case of nanorods made from the V2O5 sol by 

electrophoretic deposition, the formation of single-crystal nanorods is

explained by homoepitaxial aggregation of crystalline nanoparticles 

(Figure 5b). Thermodynamically it is favorable for the crystalline 

nanoparticles to aggregate epitaxially; such growth behavior and 

mechanism have been well reported in literature [81,82].  As a result, 

V2O5 nanorods grown by electrochemical deposition from solutions are 

dense single crystals, while the nanorods grown from sol electrophoresis 

are also single-crystalline but have many defects inside the crystal.  Such 

difference in nanostructure determines the different electrochemical 

behavior of nanorods grown from different solutions or sol. The 

nanorods grown from V2O5 sol by electrophoresis show the best kinetic 
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property for Li-ion intercalation.  All the V2O5 nanorod arrays show 

higher capacity and enhanced rate capability in comparison with the sol-

gel derived polycrystalline V2O5 film. For example, the V2O5 nanorod 

arrays grown from VO
2+

 solution deliver 5 times the capacity of the film 

at a current density of 0.7 A/g.  For the single-crystal nanorod arrays, the 

long axis (growth direction) is parallel to the interlayers of V2O5, thus the 

nanorods provide shorter and simpler diffusion path for lithium ions and 

allow the most freedom for dimension change.  Using the similar 

template-based electrodeposition method but with different growth 

conditions, Wang et al. prepared nanotube arrays of V2O5·nH2O [83].  

The authors found that nanotubes were resulted when using lower 

voltage and shorter deposition time compared to the conditions for 

preparing nanorods.  The V2O5·nH2O nanotube arrays demonstrate an 

initial high capacity of 300 mAh/g, about twice the initial capacity of 140 

mAh/g from the V2O5·nH2O film. Such enhancement of capacity is due 

to the large surface area and short diffusion distances offered by the 

nanotube array.  Subsequently, the authors used a two-step 

electrodeposition method to prepare Ni-V2O5·nH2O core-shell nanocable 

arrays [84].  Ni nanorod arrays were first grown by the template-based 

electrochemical deposition. In the second step, the hydrated vanadium 

Figure 5. Schematic illustration of growth mechanisms of single crystalline nanorods: (a) 

evolution selection growth and (b) homoepitaxial aggregation.  Reprinted with permission 

from Ref. 78, K. Takahashi et al. Jpn. J. Appl. Phys. 44, 662 (2005), Copyright @ The 

Japan Society of Applied Physics. 
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Figure 6.  (a) Cyclic voltammograms of Ni-V2O5·nH2O nanocable array and V2O5

nanorod array using a scan rate of 10 mV/s.  (b) Relationship between current density and 

Li-ion intercalation capacity of and (c) Ragone plot for Ni-V2O5·nH2O nanocable array, 

V2O5 nanorod array and sol-gel film.  Reprinted with permission from Ref. 84, K. 

Takahashi et al. J. Phys. Chem. B 109, 48 (2005), Copyright @ American Chemical 

Society. 

pentoxide shell was deposited onto the surface of nickel nanorods 

through sol electrophoretic deposition. Figure 6 compares the 

electrochemical performance of Ni-V2O5·nH2O nanocable arrays,  
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single-crystal V2O5 nanorod arrays and sol-gel derived V2O5 films.  

Obviously Ni-V2O5·nH2O nanocable arrays demonstrate remarkably 

improved capacity and rate capability in comparison with the other two.  

The intercalation capacities of both nanorod arrays and sol-gel films 

decrease rapidly as the current density increases, while nanocable arrays 

are able to retain the high capacity at high current density (discharge 

rate), indicating the excellent high-rate performance of nanocable arrays. 

As shown in Figure 6c, Ni-V2O5·nH2O nanocable array has significantly 

higher energy density and power density than those of the nanorod array 

and sol-gel film by at least one order of magnitude, which is ascribed to 

the enhanced surface area and the reduced internal resistance. 

Following the systematic studies on ordered arrays of V2O5 nanorods, 

nanotubes and nanocables, Lee and Cao reported the synthesis and 

electrochemical properties of V2O5 films with nanosized features [85].  

Typically, platelet and fibrillar structured V2O5 films were prepared by 

solution methods, and the discharge capacities and cyclic performance of 

these films were compared with those of the conventional plain 

structured film. The platelet film consists of 20-30 nm sized standing 

platelets perpendicular to the substrate with random orientation, whereas 

fibrillar film is comprised of randomly oriented fibers though most of 

them protrude from the substrate surface. The initial discharge capacities 

of platelet and fibrillar structured V2O5 films are 1240 and 720 mAh/g, 

respectively, which are far larger than the initial discharge value (260 

mAh/g) of the plain structure film. Such large discharge capacity values 

are ascribed to the combined effects of the reduced Li
+
 diffusion distance, 

which prevents concentration polarization of Li
+
 in the V2O5 electrode 

and poor interlayered cross-linking offering more Li
+
 intercalation.  

However, platelet and fibrillar structured V2O5 films were easily 

degraded during electrochemical cyclic tests. Similarly platelet structured 

V2O5 films are also obtained by DC sputtering, but shows good cycling 

performance [86].  The capacity only changes from 80 to 73 µAh/cm
2

after 100 cycles and to 70 µAh/cm
2
 after 200 cycles at a current density 

of 100 µA/cm
2
.  These results can be explained by the h00 preferred 

orientation of the film which ensures a good homogeneity for Li 

intercalation/deintercalation and thus a good cycleability. 
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In addition to V2O5 thin films with structural features on the 

nanoscale, three-dimensional ordered macroporous (3DOM) V2O5

electrode materials with nanometer-sized features were synthesized using 

a colloidal-crystal-templated method [87].  The method is based on 

soaking the poly(methyl methacrylate) (PMMA) colloidal crystals in the 

NaVO3 solution so that the interstitial spaces are infiltrated with 

precursor solution, followed by chemical conversion, drying and 

sintering to remove polymer spheres.  The resultant material possesses 

photonic-crystal structures composed of interconnected open pores 

with nanometer-sized thin walls.  Such three-dimensional ordered 

structure provides several advantageous features for Li-ion 

intercalation/deintercalation process: the continuous network ensures the 

electrical conductivity; the large open pores facilitate the transport of 

electrolyte; and the thin walls shorten the Li diffusion distances.  Such 

photonic structures were later utilized for a real electrochemical cell 

system, in which the anode is 3DOM carbon and the pores are filled with 

polymer electrolyte [88 ].  The top surface of the 3DOM carbon is 

removed so that only electrolyte is in contact with the V2O5 gel cathode 

and the bottom carbon is adhered to the current collector.  This work 

clearly demonstrates the feasibility of constructing three-dimensional 

electrochemical cells based on nanostructured materials.  Other highly 

porous materials include mesoporous vanadium oxide with nanometer-

sized pores that permit the easy diffusion of lithium ions.  Liu et al. 

synthesized mesoporous vanadium oxide with pore sizes ranging from 3 

to 4 nm by electrodepositing from a VOSO4 solution in the presence of a 

block polyalkylene oxide polymer (P123) [89].  This polymer surfactant 

plays the key role in the formation of mesoporous structure.  The authors 

specifically investigated the rate performance of the mesoporous 

vanadium oxide electrode and found that the material delivered a 

capacity of 125 mAh/g at a high rate of 50C, corresponding to a 

capacitance of 450 F/g which is comparable to that of porous carbon 

capacitors.  Therefore, the mesoporous vanadium oxide is very  

promising as cathode material for high-power lithium-ion batteries and 

fills in the gap between batteries and capacitors.  Moreover, the 

mesoporous structure provides elasticity that allows for dimensional 
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change during Li-ion intercalation/deintercalation, and thus offers good 

cycleability. 

Hydrothermal synthesis is a powerful tool to transform transition 

metal oxides into high-quality nanostructures and nanostructured 

vanadium oxides in different morphologies can be produced via this 

procedure.  Examples include long belt like nanowires, which are several 

tens of micrometers long and a few tens of nanometers wide, and are 

crystallized well growing along the [010] direction [90], and new types 

of vanadium oxide belts exhibiting a boomerang shape [ 91 ].  The 

structure of these nanobelts is unique in that it originates from twinning 

along the [130] direction, which is the first observation of twins within 

individual nanosized crystals. Liu et al. synthesized vanadium pentoxide 

nanobelts for highly selective and stable ethanol sensor materials by 

acidifying ammonium metavanadate followed by hydrothermal treatment 

[92].  In a separate report, V2O5·nH2O crystalline sheets, the intermediate 

products between nanobelts and nanowires, are fabricated 

hydrothermally using V2O5, H2O2 and HCl [ 93 ].  Nevertheless, the 

intercalation properties of these vanadium oxide nanobelts or nanosheets 

are not further investigated.  More recently, Li et al. have studied the 

synthesis and electrochemical behavior of orthorhombic single-

crystalline V2O5 nanobelts [94].  The V2O5 nanobelts with widths of 100-

300 nm, thicknesses of 30-40 nm and lengths up to tens of micrometers 

are obtained by hydrothermal treatment of aqueous solutions of V2O5 and 

H2O2.  The authors proposed a dehydration-recrystallization-cleavage 

mechanism for the formation of V2O5 nanobelts.  A high initial discharge 

capacity of 288 mAh/g is found for the V2O5 nanobelts in a voltage range 

of 4.0 - 1.5 V; subsequently, the capacity decreases to 191 mAh/g for the 

second cycle then remains steady for the next four cycles.  Apart from 

anhydrous crystalline V2O5 nanobelts, V2O5·0.9H2O nanobelts and 

V2O5·0.6H2O nanorolls are synthesized with hydrothermal treatment of 

NH4VO3 in the presence of difference acids [95].  The V2O5·0.9H2O 

nanobelts are tens of micrometers long, 100-150nm wide and 20-30 thick.  

The V2O5·0.6H2O nanorolls are half-tube nanostructured as a result of 

incomplete scrolling.  It is interesting to note that V2O5·0.6H2O nanorolls 

show higher intercalation capacity (253.6 mAh/g) than V2O5·0.9H2O 

nanobelts (223.9 mAh/g) under a current density of 0.6 mA/g, which can 
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be ascribed to the higher surface area and lower water content of 

nanorolls.  Furthermore, the capacities of nanorolls and nanobelts 

increases to 287.8 mAh/g and 307.5 mAh/g, respectively, after annealing 

and dehydration of these nanostructures, which suggests the significant 

effect of water content on the electrochemical behavior.  Single-

crystalline nanowires can also be achieved by a combination of 

hydrothermal process of polycrystalline V2O5 and post-calcination 

treatment [96].  The nanowires have the diameter of 50-200 nm and the 

length up to 100 µm and deliver high initial capacity of 351 mAh/g.  A 

combination of hydrothermal method and post-annealing process was 

also used by Lutta et al. to obtain vanadium oxide nanofibers [97].  In 

their method, polylactide fibers were hydrothermally treated in the mix 

of ammonium vanadate and acetic acid, followed by annealing in oxygen, 

resulting in vanadium oxide nanofibers, 60-140 nm in width and several 

microns in length.  The V2O5 nanofibers deliver capacities exceeding 100 

mAh/g which remain stable over 10 cycles.  Obviously, morphology and 

water content have significant effect on the electrochemical performance 

of nanostructured vanadium oxides.  For certain morphology, size is 

another factor affecting the electrochemical property.  In this regard, Cui 

and coworkers prepared V2O5 nanoribbons and investigated the 

dependence of the electrochemical property on the width and thickness 

of nanoribbons by studying the chemical, structural and electrical 

transformations of V2O5 nanoribbons at the nanostructured level [98].  

They found that transformation of V2O5 into the ω-Li3V2O5 phase takes 

place within 10 s in thin nanoribbons and the efficient electronic 

transport can be maintained to charge ω-Li3V2O5 nanoribbon within less 

than 5 s.  Therefore, it is suggested that Li diffusion constant in 

nanoribbons is faster than that in bulk materials by three orders of 

magnitude, leading to a remarkable enhancement in power density 

(360C).  It can be concluded that lithium-ion batteries based on 

nanostructured vanadium oxides have not only higher energy density but 

also higher power density and thus will find applications in electric and 

hybrid electric vehicles. 
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3.2 Nanostructured Manganese Oxides 

Apart from traditional nanostructured layered materials that 

intercalate guest species between the interlayers, there are other 

inorganic compounds demonstrating high lithium storage capacity by 

electrochemically reacting with lithium ions.  For example, the lithium 

intercalation of nanostructured manganese oxide involves 

formation/decomposition of lithium oxide, which is facilitated by 

formation of metallic manganese. Interestingly, nanostructured 

manganese oxide can act as either cathode or anode materials by 

controlling the working voltage range.  Arrays of amorphous MnO2

nanowires have been prepared by anodic electrodeposition into alumina 

templates [ 99 ].  These MnO2 nanowires function as rechargeable 

cathodes for lithium-ion battery cells and deliver a capacity of 300 

mAh/g when cycled between 3.5 and 2 V vs. Li/Li
+
.  More recently, 

Wu’s group have reported the electrochemical synthesis of 

interconnected MnO2 nanowires without using any template or catalyst 

[100].  These interconnected MnO2 nanowires act as cathode materials 

when cycled to a middle voltage (1.5 V vs. Li/Li
+
).  When further cycled 

to a low voltage (0 V vs. Li/Li
+
), such nanostructures exhibit a high 

capacity of over 1000 mAh/g, higher than that of commercially used 

carbon families as anode materials. 

In addition to MnO2 nanowires, nanostructured MnO2 of different 

crystallographic types and morphologies have been synthesized through 

solution route and investigated as Li-ion battery cathode materials.  

Chen’s group have selectively synthesized α-, β-, and γ-MnO2 by using 

simple hydrothermal decomposition of a Mn(NO3)2 solution [101].  

Typically, β-MnO2 crystals are produced with a variety of novel shapes, 

including 1-D nanowires, 2-D hexagonal starlike structures and 

dentritelike hierarchical nanostructures.  However, β-MnO2 nanostures 

show low capacity and poor cycling stability, while α- and γ-MnO2 1-D 

nanostructures demonstrate favorable electrochemical performance. α-

MnO2 nanowires deliver a capacity of 204 mAh/g when discharged to 1.5 

V vs. Li/L
+
 and retain a capacity of 112 mAh/g after 20 cycles at the 

current rate of 50 mA/g.  γ-MnO2 nanorods deliver a capacity of more 

than 210 mAh/g and retain a capacity of 148 mAh/g after 20 cycles at the 
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current rate of 50 mA/g.  In another report, Ho and Yen prepared α/γ-

MnO2 mixed-phase coating on Pt through cathodic deposition from 

Mn(NO3)2 aqueous solution [102].  The morphology of such α/γ-MnO2

coating resembles a honeycomb consisting of flake structures in the 

nanometer scale.  Remarkably, the α/γ-MnO2 coating shows a gradual 

increase in capacity and crystalline stability after cyclic test.  Its Li-

intercalation capacity increases from 182 mAh/g for the first cycle to 209 

mAh/g for the tenth cycle between 4.0 and 2.0 V vs. Li/Li
+
. Such 

enhancement in capacity and crystallization after cycling is ascribed to 

the mixed α/γ-MnO2 phases and the nanosized structure.  As mentioned 

above, bulk β-MnO2 or nanostructured β-MnO2 rapidly converts to 

LiMn2O4 spinel upon Li intercalation, resulting in unfavorable 

electrochemical performance. However, mesoporous β-MnO2

demonstrates a remarkably high Li intercalation capacity of 284 mAh/g, 

corresponding to a composition of Li0.92MnO2 [103].  Bruce’s group 

reported the first synthesis of mesoporous β-MnO2 with a highly ordered 

pore structure and highly crystalline walls [103].  Figure 7a and b show 

typical TEM images of mesoporous β-MnO2, clearly demonstrating the  

Figure 7.  TEM and high-resolution TEM images of mesoporous β-MnO2: (a, b) as-

prepared; (c, d) after discharge; (e, f ) end of discharge after 30 cycles; and (g, h) end of 

charge after 30 cycles.  Reprinted with permission from Ref. 103, F. Jiao and P. T. 

Bruce, Adv. Mater. 19, 657 (2007), Copyright @ Wiley-VCH. 
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highly ordered pore structure with a wall thickness of 7.5 nm.  Figure 7c-

7h show TEM images of mesoporous β-MnO2 after first charge, end of 

discharge after 30 cycles and end of charge after 30 cycles.  Both the β-

MnO2 crystal structure and the mesoporous structure are preserved upon 

cycling.  The thin walls of the mesoporous β-MnO2 allow volume 

changes during Li intercalation/deintercalation and 81% capacity is 

retained after 50 cycles.  High capacities of more than 230 mAh/g are 

also reported for layered MnO2 nanobelts, synthesized by Ma et al. using 

the hydrothermal treatment of Mn2O3 powders in an aqueous solution of 

NaOH [104].  The nanobelts are self-assembled into bundles with narrow 

size dispersion of 5-15 nm width and demonstrate a high capacity of 230 

mAh/g up to 30 cycles. 

Amorphous manganese oxides have also received increasing 

attention as cathode materials used in lithium-ion batteries [105,106].  

Yang and Xu prepared nanostructured amorphous MnO2 cryogels using 

two different sol-gel routes and investigated the influence of synthesis 

conditions on their electrochemical properties [107].  The cryogels are 

obtained by freeze drying MnO2 hydrogels and the hydrogels are 

synthesized by reacting sodium permanganate with disodium fumarate 

(route 1) or with fumaric acid (route 2), respectively.  Cryogels obtained 

from hydrogels synthesized via route 2 deliver much higher Li 

intercalation capacities than those obtained from hydrogels synthesized 

via route 1.  For both routes, cryogels obtained from hydrogels using higher 

precursor concentration exhibit higher capacities.  The capacity of the 

cryogel with the best performance can reach 289 mAh/g at a C/100 rate.    

4. Nanostructured Lithium Phosphates and Nanostructured Carbon-

Lithium Phosphate Composites 

Lithium phosphate is presently the center of much interest as the 

cathode for lithium-ion batteries, because it is inexpensive, abundantly 

available, environmentally friendly, thermally stable in the fully charged 

state and has a large theoretical capacity of 170 mAh/g.  The results  

on the diffusion coefficient of LiFePO4 are controversial, because there is 

no compositional variation and what is measured is the movement of  
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the LiFePO4/FePO4 interface.  A diffusion coefficient around 10
-13

- 

10
-14

 cm
2
/s over a whole range of composition was reported by Franger  

et al for LiFePO4.[108]  Another experimental work reported a value of 

2×10
-14

 cm
2
/s [109].  Most recently, a systematic study of LiFePO4 with 

cyclic voltammetry (CV) has been presented [110].  In this study, the 

lithium diffusion coefficients were determined by CV to be 2.2×10
-14

 and 

1.4×10
-14

 cm
2
/s for charging and discharging LiFePO4 electrodes in 1 M 

LiPF6 ethylene carbonate/diethyl carbonate, respectively.  There are 

essentially no electronically conducting species in pure LiFePO4.  

Therefore, the conductivity of the material is only 10
-11

 S/cm partially 

due to the motion of lithium ions [111].  Carbon containing precursors 

(e.g. carbonates, acetates and oxalates) are used to prepare LiFePO4 so 

that some residual carbon will prevent the formation of ferric ions.  The 

as-prepared samples show higher conductivities, in the range of 10
-5

-10
-6

S/cm, however, it is not yet high enough for high power lithium-ion 

batteries [112].   

To increase the conductivity, the material could be doped as 

suggested by Chiang and coworkers.[111]  However, doping may have 

deleterious impact if it occurs on the lithium sites.  Conductive coatings 

deposited on the surface of LiFePO4 are usually employed to solve the 

conductivity issue.  Most coatings are carbonaceous and deposited during 

the synthesis process.  Pioneering work on carbon coated LiFePO4 was 

carried out by Ravet et al. [113,114]  Sucrose was used as one carbon 

source [114] and was added on the initial hydrothermal samples [115] or 

during pyrolysis [116].  Other methods include thermal decomposition of 

pyrene [117] or citric acid based sol-gel processing [118].  It should be 

noted that the electrochemical properties of LiFePO4 are influenced by 

the quality of carbon coatings. Wilcox et al. found that the conductivity 

and rate behavior of LiFePO4 are strongly affected by carbon structural 

factors such as sp
2
/sp

3
 and disordered/grapheme (D/G), as determined by 

Raman spectroscopy, and H/C ratios determined from elemental analysis 

[119].  The structure of carbon can be controlled by the use of additives 

during LiFePO4 synthesis.  LiFePO4 coated with the more graphitic 

carbon has higher conductivity and shows better electrochemical 

performance.  Another factor that influences the electrochemical 

performance of LiFePO4/C composites is the porosity.  Gaberscek et al. 
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prepared microsized porous LiFePO4/C particles with different 

morphology by using different techniques such as solid-state or sol-gel 

methods [120].  The composite porosity is influenced by synthesis and 

synthesis parameters.  The composites prepared at a relatively high 

heating rate (> 5K/min) have interconnected pores and show the best 

electrochemical performance, e.g., more than 140 mAh/g at C/2 rate 

during continuous cycling. 

In addition to carbon coating, metal coating such as silver has been 

successfully used to increase the conductivity as well [121].  Another 

type of coating is conductive inorganic layer such as metallic Fe2P, as 

investigated by Rho et al. [122].  In their study, mixture of Fe2P and FeP 

were deposited on the surface of the LiFePO4 along with carbon and the 

by-product Li3PO4 by surface reduction reactions.  Fe2P is coated directly 

on the LiFePO4, while carbon and Li3PO4 sit on the outer surface of the 

crystallites.  Such surface layer structure facilitates significantly 

improved rate capabilities and superior cycleability: a high capacity of 

105 mAh/g is achieved at a very high rate of 14.8C.  Recently Wang and 

Su’s group have designed a LiFePO4 spherical structure coated by a π-

bond character planar polymer - polyacene (PAS) - by pyrolysis of the 

phenol-formaldehyde resin [123].  The conductivity of LiFePO4-PAS 

structure is drastically increased to 10 S/cm.  High capacities and 

excellent cycling performance are achieved for the LiFePO4-PAS 

structure in a wide temperature range of -20 to 60ºC.  In another study 

presented by Goodenough’s group, conductive polymer polypyrrole (PPy) 

was bonded to LiFePO4 particles by a carbon coat and was found to 

significantly improve the capacity and rate capability of LiFePO4 [124].  

For example, at a high rate of 10C, the C-LiFePO4/PPy containing 16 

wt% PPy shows a high capacity and steady cycling performance.  In a 

similar manner, electronically conducting RuO2 was used as an oxidic 

nanoscale interconnect for carbon containing porous LiFePO4 to improve 

electrode performance [125].  RuO2 with a particle size of about 5 nm 

was deposited on the carbon-LiFePO4 with an average pore size of 50 nm 

by using cryogenic decomposition of RuO4 at low temperature.  The 

resulted C-LiFePO4/RuO2 composite maintains the morphology and 

structure of the original C-LiFePO4, as revealed by high-resolution TEM 

images in Figure 8.  Nanosized RuO2 as an oxide adheres well with 
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oxides such as LiFePO4, while simultaneously assures good contact with 

carbon.   Hence, RuO2 repairs incomplete carbon network in porous 

LiFePO4 and thus improves the kinetics and rate capability of the 

composite.  It is found that the original C-LiFePO4 electrode shows 

decent performance at low current rates but the performance deteriorates 

at high current rates. The C-LiFePO4/RuO2 shows improved 

electrochemical behavior at high rates. 

The problems of low electronic conductivity and slow diffusion of 

lithium ions in LiFePO4 can be further alleviated by modifying with 

conductive species and by minimizing particle size simultaneously.  

Huang and coworkers prepared a nanocomposite of LiFePO4 with a 

carbon xerogel formed from a resorcinol-formaldehyde precursor and the 

resultant nanocomposite achieves 90% theoretical capacity at C/2 with 

very good stability at room temperature [126].  Such excellent 

Figure 8.  (a and b) High resolution TEM images of C-LiFePO4 after RuO2 coating.  (c) 

Schematic of the repair of the electronically conducting network of carbon on porous 

LiFePO4 by nanosized RuO2.  Reprinted with permission from Ref. 125, Y-S. Hu et al., 

Adv. Mater. 19, 1963 (2007), Copyright @ Wiley-VCH. 
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electrochemical performance is attributed to modification with carbon 

and control of particle size to nanometer scale.  Both factors are of 

essential importance. Hwang’s group synthesized nanosized 

LiFePO4/carbon composites with dimensions in the range of 20-30 nm 

using a sol-gel method [127].  Citric acid was used as a complexing 

agent and a carbon source, which suppresses the growth of LiFePO4

particles and enhances the conductivity of the composites.  The carbon-

coated LiFePO4 sintered at 850ºC demonstrates the highest conductivity 

of 2.46×10
-3

 S/cm and best electrochemical properties, as shown in 

Figure 9.  The discharge profile is flat over a wide voltage range, due to 

the two-phase redox reaction via a first-order transition between FePO4

and LiFePO4 [128].  A discharge capacity of 148 mAh/g is achieved for 

this cathode material.  A slight increase in capacity is observed after a 

few cycles, showing good cycleablity. 

Figure 9. Discharge curves of LiFePO4/carbon sintered at 850ºC for 2 hours.  Reprinted 

with permission from Ref. 128, K. Padhi et al., J. Electrochem. Soc. 144, 1188 (1997), 

Copyright @ The Electrochemical Society. 
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5. Nanostructured Composites 

As noted above, most cathode materials with interesting 

thermodynamic properties are typically ceramic materials with low 

electronic conductivity ranging from 10
-3

 S/cm for LiCoO2 [39] down to 

10
-9

 S/cm for LiFePO4 [111].  To improve the electrochemical kinetics, 

the cathode materials need to be embedded within an electronically-

conducting network, e.g., some thin coating of conductive material.  The 

coatings must be thin enough, within nanoscale so that ions can penetrate 

through them without appreciable polarization.  Furthermore, the internal 

electrical field generated by electrons may enhance the ionic motions

[ 129 ].   Such surface modifications alleviate the problem of low 

electronic conductivity, at the same time, reducing the size of active 

material would shorten the diffusion length for lithium.  The realization 

of such nanostructured composites consisting of cathode materials and 

conductive additives makes it possible to utilize theoretical capacities at 

intermediate or even higher rates.   

5.1 Nanostructured Carbon-Oxide Composites 

One of the commonly studied carbon-based composites is 

carbon/vanadium oxide composite.  Carbon-coated V2O5 nanoparticles 

can be synthesized via buring off carbon-coated V2O3 nanoparticles 

around 400ºC in air [130].  The thickness and weight percentage of 

carbon can be manipulated by varying the conditions of the burning 

process.  The optimal carbon content is found to be 2-3% by weight.  

Because of the carbon coating, these C-V2O5 nanoparticles have good 

interparticle electrical contact, and do not have the usual drawbacks of 

nanoparticles such as poor active mass integrity and high surface 

reactivity.  Therefore, carbon-coated V2O5 nanoparticles are found to 

have higher capacity, better rate capability and cycleability than V2O5

microparticles or nanoparticles.  The Li intercalation capacity of C-V2O5

nanoparticles reaches 290 mAh/g at high rates.  Higher capacities can be 

achieved with vanadium oxide/carbon nanotube nanocomposites.  

Dunn’s group incorporated V2O5 aerogels into single-wall carbon 

nanotubes using a sol-gel method [131].  The carbon nanotubes and V2O5
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nanoribbons in the aerogel have similar morphology and dimensional 

scale, and thus have intimate contact with each other in the nanoscale.  

Moreover, the porous structure of carbon nanotubes and V2O5 aerogel 

permits electrolyte access throughout the composite material.  As a result, 

such nanocomposite electrode shows high capacities exceeding 400 

mAh/g at high rates.  Apart from vanadium oxides, some nanostructured 

lithium vanadium oxides have also been reported to form nanocomposite 

with carbon which exhibits excellent electrochemical characteristics.  It 

was reported that mixing the precursor of Li1+αV3O8 with a suspension of 

carbon black resulted in nanocomposites of Li1+α+xV3O8/β-Li 1/3V2O5/C 

[132].  β-Li1/3V2O5 was a by-product formed when the initial Li1+αV3O8

was reduced by carbon.  Here carbon particles play critical roles as a 

reducing agent, a growth-limiting agent to restrict the electroactive 

material within the nanoscale, and as an electronically conducting agent.  

The Li1+α+xV3O8/β-Li1/3V2O5/C nanocomposite shows significantly better 

electrochemical performance in comparison with the standard Li1+αV3O8.  

Similarly, acetylene black was used to prompt the reduction of potassium 

permanganate, yielding amorphous manganese oxide/carbon composites 

[133].  The as-prepared composite delivers a high capacity of 231 mAh/g 

at a current density of 40 mA/g, showing good electrochemical 

performance at  high rates.  The energy density of MnO2/C 

nanocomposite can be further increased by optimization of the synthesis 

conditions.  Hibino and coworkers used a sonochemical synthesis 

method to prepare MnO2/C nanocomposite with acetylene black and 

sodium permanganate and optimized synthesis conditions such as the 

reaction temperature and specific surface area of the carbon to achieve 

the best electrochemical performance of the nanocomposite [134].  The 

active material content increases by increasing the reaction temperature.  

It is interesting to note that the capacity increases with the increasing 

amount of active material then decreases, because the excessive 

formation of active material increases the electrochemicaly effective 

volume, leading to capacity drop.  On the other hand, using carbon with 

higher surface area results in higher capacity; the highest capacities are 

126 and 99.9 mAh/g at current densities of 1 and 10 A/g, respectively.  A 

number of lithium phosphates/cabon composites have also been studied 

as cathode materials for lithium batteries, including those of general 
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formula LiMPO4 (M = Fe, Mn, Co, Ni) [135] and Li3V2(PO4)3 [136].  

Yang and Xu have reported the synthesis and characterization of carbon-

coated lithium metal phosphates LiMPO4 (M = Fe, Mn, Co, Ni) [135].  

The authors developed an organic sol-gel method using ethylene glycol 

as the solvent and synthesized well-dispersed submicron-sized particles 

with uniform size distribution.  Among the carbon-coated LiMPO4  

Figure 10.  (a) Voltage-composition plot for C/Li3V2(PO4)3 composites at rates of C/5 

(solid line) and 5C (dotted line) in the potential window 3.0 – 4.3 V; single phase 

compositions are indicated: x = 2.5 (i); 2.0 (ii); and 1.0 (iii).  (b) Cycling stability at a rate 

of 1C.  Reprinted with permission from Ref. 136, H. Huang et al., Adv. Mater. 14, 1525 

(2002), Copyright @ Wiley-VCH. 
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(M = Fe, Mn, Co, Ni) composites, the LiFePO4/C with surface carbon 

coating of 1.8 wt% achieves an electronic conductivity of 10
-2

 S/cm and 

shows the best electrochemical performance.  Compared to LiFePO4 that 

attracts a lot of attention, Li3V2(PO4)3 is relatively unexplored.  Like 

LiFePO4, this material also suffers from low electronic conductivity.  To 

solve this issue, Li3V2(PO4)3 crystallites were wrapped within a 

conductive carbon network to form a nanocomposite which delivers 

almost full capacity at high rates [136].  The potential curves in Figure 

10(a) reveal that two lithium ions per formula unit are completely 

extracted in three steps to give a theoretical capacity (100%) of 132 

mAh/g at a rate of C/5.  95% theoretical capacity is still achieved at a 

high rate of 5C.  The flat plateaus in the curve correspond to LixV2(PO4)3, 

where x = 2.5 (i); 2.0 (ii); and 1.0 (iii).  Such a sequence of phase 

transitions between two single phases shows the very low degree of 

polarization in the discharge curve owning to the facile ion and electron 

transport.  Excellent cycling stability is also demonstrated by this 

material, as shown in Figure 10(b).  When cycled between 3.0 V and 4.8 

V, the Li3V2(PO4)3/C composite delivers a specific energy density of 

2330 mWh/cm
-3

 comparable to LiCoO2 (2750 mWh/cm
3
) or LiFePO4

(2065 mWh/cm
3
). 

5.2 Nanostructured Polymer-Oxide Composites 

Over the past two decades much interest has been placed on the 

conductive polymer/transition metal oxide nanocomposite.  The hybrid 

material consists of conductive organic polymers (e.g. polyacetylene, 

polyaniline and polypyrrole (PPy)) interleaved between the layers of an 

oxide lattice such as V2O5.  Both oxide and polymer are 

electrochemically active and this feature makes the polymer/oxide 

nanocomposite very attractive as the cathode material for lithium-ion 

batteries.  The layer-by-layer (LbL) technique, based on physical 

adsorption of oppositely charged layers, has been widely used to prepare 

V2O5 nanocomposites alternating with polymer layers.  One popular 

example is V2O5/polyaniline nanocomposite film fabricated by the LbL 

technique and the intimate contact between the oxide and polymer within 

nanoscale results in an improved intercalation capacity [137].  Later, 
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Huguenin et al. prepared V2O5 nanocomposite alternating with blends of 

chitosan and poly(ethylene oxide) (PEO) using the LbL technique and 

investigated the charge storage capability in such nanoarchitectures [138].  

A small amount of chitosan (1%) is added to blend with PEO because the 

adsorption of alternate layers of PEO and V2O5 is not efficient.  The 

V2O5/blend shows higher capacity and intercalates 1.77 moles of lithium 

per mole of V2O5.  The enhanced electrochemical performance of 

V2O5/blend in comparison with V2O5/chitosan is due to a larger number 

of electrochemically active sites and faster lithium diffusion within the 

host material.  At 20 mV/s, the charges injected were 3.29 mC/cm
2
 and 

8.02 mC/cm
2
 for V2O5/chitosan and V2O5/blend, respectively.  In a more 

recent report, polyaniline homogeneously distributed into 

V2O5/polyaniline nanocomposite was found to stabilize the capacity 

[139].  In this study, a reverse micelle method was used to prepare 

V2O5/polyaniline nanofibers which exhibit improved cycling 

performance compared to the V2O5 nanofibers [139].  The 

V2O5/polyaniline nanofibers containing 30 mol% polyaniline delivers a 

steady capacity of about 300 mAh/g without morphology change over 10 

cycles, whereas the V2O5 nanofibers do not retain the morphology after 

cycling.  Some V2O5/polymer nanocomposite shows lower storage 

capacity but better cycling stability compared to pure nanostructured 

V2O5 [140 ].  As reported by Reddy et al., PVPxV2O5 (x = 0.5, 1) 

nanobelts synthesized by a hydrothermal method exhibit lower capacity 

but better cycleability compared with V2O5 nanobelts.  The authors 

studied the interaction between the oxide and polymer with Fourier 

transformation infrared spectroscopy (FTIR) and found that the hydrogen 

atoms in PVP are hydrogen-bonded with the oxygen atoms of the V=O 

bonds of V2O5 nanobelts, which effectively shields the electrostatic 

interaction between V2O5 interlayer and lithium ions.  As discussed 

above, polymers can be intercalated between the interlayers of V2O5, on 

the other hand, V2O5 can be interleaved within a block polymer matrix as 

well [141].  Mayes and coworkers used a sol-gel method to prepare 

continuous and amorphous V2O5 phase within the poly(oligooxythylene 

methacrylate) (POEM) domains of a poly(oligooxythylene 

methacrylate)-block-poly(butyl methacrylate) (POEM-b-PBMA)  

copolymer (70 wt% POEM) up to weight ratios of 34% V2O5 [141].  The 
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resulted nanocomposite film is flexible and semi-transparent and the 

redox activity of V2O5 is preserved in such nanocomposite.   

Cathode materials other than V2O5 can form nanocomposites with 

conductive polymer as well.  Poly(ethylene oxide) (PEO) was used as an 

electroactive polymeric binder to mix with carbon containing Li1.1V3O8

[142].  The resulted composite electrode shows a capacity of 270 mAh/g 

at a rate of 5/C, higher than the capacity (180 mAh/g at C/5 rate) of the 

standard electrode without PEO.  Such improved electrode performance 

is attributed to the more efficient charge-carrier collection within the 

composite electrode. Among all known cathode materials, elemental 

sulfur is the cheapest and has the highest theoretical capacity density of 

1672 mAh/g assuming a complete reaction to yield Li2S [143].  However, 

Li/S cells suffer from low utilization of active material, because 

electrochemical reaction with the interior active materials is hindered by 

the insulated reaction products covering the sulfur particles.  Moreover, 

the dissolved polysulfides transfer onto the surface of the Li anode, 

causing lithium corrosion and poor rechargeability of Li/S cells.  To 

overcome these two problems, nanodispersed composites with sulfur 

embedded in a conductive polymer matrix were designed and prepared 

by heating the mixture of polyacrylonitrile (PAN) and sublimed sulfur 

[144,145]. The composite also show excellent cycling life due to the 

suppressed dissolution of polysulfides into the electrolyte and thus 

demonstrates a great potential as cathode material for lithium batteries.  

Conductive polymers themselves can act as cathode material, however, 

they suffer from low capacities and display sloping charge-discharge 

curves.  For example, polyryrrole (PPy) is one of the most popular 

conductive polymers and has a specific energy ranging from 80 to 

390Wh/kg [146].  To improve its capacity, a Fe
III

/Fe
II
 redox couple is 

physically or chemically attached to the PPy polymer backbone [147].  

The examination of the PPy/LiFePO4 composite electrode shows that the 

composite has higher specific capacity and rate capability. 

5.3 Nanostructured Metal-Oxide Composites and Other Composites 

The third most popular composite electrode is metal based cathode 

material, exemplified by the Ni-V2O5·nH2O core-shell structure  
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discussed earlier in section 3.1.  Accordingly, Wang et al. synthesized 

Ag-Ag0.08V2O5·nH2O composite films by dispersing silver nanowires into 

V2O5·nH2O matrix [148].  The composite film is found to deliver twice 

the capacity of the V2O5·nH2O xerogel film, due to further amorphization 

of V2O5·nH2O, the increased porosity and the enhanced electronic 

conductivity.  In a similar concept, LiCoO2/Ag multilayer film was 

fabricated by magnetron sputtering and showed enhanced rate capability 

in comparison with LiCoO2 film of the same thickness [149].  Thickness 

of Ag layer is restricted within nanoscale and the rate capability of the 

multilayer film improves with the increased thickness of Ag layer as a 

result of the enhanced electronic conductivity.   

More recently, oxide/metal/polymer composites have been obtained 

and been shown to have very good electrochemical performance.  Li et al. 

prepared freestanding V2O5/Pt/PVA multilayer films and the thicknesses 

of the V2O5, Pt, and PVA are 22, 57, and 704 nm [150].  Other types of 

composite structures include oxide/oxide composite and carbon/polymer 

composite.  Imachi et al. designed and synthesized a double-layer 

cathode composed of a LiCoO2 main layer with a LiFePO4 sublayer on 

top of Al current collector which showed better tolerance against 

overcharging than other electrodes including (LiCoO2-LiFePO4

mixture)/Al single layer and LiFePO4/LiCoO2/Al double layer [151].  

The authors attributed such enhanced electrochemical performance to a 

large increase in the ohmic resistance of the delithiated LixFePO4 layer 

which shuts the charging current down during overcharging without  

shut-down of the separator.  In the case of polymer/carbon 

nanocomposite, Sivakkumar et al. synthesized a polyaniline 

(PANI)/multiwalled carbon nanotube (CNT) composite by in situ 

chemical polymerization and utilized the nanocomposite as a cathode 

material in a lithium metal-polymer cell assembled with ionic liquid 

electrolyte [152].  Such cell demonstrates a maximum discharge capacity 

of 139 mAh/g with good cycleability and shows decent high rate 

performance (111 mAh/g at the 2.0C rate).   
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6. Concluding Remarks 

This review clearly reveals how moving from bulk materials to the 

nanoscale can significantly change device performance for energy 

storage and conversion.  The development of high-performance lithium-

ion batteries can benefit from the distinct properties of nanomaterials, 

such as high surface areas, short diffusion paths and a large quantity of 

active sites. Among a wide range of synthetic methods to prepare 

nanomaterials, simple and elegant are soft chemistry routes that involve 

sol-gel reactions and that frequently use organic molecules as structure-

directing templates.    

As discussed in this review, there are two groups of Li-ion battery 

cathode materials in general: the one with more compact lattices such as 

LiCoO2, LiNiO2, LiMn2O4, substituted lithium transition metal oxides, or 

solid solutions of lithium transition metal oxides, and the other group of 

cathode materials with more open structure including V2O5, MnO2 and 

LiFePO4.  Nanoparticulate forms and one-dimensional nanostructures of 

lithium transition metal oxides are fabricated with solid state approaches 

or solution chemistry methods. To increase the stability of these 

nanocrystalline lithium transition metal oxides, it is necessary to coat 

these materials with nanosized thick layers to suppress metal dissolution.  

In the case of LiCoO2, coatings of various phosphates (e.g. AlPO4) and 

oxides (e.g. ZnO or ZrO2) have been studied and significant 

improvements in capacity retention have been demonstrated.  Nanosized 

ZnO or ZrO2 coatings on LiMn2O4 and substituted LiMn2O4 also help to 

improve the cycling performance of the cathodes by collecting acidic 

species from electrolyte to reduce Mn dissolution.  Vanadium oxide is 

one of the earliest studied oxides as cathode materials. There are many 

reports on synthesis and electrochemical properties of nanostructured 

vanadium oxides.  Sol-gel processing and hydrothermal treatment are 

usually employed to prepared a large variety of nanostructured vanadium 

oxides, including nanorolls, nanobelts, nanowires, mesoporous structures, 

two-dimensional thin films with nanosized features and three-

dimensional ordered photonic crystal structures with nanosized features. 

The template-based solution methods are utilized to prepare ordered 

arrays of nanostructures, such as polycrystalline or single-crystalline 

V2O5 nanorod arrays, V2O5·nH2O nanotube arrays and Ni-V2O5·nH2O 
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core-shell nanocable arrays.  In analogy to vanadium oxides, 

nanostructured manganese oxides are synthesized with soft chemistry 

methods and different morphologies are produced including nanowires, 

nanotubes, nanobelts, mesoprous structures and honeycomb-structured 

thin films. Morphology, structure, growth mechanisms and 

electrochemical properties of these nanostructures have been discussed in 

this article. All nanostructured electrodes exhibit significantly improved 

storage capacity and rate performance than thin film electrodes. There 

are only a few studies on LiFePO4 nanoparticles, and submicron-sized or 

micron-sized LiFePO4 are more commonly reported.  However, to 

increase the conductivity of this material, carbon or metallic coatings 

with thickness on the order of a few nanometers are deposited on the 

surface of LiFePO4, mostly during synthesis process.  Such novel designs 

of nanostructured composites are generalized and applied to other oxides 

and conductive materials, including composites of carbon-oxide, 

polymer-oxide, metal-oxide, carbon-polymer, oxide-oxide or even metal-

oxide-polymer.   

Applications of nanotechnology in energy storage are in the stage of 

research and development.  For realization of wide industrial applications, 

further work is required to achieve controlled and large-scale synthesis of 

nanostructures, to understand mechanisms of lithium storage in 

nanomaterials and kinetic transport on the interface between electrode 

and electrolyte.  The effects of nanostructures in battery performance are 

not only simple consequences of a reduction in size.  Interfacial 

properties are subtle and critical, considering space-charge effects at the 

interface between nanosized electrode materials and charge transport 

between electrode and electrolyte.  This challenges researchers 

worldwide to carry out systematic experimental studies and to develop 

predictive theoretical tools for better fundamental understanding of 

relationships between nanostructures and electrochemical characteristics 

of electrode materials. 
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Novel nanostructured materials synthesized in recent years are 

significantly attracting scientists and engineers for the development of 

new generation nanoscale solar cells. Major nanostructured materials 

include: semiconducting nanostructured porous materials, nanotubes, 

nanowires, different types of quantum dots, metal nanoparticles, carbon 

nanotubes and C60 families. All of these nanoscale materials have been 

found to have quantization size effects and unique optoelectrical 

properties, and therefore it is feasible to use them in photovoltaics. 

Extensive investigation of the possibility and feasibility of these 

nanostructured materials for high performance photovoltaic devices are 

concentrated in two areas: dye-sensitized solar cells or Grätzel solar 

cells and organic/inorganic nanocomposite photovoltaic devices. Why 

are nanoarchitectures so important to the two major nanoscale solar 

cells? This article highlights the most recent state-of-the art design and 

synthesis, as well as the characterization and applications of the novel 

structured materials for the two major types of solar cells. Identification 

of gaps in our current knowledge of these materials and discussion on 

the subject of achieving high overall power conversion light to 

electricity efficiency is included.  
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1. General Introduction  

1.1. Photovoltaics and Conventional Inorganic Semiconductor Solar 

Cells 

Solar cells or photovoltaics (PV) are devices that convert sunlight 

into electricity. Principally, electron and hole pairs are generated  

and separated once upon a light illuminates a semiconductor material, 

which has photon energy larger the semiconductor’s bandgap [1, 2]. 

Conventional inorganic solid state p-n junction silicon solar cell (Figure 

1) is a semiconductor diode, which is operated through a built-in-

electrical field to drive the photon-induced electron and hole pairs 

separated. One layer is an “n-type” semiconductor with an abundance of 

electrons, which have a negative electrical charge, and the other layer is 

a “p-type” semiconductor with an abundance of “holes,” which have a 

positive electrical charge. Sandwiching these two layers together creates 

a p/n junction at their interface, thereby creating an electric field. When 

n- and p-type silicon layers come into contact, excess electrons move 

from the n-type side to the p-type side. The result is a buildup of positive 

charge along the n-type side of the interface and a buildup of negative 

charge along the p-type side, forming the built-in-electrical-field to drive 

electrons drifting to one electrode and holes drifting to another electrode. 

Figure 2 gives the evaluation principles by measuring the photocurrent 

and photovoltage, called I~V curve under a light illumination. A Typical 

I~V characteristics of a solar cell presents three characteristic parameters: 

short-circuit current Isc, open-circuit voltage VOC and fill factor ff = 

Pmax /(Voc × Isc); Pmax is the electrical power delivered by the cell at the 

maximum power point MPP [2]. Additionally, overall power conversion 

efficiency will be calculated based on the definition of 

s

OCph
global I

ffVi )(
=η  

where η global is the overall efficiency of the photovoltaic cell, iph is the 

integral photocurrent density, VOC is the open-circuit photovoltage, ff  is 

the fill factor of the cell, and the Is is the intensity of the incident solar 

radiation Is = 1000 (W/m
2
). 
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Figure 1. A single p-n junction in conventional silicon solar cell. 

 

 

 
Figure 2. Typical I~V characteristics of a solar cell with three characteristic parameters: 

short-circuit current Isc, open-circuit voltage Voc, and fill factor FF = Pmax /(Voc × Isc); 

Pmax is the electrical power delivered by the cell at the maximum power point MPP. 

Reprinted with permission from Science, Ref. 2. Copyright 1999 Science Publishing 

Group. 

 

Extensive interdisplinary research in material sciences, chemistry, 

physics, and engineering finally drove the solid-state inorganic p-n 

junction silicon semiconductor solar cell to the market in 1975 after it 

was invented in 1950s [1, 2]. At present, the best single-junction solar 

cells have efficiencies of 20-25%. Global energy risk imperatively 

requested a revolutionary progress in solar energy conversion efficiency 
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since the late 1990s, and it became the research goals of solar energy 

utilization in this 21
st
 century. Devices that operate about the existing 

performance limit of energy conversion efficiency of 32% calculated for 

single-junction cells will enable solar electricity from photovoltaics to be 

competitive with or cheaper than present fossil fuel electricity costs. 

Based on this promotion, multiple junction semiconductor thin film solar 

cells (tandems) with efficiency over 50%, optical frequency shifting 

(up/down conversion or thermophotonics) solar cells, multiple exciton 

generation from single photon, multiple energy level solar cells (such as 

intermediate band photovoltaics) and hot carrier solar cells have been 

emerged in recent years [3, 4].  
 

 
Figure 3. Depiction of an inorganic solar cell device with two-junctions, consisting of 

gallium-indium-phosphide (GaInP), gallium-arsenide (GaAs), indium-gallium-phosphide 

(InGaP), and aluminum-indium-phosphide (AlInP). Shown here is a monolithic tandem 

space cell using two stacked p–n junctions connected by a tunnelling junction. [Ref. 5] 

 

Figure 3 depicts a solar cell with gallium-indium-phosphide (GaInP) 

in tandem with gallium-arsenide (GaAs) with the addition of an indium-

gallium-phosphide (InGaP) tunnel junction layer and an aluminum-

indium-phosphide (AlInP) barrier layer [5]. Although the two-junction 

solar cell device has obtained the high efficiency, the fabrication process 
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is too complicated and the production cost is too high for commercial use. 

In addition, in order to widely utilize these solar cell devices, materials 

cost must be reduced. 

1.2. Key Problems in Conventional Semiconductor Solar Cells  

However, the high-temperature fabrication routes to single-crystal 

and polycrystalline silicon are very energy intensive and expensive [1]. 

Apart from the problems that they are heavy, fragile, and high cost, 

impurities usually cause significant efficiency decrease. The inorganic 

semiconductor thin film photovoltaics even though turns to use less 

expensive amorphous silicon and to develop compound semiconductor 

heterojunction cells (such as  cadimium telluride and copper indium 

diselenide) [6], is still facing a grand challenge to develop high-efficiency, 

low-cost solar cells that can reach the ultimate thermodynamic efficiency 

limits. The key problem in optimizing the cost/efficiency ratio of such 

devices is that relative pure materials are needed to ensure that the photo-

excited carriers are efficiently collected in conventional planar solar cell 

device designed and manufactured [7]. Since 2005, the overextended 

demand for raw silicon has been limited the conventional polysilicon 

solar photovoltaic market growth world-widely and it was estimated that 

it will keep more of the same in 2007 through 2008 [8]. Thus, search for 

alternative solar cells has become overwhelming research goals currently. 

1.3. Nanostructured Solar Cells 

In recent years, nanomaterial science and technology brought about 

fast growth of a new generation solar cells-nanosturctured solar cells, 

which consist of nanostructures using nanoscale materials and fabricated 

by nanotechnologies [9-13]. Nanosize materials have peculiar properties 

that are not expected in the bulk phase, and elucidation of there 

properties has already let to breakthroughs in various fields. The 

electrical and optical properties of nanoparticles are size and shape 

dependent. Hence, a proper organized nanostructure will bring about 

unique performances for optoelectrical devices. Therefore, the use of 

nanostructures offers an opportunity to circumvent the key limitation and 
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therefore introduce a paradigm shift in the fabrication and design of solar 

cells to produce either electricity or non-carbon fuel [7]. At the current 

state-of-the-art, there are two major types of nanostructured solar cells: 

dye or quantum dot sensitized Grätzel solar cells [14-17] and organic-

inorganic hybrid nanocomposite solar cells [18-21] or organic 

photovoltaics (OPVs). Inorganic semiconductor quantum dot multilayer 

solar cells may be ascribed to nanoscaled thin film multi-junction solar 

cells (Figure 4) [6]. It is not in our discussion coverage in this review 

since the solid-state inorganic thin film solar cells have different 

rationales from the nanostructured solar cells, and they are complicated 

in design and expensive in manufacture. The following sections may 

involve a little discussion in comparison to nanostructured photovoltaic 

devices, but we will not emphasize on them. More interested readings 

can be found from references [22-26].  

 

 
Figure 4. Schematic of the inorganic solar cell devices consisting of a) cadmium-telluride 

(CdTe), and b) copper-indium-gallium-selenide [Cu(In,Ga)Se2] materials. [Ref. 6] 

1.3.1 Grätzel Solar Cell and its Nanostructure 

Based on photoelectrochemical cell operation principle, using dye or 

other proper sensitizers such as semiconductor quantum dots to sensitize 

a stable, non-toxic, wide bandgap oxide semiconductor film, such as 

TiO2 or ZnO to convert light to electricity made the dye or quantum dot 

sensitized solar cells developed [27]. Dr. Grätzel and his colleagues have 

been pioneered in the dye-sensitized solar cells field for over ten years, 

this type of solar cells alternatively are called Grätzel solar cells. 

a b 



Nanostructured Materials for Solar Cells 599 

 
Figure 5. Mesoporous Nanostructures of semiconductor nanocrystals used for Grätzel 

solar cell. (Ref. 16) 

 

 

 

 

 
 

 
 
 
 
 
 
 
 
 

 

 

 

Figure 6. Operation principle of Grätzel solar cell: S is the photosensitizer. It may be a 

dye molecule, or a semiconductor quantum dot; the Redox mediate (electrolyte) may be a 

liquid redox couple such as iodine/iodide (I-/I3-), or a solid polymer hole transport 

material (HTM) which satisfy the energy level potentials. All the potentials here are 

referenced to the normal hydrogen electrode (NHE). The open-circuit voltage of the solar 

cell is dependent on the difference between the redox potential of the mediator and the 

Fermi level of the nanocrystalline film indicated with a dash line in this diagram. (Ref. 30)  
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Mesoporous nanostructures (Figure 5) of the wide bandgap 

semiconductor film that allows photosensitizer loading and absorbing 

light to generate electron and hole pairs are the core of this type of solar 

cells. Figure 6 schematically shows the operation principle which uses 

TiO2 as the wide bandgap semiconductor functioning as electron 

collector (anode), and a redox mediate as the hole conducting material 

(HTM), regenerating the photosensitizer while itself is reproduced at the 

counter electrode by electrons passed through the external circuit load 

(cathode).  

The sensitizer-coated mesoporous TiO2 layer and the HTM 

penetrated in the porous photoactive film formed the heterojunction 

nanostructures. O’Regan and Grätzel reported their breakthrough work in 

1991 using ruthenium complex dye to sensitized the mesoporous TiO2 

film and liquid electrolyte redox couple I
-
/I

3-
 to regenerate a 

photosensitizer in the heterojunction nanostructures, which has been 

achieved overall PCE of 7.1 to 7.9%, and it has been well-known as 

Grätzel liquid solar cells (GLSCs) (Figure 7) [28, 29, 30]. Another 

significant contribution by Dr. Grätzel and his colleagues was the 

development of Grätzel solid solar cells (GSSCs) in 1998, in which they 

replaced the liquid electrolyte I
-
/I

3-
 with a p-type semiconducting organic 

spiro-compound (Figure 8), which achieved an overall PCE of 0.74% 

[31]. 

 

 

Figure 7. A Catoon of Grätzel liquid solar cells. (Ref. 29) 
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Figure 8. Solid Grätzel solar cell and the Spirobiflurene compound as the HTM (Ref. 31) 

Shown here is the spiro-MeOTAD [2, 2’, 7, 7’-tetrakis (N, N-di-p-methoxyphenyl-

amine)-9, 9’-spirobifluorene]. 1, conducting F-doped SnO2 coated glass; 2, compact TiO2 

layer; 3, dye-sensitized mesoporous TiO2 layer and the HTM formed the heterojunction; 

4, counter electrode Au. 

 

The nanostructure of the wide bandgap semiconductor oxide material 

in Grätzal solar cells is the heterojunction heart. As a result, the 

development of mesoscopic semiconductor material that obtains high 

internal surface area and control of the thickness are technically critical. 

Up to today’s arts, the GLSCs have been achieved overall PCE of 11% 

using ruthenium dyes [30], while GSSCs have been only reported to 

achieve about 4% overall PCE [32]. Overcoming interfacial charge 

recombination is a technical challenge for GSSC. It is an engineering 

challenge for GLSCs to overcome liquid electrolyte packing problem. 

Thus, development of GSSCs is preferable in a long term view. Our 

review will mostly focus on the state-of-the-arts in construction of this 

nanostructured heterojunction for high performance GSSCs. 

1.3.2 Organic Polymer Solar Cell and its Nanostructure 

Polymer-based organic/inorganic nanocomposite solar cells are 

another type of nanostructured photovoltaics [7]. The original organic 

solar cells are designed based on the photogeneration of excitons 

(bonded electron-hole pairs) and their effective separation, rather than 
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the direct formation of charge carriers.  Polymeric materials are versatile 

for this type of solar cell devices in that they can be synthesized and 

tailored to function at a specific region of the solar spectrum [33]. Many 

of the materials used in organic solar cells exhibit high coloration to 

absorb strongly in the visible region of the spectrum and good stability 

under illumination in air and moisture. In addition, these materials can be 

prepared in nanometer scale thin film to reduce the bulk resistance, can 

be chemically “doped” to enhance the conductivity, and can exhibit 

photoconducting behavior. Flat-junction organic solar cells, consisting  

of interpenetrating polymer nanostructured networks [34, 35], 

polymer/fullerene blends nanocomposite [36], and halogen-doped 

organic nanocrystals [37] have been studied. Newer devices with bulk 

donor-acceptor nanostructure heterojunctions formed by blending two 

organic materials [38], where one material serves as the electron donor 

(p-type conductor) and one material serves as the electron acceptor (n-

type conductor) emerged to reduce the probability of surface charge 

recombination at the interface of the two materials. Figure 9 depicts a p-n 

organic solar cell showing the movement of electrons and holes after 

exciton separation.  

In this type of nanocomposite structure, the electron-hole pair 

produced by the absorption of sunlight can reach the junction and 

dissociate into two free charge carriers. Typically, electron-hole pairs 

diffuse only a few nanometers before recombining. While the distance 

the electron-hole pair has to travel at most a few nanometers before 

reaching the interface in the nanostructure. Studied demonstrated that 

composite nanostructures have efficient photo-induced charge separation 

[39]. However, solar cells formed by only organic materials has very low 

electron mobility associated with conjugated polymers due to the 

presence of electron trapping species, specifically oxygen 40]. The 

presence of two different organic materials provides an interface for 

charge transfer via percolation pathways, but the efficiency is limited due 

to inefficient transport by charge hopping and the presence of structural 

traps associated with an incomplete network of percolation pathways 

[41]. 
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Figure 9. Schematic of a) an organic solar cell consisting of an n-type polymer and a p-

type polymer interconnected to form a heterojunction, and b) the electron and hole 

migration through the polymer network after exciton generation. [Ref. 6] 

 

To overcome low electron mobility problem, polymer-based 

inorganic nanoparticles or nanocrystals-doped OPVs have been explored 

in recent years [42, 43]. Thus, incorporating solid-state inorganic 

electron conducting nanocrystals into hole conducting organic materials 

to form hybrid nanostructures [44] generating a new generation OPVs. 

Dr. Alivisatos and his colleagues have been pioneered in this field, in 

which they reported to use semiconducting nanorods of cadmium 

selenide (CdSe) into a hole-conducting conjugated polymer, poly-

3(hexylthiophene) or P3HT, to fabricate an OPV and achieved overall 

PCE of 1.7% [41, 45]. Using a sandwiched active layer of nanocomposite 

P3HT and [6,]-phenyl-C61-butyric acid methyl ester (PCBM), Li et al. 

achieved overall PCE of 4.4% [43].  The combination of inorganic and 

organic materials to fabricate hybrid solar cell devices is to correlate the 

advantages of both types of materials. The presence of inorganic 

semiconductor materials utilizes the high intrinsic carrier mobility to 

reduce current loss from recombination by quicker charge transport, and 
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the advantage of using polymeric materials is the ease in incorporating 

organics by solution methods to provide an interface for charge transfer, 

which is typically favored between high electron affinity inorganics and 

relatively low ionization potential organics [41, 46]. It is found that 

charge transfer rates in organics that are chemically bound to 

nanocrystalline and bulk inorganic semiconductors with a high density of 

electron states can be very fast [45, 47]. 

1.3.3 Typical Characteristics of Nanostructured Solar Cells 

 

 
Figure 10. Energy level diagram for an excitonic heterojunction solar cell. Excitons 

created by light absorption in organic semiconductors 1 (OSC1) and 2 (OSC2) do not 

possess enough energy to dissociate in the bulk (except at trap sites), but the band offset 

at the interface between OSC1 and OSC2 provides an exothermic pathway for 

dissociation of excitons in both phases, producing electrons in OSC1 and holes in OSC2. 

The band offset must be greater than the exciton binding energy for dissociation to occur. 

[Ref. 40] 

 

According to B. Gregg, the existing types of nanostructured solar 

cells, both dye-sensitized Grätzel solar cells and OPVs, can be 

categorized by their photoconversion mechanism as excitonic solar cells 

(XSCs) (Figure 10) [40]. The distinguishing characteristic is that charge 

generation and separation are simultaneous and this occurs via exciton 

dissociation at a heterointerface. Electrons are photogenerated on one 

side of the interface and holes on the other. This results in fundamental 
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differences between XSCs and conventional PV cells. The open circuit 

photovoltage Voc in conventional PVs is limited to less than the 

magnitude of the band bending (фbi); while the Voc in XSCs is 

commonly greater than фbi, and it does not dependent on фbi, but is a 

function of both the built-in-electrical and the photo-generated chemical 

potential energy differences across the cells, since almost all of the 

carries are photogenerated in a narrow region near the interface, leading 

to a high photoinduced carrier concentration gradient [40]. Therefore, it 

is important for the development of nanostructured solar cells to 

construct and to optimize nanoarchitectures of heterointerfaces that 

benefit exciton or multiexcition created and separated, which is a 

technical challenge for both Gräztel solar cells and for the hybrid 

inorganic/organic polymer PVs. 

Compared to conventional inorganic semiconductor thin film solar 

ells, nanostructured solar cells are very cheap in materials costs and easy 

to be fabricated. This review will only focus on the nanostructured 

materials for excitonic nanoscale solar cells. As lacking enough silicon 

materials for conventional solar cell industry in recent years, and as the 

crisis of the energy requests, we may expect that the extensive research 

and development for those new generation nanoscale solar cells will 

keep explosively growing in next a few years. Thus, we take this 

opportunity to highlight the most recent progresses in nanostructured 

material syntheses and characterizations for the use of nanoscale solar 

cells, and hope this will help the happen of high performance, low cost, 

nanoscale solar cells developed to reach a much higher competent level 

with conventional solar cells near future.  

2. Nanostructured Materials for Grätzel Solar Cells 

2.1. Materials Choice 

Since Grätzel solar cell operates by sensitizing dyes or quantum dots 

bound to semiconductor nanocrystals participating in interfacial charge 

transfer under photoexcitation (Figure 11) [48], high internal surface area 

of the semiconductor mesoporous film and the high quality connection of 
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Figure 11. Dye or quantum dot sensitization of semiconductor nanostructures is the 

primary photochemical event in a Grätzel solar cell. (Ref. 48)  

 

 
Figure 12. A schematic diagram of components used to build up a nanostructured Grätzel 

solar cells. S is the photosensitizer. It may be a dye molecule, or a semiconductor 

quantum dot; the Redox mediate (electrolyte) may be a liquid redox couple such as 

iodine/iodide (I-/I3-), or a solid polymer hole transport material (HTM) which satisfy the 

energy level potentials. All the potentials here are referenced to the normal hydrogen 

electrode (NHE). The open-circuit voltage of the solar cell is dependent on the difference 

between the redox potential of the mediator and the Fermi level of the nanocrystalline 

film indicated with a dash line in this diagram. (Ref. 16) 
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the semiconductor nanocrystals are basically requested to realize 

maximum photosensitizer mass loading and to establish electronic 

conduction, so as to effectively collect electrons injected by excited 

photosensitizer. A high efficient heterojunction in this nanostructure also 

allows hole-transport material, either liquid electrolyte or organic 

semiconduting materials effectively penetrating into the mesoporous film 

to contact photosensitizer, so as to efficiently transport holes to the 

counter electrode after the excitons separated.  

Materials choice to build up this nanostructure needs to satisfy the 

energy levels for each component. Figure 12 and Figures 8, and 6 

schematically present the basic relative requirements of the potentials for 

each component forming the Grätzel solar cells [16].  

2.1.1 Wide Bandgap Semiconductor Materials 

Wide bandgap semiconductor TiO2 anatase has been widely used. 

 

Figure 12. The band gap of various semiconducting materials used in various solid-state 

and dye-sensitized solar cell devices. It can be seen that ZnO and TiO2 have the same 

band gap. [Ref. 13] 
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Figure 12 gives the referred bandgap energies of common semiconductor 

materials, indicating that there are alternative wide bandgap oxides such 

as ZnO, SnO2 to be investigated. Nb2O5 has also been considered as one 

candidate [13].  

2.1.2 Photosensitizers 

The photosensitizer dye or semiconductor quantum dots as well as 

the hole transport material (HTM) that should be a p-type material, are 

required to have special properties: 1) the p-type material HTM must be 

transparent to the spectrum where the photosensitizer absorbs light; 2) 

the photosensitizer such as dye or quantum dot must be such that its 

LUMO level (or the QD’s conduction band) is located above the bottom 

of the conduction band of TiO2 and its HOMO level (QD’s valence band) 

is located below the upper edge of the valence band of the p-type HTM. 

3) photosensitizer dye or QDs usually are assembled as monolayer on the 

surface of the TiO2 nanoparticles which are sintered to link together 

forming a high quality networks. The deposition of HTM layer should 

not damage the networks. A method to deposit the HTM without 

dissolving the photosensitizer monolayer is preferable [49, 50]. 

Based on the energy level requirement, ruthenium bipyridyle 

complex dyes are extensively used as the photosensitizers. Up to current 

state of the art, there are many kinds of dyes that have been synthesized 

and engineered to tail functional groups such as carboxylic group to 

favorite the electronic coupling with TiO2 nanoparticle surface and to 

benefit the electron charge injection. Generally, the optical transition of 

Ru complex dyes has metal-to-ligand-charge-transfer (MLCT) character. 

Excitation of the dye involves transfer of an electron from metal to the 

π* orbital of the ligand. N3 has been recognized as an excellent dye for 

Gräztel solar cells [30]. It has two such MLCT transitions in the visible 

region. The absorption maxima in ethanolic solution are located at 

518nm and 380nm, the extinction coefficients being 1.33×10
4
 and 1.3× 

10
4
 M

-1
cm

-1
, respectively [30]. Sensitization of the mesoporous TiO2 

nanostructure is realized by the molecular level thick monolayer dye 

molecules (usually only a few nanometers thick) through its low MLCT 

absorption and the interfacial redox reaction for the ultrafast electron 
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injection is in the femtosecond time regime. The level of the vibronic 

state produced by 530-nm light excitation of N3 is about 0.25eV above 

the conduction band of TiO2, and the 0-0 transition of N3 has a gap 

1.65eV, indicating the excited-state level matches the lower edge of the 

TiO2 conduction band [30]. Further research showed that the N3 emits at 

750nm, and the excited-state lifetime is 60ns [30]. 

To compare the efficiency of different dyes in the full-sun spectrum 

range, an external quantum efficiency (EQE) is usually used to 

characterize the corresponding solar cell performance. Indeed, the 

incident photon to current conversion efficiency (IPCE), referred it as 

“external quantum efficiency” (EQE), corresponds to the number of 

electrons measured as photocurrent in the external circuit divided by the 

monochromic photon flux that illuminate the cells. It is defined as IPCE 

(λ)=LHE(λ)φinj ηcoll, where LHE(λ) is the light-harvesting efficiency for 

photons of wavelength λ, φinj is the quantum yield for electron injection 

from excited sensitizer in the conduction band of the semiconductor 

oxide, and ηcoll, is the electron collection efficiency [30]. N3 showed an 

IPCE of about 68% at 700nm, while black-dye, developed to shift the 

optical absorption to near IR range, presented an IPCE of about 77%, 

and its PV response extended to over 800nm and demonstrated an IPCE 

about 60% at this wavelength (Figure 13) [30]. 

Figure 13 summarizes a few popular dyes reported so far used as 

photosensitizers for Grätzel solar cells [51-54]. Those dyes were 

designed and molecularly engineered to tune either the redox potential 

[51], or the molar optical absorption extinction coefficient [52], or the 

optical absorption shifting from visible to near IR range spectrum [53], 

or to improve the thermal stability under a higher temperature operation 

environment [54]. Both ruthenium complex dyes and metal-free indoline 

dyes have been led to the GLSCs achieving overall PCE above 10%. 

More information about molecular engineering to design and synthesize 

dyes can be found from references [55-58]. 

Apart from dyes discussed above, quantum dots (QDs) are new 

generation and excellent photosensitizer for Grätzel solar cells. Based on 

the energy level of construction of Grätzel solar cells, semiconductor 

compound QDs of III-V and II-VI, mostly having the bandgaps in a 
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Ligand L = 4,4’-bis(carboxyvinyl)-2,2’-

bipyridine (L) and its [Ru(II)L2(NCS)2]  

(K8) [51] 

Cis-dithiocyanatobis(4,4’-dicarboxylic 

ruthenium(II) complex acid-2,2’-

bipyridine)ruthenium(II) (N3) [30] 

The red cure is the optical absorption of K8 dye, and the blue one is the N3 optical 

absorption [51].  

 

                                                                        

 

 

 

 

 

 

 

 

K-19, efficiency competing with N3, 

stable at 80°C [52] 

 

 

 

 

 

Metal-free Indoline, efficiency competing  

with N3, and thermally stable at 300°C [54]. 

 

Figure 13. A few popular dyes developed for Grätzel solar cells. 

Black-dye shifted the optical absorption 

to above 800nm [30].  
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range of 1.0eV to 2.7eV based on their particle sizes and components, 

are good candidates as photosensitizers to sensitize wide bandgap oxide 

nanocrystals [59-62]. QDs have quantum confinement effects [63, 64]. 

Its optical absorption dependence to its particle size provides us the 

feasibility to flexibly control and tune the light harvesting spectrum 

region. Thus, near IR and IR range photosensitization to the wide 

bandgap oxide nanocrystals can be realized. Therefore, the QD-

sensitized Grätzel solar cells can efficiently use sunlight, especially in 

the IR range [59]. In addition, an exciting discovery is that multiple 

excitions can be generated from the absorption of a single photon by a 

QD via impact ionization if the photon energy is three times higher than 

its band gap, as shown in Figure 14 [65]. 

 

One photon produced two excitons          InP QD-sensitized TiO2 Gratzel Solar Cell 

 

Figure 14. Enhanced photovoltaic efficiency in QD solar cells by impact ionization 

(inverse Auger effect). (Ref. 65) 

 

Efficiently rapid injection has been tested in many cases using InP 

QDs [59], CdSe QDs [60], PbSe QDs [66], which was in the time regime 

of femtosecond. Once upon light absorption, excitons are produced in the 

QD.  The photon-induced electrons are subsequently injected into the 

semiconductor oxide conduction band, and the holes are transported to 
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the hole conductor or an redox electrolyte within the mesoporous film 

(Figure 14) [65]. Research has demonstrated that electron transfer from 

thermally relaxed state occurs over a wide range of rate constant values. 

The injected charge carriers in a CdSe-modified TiO2 film can be 

collected at a conducting electrode [60]. But at current state of the art, 

the reported QD-Grätzel solar cells have only achieved an IPCE of 45% 

and overall PCE 0.49% using PbS QDs [66], and a 12% IPCE at light 

response less than 380nm using CdSe to sensitize TiO2 film [60]. 

Significant loss of electrons occurs due to scattering as well as charge 

recombination at the QDs/TiO2 interfaces and internal TiO2 grain 

boundaries has been observed [60]. QDs have advantages of high 

thermal stability, and much higher optical cross sections compared with 

dyes. Also, one high energy photon may generate multiple excitons. All 

those indicates that they are very promising photosensitizers for Grätzel 

solar cells. It may lead to an IPCE 100% achieved. Therefore, much 

effort need to be done to study the fundamental loss mechanisms within 

the QD-sensitized semiconductor mesoporous nanoarchitectures, and to 

synthesize high qualified QDs.    

2.1.3 Hole-Transport Material (HTM) 

Choosing HTM needs to concern the photosensitizer’s HOMO or 

valance band level of the QD in the diagram of Figure12. Thus, dye’s 

LUMO level is located above the bottom of the conduction band of TiO2, 

and its HOMO level is located below the upper edge of the valence band 

of p-type HTM. Usually, an effective HTM is a p-type wide bandgap 

semiconductor materials or redox couple. Typical examples are the liquid 

electrolyte I
-
/I

3-
 couple for GLSCs [28] and a p-type semiconducting 

organic spiro-MeOTAD [2, 2’, 7, 7’-tetrakis (N, N-di-p-methoxyphenyl-

amine)-9, 9’-spirobifluorene] for GSSCs [31]. CuI is another good 

candidate for GSSCs, which has a wide bandgap (3.1eV). The valence 

band edge of CuI is -5.3eV vs. the vacuum level that matches the HOMO 

level of the ruthenium bipyridyle dye used in GSSCs. CuSCN, another 

stable Cu(I) p-type semiconductor, having a bandgap of 3.6eV and a 

valence band edge of -5.1eV with respect to the vacuum scale, also 

satisfies the requirements of GSSCs [50].  
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P-type polythiophenes, exhibiting bandgaps in the range 1.9 ~ 2.0eV, 

and HOMO energy level of approximately 5 eV (vs. vacuum) have been 

tried as the HTM to target plastic solar cells and to be a cheaper 

alternative for the replacement of spiro-MeOTAD [67]. Recent study has 

been shown they are promising new HTMs for Grätzel solar cells [68]. 

Further research needs to focus on the mechanism of HTM in such type 

of heterojunction nanostructures for high performance of hole-

transportation. 

Up to today’s art, using CuI and spiro-MeoTAD, for GSSCs, an 

overall PCE of 3% (less than 4%) in the full-sun spectrum were reported 

[50, 69]; while using liquid electrolyte I
-
/I

3-
 couple for GLSCs, overall 

PCE above about 10~11% has been demonstrated for many cases of 

GLSCs [50, 51, 52]. Since the GLSCs have problems such as leakage, 

packaging and carrion due to the use of liquid electrolyte I
-
/I

3-
, GSSCs 

should be extensively explored and developed in research direction. 

There are two main obstacles for GSSCs to achieve higher overall PCE: 

insufficient light absorption and large internal interfacial recombination 

loss. Fundamental research needs to focus on those problems and explore 

new approach to overcome those obstacles. 

2.2. Porous TiO2 Nanostructures for Grätzel Solar Cells 

For Grätzel solar cells, building-up a high quality mesoporous wide 

bandgap semiconductor film is first important step to construct the solar 

cell, since the heterojunction heart comes from the sensitization of dye or 

QD to mesoporous wide bandgap semiconductor nanocrystal film, which 

incorporates the HTM within the nanostructures. TiO2 has been widely 

used so far because it has a bandgap of 3.2eV and nontoxic and 

chemically stable properties, and it is very cheap and easy to obtain. 

2.2.1 Formation of the TiO2 Mesoporus Films 

Much of the research in Grätzel solar cells has surrounded the use of 

porous nanocrystalline titania (TiO2) film in conjunction with an efficient 

light-absorbing dye, and have shown an impressive energy conversion 

efficiency of > 10% at lower production costs [50]. The TiO2 
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semiconducting oxide functions as a suitable electron-capturing and 

electron-transporting material with a conduction band at 4.2eV and an 

energy bandgap of 3.2eV, corresponding to an absorption wavelength of 

~ 387nm. Typical TiO2 film thickness for solar cells with the highest 

light conversion efficiency ranges from 8µm to 12µm with a porosity of 

about 50%. This mesoscopic TiO2 nanostructure provides enough surface 

area for monolayer dye chemisorption, allowing for enough dye 

adsorption on the surface at a given area so as to absorb almost of the 

incident light through scattering. Figure 5 is an SEM image of the typical 

TiO2 mesoporous structure associated with 10% efficiency [16]. It has 

been shown that the grain size of the TiO2 film can range from about 

10nm up to 80nm depending on the processing technique. It has been 

shown that the structures of the anatase TiO2 nanoparticles are square-

bipyramidal, pseudocubic, and stab-like. The TiO2 crystals are faceted 

with the (101) face mostly exposed, followed by the (100) face and the 

(001) face [30].  

There are two general synthesis techniques to form nanocrystalline 

porous nanostructure film that provides a pathway for electrical 

conduction between particles. One approach applies a suspension of 

particles to a conducting substrate and then requires sintering at above 

350°C to form sufficient contact between particles for charge transport to 

the underlying substrate [30, 70]. Another approach utilizes direct film 

formation onto a substrate by way of electrochemical or chemical 

deposition of nanocrystalline particles [71, 72, 73]. The first approach is 

the most common synthesis process to obtain TiO2 film with high 

porosity and high surface-to-volume ratio. The preparation of crack-free 

mesoporous TiO2 thick film for use as suitable electron-transporting 

electrodes involves the preparation of TiO2 paste by way of sol-gel 

processing of commercially-available TiO2 colloidal precursors 

containing an amount of organic additives. This conventional method 

requires the deposition of the prepared paste by either doctor-blading, 

spin-coating, or screen-printing on a transparent conducting substrate. 

High temperature sintering is utilized to remove the organic species and 

to connect the colloidal particles for electrical contact between particles. 

The pores between colloidal particles are also interconnected and can be 

filled with electrolyte. Typical thickness of mesoporous TiO2 film using 
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this method ranges from 2µm to 20µm, depending on the colloidal 

particle size and the processing conditions, and the maximum porosity 

obtained by this technique has reported to be around 50% with an 

average particle size approximately 20nm [27].  

It has been shown that the film thickness is an important factor in the 

synthesis of this nanostructure film that is highly efficient for 

photosensitizer mass-loading and for electrons collection and 

transportation. Studies have shown that an increased probability of 

charge recombination with increasing film thickness occurs since 

electrons have to be transported across an increasing number of particles 

and grain boundaries [74]. In addition, a thicker film results in a 

resistance loss that can lead to a decrease in photovoltage and fill factor. 

Therefore, an optimal film thickness is necessary to obtain a maximum 

photocurrent. As a result, many other techniques have recently been 

investigated to synthesize TiO2 electrodes with improved structure and 

film thickness for more efficient electron transport and good stability. 

Chemical vapor deposition (CVD) of Ti3O5 has been utilized to deposit 

layered crystalline anatase TiO2 thin films that are optically responsive 

and stable [75]. Gas-phase hydrothermal crystallization of TiCl4 in 

aqueous mixed paste has been done to obtain crack-free porous 

nanocrystalline TiO2 thick film through low-temperature processing [76, 

77, 78]. Compression techniques of TiO2 powder have also been used to 

form porous and stable films. Recently, electrospinning [79] and 

electrodeposition [80] techniques have been used to deposit TiO2 film on 

flexible substrates. 

More recently, electrostatic layer-by-layer (ELBL) self-assembly has 

been used to build the TiO2 nanostructure films for Grätzel solar cells 

[81]. Thus, negatively charge TiO2 colloidal nanoparticles were self-

assembled using a cation polymer moiety (polydiallyldimethyl 

ammonium chloride (PDAC) at a favorite pH larger than 7 through the 

ELBL processing with a deposition cycles over 50 bilayers. To create 

scattering nanostructures to efficiently incident light for the desired 

Grätzel solar cell, large particle size-TiO2 particles with its particle size 

range in 250 nm to 400 nm were used to build the top film on small 

particle sized film on a conductive F-doped glass slide. The film 

thickness was precisely controlled through the deposited bilayer numbers.  
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Figure 15 shows the high resolution SEM images of the ELBL porous 

TiO2 films obtained after sintered using furnace at 450°C. A high 

porosity of above 60% was obtained after removed the polymer 

molecules. A dye named N719 having a maximum absorption at 540nm 

was used to sensitize this active nanostructured film and has achieved 

IPCE at the day maximum absorption wavelength of 64%, and presented 

an overall PCE of 5% using a I
-
/I

-
3 electrolyte to regenerate the dye N719 

[81]. 

 

 
Figure 15. TiO2 Nanostructures formed by ELBL processing (Ref. 81). HR-SEM images 

of (a, b) top view of TiO2 nanoparticulate films and (c) top view of scattering particles 

over nanoparticulate film, (d) cross-section of a nanoparticulate film topped with a 

scattering layer. 

2.2.2 Photosensitization within the TiO2 Nanostructures in Grätzel Cells 

Studies on the charge transport of photoinjected electrons showed 

that electrons migrating through all the particles and grain boundaries in 

nanocrystalline TiO2 films can be efficient enough for generating 

photocurrent [74, 82]. The common operation of nanocrystalline TiO2 

electrodes consist of the filling of trap states and the separation of 

charges controlled by kinetics [83-85] at the semiconductor-electrolyte 

interface [86-88]. The energy levels of a sensitized nanocrystalline TiO2 
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film in contact with an electrolyte, and the process of light conversion is 

shown in Figure 6, 8, and 12.  

The light conversion process of a dye-sensitized solar cell consists of 

TiO2 as the semiconducting oxide material and an iodine-based redox 

system such as the liquid electrolyte. In the heterojunciton nanostructures, 

the dye adsorbed to TiO2 is exposed to a light source, absorbs photons 

upon exposure, and injects electrons into the conduction band of the TiO2 

electrode. Regeneration of the dye is initiated by subsequent hole-

transfer to the electrolyte and electron capture after the completion of the 

I
-
/I3

-
 redox couple at the solid electrode-liquid electrolyte interface. The 

photovoltage is also shown, which is the difference between the Fermi 

level of TiO2 under illumination and the redox potential of the redox 

liquid electrolyte [74]. 

A typical ruthenium (Ru) complex dye sensitizer molecule is 

adsorbed to the surface of TiO2, where the carboxylate groups serve to 

attach the Ru complex to the surface of TiO2 and establish good 

electronic coupling. Figure 16 shows the desired pathway for a 

photoexcited electron, showing MLCT [74]. At the point of light 

absorption of the dye sensitizer, charge transfer occurs from the metal to 

the ligand. The excitation energy is channeled into the ligand where 

electron injection into the conduction band takes place.  
 

Figure 16. Schematic of the metal-to-ligand charge transfer in a ruthenium-based dye 

sensitizer anchored to the TiO2 surface. [Ref. 74] 
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Figure 17. Schematic of the rate constants associated with each step of the light 

conversion process, showing the rate of (1) electron excitation, (2) electron injection, (3) 

electron and hole recombination, (4) reduction of the electrolyte by conduction band 

electrons, (5) electron migration, (6) reduction of the electrolyte at the counter electrode, 

and (7) reduction of the oxidized dye. [Ref. 74] 

 

The TiO2 material not only functions as the sensitizer support but 

also functions as the electron acceptor and electronic conductor. The 

electrons injected into the conduction band of TiO2 migrate through the 

nanocrystalline film to the underlying conducting substrate, which acts as 

the current collector. The circuit is complete with the regeneration of the 

dye by electron transfer from the redox species in solution, which is then 

reduced at the counter electrode. During this process, it is possible that 

electron-hole recombination may occur at the interface where injected 

electrons can recombine with oxidized dye molecules or with oxidized 

species in the electrolyte. However, the chance of recombination is 

negligible if the rate of electron injection at the sensitizer-semiconductor 

interface is much higher than the rate of recombination at the 

semiconductor-electrolyte interface [74]. Figure 17 depicts the rate 

constants of the various steps associated with the light conversion 

process. Electron injection from the point of light absorption by the dye 

sensitizer into the conduction band has been measured to be in the 
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picosecond range, whereas, the back reaction or recombination of 

electrons and holes has been measured in the microsecond range [74]. 

In nanocrystalline film, it has been shown that conduction band 

electrons preferentially become trapped at grain boundaries, and that 

charge carriers can be trapped in localized energy levels in the band gap 

region, which can be the limiting factors in obtaining higher  

efficiencies [89, 90]. Electron trapping in the bulk of the TiO2 particles 

leads to a slow time response of the photocurrent but not to 

recombination losses, which can reduce the photovoltage [91, 92]. 

Electrons trapped at the surface of TiO2 may lead to a recombination 

pathway, which can reduce the photocurrent and some decrease in 

photovoltage. Traps are likely to include Ti
3+

 states that result from 

nonstoichiometry, oxygen deficiency and ion intercalation, surface 

adsorbed species, or other surface or interface states [93]. It has been 

shown that the filling of trap sites increases the ratio of mobile electrons 

to trapped electrons which can lead to increased sensitivity of current to 

voltage [94]. The photocurrent generation process can be shown in 

Figure 18 [74]. 

 

Figure 18. Schematic of the interconnected nanoparticle network showing photocurrent 

generation and electron migration through electron percolation pathways. [Ref. 74] 
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It can be seen that the particle network allows for the electrolyte to 

penetrate the entire colloidal film all the way through to the surface of 

the conducting substrate, forming a semiconductor-electrolyte junction at 

each nanoparticle. Each nanoparticle with a sensitizer layer will then 

generate an electron-hole pair after light absorption. It is assumed that 

the charge transfer of holes to the electrolyte is much faster than the 

recombination process, resulting in the electrons creating a gradient in 

the electrochemical potential between the particles and the conducting 

substrate. This gradient as described by excitonic solar cell driving force, 

thus allows for the transport of electrons through the interconnected 

network of particles to the conducting substrate, which produces current. 

 

 
Figure 19. Schematic of the band edge positions associated with the energy levels a) 

under equilibrium in the dark, b) under illumination at short-circuit, and c) under 

illumination at open-circuit. [Ref. 74] 

 

 

a b 

c 
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On the basis of a few studies [95, 96, 97], a schematic of the energy 

level diagrams of a system consisting of a mesoporous TiO2 film on a 

conducting substrate (TCO) in an electrolyte can be assumed. Figure 19 

shows the energy level diagram of the TCO-TiO2-electrolyte system in 

various conditions. 

In the first case, the system is under equilibrium in the dark. The 

penetration of the electrolyte through the entire film to the underlying 

conducting substrate results in a fixed band edge position through the 

entire TiO2 film. In the second case, the system is under illumination 

with short-circuit conditions. A bent quasi-Fermi level of electrons is 

shown, where a gradient in the electron concentration from the outer 

layer to the conducting substrate is present and a current is drawn 

through the system. In the third case, the open-circuit condition results in 

a buildup of photovoltage. However, more exploration in the energetics 

[88, 98] and chemical nature of the energy levels in the band gap region 

and trapping states are required. The exact mechanism of charge 

transport through the colloidal particle network is not real clear. Some 

studies suggested a hopping mechanism of transport [90, 99] and other 

studies have suggested a tunneling mechanism through a potential barrier 

between particles [85, 87]. More work needs to be done focusing on 

sensitized single nanoparticle photovoltaic principles, and nanoscale 

charge migration in the network, for example, using ultrafast 

spectroscopy to track the excitons generated by the dye or QD, and probe 

the charge separation and injection, as well as their transportation in the 

nanoarchitectured networks. Those studies will help to understand the 

real charge loss reasons, so as to allow a better design of the fabrication 

process for the high efficiently photoactive TiO2 porous nanostructures 

fro Grätzel solar cells.   

2.2.3 Heterojunction of Nanostructured TiO2 Film in Grätzel Solid Solar 

Cells 

Attention should be paid to solid Grätzel solar cells [16, 17]. In 

GSSCs, liquid electrolyte needs to be replaced by solid HTM moiety in 

the TiO2 porous networks to regenerate photosensitizer dye or QDs. 

Counterelectrode of Pt coated ITO glass as reflection coating or Au 
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should be changed to a direct top electrode Pt or Au film, such as 

evaporated Au or Pt film. Usually, a 50 ~ 100nm thick compact TiO2 thin 

film layer is necessary for GSSCs to avoid the direct contact between 

HTM and the conducting substrate. Then, a mesoporous TiO2 film was 

deposited to enhance the dye mass loading and the light absorption of the 

photosensitizer monolayer. The GSSC is driven by majority carriers, and 

electrons flow in n-type TiO2 while holes flow in p-type materials.  

Apart from the optimization of HTM that needs to direct, research found 

that large internal charge recombination loss and high resistance [17, 59], 

low mass photosensitizer loading are the key problems for GSSCs [17]. 

Compared to GLSCs, it is difficulty to deposit a HTM to achieve 

intimate contact with the dye monolayer covering the mesoporous TiO2 

film. Such contact is so important for the efficient regeneration of dye 

molecules or QDs and for effective charge separation. Meanwhile, the 

heterojunction has an extremely large interface and very weak interfacial 

field. After the initial interfacial charge generation, the interfacial 

recombination between the electrons in the TiO2 phase and the holes in 

the hole-conductor layer is unavoidable.  It was found that the 

recombination in the GSSC using CuSCN as the HTM was 10 times 

faster than in the GLSC at the open circuit potential Voc (t1/2 ~ 150µs) 

and 100 times at short circuit (t1/2 ~ 450µs), although both kinds of cells 

exhibited a similar charge transport rate (t1/2 ~ 200µs) [69]. 

To suppress the interfacial charge recombination and avoid the 

contact between the HTM layer and the TiO2 porous layer, an interfacial 

blocking layer was introduced into the CuI-based GSSC [17]. Thus, an 

Al2O3 insulating layer was inserted at theTiO2/CuI interface to function 

as a physical blocking layer to avoid the direct contact between TiO2 and 

CuI. The Al2O3 insulating thin layer thickness was precisely controlled to 

less than 1nm to keep tunneling efficiency of electrons from dye 

molecules to TiO2, allowing the electrons being collected by the TiO2 

networks [100]. Figure 20 gives the illustration of the interfacial charge-

transfer processes occurring in the TiO2/dye/CuI GSSC, and Figure 21 

presents two examples for the nanoarchitecture constructions of the 

ultrathin insulating layer which modified TiO2 nanostructures for such 

GSSCs [17]. Atomic layer deposition (ALD) introducing surface reaction 

to create the ultrathin insulator layer is very effective [101].  Since the 
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layer is so thin less than 1nm that this deposition will not increase the 

inner resistance of the film for electron transportation. Experiments have 

demonstrated that it is a good approach to suppress the interfacial 

recombination since the insulator layer treated TiO2/dye/CuI presented 

almost 1% overall PCE higher than that of the GSSC without being 

treated.    

In addition, when QDs used as photosensitizer, poor coverage for the 

QDs to TiO2 nanocrystals was often observed [59, 60]. Significant 

interfacial recombination takes place between QDs and TiO2 and internal 

TiO2 grain boundaries (Figure 22). Organic monolayer-capped QDs and 

the linker between QD and TiO2 may cause additional trapping of 

electrons on both kinds of nanoparticle surfaces [60]. Using different 

bifunctional molecules as the linkers may bring about different coverage 

to TiO2, but also may lead to different rate interfacial charge injection 

and recombination. One can imagine the complicated differences of the 

photogenerated chemical potential energy across the cell at different 

nanoscale locations. Actually, shown in Figure 22 is a CdSe QD 

sensitized -TiO2 GLSC. If assume to use this type of QD-TiO2 

nanostructures for GSSCs, it is important and a challenge to find a proper 

HTM to interpenetrate into the nanoscale networks well. 

Compared to GLSCs, much less effort was done to increase its 

overall PCE at today’s art. For the GLSCs, efforts have been made to 

develop new HTMs to replace I
-
/I3

-
 redox couple to try to solve the 

problems in sealing of volatile electrolytes in large scale modules, or to 

make quasi-solid state Grätzel solar cells using a sol-gel nanocomposite 

electrolyte containing I
-
/I3

-
 redox couple. This quasi-GSSC has achieved 

overall PCE 5.4% [102]. Ionic liquid 1-ethyl-3-methylimidazolium 

selenocyanate (EMISeCN) based on SeCN
-
 /(SeCN)3

-
 has been found a 

competed mediator with I
-
/I3

-
 redox couple for Gräztel solar cells, which 

have achieved overall PCE 7.5-8.3% under AM 1.5 sunlight  

illumination [103]. Those research results and ideas may be used to 

develop HTM for GSSCs. Optimizing and developing high efficiency 

HTMs while finding a good approach to make it interpenetrate the TiO2 

nanoscale networks, meanwhile keeping it working at a higher 

temperature environment are critical challenge in the high affiance GSSC 

development in next five to ten years.  
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Figure 20. Illustration of the interfacial 

charge-transfer processes occurring in the 

TiO2/dye/CuI GSSC. The blocking function 

of the insulating interlayer on interfacial 

recombination is shown as dash lines. [17] 

Figure 21. Two configurations for the 

insulating layer-coated TiO2 porous film 

electrode. In both cases, the insulating 

thin layer thickness was precisely 

controlled to less than 1nm to keep 

tunneling efficiency of electrons from dye 

molecules to TiO2, allowing the electrons 

being collected by the TiO2 networks. 

[17] 

 

Figure 22. Illustration of nanostructures of CdSe QDs sensitized TiO2 porous thin film:  

(a) linking CdSe QDs to TiO2 particles with bifuncitonal surface modifier; (b) light 

harvesting assembly composed of TiO2 film functionalized with CdSe QDs on optically 

transparent electrode; (c) the AFM images of an OTE/TiO2/mercaptopropionic acid 

(MPA)/CdSe nanostructures. (Ref. 60) 

 

(c)(c)
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2.3. Alternative Oxide Nanostructures for Gräztel Solar Cells 

Although various techniques have been utilized and explored to 

synthesize a more efficient structure of TiO2 nanocrystalline film to 

enhance the electrical and photovoltaic properties of dye-sensitized solar 

cell devices, the capability of these devices to surpass the 10% light 

conversion efficiency has been hindered. Efforts to find other dye-

sensitized solar cell devices with various broad-band semiconducting 

oxide materials, including ZnO [104, 105] and SnO2 [106, 107, 108] 

films, have been made for possible improvement of the current state of 

TiO2-based devices. Composite structures consisting of a combination of 

TiO2 and SnO2, ZnO, or Nb2O5 materials, or a combination of other 

oxides,
 
have also been examined in an attempt to enhance the overall 

light conversion efficiency [109-112]. In addition, hybrid structures 

comprised of a blend of semiconducting oxide film and polymeric layers 

for solid-state dye-sensitized solar cell devices have been explored in an 

effort to eliminate the liquid electrolyte completely for increased electron 

transfer and electron regeneration in hopes of increasing the overall 

efficiency [41, 45]. So far, these devices have achieved an overall light 

conversion efficiency of up to 5% for ZnO devices, up to 1% for SnO2 

devices, up to 6% for composite
 
devices, and up to 2% for hybrid

 
devices, 

all of which are still less efficient than solar cell devices based on dye-

sensitized TiO2 nanocrystalline film. Other methods incorporating 

insulating [113, 114, 115] or conducting oxides [116] to reduce electron-

electron hole-recombination and enhance electron conduction have also 

been explored to improve the efficiency. 

Among the alternative materials, zinc oxide (ZnO) has recently been 

explored more extensively. Since ZnO has a similar band gap to that for 

TiO2 at 3.2eV, but has a much higher electron mobility of ~ 115-

155cm
2
/Vs than that for anatase TiO2 at ~ 10

-5
cm

2
/Vs [117, 118], it has 

the greatest potential as an alternative material for improving the solar 

cell performance in Grätzel solar cells. Since ZnO has the same band gap 

as TiO2, it has the same stability to photocorrosion as TiO2. The highest 

overall efficiency obtained for ZnO nanoparticle film has been ~ 5% 

with an open-circuit voltage of ~ 560mV, a short-circuit current density 

of ~ 1.3mA/cm
2
, and a fill factor of ~ 68% under 100mW/cm

2
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illumination [104]. The solar cell performance of ZnO is still not as high 

as that of TiO2, but since the use of ZnO is still new, as compared to 

TiO2, it is still in the process of being optimized for further enhancement 

of photoresponse properties. 

Another factor for using ZnO is the simple processing of ZnO 

through solution methods to tailor the nanostructure [119]. The simple 

process for tailoring the nanostructure is essential with the emergence of 

nanoscale materials, or nanowires, to enhance the solar cell performance 

by utilizing an ordered arrangement of nanowire arrays with simpler 

electron percolation pathways. These aligned nanowires are thought to 

provide a more ordered structure for dye adsorption and electron 

transport, as well as, provide a higher surface area for more light 

absorption, depending on the dimensions of the nanowires. Law et al 

used aqueous chemistry and a seeded growth process to synthesize a 

dense array of oriented, crystalline ZnO nanowires and obtained an 

efficiency of ~ 1.5% with nanowires ~ 16-17µm in length and 130-

200nm in diameter [115]. The growth of single-crystalline ZnO 

nanowires is also essential to eliminate any barriers to electron transport 

typically found in polycrystalline material.  

2.4. Ordered Semicondutor Nanoarchitectures for Gräztel Solar Cells 

A desired morphology of the sensitized nanostructure films should 

have the mesorporous channels or nanorods aligned in parallel to each 

other and vertically with respect to the two electrodes. This would 

increase the electron diffusion length in the anode, facilitate pore 

diffusion, give easier access to the film surface avid grain boundaries and 

allow the junction to be formed under better control [27, 119]. Based on 

this assumption, much effort within recent three years have been made in 

constructing TiO2 [120] or ZnO nanowires [119], nanotube [121], and 

nanosheets [122] for Gräztel solar cells.   

2.4.1 Random TiO2 Nanowires  

Using an “orientated attachment mechanism” at low temperature, 

single-crystal-like anatase TiO2 nanowires were formed in a network 



Nanostructured Materials for Solar Cells 627 

nanostructure. Figure 23 gives the organized TiO2 nanowire images that 

grown through surfactant-assisted self-assembling processes (called as 

orientated attachment mechanism) at low temperature of 353K [120]. 

The direction of crystal growth could be controlled by changing the 

adsorption of surfactant molecules on the TiO2 surface due to the 

reaction rate and the surface energy. Experiments demonstrated that an 

overall PCE above 9.3% was obtained using this TiO2 nanowires powder 

to form the mesoporous TiO2 nanostructures for a GLSC using N3 and  

I
-
/I

-
3. Short-circuit photocurrent density, open-circuit voltage, and fill 

factor were 19.2mA/cm
2
, 0.72V, and 0.675, respectively. One can 

imagine that the nanowires were not aligned vertically towards the 

substrate in this case. 

 

 
Figure 23. TEM images of TiO2 Nanowire network structure (a) Nanowire formed by the 

connection of anatase nanoparticles, (b) pattern of titania nanowires, (c) SEM image of 

TiO2 nanowire film, (d) HRTEM image of several titania nanowire with single anatase 

structure formed by oriented attachment. Shown is {101} spacing of the anatase phase. 

[Ref. 120] 

 

(d) 
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2.4.2 Highly Organized ZnO Nanowires 

Vertically aligned ZnO nanowires on a conductive substrate were 

fabricated via a seeded growth process [119], and they were used to build 

up a desired array GLSC. Figure 24 shows a schematic diagram of 

nanowire GSC model (a) and the prepared ZnO nanowires (b) and its 

nanostructure of diameter to length ratio (c ~ e). Using this-processed 

ZnO nanowire to create the sensitized nanostructures, a dye N719-

sensitized GLSC using classic liquid I
-
/I3

-
 redox couple as the mediator 

presented an overall full-sun PCE 1.5% [119]. A promising result was 

observed through transient mid-IR absorption experiments (Figure 25). 

The traces of the N719 dye-sensitized ZnO nanowire nanoarchitecture 

did show an ultrafast charge injection (<250fs) compared with ZnO 

nanoparticle nanostructure which was completed after pumped 5ps [119]. 

 

 

Figure 24. A schematic diagram of an ideal nanowire Grätzel solar cell (a) and ZnO 

nanowires prepared by a seeded growth process (b, c, d) and its morphology ratios of 

diameter to length under different growth conditions. [Ref. 119]  
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Figure 25. Transient mid-IR absorption traces of dye-sensitized ZnO nanowires (NW) and 

ZnO nanoparticle (NP) films: both films were sensitized by (Bu4N)2Ru(dcbpyH)2(NCS)2 

(N719 dye) and were pumped at 400nm and the measured was made using a Ti:sapphire 

oscillator (30fs, 88MHz). [Ref. 119] 

2.4.3 Highly Organized TiO2 Nanotubes 

TiO2 nanotubes have been demonstrated to effectively improve 

electron lifetimes and to provide excellent pathways for electron 

percolation [Figure 26(a)] [121]. A 360-nm-thick, highly ordered 

nanotube arrays-based GLSC gave an overall PCE 2.9% using 

commercialized dye as photosensitizer and I
-
/I3

-
 to regenerate the dye 

under AM 1.5 illumination [Figure 26 (b)] [121]. The TiO2 nanotube has 

46-nm pore diameter, and 17-nm wall thickness, and 360-nm length. 

They were perpendicularly grown on a fluorine-doped tin oxide-coated 

glass substrate by anodic oxidation of a titanium thin film. After 

crystallization by an oxygen anneal, the nanotube arrays were treated 

with TiCl4 which enhanced the photogenerated current compared to the 

sample without being treated [121]. These results indicate that remarkable 

photoconversion efficiencies may be obtained with an increase of the 

nanotube-array and by an optimized post treatment. 
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Figure 26. (a) TiO2 Nanotubes obtained by anodic oxidation of a titanium thin film which 

was sputtered on ITO glass slide. (Ref. 121)  

 

 

    
 

Figure 26. (b) Diagram of the Nanotube GLSC using I-/I3
- as the electrolyte. (Ref. 121) 

2.5. Discussion 

However, in those highly organized TiO2 nanowires or ZnO 

nanowires-based GLSCs, the overall PCE reported so far were still less 

than 4%. In addition, the ZnO nanowires-based GLSC only presented an  

 



Nanostructured Materials for Solar Cells 631 

overall PCE 1.5%, while the TiO2 nanowire-based GLSC shown in 

Figure 24 gave an overall PCE above 9.5% using N3 and the nanowires 

were not vertically organized. ZnO has a band gap similar to that of TiO2 

and has a much higher electron mobility ~115-155cm
2
/Vs than that for 

anatase TiO2, which is ~ 10
-5

cm
2
/Vs. This indicates that apart from the 

electron mobility, additional important factors need to be concerned. 

First, highly organized nanowires or nanotubes may have much less 

surface area to allow enough mass loaded for the photosensitizers. Thus 

inefficient light harvesting exists in the nanowires-based GLSCs. Second, 

photoinduced carrier concentration gradients always exist in the 

nanowired-based nanostructures across the cell under illumination, and 

the cell photovoltage is a function of both the built-in-electrical and the 

photo-generated chemical potential energy differences across the cells 

[40]. Thus, photodynamics in a narrow region near the interface where 

the carries are photogenerated to induce chemical potential gradients 

within the nanostructures have to be concerned. The reported results 

from different groups have indicated that there would much charge loss 

in ZnO nanowires-based GLSC compared with TiO2 nanowires-based 

GLSCs. This may result in higher charge injection efficiency from dye to 

TiO2 nanowires than that of ZnO nanowires. Further research could 

address this reason. 

The greater potential for increasing the surface area of ZnO through 

surface structure modification, in conjunction with a higher electron 

mobility associated with the ZnO material, could provide a promising 

means for improving the solar cell performance of Grätzel solar cells. An 

excellent design was demonstrated very recently, which coated TiO2 

nanoparticles on indium-tin oxide nanorods in effort to improve the 

GLSC efficiency [123]. This study may generate a new type of 

nanostructures-nanocrystal coated nanowires. Thus, nanoassembly of 

TiO2 or ZnO nanoparticles on ZnO nanowires or other promising 

nanowires or nanotubes may bring about significant efficiency 

improvement for the Grätzel solar cells.  

It should be pointed out that, at the current state of the art, all the 

research are focusing on liquid quasi-solid state Grätzel solar cells using 

those organized TiO2 or ZnO nanostructures. This includes a recent 

reported CdSe QDs sensitized ZnO nanowires Grätzel cell to achieve 
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internal quantum efficiencies as high as 50-60% [124]. Assembling solid 

Grätzel solar cells based on semiconductor nanowires have not been 

extensively explored yet. A self-assembled hybrid P3HT/C60 coated-TiO2 

nanotube double heterojunction solar cell was recently reported to 

achieve only about 1% efficiency under AM 1.5 sun illumination [125]. 

Therefore, research emphasizing on GSSCs need to be significantly 

pushed forward. We keep very promising expectation to more and more 

nanostructures that will be designed and created every year to update the 

Grätzel solar cell efficiency in many aspects. 

3. Nanostructured Materials for Organic Solar Cells 

In organic solar cells, bonded electron-hole pairs or excitons are 

created through photon absorption by an electron donor, which is a 

typical p-type semiconductor organic molecule or polymer. The excitons 

have to diffuse to the interface that is formed between the connection of 

electron donor and acceptor (D-A interface) to be dissociated to form 

free charges for transfer. The electron acceptor typically is n-type 

materials. This photoinduced electron transfer between donor and 

acceptor boosts the photogeneration of free charge carriers within the 

organic photovoltaics [126]. However, the excitions have short lifetime 

and low mobility. The diffusion length of excitions in organic 

semiconductors is limited to about 10nm only, less than the optical 

absorption length. This is a typical characteristic of almost all organic 

materials used for OPVs, formed an excition diffusion bottleneck, 

whereby the photogenerated excitions can not reach the D-A interface 

prior to dissociation into free carries, ultimately limiting the cell 

efficiency[127].  

The exciton diffusion bottleneck imposes an important condition on 

efficient charge generation, which indicates that anywhere in the active 

layer, the distance to the interface should be on the order of the exciton 

diffusion length. However, a double layer of 20nm thin film would not 

be optically dense, allowing most photons to pass freely, apart from the 

high absorption coefficients of the donor and acceptor to exceed 10
5
 cm

-1
. 

Up to today’s art, there are several effective strategies to reduce the 

exciton diffusion bottleneck, so as to improve the cell efficiency, which 
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created different OPV single device nanoarchitectures [127, 128]. 

Employing a bulk or mixed heterojunction via nanoarchitecutres through 

creation of ordered bulk-heterojunctions (BHJ) has achieved over 5% 

PCE, demonstrating a very promising strategy to make the organic solar 

cells competed with inorganic photovoltaics. The bulk heterojunction 

nanostructures increase the active material’s optical absorption length or 

the exciton diffusion length to improve the light harvesting efficiency 

and exciton mobility to the D-A interfaces to enhance the dissociation.  

The following sections briefly discuss the contribution in creation of the 

bulk-heterojunciton by nanostructure materials of fullerenes, metal 

nanoparticles, semiconductor nanorods, and carbon nanotubes.  

3.1. Fullerenes 

Fullerene families have unique nanostructures in small particle size, 

spherical-related geometry, as well as their highly electrical conductivity 

property. The typical fullerene molecule so far being widely used for 

bulk-polymer heterojunction solar cells is C60 derivative PCBM [129]. 

Simply mixing it with p-type semiconducting polymer as such 

polythiophene (e.g. P3HT) donor, it can pack tightly to form highly 

conductive film with excellent orbital overlap between adjacent polymer 

molecules. The heterojunctions throughout the bulk of the material are 

created, which ensure quantitative dissociate of photogenerated excitons 

on a nanometer dimension, irrespective the thickness of the film. This 

nanoarchitecture improves both electron and exciton diffusion 

efficiencies, and the intersystem crossing resulting from the large orbital 

angular momentum inherent in the π-electron system converts all excited 

states to triplets with their correspondingly long diffusion lengths. Figure 

27 shows the close-to-ideal bulk heterojunction nanostructure solar cell 

model, indicating the phase separation in nanometer scale and the 

enhanced film thickness feasibility from effectively theoretical10nm to 

100nm for efficiently harvesting sunlight while creating long exciton and 

electron diffusion lengths [129]. Researchers have extensively explored 

the different combination ratios and solution-processes to create the 

nanostructures using PCBM and different p-type semiconductor 

polymers. Figure 28 gives the representative p-type polymer chemical 
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structures and the corresponding PCBM structures, which were used to 

build up the heterojunctions. Typical heterojunction nanostructures with 

PCBM nanoparticles penetrated into the polymer phases are formed as 

shown in Figure 29 by AFM imaging.  

  
Figure 27. Schematic diagram of a bulk heterojunction (BJH) solar cell, presenting phase 

separation between donor (red) and the acceptor (blue) materials. (Ref. 129) 

 

 

 

Figure 28. Chemical structures of representative donors and acceptors of materials used 

in polymer-fullerene bulk heterojunction (BHJ) solar cells. (Ref. 129 Chart 1)  
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Figure 29. Atomic Force Microscopy phase image (1×1µm2) of nanostructured composite 

film formed with PCBM fullerene and MDMO-PPV/PCBM (1:4 by wt ratio). (Ref. 130) 

 
 

 
Figure 30. TEM images of not-annealed (a) and annealed (b) PCBM-P3HT blend films. 

(Ref. 131) 

 

Among the reported p-type semiconduting polymers, P3HT is know 

to have a high charge carrier mobility and reduced bandgap, as compared 

with MDMO-PPV. It has been widely used in BHJ solar cells in 

combination with PCBM [129]. Experiments have demonstrated that 

thermal post-treatment of the C60-P3HT composite films significantly 

improves the PCE up to 4.4% [131]. Figure 30 are the TEM images of 

not-annealed (a) and annealed (b) blend C60-P3HT nanocomposite films 

reported from the best performance BHJ solar cell by Y. Kim et al. 

a b 
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Organized nanostructures are formed which can be clearly seen from the 

thermal treatment based on the comparison of the images. The self-

organizing properties of P3HT in the BHJ nanostructures are sensitive to 

its molecular packing, which are varied with processing conditions while 

directly affecting the optical and electronic properties of the films. High 

polymer regioregularity (RR) and annealing strongly influence the BHJ 

cell performance, which can be attributed to the enhanced optical 

absorption and charge transport resulting from the organization of P3HT 

chains and domains [131]. Controlling the active layer film growth rate 

results in an increased hole mobility and balanced charge transport. A 

PCBM-P3HT BHJ cell film with thickness of over 210nm has been 

reported to reach the highest PCE of 4.4% [132]. 

Apart from the polymer-PCBM BHJ cells, using dye to function as 

the electron donor to form the BHJ PCBM-dye blended film has been 

carried out.  The reported dyes are as such porphyrins and CuPc 

photosensitizers. The utilization of double heterojunction, in combination 

with BHJ, as well as the construction of tandem cells has been reported 

to achieve a remarkable PCE 5.7% so far [129].  

Incorporating a new family of soluble fullerene derivatives into the 

OPV to form BHJ cells have been reported. Replacing of the PCBM with 

its new family, such as C70 and C71, and efforts focusing on improvement 

of solubility of the fullerene family in the p-type polymers and 

enhancement of the optical absorption of the BHJ film are undergoing 

[133]. Optimization of the nanostructure combinations and the 

corresponding BHJ cell performances should give a PCE over 6% in the 

near future to close to the commercialization level. 

3.2. Metal Nanoparticles  

Metal nanoparticles such as gold and silver have been incorporated 

into the heterojunction(HJ) cells. Using porphyrin as donor and fullerene 

C60 as the electron acceptor, films with three dimensional(3D) 

nanostructured arrays can be created by clusterization with gold 

nanopartilces on nanostructured SnO2 electrode through electrophoretic 

deposition [134, 135]. Figure 31 is an organic synthesis strategy to form 

3D pattern of a representative optoelectronic film. It is formed by 
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covalent bonded gold nanoparticles and phorphyrin molecules with 

uniform insertion of C60 nanoparticles between the phorphyrin molecules, 

where the HJ takes place when light illuminating this film. The PCE of 

this HJ nanocomposite cell has reached as high as 1.5%, which is 45 

times higher than that of the reference system consisting of the both 

single components of porphyrin and fullerene. A broad photocurrent 

action spectra up to 1000nm of this composite film was observed, which 

is attributed to a charge transfer type interaction resulting in the long-

wavelength absorption of this gold nanoparticle linked 3D nanostructures 

(H2PCnMPC+C60, n is the number of CH2 in the porphyrin linker chain). 

UV-vis spectroscopy study indicates the formation of the π-complex 

between porphyrins and C60, and the electron spin resonance (ESR) 

measurements under photoirradiation confirms the generation of C60•
-
 

anion and porphyrin cation, indicating the porphyrin excited singlet state 

is quenched by C60 via electron transfer in the π-complex rather than by 

gold nancluster through energy transfer. The gold nanoparticles provide 

the necessary foundation to organize the donor-acceptor moieties in this 

new nanoarchitecture for photovoltaics. Comparison of the photocurrent 

action specta indicates that the higher IPCE and the broader 

photoresponse are attained with longer chain length of H2PCnMPC. 

Figure 32(A) shows a representative nanostructure diagram of this 3D 

assembled architecture with n=15 and (B) gives the IPCE responses of 

the corresponding nanocomposite film-coated electrodes with different n 

number under illumination of light >400nm. This is a very interest result 

in seeking a system to harvest sunlight from visible to near-IR range via 

changing the bridge linker’s chain length and controlling the 3D 

nanopattern in the composite films.  

However, the cited case here utilized electrolyte NaI and I2 in 

acetonitrile to regenerate the photosensitizer porphyrin. Replacing the 

electrolyte NaI and I2 with P3HT may give us more exciting information 

in forming solid HJ OPVs using the 3D H2PCnMPC+C60 nanostructures. 

Also, incorporating other metal nanoparticles into fullerene 

nanostructures and linking them properly with other chromophores will 

generate new favorite nanoarchitectures, which would further improve 

the PCE of HJ OPVs.  This indicates organic synthesis plays an 

important role in the creation of new nonmaterial for high efficient OPVs. 
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Figure 31. Illustration of high order organization of 3D porphyrin molecules with 

fullerence C60 nanoparticle via clusterization of gold nanoparticles. (Ref. 134) 

 

 
Figure 32. (A) a representative nanostructure of H2PCnMPC+C60)m when n=15; (B) 

Photocurrent action spectra of the OTE/SnO2/H2PCnMPC+C60)m electrode (H2P= 

0.19mM): a, n=5, [C60]=0.31mM; b, n=11, [C60]=0.31mM; c, n=15, [C60]=0.31mM; d, 

n=15, [C60]=0.38mM. Electrolyte: 0.5M NaI and 0.01M I2 in acetonitrile. (Ref. 134) 

(A

) 
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3.3. Semiconductor Nanocrystal Materials 

Semiconductor nanocrystal materials have been explored to be 

incorporated into conjugated conducting polymers forming hybrid HJ 

solar cells [136-139]. Typical semiconductor nanomaterials are quantum 

dots, nanorods, nanowires of the compounds formed by IIIA-VA groups 

or IIB-VIA groups. They present light absorption starting at the band 

edge and increases toward higher energy without falling off. The optical 

absorption can be tuned via the quantum confinement effects through 

their small particle size control. Light harvesting from visible to near IR 

range can be realized by different materials choice and size control. In 

addition, inorganic semiconductor nanocrystals have high electron 

affinity and high intrinsic charge carrier mobility. To combine the 

inorganic nanocrystals with conjugated polymers leads to remarkably 

increasing the charge transfer from polymer donor to nanocrystals and 

overcoming the low electron mobility problem in the hybrid OPVs. The 

hybrid organic-inorganic nanocrystal solar cells also present improved 

mechanical properties and thermal stability [137]. The pioneer group 

Alivisatos et al blended CdSe nanorods with polymer poly(3-

hexylthiophene)(P3HT), created charge transfer junctions with high 

interfacial area. Figure 33 shows the diagram of the nanostructure solar 

cell that uses the blended nanocomposite of CdSe nanorids and P3HT. 

Figure 34 (a) gives the external quantum efficiency (EQE) versus the 

light wavelength of different nanocrystals with variation of geometry 

ratios, and Figure 34 (b) and (c) are the TEM images of the CdSe 

nanorods and corresponding nanocomposite structures prepared with 

90% (wt) CdSe nanorods (7nm:60nm) with P3HT, which gave a PCE 

1.5% under illumination of A.M. 1.5Global solar conditions in argon gas 

atmosphere.  

Tetrapod-shaped CdTe nanocrystals have been synthesized from 

solution method, with a wide range of control over arm diameter and 

length. Creating ordered 3D such nanocrystals-P3HT nanocomposite 
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Figure 33. (A) structure of regioregular P3HT. (B) the schematic energy level diagram 

for CdSe nanorods and P3HT showing the charge transfer of electrons to CdSe and holes 

to P3HT. (C) the device structure consists of a film about 200nm in thickness sandwiched 

between an aluminum electrode and a transparent conducting electrode of PEDOT:PSS, 

which was deposited on an indium tin oxide glass substrate. The active device area is 

3mm2. The film was spin-cast from a solution of 90% (wt) CdSe nanorods in P3HT in a 

pyridine-chloroform solvent mixture. (Ref. 136) 

 
 

(a)           (b)                 (c) 
 

Figure 34. (a) EQE of 7nm-diamter nanorods with length 7, 30, and 60nm. The intensity 

is at 0.084mW/cm2 at 515nm. (b) TEM image of CdSe nanorod with diameter to length 

of 7nm:60nm. (c) the nanostructures of composite of 90% (wt) CdSe (7nm:60nm) and 

P3HT. (Ref. 136) 
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film has been successfully demonstrated by sequential deposition [140]. 

First, nanocrystal tetrapods are deposited on an electrode surface with a 

proper linker molecule to touch the substrate surface. The unique 

tetragonal structure of the nanocrystals gives rise to a natural ordering in 

the deposited films. Three arms of each tetrapod contact on the substrate 

at its base, while the fourth arm points up, perpendicularly to the 

substrate. The ordering evidence can be seen from the creation of 

polymer composite film by spin-casting P3HT from its optimal solvent 

to over the nanocrystal film. Figure 35 gives the scanning electron 

micrographs of the deposited tetrapod nanocrystal film and its composite 

film with P3HT. The early stage BHJ OPV device has demonstrated a 

PCE less than 1%.  

 

 

Figure 35. scanning electron micrographs of tetrapod nanocrystal film (left) and its 

ordered P3HT nanocomposite structures. (Ref. 140) 

 

Compared to CdSe, CdTe as smaller bandgap (1.5eV in bulk), 

allowing for improved absorption of the solar spectrum. Also, the 

tetrapods are 3D, allowing for improved electron transport. Their four 

rod-like arms project symmetrically from a central core, ensuring a 

transport path across the blend film regardless of their orientation. 

Therefore, much higher PCE than 1% should be obtained after further 

optimizing the film morphology and better control the ordered 3D 

nanoarchitectures. 

Bulk heterojunction (BHJ) hybrid solar cells have been developed 

using hyperbranched CdSe semiconductor nanocrystals and P3HT [141]. 
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The ability to prescribe dispersion and charge percolation characteristics 

of s composite device through choice of nanocrystal structure may be the 

advantage of such hyperbranched nanocrystal solar cells over the other 

hybrid architectures. Figure 36 (a) and (b) give the photovoltaic I~V 

curve and the corresponding blended composite film. Figure 36 (c) is the 

TEM image of the CdSe hyperbranched nanocrystal. The cell presents a 

PCE of 2.18% under a sun AM 1.5G illumination. 

Figure 36. (a) current-voltage characteristics of the blended hyperbranched CdSe 

nanocrystal with P3HT; (b) the TEM image of this blend (scale bar: 20nm); and (c) the 

hyperbranched CdSe Nanocrystal (scale bar: 100nm). (Ref. 141) 

3.4. Carbon Nanotubes 

Carbon nanotubes including the single-walled (SWNTs) and the 

multi-walled (MWNTs) ones, have been attracted great attention in 

improving OPV entire performances due to their unique nanostructures 

and high electrical conductivity, as well as excellent mechanical 

flexibility. Their high electron affinity makes them function as electron 

collector and enhance the carrier mobility in the conjugated polymer 

films. Research using carbon nanotubes to construct nanoscale solar cells 

is in its early stage. Replacing C60 with carbon nanotubes in the BHJ 

OPVs has been demonstrated a significant enhancement of the open 

circuit voltage for the photovoltaic performance [142]. In our research, 

thermal treated SWNTs were uniformly dispersed in P3HT matrix with 

different weight ratios. Figure 37 (a) presents the diagram of the device 

c 
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structure, and Figure 37 (b) gives the corresponding photocurrent-voltage 

I~V response.  Our finding is that the open circuit photovoltage has been 

reached over 1.6 volts with a nanocomposite film device formed by 

thermally treated SWNTs 2% (wt) dispersed in P3HT. This indicates a 

very promising direction in improving the entire BHJ OPCs using CNTs. 
 

Figure 37. (a) Chemical structure of P3HT, SWNTs and schematic representation of a 

photovoltaic device, and (b) photovoltaic performance of I~V curve of the 

nanocomposite films. (Ref. 142) 

 
Figure 38. AFM topography of (a) pristine P3HT film with 2000×2000 nm2 scanning 

range, (b) 1% nitric acid purified SWNTs/P3HT composite film with 2000×2000 nm2 

scanning range, (c) 1% thermally oxidized SWNTs/P3HT composite film with 

1000×1000 nm2 scanning range, and (d) 2% thermally oxidized SWNTs/P3HT 

composite film with 1000×1000 nm2 scanning range. (Ref. 142) 

a b 
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Figure 39. TEM morphology of P3HT microcrystals attached on the sidewall of SWNTs. 

(Ref. 142) 

 

Our characterizations show that continuous active film with 

interpenetrating structure formed due to the incorporating of SWNTs into 

the P3HT matrix (Figure 38), which improves the crystallinity of the 

resultant film of SWNTs/P3HT composite along with the wall of 

SWNTs (Figure 39) [142]. 

Recent report shows that controlled placement of SWNTs monolayer 

network at different position in polymer-fullerence BHJ solar cells have 

different impacts to the cell’s photovoltaic performance. When SWNTs 

deposited on the hole-collection side of the active layer lead to an 

increase in PCE from 4 to 4.9% (under AM 1.5 G, 1.3 suns illumination). 

When SWNTs deposited on the top of he active layer, it leads to major 

electro-optical changes in the device functionality, including an 

increased fluorescence lifetime of P3HT [143].  These new findings 

really bring about critical questions for how the CNTs impact on the 

OPVs’ performances, which include active layer nanoarchitectures, 

charge collection and transportation, as well as mechanical properties 

and so on.  These research need to be further performed to make a clear 

understanding of CNTs’s impacts mechanisms to the OPVs. 
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 4. Summary and Discussion 

Up to today’s art, there are many new nanostructures being created. 

This review is not able to address them one by one. For the 

nanoarchitectured solar cells, efforts need to emphasize on Grätzel type 

solid solar cells since its liquid solar cells have been achieved remarkable 

PCE over 11%. Organic photovoltaics are competing with Grätzel type 

solid solar cells in PCE in the currently-reported-highest range of 4.5 to 

6%, since the strategy of building up bulk heterojunction significantly 

improves the photovoltaic responses of the OPVs using fullerenes and 

carbon nanotubes. A combination of Grätzel type solid solar cells with 

bulk-heterojunction of OPVs may bring about revolutionary change to 

the PCE for a single device. Construction tandem stacks and modules 

would further increase the output power of the cell assembly for 

commercialization level. Ordered organic-inorganic bulk hetereojunction 

solar cells and nanowires-based inorganic and organic hybrids may play 

an important role in corporation with photosensitizing concept to 

enhance the light harvesting in the sunlight spectrum [144, 145]. To 

make the nanostructured solar cells to be practically applicable, research 

on device real lifetime, thermal and photostabilities, as well as the 

applicable efficiency, and entire cost of the device that includes the 

manufacturing and materials choices need to be addressed when create 

new nonmaterial for the desired efficient solar cells. We anticipate the 

inorganic-organic nanostructure solid solar cells would achieve a PCE 

over 10% within five to ten years to compete with traditional silicon thin 

film solar cells. 
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