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Foreword

Catalysis and Electrocatalysis at Nanoparticle Surfaces reflects many of the new
developments of catalysis, surface science, and electrochemistry. The first three
chapters indicate the sophistication of the theory in simulating catalytic processes
that occur at the solid–liquid and solid–gas interface in the presence of external
potential. The first chapter, by Koper and colleagues, discusses the theory of
modeling of catalytic and electrocatalytic reactions. This is followed by studies of
simulations of reaction kinetics on nanometer-sized supported catalytic particles by
Zhdanov and Kasemo. The final theoretical chapter, by Pacchioni and Illas, deals
with the electronic structure and chemisorption properties of supported metal
clusters.

Chapter 4, by Batzill and his coworkers, describes modern surface character-
ization techniques that include photoelectron diffraction and ion scattering as well as
scanning probe microscopies. The chapter by Hayden discusses model hydrogen fuel
cell electrocatalysts, and the chapter by Ertl and Schuster addresses the
electrochemical nanostructuring of surfaces. Henry discusses adsorption and
reactions on supported model catalysts, and Goodman and Santra describe size-
dependent electronic structure and catalytic properties of metal clusters supported
on ultra-thin oxide films. In Chapter 9, Marković and his coworkers discuss modern
physical and electrochemical characterization of bimetallic nanoparticle electro-
catalysts.

Bönnemann and Richards lead off the section on synthetic approaches with a
discussion of nanomaterials as electrocatalysts to tailor structure and interfacial
properties. Teranishi and Toshima as well as Simonov and Likholobov discuss
preparation and characterization of supported monometallic and bimetallic
nanoparticles.

Van der Klink and Tong cover NMR studies of heterogeneous and
electrochemical catalysts, and X-ray absorption spectroscopy studies are the focus
of the chapter by Mukerjee. In Chapter 15, Stimming and Collins discuss STM and
infrared spectroscopy in studies of fuel cell model catalyst.
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Lambert reviews the role of alkali additives on metal films and nanoparticles in
electrochemical and chemical behavior modifications. Metal-support interactions is
the subject of the chapter by Arico and coauthors for applications in low
temperature fuel cell electrocatalysts, and Haruta and Tsubota look at the structure
and size effect of supported noble metal catalysts in low temperature CO oxidation.
Promotion of catalytic activity and the importance of spillover are discussed by
Vayenas and coworkers in a very interesting chapter, followed by Verykios’s
examination of support effects and catalytic performance of nanoparticles. In situ
infrared spectroscopy studies of platinum group metals at the electrode–electrolyte
interface are reviewed by Sun. Watanabe discusses the design of electrocatalysts for
fuel cells, and Coq and Figueras address the question of particle size and support
effects on catalytic properties of metallic and bimetallic catalysts.

In Chapter 24, Duo and coworkers discuss metal oxide nanoparticle reactivity
on synthetic boron–doped diamond surfaces. Lamy and Léger treat electrocatalysis
with electron-conducting polymers in the presence of noble metal nanoparticles, and
new nanostructure materials for electrocatalysis are the subject of the final chapter,
by Alonso-Vante.

There is no doubt that this book will be a valuable addition to the library of
surface scientists, electrochemists, and those working in interface sciences who are
interested in research that is being carried out at the frontiers of solid–liquid and
solid–gas interfaces as well as nanomaterials. The contributors are outstanding
senior researchers and the volume gives a glimpse of the present and the future in this
frontier area of physical chemistry and interface chemistry: molecular-level catalysis
and electrochemistry, and their applications in the presence of nanoparticles. The
editors should be commended for doing such an excellent job in collecting superb
chapters for this outstanding volume.

Gabor Samorjai
University of California at Berkeley

Berkeley, California, U.S.A.
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Preface

Catalysis and Electrocatalysis at Nanoparticle Surfaces is a modern, authoritative
treatise that provides comprehensive coverage of recent advances in nanoscale
catalytic and electrocatalytic reactivity. It is a new reference on catalytic and
electrochemical nanotechnology, surface science, and theoretical modeling at the
graduate level.

Heterogeneous catalysis and aqueous or solid-state electrochemistry have been
treated traditionally as different branches of physical chemistry, yet similar concepts
are used in these fields and, over the past three decades, similar surface science
techniques and ab initio quantum mechanical approaches have been used to
investigate their fundamental aspects at the molecular level. The growing
technological interest in fuel cells—both high-temperature solid oxide fuel cells
(SOFC) and low-temperature polymer electrolyte membrane (PEM) fuel cells—has
drawn the attention of the electrochemical community to three-dimensional
electrodes with finely dispersed active components (metals, alloys, semiconductors)
anchored to appropriate conducting supports. This has raised the question of specific
electrochemical properties of small-dimension systems. Utilization of nano-sized
materials introduces a number of phenomena specific for nanoscale, including
particle size effects, metal-support interactions, and spillover, which are common for
heterogeneous catalysis and electrocatalysis, and calls for joint efforts from the
experts in these fields. This has brought the catalytic and electrochemical
communities closer, as the need for heterogeneous catalytic knowledge in designing
and operating efficient fuel cell anodes and cathodes is being more widely recognized.
The electrical potential dependence of the electrochemical (electrocatalytic, i.e., net
charge transfer) reaction rate has traditionally been considered a characteristic
feature that distinguished it from the catalytic (no net charge transfer) reaction rate.
Yet recent advances have shown that this distinction is not so rigid, as the rates of
catalytic processes at nanoparticles in contact with solid or aqueous electrolytes also
depend profoundly on catalyst potential, similar to the electrochemical reaction rate,
and that a classic electrochemical double-layer approach is also applicable to the
kinetics of catalytic reactions.
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The collection of 26 invited chapters by prominent scholars originating from
both the electrochemical and the catalytic schools of thought portrays this growing
and mutually enriching merge of the fields of heterogeneous catalysis and
electrocatalysis to address new technological and fundamental challenges of catalytic
and electrocatalytic reactivity at nanoparticle surfaces.

Comprehensiveness is the key qualifier for this book. Its unique feature is that
it provides nearly complete coverage of the main topics in contemporary nanoscale
catalysis and electrocatalysis, with coherent, state-of-the-art presentation of theory,
experimentation, and applications. This is the first volume of its kind to bring
together such a broad and diverse profile of surface science and electrochemistry
from the perspective of unique nanoscale surface properties. Similarly, it emphasizes
the emergence and progress of knowledge of nanoparticle surface properties, the
newest subfield of surface science and electrochemistry, which has not been reviewed
before except in selected proceedings volumes. Surface science and electrochemical
surface science, jointly presented in this volume, have enabled scientists to develop
atomic- and molecular-level perspectives of reactions occurring at gas–solid and
liquid–solid interfaces. Such perspectives, both current and forecast for the future,
are amply demonstrated.

The strength of the field lies in its employment of basic science for
technological applications, in relation to materials, catalysis, and energy efforts.
The main thrust of this book is that it presents and unifies two main interfaces for
use in heterogeneous catalysis and electrocatalysis, for both basic science and
applications. The contributors were asked to make their chapters accessible to
advanced graduate students in surface science, catalysis, electrochemistry, and
related areas. The tutorial feature of the volume adds to its strength and educational
value.

The book is divided into six parts: theory of nanoparticle catalysis and
electrocatalysis; model systems from single crystals to nanoparticles; synthetic
approaches in nanoparticle catalysis and electrocatalysis; advanced experimental
concepts; particle size, support, and promotional effects; and advanced electro-
catalytic materials. This facilitates access to the general reader’s interests. Each
chapter begins with a summary and a table of contents to provide an overview of its
scope.

Part I presents the state of the art of the theory of catalysis and electrocatalysis
at clusters and nanoparticles. This section provides the current frame of modeling of
the interaction of clusters with substrates as well as catalytic and electrocatalytic
kinetics on clusters and nanoparticles, including ab initio quantum mechanical
calculations, and epitomizes recent advances in understanding the relation between
electronic structure and catalytic/electrocatalytic activity.

Part II addresses the key question of how electronic and geometric properties
of catalytic surfaces change upon moving from single crystals to nanoparticles and
how this influences their catalytic/electrocatalytic activity. The use of model catalysts
and electrocatalysts in conjunction with powerful surface spectroscopic techniques
provides new insight into the unique phenomena observed upon decreasing the size
of catalyst particles down to nanoscale and builds a link between catalysis and
electrocatalysis at perfect single crystals and nanoparticles. The chapters in this
section scrutinize approaches to electrochemical nanostructuring of surfaces and
provide insight into unique behavior of small, confined systems.
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Part III presents the state of the art of the synthesis of nanoparticle catalysts
and electrocatalysts, including bimetallic nanoparticles. Particular emphasis is given
to carbon-supported nanoparticles due to their technological significance in the
fabrication of electrodes for PEM fuel cells.

Part IV describes recent breakthroughs in the use of advanced experimental
techniques for the in situ study of nanoparticle catalysts and electrocatalysts,
including X-ray absorption spectroscopy, NMR, and STM.

Part V addresses the critical issues of particle size effects, alloying, spillover,
classic and electrochemical promotion, and metal–support interactions on the
catalytic and electrocatalytic performance of nanoparticles. Recent experimental
evidence is presented on the functional similarities and operational differences of
promotion, electrochemical promotion, and metal–support interactions.

Part VI discusses novel advanced electrocatalytic materials, including polymer-
embedded nanoparticle electrodes for PEM fuel cells and synthetic diamond–
supported electrocatalyst nanoparticles for toxic organic compound treatment.

This book will be an indispensable source of knowledge in laboratories or
research centers that specialize in fundamental and practical aspects of hetero-
geneous catalysis, electrochemistry, and fuel cells. Its unique presentation of the key
basic research on such topics in a rich interdisciplinary context will facilitate the
researcher’s task of improving catalytic materials, in particular for fuel cell
applications, based on scientific logic rather than expensive Edisonian trial-and-
error methods. The highlight of the volume is the rich and comprehensive coverage
of experimental and theoretical aspects of nanoscale surface science and electro-
chemistry. We hope that readers will benefit from its numerous ready-to-use
theoretical formalisms and experimental protocols of general scientific value and
utility.

Andrzej Wieckowski
Elena R. Savinova

Constantinos G. Vayenas
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Helmut Bönnemann Max Planck Institut für Kohlenforschung, Mülheim an der
Ruhr, Germany

S. Brosda University of Patras, Patras, Greece

J. A. Collins Technical University of Munich, Munich, Germany

C. Comninellis Swiss Federal Institute of Technology EPFL, Lausanne,
Switzerland

Bernard Coq ENSCM-CNRS, Montpellier, France

Achille De Battisti Università di Ferrara, Ferrara, Italy
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developments of catalysis, surface science, and electrochemistry. The first three
chapters indicate the sophistication of the theory in simulating catalytic processes
that occur at the solid–liquid and solid–gas interface in the presence of external
potential. The first chapter, by Koper and colleagues, discusses the theory of
modeling of catalytic and electrocatalytic reactions. This is followed by studies of
simulations of reaction kinetics on nanometer-sized supported catalytic particles by
Zhdanov and Kasemo. The final theoretical chapter, by Pacchioni and Illas, deals
with the electronic structure and chemisorption properties of supported metal
clusters.

Chapter 4, by Batzill and his coworkers, describes modern surface character-
ization techniques that include photoelectron diffraction and ion scattering as well as
scanning probe microscopies. The chapter by Hayden discusses model hydrogen fuel
cell electrocatalysts, and the chapter by Ertl and Schuster addresses the
electrochemical nanostructuring of surfaces. Henry discusses adsorption and
reactions on supported model catalysts, and Goodman and Santra describe size-
dependent electronic structure and catalytic properties of metal clusters supported
on ultra-thin oxide films. In Chapter 9, Marković and his coworkers discuss modern
physical and electrochemical characterization of bimetallic nanoparticle electro-
catalysts.

Bönnemann and Richards lead off the section on synthetic approaches with a
discussion of nanomaterials as electrocatalysts to tailor structure and interfacial
properties. Teranishi and Toshima as well as Simonov and Likholobov discuss
preparation and characterization of supported monometallic and bimetallic
nanoparticles.

Van der Klink and Tong cover NMR studies of heterogeneous and
electrochemical catalysts, and X-ray absorption spectroscopy studies are the focus
of the chapter by Mukerjee. In Chapter 15, Stimming and Collins discuss STM and
infrared spectroscopy in studies of fuel cell model catalyst.
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Lambert reviews the role of alkali additives on metal films and nanoparticles in
electrochemical and chemical behavior modifications. Metal-support interactions is
the subject of the chapter by Arico and coauthors for applications in low
temperature fuel cell electrocatalysts, and Haruta and Tsubota look at the structure
and size effect of supported noble metal catalysts in low temperature CO oxidation.
Promotion of catalytic activity and the importance of spillover are discussed by
Vayenas and coworkers in a very interesting chapter, followed by Verykios’s
examination of support effects and catalytic performance of nanoparticles. In situ
infrared spectroscopy studies of platinum group metals at the electrode–electrolyte
interface are reviewed by Sun. Watanabe discusses the design of electrocatalysts for
fuel cells, and Coq and Figueras address the question of particle size and support
effects on catalytic properties of metallic and bimetallic catalysts.

In Chapter 24, Duo and coworkers discuss metal oxide nanoparticle reactivity
on synthetic boron–doped diamond surfaces. Lamy and Léger treat electrocatalysis
with electron-conducting polymers in the presence of noble metal nanoparticles, and
new nanostructure materials for electrocatalysis are the subject of the final chapter,
by Alonso-Vante.

There is no doubt that this book will be a valuable addition to the library of
surface scientists, electrochemists, and those working in interface sciences who are
interested in research that is being carried out at the frontiers of solid–liquid and
solid–gas interfaces as well as nanomaterials. The contributors are outstanding
senior researchers and the volume gives a glimpse of the present and the future in this
frontier area of physical chemistry and interface chemistry: molecular-level catalysis
and electrochemistry, and their applications in the presence of nanoparticles. The
editors should be commended for doing such an excellent job in collecting superb
chapters for this outstanding volume.

Gabor Samorjai
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techniques and ab initio quantum mechanical approaches have been used to
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and that a classic electrochemical double-layer approach is also applicable to the
kinetics of catalytic reactions.

Copyright © 2003 by Taylor & Francis Group, LLC



The collection of 26 invited chapters by prominent scholars originating from
both the electrochemical and the catalytic schools of thought portrays this growing
and mutually enriching merge of the fields of heterogeneous catalysis and
electrocatalysis to address new technological and fundamental challenges of catalytic
and electrocatalytic reactivity at nanoparticle surfaces.

Comprehensiveness is the key qualifier for this book. Its unique feature is that
it provides nearly complete coverage of the main topics in contemporary nanoscale
catalysis and electrocatalysis, with coherent, state-of-the-art presentation of theory,
experimentation, and applications. This is the first volume of its kind to bring
together such a broad and diverse profile of surface science and electrochemistry
from the perspective of unique nanoscale surface properties. Similarly, it emphasizes
the emergence and progress of knowledge of nanoparticle surface properties, the
newest subfield of surface science and electrochemistry, which has not been reviewed
before except in selected proceedings volumes. Surface science and electrochemical
surface science, jointly presented in this volume, have enabled scientists to develop
atomic- and molecular-level perspectives of reactions occurring at gas–solid and
liquid–solid interfaces. Such perspectives, both current and forecast for the future,
are amply demonstrated.

The strength of the field lies in its employment of basic science for
technological applications, in relation to materials, catalysis, and energy efforts.
The main thrust of this book is that it presents and unifies two main interfaces for
use in heterogeneous catalysis and electrocatalysis, for both basic science and
applications. The contributors were asked to make their chapters accessible to
advanced graduate students in surface science, catalysis, electrochemistry, and
related areas. The tutorial feature of the volume adds to its strength and educational
value.

The book is divided into six parts: theory of nanoparticle catalysis and
electrocatalysis; model systems from single crystals to nanoparticles; synthetic
approaches in nanoparticle catalysis and electrocatalysis; advanced experimental
concepts; particle size, support, and promotional effects; and advanced electro-
catalytic materials. This facilitates access to the general reader’s interests. Each
chapter begins with a summary and a table of contents to provide an overview of its
scope.

Part I presents the state of the art of the theory of catalysis and electrocatalysis
at clusters and nanoparticles. This section provides the current frame of modeling of
the interaction of clusters with substrates as well as catalytic and electrocatalytic
kinetics on clusters and nanoparticles, including ab initio quantum mechanical
calculations, and epitomizes recent advances in understanding the relation between
electronic structure and catalytic/electrocatalytic activity.

Part II addresses the key question of how electronic and geometric properties
of catalytic surfaces change upon moving from single crystals to nanoparticles and
how this influences their catalytic/electrocatalytic activity. The use of model catalysts
and electrocatalysts in conjunction with powerful surface spectroscopic techniques
provides new insight into the unique phenomena observed upon decreasing the size
of catalyst particles down to nanoscale and builds a link between catalysis and
electrocatalysis at perfect single crystals and nanoparticles. The chapters in this
section scrutinize approaches to electrochemical nanostructuring of surfaces and
provide insight into unique behavior of small, confined systems.
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Part III presents the state of the art of the synthesis of nanoparticle catalysts
and electrocatalysts, including bimetallic nanoparticles. Particular emphasis is given
to carbon-supported nanoparticles due to their technological significance in the
fabrication of electrodes for PEM fuel cells.

Part IV describes recent breakthroughs in the use of advanced experimental
techniques for the in situ study of nanoparticle catalysts and electrocatalysts,
including X-ray absorption spectroscopy, NMR, and STM.

Part V addresses the critical issues of particle size effects, alloying, spillover,
classic and electrochemical promotion, and metal–support interactions on the
catalytic and electrocatalytic performance of nanoparticles. Recent experimental
evidence is presented on the functional similarities and operational differences of
promotion, electrochemical promotion, and metal–support interactions.

Part VI discusses novel advanced electrocatalytic materials, including polymer-
embedded nanoparticle electrodes for PEM fuel cells and synthetic diamond–
supported electrocatalyst nanoparticles for toxic organic compound treatment.

This book will be an indispensable source of knowledge in laboratories or
research centers that specialize in fundamental and practical aspects of hetero-
geneous catalysis, electrochemistry, and fuel cells. Its unique presentation of the key
basic research on such topics in a rich interdisciplinary context will facilitate the
researcher’s task of improving catalytic materials, in particular for fuel cell
applications, based on scientific logic rather than expensive Edisonian trial-and-
error methods. The highlight of the volume is the rich and comprehensive coverage
of experimental and theoretical aspects of nanoscale surface science and electro-
chemistry. We hope that readers will benefit from its numerous ready-to-use
theoretical formalisms and experimental protocols of general scientific value and
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Sergio Ferro Università di Ferrara, Ferrara, Italy

François Figueras Institut de Recherche sur la Catalyse, Villeurbanne, France

D. W. Goodman Texas A&M University, College Station, Texas, U.S.A.

Copyright © 2003 by Taylor & Francis Group, LLC



Masatake Haruta National Institute of Advanced Industrial Science and
Technology, Tsukuba, Japan

Brian E. Hayden The University of Southampton, Southampton, England

Claude R. Henry CRMC2-CNRS, Marseille, France

Francesc Illas Universitat de Barcelona, Barcelona, Spain

B. Kasemo Chalmers University of Technology, Göteborg, Sweden
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SUMMARY

A brief overview is given of the main theoretical principles and computer modeling
techniques to describe catalytic and electrocatalytic reactions. Our guiding principles
in understanding the relationship between electronic structure and catalyst
performance are the periodic table and the Sabatier principle. We discuss the
different modeling tactics in describing quantum-mechanically adsorbate-surface
interactions (i.e., cluster vs. slab models) and their accuracy in modeling (small)
catalyst particles. The role of the solvent in electrocatalytic processes is described
both from the point of view of quantum–chemical density–functional theory
calculations, and from more classical Marcus theory-type considerations using
molecular dynamics simulations. Furthermore, we discuss how kinetic Monte Carlo
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methods can be used to bridge the gap between microscopic reaction models and the
catalyst’s macroscopic performance in an accurate statistical and mechanical way.

1.1 INTRODUCTION

With the incessant boom in computational power of present-day computers, the role
of theory and modeling in the understanding and development of catalytic processes
is becoming increasingly important. Theory and computational modeling have
already played a significant role in heterogeneous gas-phase catalysis for quite some
years, but comparable developments in the electrocatalysis of reactions at metal–
liquid interfaces have been less forthcoming. However, new theory developments in
electrochemistry, the emergence of new computational possibilities with modern
machines and codes, as well as the increasing overlap between electrochemistry and
surface science promise a similarly prominent role of ‘‘computational electrochem-
istry’’ in the electrocatalysis community.

The aim of this chapter is to provide the reader with an overview of the
potential of modern computational chemistry in studying catalytic and electro-
catalytic reactions. This will take us from state-of-the-art electronic structure
calculations of metal–adsorbate interactions, through (ab initio) molecular dynamics
simulations of solvent effects in electrode reactions, to lattice-gas-based Monte Carlo
simulations of surface reactions taking place on catalyst surfaces. Rather than
extensively discussing all the different types of studies that have been carried out, we
focus on what we believe to be a few representative examples. We also point out the
more general ‘‘theory’’ principles to be drawn from these studies, as well as refer to
some of the relevant experimental literature that supports these conclusions.
Examples are primarily taken from our own work; other recent review papers,
mainly focused on gas-phase catalysis, can be found in [1–3].

The next section gives a brief overview of the main computational techniques
currently applied to catalytic problems. These techniques include ab initio electronic
structure calculations, (ab initio) molecular dynamics, and Monte Carlo methods.
The next three sections are devoted to particular applications of these techniques to
catalytic and electrocatalytic issues. We focus on the interaction of CO and hydrogen
with metal and alloy surfaces, both from quantum-chemical and statistical-
mechanical points of view, as these processes play an important role in fuel-cell
catalysis. We also demonstrate the role of the solvent in electrocatalytic bond-
breaking reactions, using molecular dynamics simulations as well as extensive
electronic structure and ab initio molecular dynamics calculations. Monte Carlo
simulations illustrate the importance of lateral interactions, mixing, and surface
diffusion in obtaining a correct kinetic description of catalytic processes. Finally, we
summarize the main conclusions and give an outlook of the role of computational
chemistry in catalysis and electrocatalysis.
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1.2 OVERVIEW OF COMPUTATIONAL METHODS

1.2.1 Electronic Structure Calculations

Electronic structure calculations are generally concerned with solving the electronic
ground state of a certain molecular ensemble based on first-principles quantum
mechanics. The techniques are called ab initio if they require only the atomic
numbers of atoms involved in the ensemble, and no adjustable parameters taken
from experiment or other calculations. A good introduction into the various ab initio
and other quantum-chemical methods is given in Jensen’s book [4].

By far the most popular method currently used in the quantum-chemical
modeling of adsorbate–substrate interactions is that based on the density functional
theory (DFT). Contrary to the more ‘‘classical’’ quantum-chemical techniques, DFT
is not directly based on electronic wave functions but rather on electronic density.
The formal cornerstone of DFT is a theorem derived by Hohenberg and Kohn [5],
which states that the ground-state electronic energy is a unique functional of the
electronic density n(r), with r the space coordinate. In other words, there exists a one-
to-one correspondence between the r-dependent electronic density of the system and
the energy. However, the exact functional giving the exact energy is not known, and
in practice one must therefore resort to one of the many approximate expressions
available. The quality of these functionals is now such that one may calculate overall
energies to within an accuracy of about 5–10% of the exact result. For many
purposes, this accuracy is quite sufficient.

In practical calculations, the electronic density is still calculated from wave
functions, using a method originally devised by Kohn and Sham [6]. These so-called
Kohn–Sham orbitals correspond to a ‘‘virtual’’ system of noninteracting electrons,
similar to Hartree–Fock methods. Even though these Kohn–Sham orbitals have no
clear physical meaning, they may still be quite useful in interpreting the results from
a DFT calculation in terms of molecular orbital theory.

The great advantage of DFT over other, say Hartree–Fock-based, methods, is
that it does not require too much computational effort to include the effects of
electronic correlation in the calculation, which is known to be very important in
obtaining reliable energies of chemical bonds. All it takes is an improved functional
using the same set of Kohn–Sham orbitals, whereas the Hartree–Fock-based
methods can only account for electronic correlation by considerably increasing the
number of wave functions, leading to very long computation times for even the
smallest system sizes. This makes DFT the method of choice for handling large
systems, such as adsorbates interacting with surfaces.

The most popular series of functionals used in computational chemistry are
those based on the generalized gradient approximation (GGA). These functionals
include not only the electronic density, but also its spatial derivative (gradient), in
order to account more accurately for longer-ranged electronic correlation effects
(though very long-ranged electronic correlation effects, such as Van der Waals
forces, are not accurately treated within the GGA). This type of calculation is often
referred to as DFT-GGA. Various DFT-GGA functionals are available; some
popular ones have been tested in [4,7,8]. As mentioned, the accuracy of these
methods is roughly 5–10%.

Because extended surfaces and even nanoparticles are large systems from the
atomistic point of view, the question still arises of what kind of molecular ensemble
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would constitute a reasonable model for the adsorbate–catalyst interaction. Here,
essentially two different types of approaches have been taken. One approach is to
model the surface as a small cluster of atoms, where a typical cluster size is 10–50
atoms. It is important to note that this size is still smaller than that of a typical
catalytic nanoparticle, which consists of at least several hundreds of atoms (and
usually more)[9]. A second approach that has become popular in the last 10 years is
to model the surface as a periodic slab, in which a certain ensemble is periodically
repeated in three dimensions by applying periodic boundary conditions in the
computational setup. A surface, and a molecule-surface ensemble, is then modeled as
a number of layers (typically 3–5 layers) of atoms in one part of the periodic cell, and
a vacuum in the other part of the cell. The vacuum region is chosen large enough
such that the different periodic images of the surface have a negligible interaction
with each other. One final comment to be made about clusters and slabs concerns the
different types of basis sets in which the Kohn–Sham orbitals are expanded. Cluster
calculations are usually carried out with a standard quantum-chemical package
employing so-called localized basis sets. These localized basis sets enable one to
interpret the Kohn–Sham orbitals as molecular orbitals as introduced in quantum-
chemical molecular orbital theory [10]. This may have great advantages in obtaining
a more chemistry-based understanding of binding trends. Slab calculations, on the
other hand, usually employ so-called plane waves as their basis set, because of the
periodicity of the simulation cell [11,12]. Plane waves are not localized, and hence it
is more difficult (though not impossible) to obtain molecular orbital-type
information. However, it is now generally agreed that slab calculations give more
reliable quantitative results when the binding energetics of the molecule-surface
interaction is concerned. More local information, such as binding distances and
vibrational properties, may still be calculated with good accuracy using cluster
models. We discuss these issues in some more detail in Section 1.3.

1.2.2 Ab Initio Molecular Dynamics

One very prominent development in DFT has been the coupling of electronic
structure calculations (which, when the ground state is concerned, apply to zero
temperature) with finite-temperature molecular dynamics simulations. The founding
paper in this field was published by Carr and Parrinello in 1985 [13]. Carr and
Parrinello formulate effective equations of motion for the electrons to be solved
simultaneously with the classical equations of motion for the ions. The forces on the
ions are calculated from first principles by use of the Hellman–Feynman theorem.
An alternative to the Carr–Parrinello method is to solve the electronic structure self-
consistently at every ionic time step. Both methods are referred to as ab initio
molecular dynamics (AIMD) [14].

AIMD is still a very time-consuming simulation method and has so far mainly
been used to study the structure and dynamics of bulk water [14,15], as well as
proton transfer [16] and simple SN2 reactions in bulk water [17]. AIMD simulations
are as yet limited to small system sizes and ‘‘real’’ simulation times of not more than
a few picoseconds. However, some first applications of this technique to interfacial
systems of interest to electrochemistry have appeared, such as the water–vapor
interface [18] and the structure of the metal–water interface [19]. There is no doubt
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that AIMD simulations of electrochemical interfaces will become increasingly
important in the future, and some first results are described in Section 1.4.2.

1.2.3 Molecular Dynamics

In classical molecular dynamics (MD) methods [20] the atoms and molecules in the
system of interest interact through effective pair potentials, which may be obtained
from previous ab initio electronic structure calculations. However, the quantum
nature of the system is not explicitly taken into account, and the time evolution of
the system is obtained by solving Newton’s classical equations of motion. Averaging
of the MD trajectories over a sufficiently long simulation period allows one to
extract thermodynamic, dynamical, and other macroscopic properties. Depending
on the system size (which can include up to several thousands of atoms) and the type
of particles involved, typical ‘‘real’’ simulation times in classical MD studies can be
as long as several nanoseconds. As we discuss in Section 1.4.1, MD simulations are
of great value in investigating the role of solvent reorganization in electron-transfer
reactions.

1.2.4 Monte Carlo

An alternative to the MD method in obtaining statistical averages is the Monte
Carlo (MC) simulation method, which is based on an efficient sampling of low-
energy configurations rather than on generating a dynamical trajectory [20]. A
drawback of the standard MC algorithm is that it does not give any dynamical
information, though for certain purposes it may be a more efficient way of
calculating thermodynamic properties.

A method closely related to the standard ‘‘Metropolis’’-type MC algorithm is a
simulation technique known as kinetic Monte Carlo or dynamic Monte Carlo
(DMC). This method is especially useful for studying processes on lattices, such as,
for instance, catalytic reactions taking place on the reaction sites of a catalyst
surface. One first defines the adsorption rates, desorption rates, reaction rates, and
diffusion rates of the various reactions and processes assumed to take place on the
surface, quantities that may in fact be estimated from first-principles electronic
structure calculations. Next, the evolution of the entire system is obtained by solving
the so-called master equation using an MC-type algorithm [21–24]. The algorithm is
designed such that the exact time dependence is obtained, i.e., that the subsequent
configurations generated satisfy the correct detailed balance. As Section 1.5 shows,
this method is very useful in obtaining the correct dynamic behavior of a reactive
system from the elementary processes. There is no need to resort to statistical-
mechanical approximation schemes such as the mean-field approximation [9] in
which all rates are expressed in terms of average coverages. Such approximation
schemes may break down severely if the catalyst surface is very inhomogeneous, for
instance due to poor mixing of the reactants on the catalyst surface or to a low
concentration of catalytically active sites, or when strong interactions between
adsorbates exist. DMC is the method of choice for the microkinetic modeling of
catalytic reactions on surfaces when ordering, island formation, and slow surface
mobility are deemed important. Lattice sizes in DMC can be as large as 10006 1000
sites (corresponding to 1 million surface sites), whereas the ‘‘real’’ computation times
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obviously depend on the (lowest) rate constants but can span time scales from a few
milliseconds to several minutes.

1.3 REACTIVITY AND CATALYST ELECTRONIC STRUCTURE

1.3.1 Modeling Small Particles

The role of particle size in catalysis and electrocatalysis is a subject of longstanding
interest. It is not our intention here to discuss in detail the available experimental and
theoretical literature. Extensive reviews on particle-size effects in gas-phase catalysis
and electrocatalysis can be found in the papers of Henry [25] and Kinoshita [26],
respectively. Also, several monographs, reviews, and conference proceedings discuss
particle-size effects from experimental, theoretical, and computational points of view
[9,27,28].

It is well known that the electronic properties of small metal particles depend
on the particle size. The work function or cluster ionization potential is a most
dramatic example of this effect. Knickelbein et al. [29] have shown that for Ni
clusters consisting of 3 to 90 atoms the cluster ionization potential continues to
change and for the largest particle size is still about 0.2 eV higher than the work
function of an extended surface. There is, however, a growing awareness that
changes in reactivity and chemisorption properties with particle size reflect a much
more local phenomenon. Smaller particles have more edges and kinks than larger
particles, and these local sites usually possess a reactivity that is substantially
different from those of the terraces. Surface-science studies in UHV and
electrocatalysis have convincingly demonstrated the special reactivity of defects,
showing that in certain cases the catalytic reaction takes place only on step and
defect sites.

These facts obviously raise the question of what constitutes the best
computational model of a small catalytic particle. As catalysis is often a local
phenomenon, a cluster model of the reactive or chemisorption site may give quite a
reasonable description of what happens at the ‘‘real’’ surface [1,3,30]. However, the
cluster should still be large enough to eliminate cluster edge effects, and even then
one must bear in mind that the cluster sizes employed in many computational studies
are still much smaller than real catalytic particles (say 10–50 versus 50–1000 atoms,
respectively). Hence, a slab model of a stepped surface may provide a much more
realistic model of the active site of a catalytic nanoparticle. Hammer [31,32] has
carried out quite extensive DFT-GGA slab calculations of N2 and NO dissociation
at stepped Ru and Pd surfaces, showing how the dissociation energy is significantly
lower at the low-coordination step sites compared to terrace sites. The special
reactivity of step sites for the dissociation of NO and N2 has been demonstrated in
several recent surface-science studies [33,34]. Also, the preferential adsorption of CO
on step sites has been demonstrated in UHV [35], under electrochemical conditions
[36], as well as by means of DFT-GGA slab calculations [37].

1.3.2 Catalytic Reactivity and the Periodic Table

Because a catalytic reaction generally consists of a series of elementary steps, one of
the key questions in understanding catalytic reactivity is which of these steps is rate-
limiting. The rate-limiting step determines not only the overall catalytic activity, but
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often also the selectivity of the reaction. In search of an optimal catalyst, the overall
rate of the reaction is often studied as a function of a certain ‘‘reactivity parameter’’
of the catalyst material. A typical ‘‘reactivity parameter’’ is the heat of compound
formation, e.g., surface oxide formation, or the enthalpy of adsorption of what is
believed to be a key intermediate. Plots of catalyst reactivity versus the reactivity
parameter usually yield the well-known ‘‘volcano plots,’’ the rationalization for
which was first given by Sabatier [38]. The Sabatier principle essentially states that an
active catalyst should adsorb a key intermediate neither too weakly nor too strongly.
A weakly adsorbed intermediate has a low reactivity because of its low
concentration, and a strongly adsorbed intermediate leads to a low reactivity
because of the difficulty with which it can desorb. An intermediate interaction
strength often leads to the optimum activity and selectivity.

There are innumerable examples of volcano plots and the Sabatier principle in
catalysis, as we have recently elaborated in relation to heterogeneous gas-phase
catalysis [2]. An illustrative recent example of the Sabatier example in electrocatalysis
is the ammonia oxidation in alkaline solution [39]. The selectivity of the ammonia
electro-oxidation toward N2 is determined by the stability and concentration of
hydrogenated nitrogen adsorbates NHx (x¼ 1,2), as the atomic nitrogen adsorbate is
inactive in producing N2 at room temperature. As a result, metals that adsorb N
strongly, such as Ru, Rh, and Pd, show no selective NH3 oxidation, as the
dehydrogenation capacity of these metals is too high, leading to a fully inactive Nad-
covered surface. Coinage metals such as Cu, Ag, and Au show very little
dehydrogenation capacity, and hence no activity for ammonia oxidation under
electrochemical conditions. Only Pt and Ir, which show an intermediate dehydro-
genation capacity, are able to oxidize ammonia to N2 with a reasonable steady-state
activity. The dehydrogenation capacity may be related to the chemisorption energy
of atomic nitrogen: a high adsorption energy would imply a high dehydrogenation
capacity.

Given the importance of the Sabatier principle in catalytic science, the question
arises about whether the reactivity parameter, usually the chemisorption energy of
some key intermediate, can be related to a more fundamental property of the catalyst
surface. In particular, one would like to make a connection between the reactivity
parameter and the properties of a metal or alloy surface as they can be deduced from
the periodic table. An important development along these lines has been a model
proposed by Hammer and Nørskov [3,40]. Their model singles out three surface
properties contributing to the ability of the surface to make and break Adsorbate
bonds: (1) the center ed of the d-band; (2) the degree of filling fd of the d-band; and
(3) the coupling matrix element Vad between the adsorbate states and the metal d-
states. These quantities have been calculated from extensive DFT calculations for a
significant portion of the periodic table. The basic idea of the Hammer–Nørskov
model is that trends in the interaction and reactivity are governed by the coupling of
the adsorbate states with the metal d-states, since the coupling with the metal sp-
states is essentially the same for the transition and noble metals.

Hammer and Nørskov have tested their model quite extensively [3] and have
shown a good semiquantitative agreement between their model for the d
contribution of the adsorption energy and the DFT-computed total adsorption
energy of atomic adsorbates such as oxygen and hydrogen and molecular adsorbates
such as carbon monoxide. Also, the activation energy, and hence the reactivity, of
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hydrogen dissociation onto various metal surfaces is described semiquantitatively by
their model. Significantly, many of the observed variations among the different
metals can be traced to variations in ed, and the hence total adsorption energy varies
as Eads * ged. Shifts in the (local) d-band energy, and hence variations in reactivity,
can be brought about in a number of different ways. Variations in ed occur at steps
and defects (see previous section), by alloying, or by making an overlayer system. We
make use of this ‘‘d-band shift model’’ in the next section.

1.3.3 Hydrogen and Carbon Monoxide Adsorption
on (Bi)metallic Surfaces

Alloy surfaces are of substantial importance in catalysis, such as in the
hydrogenation of unsaturated hydrocarbons, Fisher–Tropsch synthesis, steam
reforming of methane, and many other processes [41]. In electrocatalysis, they
have recently received attention in relation to the development of CO-tolerant fuel-
cell catalysts [42]. In many of these processes, atomic hydrogen and carbon
monoxide are the most important intermediates or poisons; therefore, these two
adsorbates have received a great deal of attention in theoretical and computational
studies.

Pallassana and Neurock [43–44], for example, use periodic DFT calculations to
examine the chemisorption of hydrogen over different PdxRe1�x surfaces in order to
understand the properties that control chemisorption over these alloys. The results
for hydrogen adsorption over the bare Pd and Re surfaces along with
pseudomorphic overlayers of Pd on Re(0001) and Re on Pd(111) are presented
here in Figure 1 [43]. The binding energy for atomic hydrogen is significantly

Figure 1 Adsorption of atomic hydrogen on Pd–Re model surfaces. (a) pure Pd(111), (b)

pure Re(0001), (c) monolayer of Re on Pd(111), and (d) monolayer of Pd on Re(0001).

(Adapted from Ref. [43].)
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stronger on Re than it is on Pd. Re lies much further to the left in the periodic table
and therefore has a much more open d-band. Re, therefore, contains more vacant
states near the Fermi level that can accommodate electron transfer from the
adsorbed hydrogen, thus leading to a stronger binding energy. The d-band center
model proposed by Hammer and Nørskov [40] suggests that there should be an
increase in orbital overlap since the center of the d-band shifts closer to the Fermi
level. In addition, Pauli repulsion is reduced as we move from Pd to Re since Re has
fewer filled states. Depositing an atomic layer of Re over Pd(111) or Pd over
Re(0001) creates ideal pseudomorphic ReML/Pd(111) and PdML/Re(0001) surfaces
that have unique properties due to the degree of charge transfer between the two
metals. The density of states projected onto the d-states at the top metal layer of
Pd(111), Re(0001), PdML/Re(0001), and ReML/Pd(111) were calculated in order to
probe the electronic properties for each of these surfaces [43]. The results, which are
shown in Figures 2 and 3, indicate that Pd and Re form a very strong bond at the
Pd–Re interface of the PdML–Re(0001) surface. An analysis of the density of states
shows a significant shift of the d-band well below the Fermi energy. The density of
states near the Fermi level looks quite similar to that of bulk gold. This would
suggest that adsorbates should bind much more weakly on a the PdML–Re(0001)
surface than those on the pure Pd or pure Re surfaces. Indeed, the binding energy
decreases from 2.77 to 2.35 eV as we move from PdML/Pd(111) to PdML/Re(0001).
As we move to the Re surfaces, we find that there is little change in the hydrogen
adsorption energies. The binding energy of hydrogen on Re is sufficiently strong that
there is basically no change as we move from ReML/Re(0001) to ReML/Pd(111). The
calculated binding energies for hydrogen on these surfaces correlated very well with
the d-band center of the surface layer. The results are shown in Figure 3.

All the trends from these pseudomorphic studies readily fall out of the d-band
center model. Pallassana and Neurock have shown that this model can be extended
to predict what will happen over the alloyed surfaces as well [44]. In general, the
hydrogen binding energy increases as the level of Re in the Pd surface layer is
increased over the Pd(111) slab and decreases as the amount of Pd in the Re surface
increases over the Re(0001) slab. Modeling the effect of the alloy, however, requires
that we distinguish between Pd and Re adsorption sites since the energies on these
metals are quite different. A weighted d-band model of the surface was therefore
defined in order to account for differences between Pd and Re. The weighted d-band
model is given in Eq. (1):

[ d�weighted ¼ ðV2
Re ? [

Re
d ?NRe þ V2

Pd ? [
Pd
d Þ

ðV2
Re ?N

Re þ V2
Pd ?N

PdÞ ð1Þ

V2 here refers to the d-band coupling matrix element for the surface metal atoms,
whereas NRe and NPd refer to the number of Re–H and Pd–H bonds, respectively
[44].

Hydrogen adsorption was examined on a series of alloyed surfaces including
ReML/Pd(111), Pd33Re66ML/Pd(111), Pd66Re33ML/Pd(111), PdML/Pd(111), PdML/
Re(0001), Pd66Re33ML/Re(0001), Pd33Re66ML/Re(0001), and ReML/Re(0001). The
calculated hydrogen-binding energies on these surfaces are given in Figure 4. The
weighted d-band model appears to capture most of the changes to the electronic
structure. A plot of the weighted d-band against the DFT calculated binding energies
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on these alloyed surfaces indicates that this model works quite well for predicting
binding energies over the PdRe alloys (Fig. 5). Some of the outlier points are systems
where the most favored binding site changed due to a change in the surface
composition. On the Pd33Re66 surface, for example, Pd acts to isolate smaller Re
dimers structures. These dimers are unique. They behave like site-isolated Re clusters
and therefore bind hydrogen more strongly. This would readily explain the
deviations from the simple d-band center model.

The adsorption of carbon monoxide on metal surfaces can be qualitatively
understood using a model originally formulated by Blyholder [45]. A simplified
molecular orbital picture of the interaction of CO with a transition metal surface is
given in Figure 6. The CO frontier orbitals 5s and 2p* interact with the localized d
metal states by splitting into bonding and antibonding hybridized metal-

Figure 2 The density of states projected to the d-band of Pd–Re model surfaces. Solid line

refers to the DOS projected to the d-band of the top layer. The dotted line refers to the second

layer. (a) pure Pd(111), (b) PdML/Re(0001), (c) Re(0001), and (d) ReML/Pd(111). The center of

the d-band for each surface is depicted by the arrow. (Adapted from Ref. [43].)
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chemisorbate orbitals, which are in turn broadened by the interaction with the much
more delocalized sp metal states.

Hammer et al. [46] show how this simple picture emphasizing the interaction of
the CO frontier orbitals with the metal d-states can explain trends in the binding
energies of CO to various (modified) metal surfaces. Generally, CO binds stronger to
the lower transition metals (i.e., toward the left in the periodic table), mainly due to
the center of the d-band ed moving up in energy, leading to a stronger back donation.
The same Blyholder model may also be used to explain why on metals in the upper-
right corner of the periodic table (Pd, Ni) CO prefers multifold coordination,
whereas toward the lower left corner (Ru, Ir) CO preferentially adsorbs atop
(although steric considerations also play an important role in the argument) [47].

Of special interest to fuel-cell catalysis is the adsorption of CO to Pt-based
bimetallic surfaces, in particular Pt–Ru. These surfaces have long been known to be
considerably more active in the electrochemical CO oxidation than pure Pt or Ru.
They are also more CO-tolerant hydrogen oxidation catalysts and better methanol
oxidation catalysts for use in low-temperature fuel cells. Watanabe and Motoo [48]
suggest a bifunctional mechanism to explain the unique reactivity of Pt–Ru surfaces.
In their mechanism, the oxygen species with which CO reacts, presumably
chemisorbed OH formed from the dissociative water oxidation, is preferentially
formed on the Ru sites. The active site is a Pt–Ru pair with CO on Pt reacting with
OH on Ru. Dynamic Monte Carlo simulations of this mechanism, showing the
importance of CO mobility [49], are discussed in Section 1.5.2. Although the higher
oxophilicity of Ru compared to Pt renders the bifunctional mechanism a reasonable
assertion, it does not take into account any changes in the CO binding properties to
the Pt–Ru surface compared to pure Pt or Ru.

Figure 3 The binding energy of atomic hydrogen at the 3-fold fcc site on the Pd–Re surfaces

as a function of the d-band center relative to the Fermi energy. (Adapted from Ref. [43].)
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We have recently carried out extensive slab calculations of CO and OH
interacting with Pt–Ru surfaces [50,51]. Results from both our groups show that on
the surface of a bulk alloy the CO binding to the Pt site weakens whereas that to the
Ru site gets stronger. For example, on the surface of a homogeneous Pt2Ru(111)
alloy, the CO atop binding to Pt is weakened by about 0.2–0.3 eV and that to Ru
strengthened by about 0.1 eV. However, real catalytic surfaces are not homogeneous
but may show the tendency to surface segregate. Figure 7 shows the binding energy
and vibrational properties of CO to an atop Pt site on a series of surfaces with a pure
Pt top layer, but for which the bulk composition changes from pure Pt, to Pt:Ru 2:1,
to Pt:Ru 1:2, to pure Ru. It is observed that a higher fraction of Ru in the bulk
causes a weakening of the CO bond to the Pt overlayer. This electronic alloying
effect can be understood on the basis of the Hammer–Nørskov d-band shift model.
Alloying Pt with Ru causes a downshift of the local d-band center on the Pt sites
because the flow of electrons from Pt to Ru lowers the local d-band on Pt in order to
maintain local electroneutrality. Interestingly, Figure 7 also illustrates that there is
no correlation between the binding energy and the C–O stretching frequency, even
though such a correlation is often assumed in the literature. On the other hand, the
Pt–C stretching mode correlates well with the binding energy: a stronger bond causes
the expected increase in the Pt–C frequency.

Figure 4 The binding energy of atomic hydrogen at the most favorable sites on Pd–Re

alloyed surfaces: (a) ReML/Pd(111), (b) Pd33Re66ML/Pd(111), (c) Pd66Re33ML/Pd(111), (d)

Pd(111), (e) PdML/Re(0001), (f) Pd66Re33ML/Re(0001), (g) Pd33Re66ML/Re(0001), and (h)

ReML/Re(0001). (Adapted from Ref. [43].)
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Figure 5 A comparison of the binding energy of atomic hydrogen at the most favorable

adsorption sites on the Pd–Re alloyed surfaces and the d-band center relative to the Fermi

energy. (Adapted from Ref. [44].)

Figure 6 Model of the orbital interaction diagram for CO adsorbed on transition-metal

surfaces. (Adapted from Ref. [47].)

Copyright © 2003 by Taylor & Francis Group, LLC



The opposite effect is observed when a surface with a pure Ru overlayer is
considered, and the bulk is stepwise enriched with Pt. The CO binding to the Ru
overlayer is strengthened with a higher content of Pt in the bulk. In fact, the Ru/
Pt(111) surface is the one that shows the strongest CO binding. A similar effect is
also observed when the top layer of a Pt(111) surface is mixed with Ru, leading to a
surface alloy. As the Ru content of the surface layer increases, the binding to the Pt
surface sites is weakened and to the Ru surface sites is strengthened.

The binding of OH to Pt–Ru surfaces shows trends that are quite similar to
CO. In general, those surface sites that bind CO strongly (which are usually rich in
Ru) also show a strong OH binding, and those surface sites that bind CO weakly
(which are usually rich in Pt) also show a weak OH binding. This raises the question
of whether Pt–Ru is a good example of a truly bifunctional catalyst with one surface
component adsorbing one reactant and the other surface component the other
reactant. In fact, on the basis of their extensive experimental investigations, the

Figure 7 The binding energy, C–O stretching frequency oC-O, and Pt–C stretching

frequency oPt-C on four different surfaces, all with a surface layer of Pt, but different bulk

compositions (Pt, Pt2Ru, PtRu2, Ru). (Adapted from Ref. [51].)
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Berkeley group has suggested that Pt–Sn and Pt–Mo alloys may constitute better
examples of bifunctional catalysts [52]. Indeed, our most recent DFT-GGA slab
calculations [53] show that on these surfaces CO may preferentially bind to Pt,
whereas OH prefers to bind to Sn or Mo.

1.3.4 Electric Field Effects on CO Adsorption

One effect of special interest to electrochemists is the potential-dependent
chemisorption of ions and molecules on electrode surfaces. A particularly well-
studied example is the adsorption of CO on platinum single-crystal electrodes. In
collaboration with the Weaver group at Purdue, we have recently undertaken
detailed DFT calculations of the potential-dependent chemisorption of CO on
platinum-group (111) surfaces [47,54,55], modeled as clusters, for comparison with
the extensive vibrational characterization of these systems as carried out by the
Purdue group [56,57]. The electrode potential in these studies is modeled as a
variable external electric field applied across the cluster, an approach many others
have taken in the past.

Two issues are of interest in relation to the potential-dependent bonding of CO
to transition-metal surfaces: the potential-dependent binding energy and the
resulting potential-dependent site preference; and the potential-dependent vibra-
tional properties, in particular the internal C–O stretching frequency and the metal-
chemisorbate Pt–CO stretching mode. Figure 8 shows the effect of the applied field
on the binding energy of CO in a onefold (atop) and multifold (hollow) coordination
on a 13-atom Pt cluster. What is particularly significant in this figure is the change in
site preference predicted by these calculations, from atop coordination at positive

Figure 8 Field-dependent binding energy plots, and constituent steric, donation, and back

donation components, for CO adsorbed atop and hollow on a 13-atom Pt (111)-type cluster.

The orbital components are plotted with respect to their zero-field values. 0.01 field a.u.

corresponds to 0.514V/Å. (Adapted from Ref. [54].)
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fields to threefold coordination at negative fields. Qualitatively, such a potential-
dependent site switch is indeed observed experimentally [56,57]. By decomposing the
binding energy in steric and orbital contributions, and deconvolving the contribu-
tions of the different Kohn–Sham orbitals according to the different symmetry
groups, it can be appreciated that the main factor driving this preference for
multifold coordination toward a negative field is the back donation contribution.
This increasing importance of back donation with a more negative field can be
understood on the basis of the classical Blyholder picture. A more negative field
implies an upward shift of the metal electronic levels with respect to the
chemisorbate 2p* orbital, leading to an enhanced back donation of metal electrons.
Since the interaction of the metal with the 2p* orbital is a bonding interaction, and
bonding interactions tend to favor multifold coordination, CO will favor multifold
adsorption sites at negative fields.

The change in the intramolecular C–O stretching mode with electrode potential
has also been a subject of longstanding theoretical interest and has become known as
the interfacial Stark effect. Important theoretical contributions in this field have been
made by Lambert, Bagus, Illas, Curulla, and Head-Gordon and Tully [58–62]. We
have recently reexamined this issue in the context of a detailed comparison of DFT
calculations with the spectroscopic data of CO and NO adsorbed on a variety of
single-crystalline transition-metal electrodes [47]. These calculations have confirmed
that NO generally possesses a higher Stark tuning slope (i.e., change in C–O
stretching mode with potential) than CO and that multifold CO exhibits a higher
Stark tuning slope than atop CO. In agreement with earlier calculations, a
decomposition analysis shows that the lowering (blueshift) of the internal C–O
stretching mode upon adsorption is mainly due to the back donation contribution, as
metal electrons occupy the 2p* antibonding orbital of CO [63,64]. This back
donation contribution is offsetting the steric contribution, also known as the ‘‘wall
effect,’’ which by itself leads to a redshift upon chemisorption. Although the positive
Stark tuning slope is also mainly the result of the back donation contribution, i.e.,
the negative field leading to enhanced back donation and hence a lowering of the C–
O stretching mode, the different slopes found for the different metals and
coordination geometries are generally found to be the result of a subtle interplay
between back donation, donation, and steric effects [47].

The field dependence of the substrate-chemisorbate M–CO stretching mode
has received much less attention as its low frequency makes it difficult to be observed
by in-situ IR spectroscopy. However, recent advances in the preparation of
transition-metal surfaces for surface-enhanced raman spectroscopy (SERS) have
made it possible to study in some detail the potential dependence of this vibrational
mode [65,66]. Our recent DFT calculations suggest that, if a sufficiently wide
potential window is available, the M–CO mode on Pt, Pd, and Ir exhibits a
maximum [55]. The M–CO Stark tuning slope is positive for (very) negative fields,
and negative for positive fields. A charge and dynamic dipole analysis indicates that
this behavior is at least partially related to the ionicity of the surface bond.
Negatively charged adsorbates, such as chemisorbed Cl or CO at negative fields,
exhibit a positive Stark tuning slope, whereas positively charged adsorbates, such as
chemisorbed Na and CO at positive fields, exhibit a negative Stark tuning slope.
Covalently bonded adsorbates, such as CO at intermediate electric fields, do not
exhibit a strong dependence of surface bond vibration on the electric field, and in fact
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for these adsorbates the relationship between ionicity and Stark tuning slope is not
one to one [67]. Hence, the potential dependence of the surface bond vibration may
serve as a (semiquantitative) measure of the bond ionicity, provided the bond is
indeed ionic enough. Experimentally, the Pt–CO vibration exhibits a negative Stark
tuning slope, and the maximum predicted by the DFT calculations has yet to be
observed experimentally.

1.4 THE SOLVENT IN ELECTRODE REACTIONS

1.4.1 Marcus Theory and Molecular Dynamics
of Electrode Reactions

One major complication that distinguishes electrocatalytic reactions from catalytic
reactions at metal–gas or metal–vacuum interfaces is the influence of the solvent.
Modeling the role of the solvent in electrode reactions essentially started with the
pioneering work of Marcus [68]. Originally these theories were formulated to
describe relatively simple electron-transfer reactions, but more recently also ion-
transfer reactions and bond-breaking reactions have been incorporated [69–71].
Moreover, extensive molecular dynamics simulations have been carried out to obtain
a more molecular picture of the role of the solvent in charge-transfer processes,
either in solution or at metal–solution interfaces.

In the Marcus theory, the electron-transfer act between a donor and an
acceptor molecule is a radiationless event accommodated by a suitable non-
equilibrium configuration of surrounding solvent molecules. Hence, the relevant
reaction coordinate in electron-transfer reactions is a kind of collective solvent
coordinate, more precisely defined as the electrostatic potential at the location of the
accepting or donating redox species due to the prevailing configuration of polar
solvent molecules. Clearly, the energy associated with creating these nonequilibrium
configurations is a free energy, as a multitude of solvent configurations may
correspond to one-and-the-same value of this electrostatic potential. The idea of this
collective or generalized solvent coordinate is hence to map all different solvent
configurations onto a single reaction coordinate.

More explicitly, we can consider the prototype of a simple electron-transfer
redox reaction, the ferri/ferro couple:

Fe3þ þ e� $ Fe2þ ð2Þ

at some inert electrode material such as gold. Figure 9 shows a typical free-energy
surface. In the Marcus theory, the free-energy surface consists of two parabolic
curves with minima at the equilibrium solvent configuration(s). At the equilibrium
electrode potential, the free energies of the two minima are equal. The solvent
fluctuates around the minimum, and when it reaches the intersection point of the two
curves, an electron may be exchanged with the metal in a radiationless fashion. This
is the electron-transfer equivalent of the Franck–Condon principle, as during the
electron exchange at the crossing point the nuclei do not change their positions.
Whether the electron transfer really occurs is determined by the adiabaticity of the
process. Usually, if the reaction takes place sufficiently close to the electrode, the
electron transfer will always take place and the reaction is adiabatic.
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The activation energy for electron transfer is thus determined by the free
energy at the intersection point (i.e., the transition state), which in turn depends on
the curvature of the parabolic curves. This curvature, traditionally denoted by the
symbol l (see Figure 9), is known as the solvent reorganization energy. In the
formula originally given by Marcus, the solvent reorganization energy depends on
the static and optical dielectric properties of the solvent, eopt and es, and the radius a
of the reactant(s). For a single ion reacting at an electrode, the Marcus formula reads

l ¼ e20
a

1

eopt
� 1

es

� �

ð3Þ

where we have neglected the image interaction of the ion with the metal electrode.
This expression assumes a linear response between the charge on the ion and the
polarization induced in the surrounding solvent, resulting in the prediction that the
reorganization energy depends only on the size of the ion and not on its charge.
However, recent detailed MD simulations [72] have shown that this is not an
accurate description, and the reorganization energy of multivalent ions is lower than
that of uncharged species or ions of low valency with the same size. The main reason
for this is the dielectric saturation occurring near strongly charged ions, which may
be interpreted in an effective lowering of the static dielectric constant es near the ion,
leading to a lowering of l according to Eq. (3). Strongly nonlinear solvent responses
also occur in the transition from a neutral species to a singly charged species, as the
ion–dipole interactions lower the effective radius a in Eq. (3). The effect is
particularly strong for a negatively charged species as the water molecule can
approach closer to a negatively charged species than to a positively charged species
[72].

Many technologically important electrochemical processes are more compli-
cated than the simple electron transfer in the Fe3þ/Fe2þ couple, in which neither of
the reactants is supposed to adsorb onto the electrode surface. Typically, however,
reactants or products are adsorbed onto the electrode surface, or the electron-
transfer act induces the breaking of a bond in the reacting molecule. It is quite clear
that in these more complex situations the Marcus theory is expected to break down
and a more detailed description of the solvent–reactant–metal interaction is required.

Figure 9 Free-energy curves for simple ‘‘outer-sphere’’ electron-transfer reactions. l/4 is the

activation energy at equilibrium, l being the solvent reorganization energy.
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It is in the understanding of these processes that molecular dynamics (MD) currently
play a vital role.

The electron exchange between the relevant energy level on the reactant and
the metal levels can be treated by a so-called Anderson–Newns model [73]. The
interaction with the water solvent is treated by extensive MD simulations. In a sense,
this represents a kind of highly simplified tight-binding MD. The energy barrier for
electron transfer is calculated by so-called umbrella sampling techniques, which is a
systematic way of sampling trajectories away from the equilibrium configurations
[20]. The electron transfer itself is treated adiabatically.

We have applied this formalism to the simplest type of bond-breaking electron-
transfer reaction at a metal electrode [71,74]. The type of reaction we have in mind is
the reductive cleavage of an R–X molecule:

R-Xþ e�?R� þX� ð4Þ

where typically R� is some carbon-centered radical fragment and X� a halide ion.
The R–X molecule is separated from the metal electrode surface by at least one layer
of water molecules, in agreement with the experimental deductions from the Savéant
group for the methylchloride reduction [75].

Assuming a simple Marcus-type model for the interaction with the solvent, one
can derive an analytical expression for the potential (free) energy surface of the
bond-breaking electron-transfer reaction as a function of the collective solvent
coordinate q and the distance r between the fragments R and X [71,75]. The
activation energy of the reaction can also be calculated explicitly:

DGact ¼
ðlþDe þ ZÞ2
4ðlþDeÞ

ð5Þ

where l is the solvent reorganization energy, De the bond dissociation energy, and Z
the free energy of the reaction, i.e., the distance from the equilibrium potential
(‘‘overpotential’’). Savéant, who originally derived Eq. (5), carried out extensive
experiments to test its qualitative validity [75].

In order to test the (in)correctness of the Marcus solvent model, we have
carried out extensive MD simulations of a bond-breaking electron-transfer reaction
in water at a platinum electrode. Figure 10a shows the computer simulated potential
energy surface obtained by a two dimensional umbrella sampling technique. Analysis
of the results in Figure 10a brings to light two important effects of the solvent the
Marcus model does not account for.

First, the presence of an additional minimum at r¼ 3 Å along the reaction path
is clearly discernible in the computer-simulated contour plot. The small energy
barrier between this minimum and the minimum at r¼ 6 Å is due to the molecularity
of the solvent: there is a free-energy cost associated with the making of the hole
between the two fragments in order to fit in a water molecule.

Second, we have analyzed the curvature of the computer-simulated potential
energy surface by a parabolic fitting of the energy surface along the q solvent
coordinate at various separation distances r, in order to investigate any possible r-
dependence of the effective solvent reorganization energy. The result is shown in
Figure 10b and clearly shows that the ‘‘local’’ solvent reorganization energy depends
both on the well (i.e., R–X or R� and X�) and the interfragment distance r. The
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dashed line in Figure 10b shows the solvent reorganization energy as determined
from a local harmonic fit to the reactant well. Hence, the comparison of the
analytical theory [71] and the MD computer simulations [74] clearly demonstrates
the important role of solvent molecularity and nonlinearity in the breaking of bonds
at electrode surfaces. Both features are not incorporated in the traditional Marcus
theory.

1.4.2 Effect of Water on Catalytic Reactions from DFT and AIMD
Calculations

The presence of a protic solvent at the surface of a metal significantly alters the local
environment at the surface. This can impact both chemisorption as well as surface
reactivity. Modeling the effects of solution, however, presents a major challenge for
first-principle methods. A variety of semiempirical models exist that use continuum
methods to describe solvation effects directly in the Hamiltonian. Amovilli et al. [76]
provide an elegant review of the recent advances of polarizable continuum models.
These methods lead to the most efficient analyses of solvent effects. This approach
has been used extensively in the area of modeling enzymes and proteins. The
difficulty with this approach, however, lies in the empirical description of the solvent
cavity. A second method for treating solvent effects involves the introduction of one
or two explicit solvent molecules into the calculations. This approach has proven to
be quite valuable in the area of modeling homogeneous catalytic systems and
reactions in zeolites. Catalysis on surfaces, however, presents a more difficult
challenge.

Figure 10 (a) Computer-simulated contour plot of the free-energy surface obtained by

molecular dynamics for the methylchloride reduction on Pt(111) electrode. (b) The

interfragment distance-dependent solvent reorganization energy extrapolated from the

molecular dynamics simulations. The dashed line gives the Marcus solvent reorganization

energy obtained by a local harmonic fit of the reactant well. (Adapted from Ref. [74].)
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Desai et al. [77] extend this idea by adding between 8–26 explicit water
molecules into a unit cell of first-principles DFT slab calculations. The vacuum layer
essentially is now completely filled with solvent molecules. The layer thickness
between the slabs, the unit cell size, and the number of explicit water molecules
added are manipulated to maintain the appropriate density of liquid water at the
surface. The water molecules that fill the vacuum region effectively form an extensive
hydrogen-bonding network. The adsorption of water on Pd(111) in the presence of
liquid water was examined to show the effect of solution on the chemisorption
properties. The calculated structure and energetics are shown in Figure 11. Although
there is only a small change in the structure of water molecules adsorbed at the
surface, there is a much more dramatic change in heat of adsorption. In the gas
phase, water adsorbs to Pd through the lone pair of electrons on oxygen. Water sits
at an angle of 17% tilted from the surface normal. This is consistent with known
experimental results for water adsorbed on Pd(100). Water molecules that adsorb
directly on the Pd surface lie flat along the surface layer. The surface layer is
subsequently stabilized by the formation of a hydrogen-bonding network that
organizes in the water multilayers above the surface. Water rapidly begins to lose its
orientation and structure (i.e., crystallinity) with respect to the metal in the layers of
molecules that are farther removed from the surface. The changes in structure of
water are shown in Figure 11. The resulting adsorption configuration found here is
quite similar to the ‘‘bilayer’’ model proposed by Doering and Madey [78].

Figure 11 The adsorption of liquid water on Pd(111). The binding energy for water on

Pd(111) in the vapor phase is 30 kJ/mol. The binding energy for liquid water is �2.5 kJ/mol.

(Adapted from Ref. [77].)
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The formation of a hydrogen-bonded network weakens the metal–oxygen
bonds at the expense of forming hydrogen bonds with the neighboring water
molecules in solution. The adsorption energy of water on Pd(111) is reduced from
�30 kJ/mol to �2.5 kJ/mol as we move from the vapor phase to solution.
Experimental results show a similar trend. The experimental binding energy for
water on Pd(100) is estimated to be �43 kJ/mol in the vapor phase [79]. The
experimental TPD results for multilayers of water on Ag(110) by Bange et al. [80]
suggest that the strength of the multilayer water–water interaction is nearly the same
as water–metal interaction. This would indicate a net binding energy of about zero
on Ag(110) in the presence of water multilayers.

The presence of solution can dramatically affect dissociative chemisorption. In
the vapor phase, most metal-catalyzed reactions are homolyticlike, whereby the
intermediates that form are stabilized by interactions with the surface. Protic
solvents, on the other hand, can more effectively stabilize charge-separated states
and therefore aid in heterolytic activation routes. Heterolytic paths can lead to the
formation of surface anions and cations that migrate into solution. This is directly
relevant to methanol oxidation over PtRu in the methanol fuel cell. The metal-
catalyzed route in the vapor phase would involve the dissociation of methanol into
methoxy or hydroxy methyl and hydrogen surface intermediates. Subsequent
dehydrogenation eventually leads to formation of CO and hydrogen. In the presence
of an aqueous media, however, methanol will more likely decompose heterolytically
into hydroxy methyl (�1) and Hþ intermediates.

We used periodic DFT and ab initio (DFT) MD simulations to examine the
activation of acetic acid over Pd(111) [77]. The results from both of these methods
agreed quite well with one another. In the vapor phase, acetic acid dissociates to
form a surface acetate intermediate and chemisorbed surface hydrogen. If carried
out in the vapor phase over Pd(111), the overall reaction energy for this step was
calculated to be þ28 kJ/mol. The calculated charges on the acetate and hydrogen
surface intermediates compared much more favorably with those calculated from a
simple gas-phase free-radical reaction than with a gas-phase ionic reaction. This
indicates that the reaction is more homolytic. The adsorbed acetate intermediate
carries a charge of 0.20 units greater than the acetate free radical, while the hydrogen
atom gains a charge of 0.14 units on adsorption.

In the presence of a water solution, the reaction now becomes heterolytic [77].
Acetate anions along with protons are formed. At a low temperature the acetate
anions remain chemisorbed to the metal surface, whereas the protons migrate into
solution one solvation shell away from the surface, thus forming H5O2

þ

intermediates. The structure of the chemisorbed product state is shown in Figure
12. We clearly see the formation of the well-known double layer. Acetate anions
form a layer of negatively charged layer at the surface, which is stabilized by the
layer of H5O2

þ that sits directly above it. A Mulliken charge analysis indicates an
excess negative charge of 0.55 units on the adsorbed oxygen atoms of the acetate
groups as compared to the acetate species formed by the dissociation of acetic acid
over Pd(111) in the vapor phase. In addition, the atomic hydrogen formed in the
presence of water has a net positive charge of 0.26 units as compared to the hydrogen
intermediate formed in the presence of water by the dissociation of acetic acid in the
vapor phase. This suggests that the dissociation of acetic acid over Pd(111) is much
more heterolytic in the presence of solvent molecules than in the vapor phase.
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The dissociative adsorption of acetic acid therefore leads to

ðCH3COOHÞads=aq?ðCH3COOÞ� ads=aq þHþ
ads=aq ð6Þ

Interestingly, it was found that the acetate anion formed in this reaction was more
stable in solution rather than on the surface. The anion, however, forms quite readily
on the surface and appears to be rather stable.

Ab initio MD studies were carried out to help understand the elementary
processes that occur at the metal–solution interface [77]. At temperatures less than
300K, acetic acid decomposed on Pd, leaving an adsorbed acetate intermediate
along with a proton in solution. Above 300K, however, surface acetate recombines
with a proton in solution to form acetic acid. Acetic acid is then displaced from the
surface by water. Once the acetic acid finds its way into solution, it redissociates to
form acetate and protons in solution that are now more efficiently stabilized by
water. A series of snapshots that portray some of the images from the simulation is
shown in Figure 13. These results were further corroborated with a more
conventional transition-state search approach, which showed that desorption of
acetate from the surface was an activated process. The process is quite complicated,
involving the simultaneous breaking of the acetate–metal bond, the formation of an

Figure 12 The adsorption of acetic acid on Pd(111) in the presence of a water solution. The

binding energy for the acetate anion on Pd(111) in the vapor phase is �212 kJ/mol. The

binding energy for acetate in the presence of a water solution is estimated to be þ62 kJ/mol.

(Adapted from Ref. [77].)
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O–H bond, and the displacement of acetic acid by water. This is followed by the
subsequent redissociation of acetic acid in solution phase. This is quite different than
the gas-phase metal-surface reaction, which typically involves a nonactivated
desorption process. Activated desorption processes in electrochemical systems are
well known [69,70].

As was just outlined, the presence of a solvent can dramatically affect metal-
catalyzed reaction chemistry. It is well established that polar solvents can enhance
reactions that have a greater degree of charge separation in the transition state than
in their reactant state. The solvent acts to stabilize the transition state over the
reactant state. This effectively lowers the activation barrier. Solution effects are,
therefore, of critical importance to electrocatalytic systems.

Desai and Neurock [81] use period DFT calculations along with ab initio
(DFT) MD simulations in order to establish the effects of protic solvents on the
hydrogenation of formaldehyde to methoxy and hydroxy methyl intermediates over
Pd(111). Although this work was carried out in order to gain insight into solvent
effects for selective hydrogenation reactions, it also has direct relevance to the
oxidation of methanol since these two steps are simply the microscopic reverse
reactions for the decomposition of hydroxy methyl and methoxy.

The activation barrier for the addition of hydrogen to either the carbon or the
oxygen end of formaldehyde leads to the formation of methoxy and hydroxy methyl
intermediates, respectively. The activation barriers for methoxy and hydroxy methyl

Figure 13 Snapshots from an ab initio MD simulation (T¼ 300K) of acetic acid on Pd(111)

in the presence of water. (a) Acetate forms at the surface along with an H5O2þ intermediate

adjacent to the acetate layer; (b) acetate species and protons react at the surface to form acetic

acid; (c) water displaces acetic acid from the surface; (d) water adsorbs to the surface; (e) acetic

acid rotates in solution toward the water layer; (f) acetic acid dissociates in solution to form

acetate anions and protons in solution. (Adapted from Ref. [77].)

(a) (b) (c)

(d) (e) (f)
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formation in the vapor phase over Pd(111) are 76 and 87 kJ/mol, respectively. In the
presence of water, however, the activation barriers are reduced to 59 and 65 kJ/mol.
Water stabilizes the negative charge that forms on the CH3O and CH2OH surface
intermediates as well as the positive charge localized on the protons that form. The
reaction path to the hydroxy methyl is slightly less favored.

Interestingly, the presence of a protic water solvent can actually play a direct
role in mediating this chemistry. Desai and Neurock found that the lowest energy
path was mediated through solution rather than over the surface. In the presence of
water, atomic hydrogen can donate an electron to the surface to form a proton,
which subsequently migrates through solution. The barrier is lowered to 42 kJ/mol.
Water provides the medium for the formation and subsequent shuttling of the
proton. The primary roles of Pd here are to anchor formaldehyde and also to
dissociate H2. This path is quite similar to those proposed for electrocatalytic
systems, which involve the formation and transfer of protons.

Similar calculations that examine the effect of solution on the chemistry at the
anode for both the hydrogen and the direct methanol fuel cells are currently begin
carried out. While detailed studies on the effect of the potential dependence and
solution effects have been studied, no one has begun to couple the two studies. It is
clear that this will be very important for future efforts.

1.5 MONTE CARLO SIMULATIONS OF CATALYTIC REACTIONS

Dynamic or kinetic Monte Carlo methods have been used to simulate the catalytic
surface chemistry for various different reaction systems. The vapor-phase oxidation
of CO to form CO2, however, has been the most widely studied due to its simplicity
as well as its general applicability. Pioneering work by Ziff [82] and Zhdanov [83]
shows the formations of interesting phase transitions as a function of the kinetics
and lateral interactions. Many subsequent studies by various other groups extend the
basic models to cover more general features.

1.5.1 Ab Initio-based MC Simulations of Ethylene Hydrogenation

Ethylene hydrogenation serves as a model system for the hydrogenation of other
olefin as well as aromatics. In addition, it is directly relevant to the selective
hydrogenation of acetylenic intermediates from ethylene feedstocks. Hansen and
Neurock [84,85] developed an ab initio-based dynamic Monte Carlo simulation to
follow the pathways and associated kinetics over Pd and PdAu surfaces in order to
understand the microscopic features that govern this chemistry. A comprehensive set
of first-principles density functional theoretical calculations was performed to
determine the binding energies for ethylene and all reaction intermediates, including
ethyl, ethylidene, ethylidyne, along with the CHx decomposition products [86]. The
activation barriers for the critical steps for ethylene and ethyl hydrogenation were
calculated by performing an detailed set of transition-state searches of the potential
energy surface. A plot of the energetics associated with the elementary reaction steps
is shown in Figure 14. These energies were all calculated at the zero coverage limit.

DFT calculations were also used to calculate lateral interactions between
coadsorbed intermediates. These results cover only the interactions for specific
arrangements of adsorbates examined. The number of conceivable reaction
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environments that can form in the simulation, however, is on the order of hundreds
of thousands. Therefore, while the ab initio calculations provide a start, they cannot
calculate all the conceivable states. Instead, the ab initio results can be used to
establish simpler models that can be called internally within the simulation. The
DFT results calculated for the ethylene system were used to regress bond-order
conservation and force-field models that were subsequently called ‘‘on the fly’’ in the
simulation to calculate the through-space and through-surface interactions between
adsorbates.

The simulation uses a variable-time step method in order to simulate the
kinetics over different Pd and PdAu surfaces [85]. The temporal behavior of all
intermediates is explicitly tracked throughout the simulation. All atop, bridge, and 3-
and 4-fold hollow sites are specifically followed as a function of time. The simulation
follows all lateral and through-space interactions between coadsorbed intermediates
within a cut off of two nearest-nearest neighbors.

The simulation was used as a ‘‘virtual experiment’’ in order to monitor the
surface coverage, the surface binding energies of all intermediates, along with the
reaction rates. The simulation enables us to back out overall turnover frequencies as
well as individual elementary step turnover frequencies (for hydrogen adsorption,
ethylene hydrogenation, ethyl hydrogenation, and the desorption of products). The
lateral interactions between coadsorbed intermediates proved to be quite important
in dictating both the surface coverage as well as the reaction rate. Most of the
interactions in this system were found to be repulsive. Repulsive interactions weaken
the binding energies and act to lower hydrogenation barriers. The barriers for both
ethylene and ethyl hydrogenation dropped from 15 kcal/mol for a surface coverage
of 0 to about 9 kcal/mol for surface coverages that are greater than 0.3ML. The

Figure 14 The DFT calculated potential energy profile for ethylene hydrogenation over Pd

in the zero coverage limit. The sequence involves the dissociative adsorption of H2, the

adsorption of ethylene, the addition of hydrogen to form ethyl, and the addition of hydrogen

to ethyl to form ethane. (Adapted from Ref. [84].)
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calculated barriers here are in very good agreement with experimental results
reported by Davis and Boudart [86]. Our simulation results were also taken at
different partial pressures and used to establish the reaction orders for both ethylene
and atomic hydrogen. These results are in remarkable agreement with those from
experiment as is seen in Eqs. (7) and (8), especially considering that the simulation
results were derived solely from first principles.

RSimulation
Ethane ¼ 105:4+0:07exp � 9:5+2:5 kcal=mol

RT

� �

P0:65�1:0
H2

P�0:4�0:0
C2H4

ð7Þ

RExperiment
Ethane ¼ 106:3+0:07exp � 8:5+2:5 kcal=mol

RT

� �

P0:5�1:0
H2

P�0:3�0:0
C2H4

ð8Þ

The simulations provide a full disclosure of how the atomic structure of the adsorbed
layer changes with changes in processing conditions.

The direct accounting for atomic structure within the Monte Carlo algorithm
enables one to explore how changes in the atomic arrangement of metal atoms at the
surface impact kinetics and ultimately the slate of products produced. Mei et al. [87]
extend their results on Pd to PdAu in order to examine the effects of alloying. They
found that alloying has little impact on the overall rate of reaction. The turnover
frequency on a per-palladium atom basis remained constant over various
compositions of Pd and Au and various ensemble sizes. The results for various
alloys are shown in Figure 15. These results are consistent with experimental results
by Davis and Boudart [86], who show very little change in the turnover frequency as
Au is alloyed with Pd.

The simulation results by Mei et al. [87] indicate that the invariance in turnover
frequency is due to both geometric as well as electronic effects. A snapshot taken
from the simulation of ethylene hydrogenation over Pd93.5%Au6.25% is shown in
Figure 16. The addition of Au into the surface lowers the number of sites for
hydrogen activation. This leads to a lower surface coverage of hydrogen. This is
purely a geometric whereby gold shuts down sites, which slows down the overall rate.
This decrease in the rate, however, is offset by a relative increase in the rate due to
the weaker interaction of ethylene and hydrogen on the alloyed surfaces. This
weakening of the metal–adsorbate bond by alloying is purely electronic. The two
effects balance one another out, whereby the overall turnover frequency relative to
the number of Pd sites remains constant. Although the relative activity is insensitive
to the alloy, there is a much more dramatic effect on the selectivity. Gold acts to shut
down the larger surface ensembles that are necessary for the formation of the
decomposition intermediates such as ethylidyne, CH, and carbon.

1.5.2 Electrochemical CO Oxidation on Pt–Ru Alloy Surfaces

Dynamic Monte Carlo simulations have been employed to study the effect of the
bimetallic catalyst structure and CO mobility in a simple model for the
electrochemical oxidation of CO on Pt–Ru alloy electrodes. The Pt–Ru surface
was modeled as a square lattice of surface sites, which can either be covered by CO
or OH, or be empty. The important reactions taken into account in the model reflect
the generally accepted bifunctional model, in which the OH with which CO is
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supposed to react is preferentially formed on the Ru surface sites:

H2Oþ*
Ru $ OHRu þHþ þ e� ð9Þ

CORu þOHRu $ CO2 þHþ þ 2*Ru þ e� ð10Þ
COPt þOHRu $ CO2 þHþ þ*

Pt þ*
Ru þ e� ð11Þ

The DMC simulations explicitly take into account the (finite) mobility of CO, by
specifying the rate at which an adsorbed CO can exchange places with an empty site
(or, more realistically, with a physisorbed water molecule):

COPt;Ruþ*
Pt;Ru $*

Pt;Ru þCOPt;Ru ð12Þ

The rate of this reaction is proportional to the diffusion coefficient D.
The simulations were designed to mimic as closely as possible the experiments

carried by Gasteiger et al. [88]. These authors prepared well-characterized Pt–Ru
alloys in UHV before their transfer to the electrochemical cell. The surface consisted
of a random mixture of Pt and Ru sites, onto which a saturated monolayer of CO
was adsorbed. The monolayer was oxidized in a CO-free electrolyte by stripping
voltammetry, and the catalytic activity of the Pt–Ru alloy was studied as a function

Figure 15 The effect of alloying Au with Pd on ethylene hydrogenation. The addition of

gold shows little change with respect to the overall turnover frequency on a per-palladium site

basis. Au reduces the hydrogen coverage but also weakens the adsorption energy of hydrogen.

Copyright © 2003 by Taylor & Francis Group, LLC



of the fraction of Ru sites on the surface. The lower the potential needed to oxidize
the CO layer, the higher the catalytic activity of the surface.

In our DMC simulations, the Pt–Ru lattice was initially filled with CO up to
99%, with no preference for either site. The CO adlayer was oxidized at a series on
randomly mixed Pt–Ru surfaces with varying Ru content. The resulting stripping
voltammetry for high diffusion rates D is shown in Figure 17, and the dependence of
the peak potential, at which the oxidation current reaches a maximum, as a function
of Ru fraction and diffusion rate in Figure 18. (The motivation for the choice for the
exact numerical values of the other rate constants can be found in the original
paper.) It is clearly observed from Figure 18 that a relatively fast diffusion rate is
necessary for the surface to show a significant catalytic enhancement. For fast
diffusion, the optimum catalytic activity is observed at about 0.5Ru fraction, in
agreement with experiment. This optimum can be understood as being the result of a

Figure 16 A single snapshot from the simulation of ethylene hydrogenation over the well-

dispersed Pd93.5%Au6.25% alloyed surface. Ethylene adsorbs on both Pd and Au sites. Atomic

hydrogen however prefers only the threefold fcc sites of Pd.

Copyright © 2003 by Taylor & Francis Group, LLC



Figure 17 CO stripping voltammetry from Dynamic Monte Carlo simulations, for pure Pt

(xRu¼ 0), various Pt–Ru alloy surfaces, and pure Ru. Details of the kinetic rate constants can

be found in the original publication. CO surface diffusion is very fast, hopping rate D from site

to site of 1000 s�1. (Adapted from Ref. [49].)

Figure 18 CO stripping peak potential Ep from dynamic Monte Carlo simulations as a

function of the Ru fraction on the Pt–Ru model surface, for three different surface diffusion

rates D¼ 0, 1, and 1000 s�1 and for a mean-field model. (Adapted from Ref. [49].)
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maximization of the number of Pt–Ru neighbors. More importantly, the DMC
simulations for fast diffusion show that only a small fraction of Ru is needed to
observe a major negative shift (about 200mV) in peak potential. This fact is in
excellent agreement with the stripping experiments of Gasteiger et al. Moreover, the
shape of the stripping voltammetry shown in Figure 17, from relatively broad at low
xRu, narrower at intermediate xRu, and broader again at the highest xRu, agrees very
well with the experimental results. These results clearly suggest the importance of CO
surface mobility in explaining the electrocatalytic activity of Pt–Ru alloys.

1.6 CONCLUSIONS

In this chapter we have described some recent applications of various computational
methods to understanding some basic principles of complex catalytic and
electrocatalytic processes. These methods rely on either quantum-mechanical or
statistical-mechanical principles, or a combination of both, and obviously the level of
detail and the kind of insight into a certain catalytic problem will depend on the
chosen method.

Quantum-chemical electronic structure calculations, in practice usually DFT-
GGA calculations, allow one to calculate binding energies and activation barriers of
processes taking place on well-defined catalyst surfaces. From many detailed
calculations, it can be concluded that many adsorption processes and surface
reactions are controlled by the energy level of the d-band at the site where the
process is taking place. We have illustrated how this model (or modifications
thereof), suggested by Hammer and Nørskov, explains the basic binding-energy
trends in the adsorption of hydrogen and carbon monoxide on PdRe and PtRu alloy
surfaces. The field-dependent binding of carbon monoxide can also be described by a
model in which the d-band shifts with respect to the carbon monoxide frontier
orbitals as a result of the applied electric field. The DFT calculations also show that,
unfortunately, the field-dependent or substrate-dependent vibrational properties of
adsorbed CO are usually not good indicators of changes in the CO binding strength.

Finite-temperature molecular dynamics simulations are required to model the
influence of the solvent on catalytic reactions taking place at electrified metal–liquid
interfaces. In general, the presence of the solvent leads to charge transfer or charge
separation across the interface, due to the charge-stabilizing properties of the polar
solvent. The standard model for electron-transfer reactions is the classical Marcus
model. Molecular dynamics simulations clarify the molecular role of the solvent
reorganization accompanying charge-transfer reactions. In general, the solvent
reorganization responds in a nonlinear fashion to changes in the charge on the
reacting species, so that the Marcus continuum models are often not accurate.
Effects of solvent molecularity, dielectric saturation, and electrostriction are
important, especially when both neutral and charged species are involved in the
reaction. Ab initio MD simulations also underscore the importance of charge
stabilization in catalytic reactions at the metal–water interface. For the dissociation
of acetic acid, it was found that at the metal–gas interface this reaction is homolytic
because the interaction with the surface dominates, whereas it is rendered heterolytic
at the metal–water interface due to the strong interactions with the protic solvent.
Methanol decomposition on a Pd surface was also found to be strongly influenced by
the water solvent. The solvent may lower the energy barrier of reactions that involve
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charged transition states or intermediates and may thereby change the lowest energy
path when several possible pathways exist.

Finally, dynamic Monte Carlo simulations are very useful in assessing the
overall reactivity of a catalytic surface, which must include the effects of lateral
interactions between adsorbates and the mobility of adsorbates on the surface in
reaching the active sites. The importance of treating lateral interactions was
demonstrated in detailed ab initio-based dynamic Monte Carlo simulations of
ethylene hydrogenation on palladium and PdAu alloys. Surface diffusion of CO on
PtRu alloy surfaces was shown to be essential to explain the qualititative features of
the experimental CO stripping voltammetry. Without adsorbate mobility, these
bifunctional surfaces do not show any catalytic enhancement with respect to the pure
metals.
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SUMMARY

The reaction kinetics on supported nm-sized catalyst particles may be quite different
compared to those observed on macroscopic poly- or single-crystal surfaces, because
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the very function of the catalyst is often affected by decreasing the particle size, due
to inherent factors connected with the properties of small particles alone, or as a
result of new kinetic effects arising on the nm scale. These proven or suspected
differences between supported catalysts and macroscopic surfaces have long been
recognized to be a central part of the so-called structure-gap and pressure-gap
problems in catalysis. To bridge these gaps and to form a conceptual basis for the
understanding of reactions occurring on supported catalysts, we summarize in the
present review the results of simulations scrutinizing qualitatively new effects in the
reaction kinetics on the nm scale. Attention is paid to such factors as reactant supply
via the support, interplay of the reaction kinetics on different facets, adsorbate-
induced reshaping of catalyst particles, selectivity on the nm scale, and oscillatory
and chaotic kinetics on nm catalyst particles. The kinetics of the growth of nm
particles is briefly discussed as well.

2.1 INTRODUCTION

Understanding of the kinetics of heterogeneous catalytic reactions (HCR) is of high
practical importance because heterogeneous catalysis constitutes cornerstones for
the chemical industry and environmental technologies [1]. Physically and chemically,
the kinetics of HCR are of interest due to their richness and complexity related to
such factors as adsorbate–substrate and adsorbate–adsorbate lateral interactions,
surface heterogeneity, and/or spontaneous and adsorbate-induced surface restruc-
turing [2–4] and manifested in such phenomena as chemical waves, kinetic
oscillations, and chaos [2–9]. In basic academic studies, HCR are usually explored
on macroscopic poly- or single-crystal surfaces. In practice, however, HCR often run
on very small (&10 nm) crystalline particles, deposited on the walls of pores of a
more or less inactive support. The specific catalytic activity (i.e., the activity of an
adsorption site) of such particles may be quite different compared to that of
macroscopic samples. The collective set of such differences and the challenge to
understand and explain them is referred to as the structure (or materials) gap in
catalysis. An additional factor complicating bridging academic and applied studies is
the pressure gap, expressing that practical conditions involve pressures of 1 atm or
higher, while many of the most detailed academic studies have been performed at
vacuum conditions, typically at 10�9–10�4 Torr.

The physics behind the structure gap is usually believed to be related with
unique electronic properties of nm metal particles, contribution of the facet edges or
other nonideal sites to the reaction rate, and/or so-called metal-support interaction
[10]. These factors may also play a role for the pressure gap, which in addition is
affected by the difference in population of adsorption sites at high and low pressures.
The gaps may also be connected with the purely kinetic effects such as, e.g., the
interplay of the reaction kinetics occurring on different facets [11] and spillover
effects. All these effects are complicated by the fact that the adsorbate coverages at
practical conditions are often appreciably higher than those inherent for surface-
science-based studies. Extrapolation of kinetic data from low- or moderate-coverage
regimes to those with high coverages (for relevant discussion, see [12] and [13]) is not
straightforward due to the nonideality of the HCR kinetics.
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Despite the longstanding interest, understanding the factors behind the
structure and pressure gaps is far from complete. This state of development is
connected first of all with limited experimental information on both the structure
and reactant populations of nm catalyst particles under reaction conditions. This
problem can be experimentally addressed by applying more sophisticated physical
methods of investigation to real porous catalysts and/or using various modern
techniques aimed at preparation of model-supported catalysts consisting of well-
controlled arrays of catalyst particles deposited on planar surfaces [11]. For very
small particles, these methods are, e.g., carefully controlled evaporation and
annealing of condensed particles, or deposition of clusters by cluster beams. The
deposits can be characterized by scanning-probe techniques or electron microscopy
even under reaction conditions. Such model systems were recently reviewed
comprehensively by Henry [14]. For somewhat larger particles (510 nm), electron-
beam lithography can be employed [15,16] to make nearly perfect arrays of
supported particles. These experimental preparation techniques have demonstrated
that it is possible to fabricate particle arrays of fairly uniform size and shape
distributions, which can be varied systematically. Recent examples of using such
arrays in catalytic studies can be found in [17–19].

In parallel with the experimental efforts, the pressure- and structure-gap
problems can and should be addressed theoretically. In particular, using as an input
the structural and kinetic data supplied by surface science, one can construct kinetic
models of HCR running on nm particles. At present, the applicability of such models
to specific real systems is usually limited, because the input data are, as a rule,
incomplete. Nevertheless, this approach makes it possible (1) to clarify the
conceptual basis of our understanding of the kinetics of HCR occurring on
supported catalysts and (2) to use this information for planning and analysis of
related experimental research. With the latter two points as primary goals, we have
executed a series of simulations [20–30] aimed at identifying and quantifying novel,
purely kinetic effects inherent to HCR on the nm scale. A detailed review of our
simulations up to 1999 was recently published in Surface Science Reports [11]. The
present paper briefly outlines the results reviewed earlier [11]. The simulations
performed after [11] are discussed in more detail. [For a recent review of the mean-
field (MF) and Monte Carlo (MC) treatments of the conventional (no nm specifics)
kinetics of HCR, see [13] and [31], respectively.]

2.2 REACTANT SUPPLY VIA THE SUPPORT

Kinetics of HCR can be affected by adsorption of reactants on the support followed
by diffusion to catalyst particles, and vice versa (spillover). In the case of CO
oxidation, for example, the first experimental reports indicating that the CO supply
via the support may be important for model nm catalysts, obtained by evaporating
Pd onto mica, Al2O3, SiO2, and MgO(100), were published in the 1980s (see the
reviews [14,32]). On the noble metals, this reaction runs via the standard Langmuir–
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Hinshelwood mechanism,

COgas Ð COads ð1Þ
ðO2Þgas?2Oads ð2Þ
COads þOads?ðCO2Þgas ð3Þ

Additional steps related to CO adsorption on the support are especially significant
when the relative CO pressure is low and the reaction occurs far from the CO
adsorption–desorption equilibrium. In this limit, the contribution of the support-
mediated steps to the reaction rate was analyzed qualitatively by Boudart and co-
workers [33] by using the ‘‘collection zone’’ concept and quantitatively by Henry [34]
by employing the MF reaction-diffusion (RD) equations. In the latter treatment, CO
diffusion jumps from the support to the metal were considered to be rapid and
irreversible (mathematically, this means that the CO coverage on the support in the
vicinity of the catalyst boundaries was assumed to be zero). A more general MF
analysis [20] of the problem includes treatment of all the elementary steps with self-
consistent boundary conditions. The catalyst particles are considered to be regularly
distributed on the support. Typical reaction kinetics obtained in the case when the
CO diffusion (collection) zones around different catalytic particles are not
overlapping (i.e., the particles are sufficiently far apart) are shown in Figure 1
together with the conventional kinetics when there is no CO supply via the support.
Due to the support-mediated CO adsorption, the position of the maximum reaction
rate is seen to be shifted to a lower value of the relative CO pressure, PA/(PAþPB2).
In addition, the dependence of the reaction rate on the reactant pressure (for the
regime where PCO (PCO:PA) is small and the surface is predominantly covered by
oxygen) is changed considerably (it becomes almost linear) compared to the case
without CO diffusion from the support. With increasing CO pressure, the system
exhibits a transition from a regime where the reaction rate is almost completely
controlled by CO supply from the support to a regime where diffusion from the
support is negligible.

Note that the CO supply from the support—from a practical point of view—
has a negative effect. It makes the self-poisoning transition to a CO-covered surface
to occur more easily than without the support channel. A situation where the
support would instead supply oxygen would have a positive effect. The latter occurs
on ceria, which is an example of practical importance of the reactant supply via the
support. The Pt-on-ceria system may operate in car exhaust catalysts in the so-called
oxygen-storage regime when a metal oxide (e.g., ceria) provides an oxygen uptake/
release function for reactions occurring on the noble metal catalyst [35,36]. An
equally important and similar process is temporary NOx storage in Pt–BaO
structures where NO is oxidized to NO2 on Pt (in O2 excess) and stored as Ba–NOx

species, until the reverse process of NO2 release from Ba–NOx occurs, where NO2 is
reduced to N2, during transient reducing conditions [37]. Understanding such
processes is yet far from complete (see, e.g., the discussion in [38]) but can in
principle be treated along the same line as the CO-spillover case. The difficulty is that
at present the details of the oxygen (on ceria) and NO2 (on BaO) transport and
storage and the associated kinetic constants are too uncertain to allow detailed
kinetic simulations.
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2.3 INTERPLAY OF REACTION KINETICS ON
DIFFERENT FACETS

The equilibrium geometric shape of nm catalyst particles is determined by the Wulff
rule [39], stating that the shape is a consequence of minimizing the total surface free
energy (for application of this rule during the adsorption–desorption equilibrium,
see, e.g., [40]). Practically, this means that catalyst particles of fee metals contain
primarily the (111) and (100) facets. The total rate of reaction occurring on such
particles is often believed to be a sum of the reaction rates corresponding to
independent facets. During catalytic reactions, adjacent facets can, however,
communicate with each other by reactant diffusion. Physically, it is clear that this
communication is of minor importance if reaction runs near the adsorption–
desorption equilibrium, because in this case the net diffusion flux will be negligibly
low. For reactions occurring far from the adsorption–desorption equilibrium, in
contrast, the diffusion-mediated facet–facet communication may dramatically
change reaction kinetics. This was explicitly demonstrated in our MC simulations
[21,25] of CO oxidation on nm catalyst particles. (For related MC simulations of CO
oxidation on a field emitter tip, see [41,42].)

Figure 1 (a) Reaction rate and (b) reactant coverages for a rapid 2AþB2 ? 2AB reaction

under steady-state conditions. The solid and dashed lines respectively show the kinetics with

and without A supply via the support. In both cases, the kinetics are bistable. During the

highly reactive regime (at relatively low PA), the surface is covered primarily by B, i.e. yA 5 yB.
The regime with lower reaction rate (at relatively high PA) occurs with CO domination on the

surface ðyB 5 yAÞ. The results have been obtained for PAþPB2¼ 0.01 bar and T¼ 450K with

the kinetic parameters typical for CO oxidation on Pt, Pd, or Rh (for the details of

calculations, see [20]). The insert on panel (a) displays the model used in calculations.

(Redrawn from Ref. [20].)
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Below we illustrate [43] the importance of facet–facet communication by
analyzing a kinetic model of oxidation of saturated hydrocarbons. As a specific
example, we treat propane oxidation,

C3H8 þ 5O2?3CO2 þ 4H2O ð4Þ

on Pt under lean-burn conditions. This reaction is of high current interest because
hydrocarbons are one of the constituents of exhaust gases. Of special interest is the
reaction kinetics during oxygen excess, in view of the legislation-driven trend toward
lean combustion. In this case, the reaction is considered to be limited by C3H8

chemisorption accompanied by breaking one of the C–H bonds formed by the
central carbon atom [44],

ðCH322CH222CH3Þgas þOad?ðCH322CH22CH3Þads þ ðOHÞad ð5Þ

Concerted CH3–CH2–CH3 chemisorption with the formation of (OH)ad seems to be
more plausible compared to chemisorption resulting in the formation of Had,
because the O–H bond is probably much stronger than the H–Pt bond. Subsequent
reaction steps (after breaking the first C–H bond) are assumed to be rapid. Thus,
adsorbed atomic oxygen is the dominant species under reaction conditions.

Surface-science-based studies indicate (see the discussion in [45]) that (1) the
lateral interactions between oxygen atoms adsorbed on Pt are strong (&2–3 kcal/
mol) and (2) the oxygen sticking coefficient rapidly decreases with increasing oxygen
coverage. Although this information is not sufficient to simulate the kinetics of C3H8

oxidation with no fitting parameters, it allows an estimate of the magnitude of the

Figure 1 Continued.
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effects modifying the Langmuir kinetics of O2 and C3H8 adsorption at relatively high
oxygen coverages inherent for the reaction under lean conditions. In particular, the
model [45] taking into account adsorbate–adsorbate lateral interactions makes it
possible to obtain natural understanding and explanation of the apparent reaction
orders with respect to C3H8 and O2. The simulations [45] were executed for the
simplest case when the catalyst surface is uniform, i.e., the specifics of nm particles
were ignored. In our present treatment, the main findings obtained earlier [45] are
used as inputs of a generic MF model focused on the interplay of the reaction
kinetics on different facets of an nm catalyst particle.

The particle shape is considered to be a truncated pyramid (Fig. 2), with top
and bottom (100) facets and (111) side facets, with the largest (100) facet attached to
the support (such particles are often observed in experiments [39]). The reaction is
assumed to occur primarily on the facets. The contribution of the facet edges is
neglected.

If C3H8 oxidation is complete (CO2 and H2O are the final products) and
oxygen desorption is negligible [the latter is the case at temperatures of practical
interest (below 700–800K)], the steady-state balance of adsorbed species is described
as

WO2
¼ 5WC3H8

ð6Þ

where WO2
and WC3H8

are the adsorption rates of O2 and C3H8, respectively. The
factor of 5 on the right-hand part of this equation takes into account that one needs
five O2 molecules in order to convert one C3H8 molecule to CO2 and H2O.

Equation (6) is applicable both to single-crystal surfaces and nm particles. In
both cases, one should first calculate the O2 and C3H8 adsorption rates
corresponding to the (111) and (100) surfaces. In our model, these surfaces are
represented by triangular and square lattices, respectively. To describe the reactant
adsorption kinetics on these lattices, we take into account that under the lean-burn

Figure 2 Pyramidal particle.
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conditions Pt is covered primarily by atomic oxygen. The coverages of other species
(including the propyl fragment) are considered to be negligibly low. With these
conditions, the adsorption rates depend on the arrangement of adsorbed oxygen
atoms, which in turn depends on oxygen–oxygen lateral interactions. In general, the
interactions are rather complex [46]. For our goals, it is sufficient to take into
account only nearest-neighbor repulsive interactions (Fig. 3), because these
interactions dominate at the relatively high temperatures (&600K) typical for
catalytic C3H8 oxidation. At such temperatures, the statistics of adparticles can be
described by employing the quasi-chemical (QC) approximation. In particular, the
rate of O2 adsorption is given by [45,47]

WO2
¼ kO2

PO2
p00S

2z�2 ð7Þ

where kO2
is the adsorption rate constant on the clean surface, PO2

is the oxygen
pressure, p00 is the QC probability that two nn sites are vacant, and

S ¼ p00 þ 0:5pA0expð�E*1 =kBTÞ
p00 þ 0:5pA0

ð8Þ

is the factor taking into account the nonideality of adsorption (pA0 is the QC

Figure 3 Schematic arrangement of adsorbed particles on a square lattice. Open circles

show oxygen atoms. The dimer composed of filled circles represents the activated complex for

O2 adsorption. The dimer, consisting of a filled square and circle, represents the activated

complex [O–(C3H8)]* for C3H8 adsorption [the circle and square represent O* and (C3H8)*,

respectively]. The dashed lines indicate lateral adsorbate–adsorbate interactions. (Redrawn

from Ref. [45].)
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probability that a pair of nn sites is occupied by one oxygen atom, E*1 is the nearest-
neighbor interaction in the activated state for O2 dissociation, and z¼ 6 or 4 is the
number of nearest-neighbor sites for adsorption on triangular and square lattices,
respectively). The probabilitiesp00 andpA0, defined by Eqs. (3.3.22)–(3.3.24) in [47],
depend on oxygen coverage and the nearest-neighbor O–O interaction in the ground
state, E1. The power 2z� 2 in Eq. (7) is related to the number of sites adjacent to the
two sites occupied by the activated complex formed during O2 adsorption.

Assuming C3H8 adsorption to occur in a concerted way on a vacant site near
an adsorbed oxygen atom so that the activated state includes this atom and taking
into account only nn O–O lateral interactions in the ground and activated state, we
have [45,47]

WC3H8
¼ kC3H8

PC3H8
0:5pA0V

z�1 ð9Þ

where kC3H8
is the coverage-independent rate constant, PC3H8

the C3H8 pressure, and

V ¼ pAAexp½�ðe*1 � e1Þ=kBT � þ 0:5pA0

pAA þ 0:5pA0
ð10Þ

the factor describing the nonideality of adsorption (e*1 is the O–O interaction in the
activated state for C3H8 dissociation).

In the equations above, we have six parameters, kO2
, kC3H8

, E1, E*1, e*1, and z,
for each surface. Not to obscure the main message, it makes sense to minimize the
number of free parameters. Following this line, we employ the same rate constants
kO2

and kC3H8
and interactions E1¼ 3 kcal/mol and E*1¼ 2 kcal/mol for both surfaces.

For e*1, we use 2 and 0 kcal/mol for the (111) and (100) faces, respectively. With
these parameters, the O2 and C3H8 adsorption rates are higher (Fig. 4) for the (100)
face, because z and e*1 are lower in this case. As we will see, these differences among
the facets are sufficient to produce unique new kinetics, compared to the individual
facets.

Solving Eq. (6) with explicit expressions for the O2 and C3H8 adsorption rates
makes it possible to calculate the reaction rate, which is identified below with the O2

adsorption rate per site, i.e., Wr:WO2
. In particular, Figure 5 shows the reaction

rates for the (111) and (100) surfaces. Using these rates and assuming the (111) and
(100) facets to operate independently, one can obtain the reaction rate for a catalyst
particle with noncommunicating facets. This approach yields (Fig. 6)

Wr ¼ að1ÞW ð1Þ
r þ að0ÞW ð0Þ

r ð11Þ

where a(1), a(0) (a(0): 1� a(1)), W ð1Þ
r , and W

ð0Þ
r are the fractions of adsorption sites

and reaction rates (Fig. 4) corresponding to the (111) and (100) surfaces [the
subscripts (1) and (0) refer to (111) and (100), respectively].

In reality, the (111) and (100) facets communicate via oxygen diffusion. In this
case, Eq. (6) can be read as

að1ÞW ð1Þ
O2

þ að0ÞW ð0Þ
O2

¼ 5að1ÞW ð1Þ
C3H8

þ 5að0ÞW ð0Þ
C3H8

ð12Þ

where W
ð1Þ
O2

;W
ð1Þ
C3H8

;W
ð0Þ
O2

; and W
ð0Þ
C3H8

are the reactant adsorption rates per site on the
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(111) and (100) facets. These rates, given by Eqs. (7) and (9), depend respectively on
the oxygen coverages, yð1ÞO and yð0ÞO , of the (111) and (100) facets. To solve Eq. (12),
we need a relation between these coverages.

At relatively high temperatures typical for C3H8 oxidation, oxygen diffusion is
rapid compared to other steps (for the Arrhenius parameters for this process, see
[21]). In this case, the relation between yð1ÞO and yð0ÞO is given by the grand canonical
distribution, i.e., one should have

mð1Þðyð1ÞO Þ ¼ mð0Þðyð0ÞO Þ ð13Þ

where m(1) and m(0) are the chemical potentials of oxygen on the (111) and (100) facets.

Figure 4 O2 (top) and C3H8 (bottom) adsorption rates (normalized to kO2PO2 and

kC3H8PC3H8) on the (111) and (100) surfaces as a function of oxygen coverage at T¼ 600K

[according to Eqs. (7) and (9), respectively].
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For these potentials, the QC approximation yields [47]

mð1Þðyð1ÞO Þ ¼ kBT ln
yð1ÞO F6ðyð1ÞO Þ
1� yð1ÞO

" #

ð14Þ

mð0Þðyð0ÞO Þ ¼ DE þ kBT ln
yð0ÞO F4ðyð0ÞO Þ
1� yð0ÞO

" #

ð15Þ

where DE is the adsorption energy difference between the facets at low coverages,
and

FðyOÞ ¼
pAAexpðE1=kBTÞ þ 0:5pA0

pAA þ 0:5pA0
ð16Þ

is the factor taking into account lateral interaction.

Figure 5 Reaction rate (normalized to kO2PO2) and oxygen coverage as a function of p

(p: 5kC3H8PC3H8/kO2PO2) for the (111) and (100) surfaces at T¼ 600K.
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To use Eq. (15), we need DE. This parameter can be estimated from the O2

temperature-programmed desorption spectra. Scrutinizing the spectra collected in
[48], we obtain DE^� 10 kcal/mol [the negative sign of DE means that oxygen
adsorption is more favorable on the (100) face].

Employing Eqs. (12) and (13), we have calculated (Fig. 6) the specific rate of
C3H8 oxidation on an nm catalyst particle for DE¼ 0 and +10 kcal/mol. For DE¼ 0
and þ10 kcal/mol, the reaction rate is found to be nearly equal to the rate calculated
by assuming the (111) and (100) facets to operate independently. In the most
important case when DE¼�10 kcal/mol, the reaction rate is much higher than the
former ones. To rationalize this interesting finding, we show the contribution of the
(100) facet to the total rates of O2 and C3H8 adsorption and also oxygen coverages,
yð1ÞO and yð0ÞO , of the (111) and (100) facets for DE¼�10 kcal/mol. In this case, oxygen
adsorption is thermodynamically favorable on the (100) face and accordingly, due to
oxygen supply from the (111) facet, the oxygen coverage of the (100) facet is higher
than in the case of the independent (100) surface (cf. Figures 5 and 7). The oxygen
coverage of the (111) facet is accordingly lower than in the case of the independent
(111) surface. Under such circumstances inherent for an nm particle, the
contribution of the (100) facet to the total rate of O2 adsorption is nearly negligible,
i.e., O2 adsorption occurs primarily on the (111) facets. In contrast, C3H8 adsorption
takes place almost exclusively on the (100) facet. The total rates of both these
processes are higher than the corresponding rates for independent (111) and (100)
surfaces, because the oxygen coverages of the (111) and (100) facets are respectively
lower and higher than those of the independent surfaces. For these reasons, the

Figure 6 Reaction rate (normalized to kO2PO2) for an nm catalyst particle with a(1)¼ 0.8 at

T¼ 600K. Solid lines 1, 2, and 3 show the results obtained by taking into account the

interplay of the reaction kinetics on the (111) and (100) facets [Eqs. (12) and (13) with DE¼ 10,

0, and �10 kcal/mol, respectively]. The filled circles correspond to the case when the (111) and

(100) facets operate independently [Eq. (11)].
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reaction rate on an nm particle is higher than that calculated by ignoring
communication between the facets.

In summary, our analysis of the kinetics of C3H8 oxidation on nm-supported
Pt particles shows that, due to the purely kinetic factors related to the interplay of
the reaction kinetics on different facets, the activity of a catalyst particle may be
appreciably higher than that calculated by assuming that the facets operate
independently. This important effect, found to apply for a wide range of reactant
pressures, may of course occur in many other catalytic reactions as well, since the
underlying mechanism in the present analysis is generic.

2.4 PHASE SEPARATION ON THE NM SCALE

Phase separation or, more broadly, island formation in HCR is possible due to
attractive adsorbate–adsorbate lateral interactions (thermodynamic mechanism)

Figure 7 Ratio of the rate of O2 adsorption on the (100) facet to the total rate of O2

adsorption (open circles), similar ratio of the rates of C3H8 adsorption (filled circles), and

oxygen coverages of the (111) and (100) facets of an nm particle as a function of p for

DE¼�10 kcal/mol.
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and/or limited mobility of adsorbed species (kinetic mechanism). Under transient
conditions, island formation has been experimentally observed (by using STM) in
plenty of reactions [49]. Experimental data on island formation under steady-state
regimes are, however, scarce. Theoretically, phase separation occurring due to
attractive lateral interactions during the simplest AþB reaction under steady-state
conditions was studied in [50–52]. The bulk of simulations was executed for the case

Figure 8 Arrangement of A molecules during the AþB reaction after reaching the steady-

state regime. The reaction runs on a 1006 100 lattice mimicking a pyramidal supported

catalyst particle (Fig. 4). In the simulations, the top and side facets of the pyramid are

represented by the central and peripheral sublattices of the lattice (A molecules, located on

these sublattices, are shown by filled and open circles, respectively). Reaction occurs only on

the central sublattice via the Eley–Rideal mechanism, including A adsorption on vacant sites

and A consumption in collisions with gas-phase B particles. The peripheral sublattice is able to

adsorb A. Attractive nn lateral interaction, introduced only for A molecules located on the

central sublattice, is chosen so that T¼ 0.5Tc. A diffusion on and between the sublattices is

rapid compared to reaction. (Redrawn from Ref. [51].)
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when reaction runs on a single-crystal surface. The case of supported catalyst
particles was briefly treated [51] as well. For example, Figure 8 shows adsorbate
distribution on a catalyst particle under the chemically reactive conditions at
T¼ 0.5Tc. Referring to an Ising model, one could expect that in this case all the
facets were either free of or completely occupied by adsorbed particles. In contrast,
the model predicts small islands formed on one of the facets. The island size depends
on the interplay of reaction and phase separation.

2.5 OSCILLATIONS AND CHAOS

During the past two decades, regular and chaotic oscillations were found in about 30
reactions on practically all types of catalysts including single crystals, poly-crystalline
samples (foils, ribbons, and wires), and supported catalysts over a pressure range
from 10�12 bar to atmospheric pressure [2,5,6,8]. The experience accumulated
indicates that oscillations are often observed in systems where a rapid bistable
catalytic cycle is combined with a relatively slow ‘‘side’’ process, e.g., with oxide
formation [53], carbon deposition [54], or adsorbate-induced surface restructuring
[2,6]. Despite the fact that in many cases a mechanism of oscillations is considered to
be established, the understanding of this intriguing phenomenon is still limited
especially in the situations when the experiments are executed on supported catalysts
(see, e.g., [55,56]). A few aspects of the latter problem were analyzed in our recent
MC simulations [11,27–29].

The kinetics of CO oxidation on a pyramidal supported catalyst particle (Fig.
4) was simulated [11,27] by assuming CO adsorption to cause restructuring of the top
(100) facet. The restructuring was described on the basis of the lattice-gas model,
predicting phase separation in the overlayer. CO diffusion was much faster
compared to other steps. Oscillatory and chaotic kinetic regimes were found in the
simulations. One of the reasons of irregular oscillatory kinetics was demonstrated to
be the interplay of the reactions on the (100) and (111) facets.

Oscillations connected with adsorbate-induced surface restructuring were
studied also in [29]. The model used was aimed at mimicking oscillations in NO
reduction by H2 on a mesoscopic Pt particle containing two catalytically active (100)
areas connected by an inactive (111) area that only adsorbed NO reversibly. NO
diffusion on and between facets was much faster than other steps. The results
obtained show that the coupling of the catalytically active sublattices may
synchronize nearly harmonic oscillations observed on these sublattices and also
may result in the appearance of aperiodic partially synchronized oscillations. The
spatiotemporal patterns corresponding to these regimes are nontrivial. In particular,
the model predicts that, due to phase separation, the reaction may be accompanied
by the formation of narrow NO-covered zones on the (100) sublattices near the
(100)–(111) boundaries. These zones partly prevent NO supply from the (111)
sublattice to the (100) sublattices.

In the simulations [11,27,29] the size of a lattice representing a catalyst particle
was relatively large [typically (1006 100)]. The effect of the lattice size on oscillatory
kinetics was demonstrated [28] in simulations of CO oxidation accompanied by
oxide formation. To mimic nm catalyst particles, the lattice size was varied from
506 50 to 36 3. With rapid CO diffusion, more or less regular oscillations were
found (Fig. 9) for sizes down to 156 15.
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The simulations discussed above are focused on the behavior of single catalytic
oscillators at fixed reactant pressures. In the full-scale analysis of reactions on nm-
supported particles, the reactant pressures should be calculated self-consistently with
the reaction kinetics. At present, due to computational limitations, the self-consistent
treatment can, however, be done only by using the MF equations (see, e.g., recent
simulations [57] of oscillations in CO oxidation in a continuously stirred tank
reactor). The MF approach does not, however, make it possible to scrutinize the
reaction kinetics on the nm scale. Under such circumstances, the MC and MF
treatments are complementary. In particular, the MC results may be employed in
order to understand the limits of applicability of the MF approximation.

2.6 SELECTIVITY ON THE nm SCALE

HCR involving complex polyatomic molecules usually occur via a large number of
steps and result in the parallel formation of several products. In this case, the
reaction rate and selectivity may easily be affected by the geometric details of nm-
sized catalyst particles. To simulate such reactions, one can use (with proper
modifications) general approaches developed [58] to describe adsorption of complex

Figure 9 CO (A), O (B), and oxide (C) coverages and reaction rate (CO2 molec. per site per

MCS) as a function of time for L¼ 50 (a), 30 (b), 20 (c), 10 (d), 5 (e), and 3 (f). With decreasing

lattice size, kinetic oscillations become more irregular. For the smallest size (L¼ 3),

oscillations rapidly disappear due to complete poisoning of the lattice by oxygen (this is

possible because O2 adsorption is considered to occur on nn vacant sites). (Redrawn from Ref.

[28].)
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Figure 9 Continued.
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Figure 9 Continued.
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molecules. The first works in this direction were published by McLeod and Gladden
[59,60] (see also our review [11]).

2.7 ADSORBATE-INDUCED RESHAPING OF CRYSTALLITES

Crystallite shape transformations, due to adsorbed reactants, may affect the steady-
state kinetics of catalytic reactions. Such effects can be studied phenomenologically
by employing the Wulff rule [39] in order to find the optimum crystallite shape. The
use of this rule implies that the crystallite reshaping time scale is shorter than the
experimental time scale. The latter can be very long in practical systems.

An interesting example of application of the Wulff rule is given by Ovesen et al.
[61]. They have analyzed the kinetics of methanol synthesis on nm Cu particles
supported by ZnO. The generalized surface tension for the particle–substrate
interface was assumed to be dependent on the reduction potential of the gas phase.
The latter resulted in the dependence of the areas of the (111), (100), and (110) facets
on the gas-phase concentrations (such changes were observed by using EXAFS). The
total reaction rate, represented as a sum of the reaction rates on different facets, was
found to be affected by the changes in particle morphology.

In our work [22], the Wulff rule was employed to analyze adsorbate-induced
reshaping of crystallites during the AþB2 reaction mimicking CO oxidation.

Figure 9 Continued.
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Myshlyavtsev and co-workers [62] recently tried to describe explicitly
adsorbate-induced changes in the shape of catalyst particles by using the solid-on-
solid (SOS) model. The results obtained are, however, somewhat artificial from the
physical point of view, because the shape of particles predicted on the basis of this
model has little in common with crystallites.

Generally, the possibility of a shape change of a catalyst particle, as the gas-
phase composition, and consequently the coverages of different species change, is
both very interesting and a complicating factor—when it occurs—for interpretation
of kinetic data. In an experimental situation, the largest change in adsorbate
coverage (at constant temperature) occurs when the gas mixture is changed so that
the system passes the rate maximum or passes over a kinetic phase transition. In
both cases, there is a change in the dominant surface species. For example, for the
AþB2 reaction we have discussed above, there is a change from dominant B
coverage to dominant A coverage as the gas-mixture ratio PA/(PAþPB2) is varied
from PA below to above the rate maximum. The crystallite shapes, predicted by the
Wulff rule in these situations, may be different. (An interesting open question
concerns the limits of applicability of the Wulff rule in the chemically reactive
systems. Originally, this rule was derived for thermodynamic equilibrium, and
accordingly one could expect that it would be applicable at adsorption–desorption
equilibrium. Often, the latter condition is, however, not necessary in order to use the
Wulff rule.)

2.8 REACTIONS ON ULTRASMALL METAL CLUSTERS

In the previous sections, we have discussed the kinetics of HCR occurring on nm-
sized crystallites. The situations when the catalytic metal particles are ultrasmall are
of practical importance as well. In zeolites, for example, metal particles often contain
only a few atoms. Such particles called clusters can also be obtained on more
conventional supports (see, e.g., recent studies of CO adsorption on Rh, Pd, and Ir
clusters formed on alumina [63] and acetylene cyclotrimerization on Pd clusters on
MgO(100) [64]). Reaction kinetics on clusters should be described by explicitly
taking into account all possible configurations of adsorbed particles. For example,
we refer to recent simulations [65] of the kinetics of a rapid AþB2 reaction occurring
via the Langmuir–Hinshelwood mechanism (1)–(3) on ultrasmall clusters containing
a few metal atoms (see, e.g., Figure 10 showing a four-site cluster). For the infinite
lattice, this reaction is bistable and accordingly may exhibit hystresis. If reaction
occurs on a small cluster, the bistability and hysteresis disappear (Fig. 11).
Physically, this difference in the reaction behavior results from the fact that the
fluctuations of the number of adsorbed particles on a small cluster are much higher
than those on the large lattice.

In general, the concepts of bistability and hysteresis are related not only to the
reaction kinetics but also to the time scale of the experiment. For this reason, the
lattice size corresponding to the boundary between ‘‘small’’ and ‘‘large’’ lattices
depends on the time scale of the experiment as well. MC simulations [66] indicate
that often the boundary size is about 56 5. For somewhat larger lattices, one can
observe the fluctuation-driven transitions between the high- and low-reactive regimes
[42].
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2.9 DIFFUSION LIMITATIONS

The reaction kinetics in porous catalysts are kinetically controlled only if the
reaction is sufficiently slow, while the rate of rapid reactions becomes limited by
reactant diffusion via pores. Quantitatively, the role of diffusion is usually
scrutinized by employing the phenomenological reaction-diffusion equations [1].
For example, in the case of the simplest first-order reaction, one has

qn=qt ¼ DefDn� kefn ð17Þ

where n is the reactant concentration, Def the effective diffusion coefficient, and
kef¼ k0Nc the effective reaction rate constant (k0 is the rate constant corresponding
to a single catalyst particle, and Nc is the concentration of catalyst particles). This
approach is based on the assumption that the rate constant kef (or k0) characterizes
the true reaction kinetics. In other words, this constant is usually assumed to be
independent of the rate of diffusion, i.e., the interplay of reaction and diffusion
inside single pores is not treated explicitly. The latter aspect of the problem was

Figure 10 Seven possible types of configurations of A and B particles (filled and open

circles) occurring during rapid 2AþB2 ? 2AB reaction on a four-site cluster. The model used

implies that A and B2 adsorption are competitive, i.e., each site can be either vacant or

occupied by A or B particles. The Langmuir–Hinshelwood step is assumed to be so fast

compared to A and B2 adsorption that there are no configurations with simultaneous

adsorption of A and B particles. B particles are immobile, and A diffusion is rapid compared

to the LH step. In addition, the model takes into account that strong repulsive lateral

interactions between nn B particles prevent B2 adsorption on nn sites. Specifically, B2

adsorption is considered to occur on vacant pairs of next-nearest-neighbor sites provided that

adjacent sites are not occupied by B (this detail is significant, because it prevents poisoning of

the surface by B). (Redrawn from Ref. [65].)
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analyzed in detail in [67,68]. Specifically, the first-order reaction was assumed to
occur on the catalytically active walls of pores (the results obtained [67] justify
application of the phenomenological approach). For supported catalysts, this model
makes sense if the pores are so large that a multitude of catalytic particles is inside a
single pore. In mesoscopic pores, this is often not the case. If, for example, the size of
catalyst particles is comparable with the pore radius, a single pore will, as a rule,
contain no or only one catalytic particle. Under such circumstances, the reaction rate
on a single catalyst particle can be limited by diffusion inside the pore where this
particle is located (see, e.g., Figure 12 reproduced from [30]). Diffusion limitations
may also be significant in reactions occurring on model planar-supported catalysts.
The latter case was treated in [23].

2.10 HEAT DISSIPATION ON CATALYST PARTICLES

General equations for estimation of the time scales characterizing dissipation of heat
released in exothermic reactions occurring on nm-supported catalyst particles have

Figure 11 (a) Rate of the AþB2 reaction (106 AB molec. site�1 S�1) and (b) A and B

coverages as a function of the relative A pressure for the infinite lattice (thin lines) and four-

site cluster (thick lines). The results for the infinite lattice were obtained by using the

conventional MF equations. The kinetics corresponding to a four-site cluster were calculated

by employing the master equations, taking into account all possible configurations of

adsorbed particles (as shown in the previous figure). The model parameters used in the

calculations are typical for CO oxidation on noble metals at PCOþPO2¼ 0.01 bar and

T¼ 500K. (Redrawn from Ref. [65].)
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been derived in [69,70]. The results obtained indicate that overheating a single nm
particle is usually negligible. One cannot, however, exclude local overheating of a
porous catalyst on the larger scale. The necessary conditions for observation of the
latter phenomenon are still open for discussion.

2.11 GROWTH OF SUPPORTED nm CRYSTALLITES

Although the main subject of this review is the kinetics of HCR on nm-sized
supported crystallites, it is instructive to discuss briefly the kinetics of growth
(sintering) of such particles. In practical conditions, this process is usually not
desirable, because it results in a decrease of the active catalyst area (one type of
catalyst aging). Still it is a common phenomenon during the initial and long-term life
of real catalysts. Experimental studies of this phenomenon are numerous [71–73], but
the relative importances of the many factors affecting the growth are still not quite
clear. In vacuum, larger crystallites usually grow at the expense of smaller ones via
the Ostwald ripening scenario including 2D evaporation of metal atoms, diffusion
along the support, and condensation [diffusion and collisions of crystallites may also
be important but only if their size is small (& 1–2 nm)]. In atmosphere or under the
chemically reactive conditions, the sintering often occurs faster. While for H2 or N2

this effect is usually relatively minor, oxygen-containing atmospheres may result not
only in rapid sintering, occurring presumably with participation of volatile or
adsorbed PtO2 particles, but also in redispersion of crystallites.

Figure 11 Continued.
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Phenomenologically, the sintering kinetics are usually described by employing
a power law for the average linear crystallite size, lðtÞ^aþbtx, where x is the
growth exponent, a is the constant introduced to take into account that in the
beginning the growth is far from the asymptotic regime, and b is the constant
corresponding to the asymptotic growth. Often, the exponent x is replaced by 1/n,

Figure 12 (a) Schematic arrangement of a catalyst particle inside the pore of length L. (b)

Normalized rate of the AþB2 reaction as a function of the ratio of the impingement rates of A

and B2 for the cases when A diffusion limitations inside the pore are negligible (thick lines) and

significant (thin lines). The model parameters employed are typical for CO oxidation on noble

metals at PCOþPO2¼ 0.01 bar and T¼ 500K. (Redrawn from Ref. [30].)
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i.e.,

lðtÞ^aþbt1=n ð18Þ

Experimentally, the sintering of supported nm metal particles has been studied
during several decades [71–73] by using x-ray diffraction, transmission electron
microscopy, and temperature-programmed desorption (the former two techniques
measure the average size of particles, the latter measures surface area). Numerous
data obtained in inert and reactive conditions indicate that the growth of nm catalyst
particles is usually described by Eq. (18) with n¼ 5–11. With increasing temperature,
n often decreases.

Using the conventional Lifshitz–Slyozov arguments [74,75] based on the
Kelvin equation, one might expect [73,76] that the 3D crystallite growth, occurring
via 2D diffusion, should follow Eq. (18) with n¼ 4. This value, however, is much
lower than observed in experiments. The appreciable difference between the theory
and experiment is actually not surprising, because the applicability of the Lifshitz–
Slyozov model to nm crystallites is far from obvious (e.g., the curvature of such
crystallites is an ill-defined quantity).

To tackle the problem under consideration by employing MC simulations, we
have adopted [77] the restricted-solid-on-solid model (RSOSM) used earlier to
explore surface roughening [78,79] (this model is somewhat more realistic compared
to the conventional SOS model). Applying this model to supported catalyst particles,
we determine the latter as 2D arrays of columns on a square support lattice. For the
nearest-neighbor columns, the heights are allowed to differ by at most 1. Lateral
interaction between nearest-neighbor metal atoms forming columns is considered to
be attractive, E1< 0. The binding energy of a single atom on the support is assumed
to be lower compared to that on the top of a crystallite (this corresponds to the
nonwetting condition). The initial disordered state was formed by successively
depositing one-half monolayer of metal atoms on the support (a deposition attempt
on a randomly chosen site was accepted if an arriving atom did not violate the
RSOSM constraint). The algorithm for describing the system at t> 0 consisted of
attempts of diffusion jumps (we used the simplest Metropolis dynamics) to nearest-
neighbor and next-nearest-neighbor sites.

Typical snapshots illustrating evolution of the distribution of crystallites are
shown in Figure 13. At early stages (see, e.g., Fig. 13a for t¼ 102 MCS), the
crystallites look like bilayer islands. With increasing time, the height of crystallites
becomes larger (Fig. 13b). At the latest stages, the shape of the crystallites is
pyramidal (Fig. 13c).

Analyzing quantitatively the crystallite growth at temperatures of practical
interest (below the roughening temperature), we have found (see, e.g., Figure 14) that
it can be described by Eq. (18) with n¼ 7–8 (n is lower at higher temperatures).
Despite the simplicity of the model, the results obtained are in much better
agreement with numerous experimental data compared to those predicted by the
Lifshitz–Slyozov theory. Thus, our simulations explicitly show that in general the
latter theory is not applicable to describing the growth of nm crystallites. (Additional
simulations treating this problem on the basis of more realistic models are, of course,
desirable.)
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Figure 13 A 406 60 fragment of the 2006 200 lattice after (a) 102, (b) 104, and (c) 106 MC

steps (MCS) at T¼ 0.5jEMMj/kB. Columns with the heights h¼ 1, 2, 3, 4, 5, and 6 are indicated

by filled circles and squares, open circles and squares, and plus and cross signs, respectively.

(Redrawn from Ref. [77].)
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Figure 14 Average crystallite size versus t1/n for T¼ 0.5jE1j/kB with n¼ 8 (filled circles) and

T¼ 0.7jE1j/kB with n¼ 7 (open diamonds). (Redrawn from Ref. [77].)

Figure 13 Continued.
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2.12 CONCLUSION

The theoretical results presented in this review show that, due to purely kinetic
factors, the kinetics of catalytic reactions occurring on nm-sized metal particles,
exposing different crystalline facets, may be unique compared to those observed on
poly- or single-crystal surfaces. Experimental studies focused on such factors are still
rare but certainly will attract more attention in the near future.
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69. C. Steinbrüchel, L.D. Schmidt, Surf. Sci. 40 (1973) 693.

70. V.P. Zhdanov, B. Kasemo, Catal. Lett. 75 (2001) 61.

71. R. Hughes, Deactivation of Catalysts, Academic Press, New York, 1984.

72. C.H. Bartholemew, Catalysis 10 (1993) 41.

73. P.J.F. Harris, Intl. Mater. Rev. 40 (1995) 97.

Copyright © 2003 by Taylor & Francis Group, LLC



74. I.M. Lifshitz, V.V. Slyozov, J. Phys. Chem. Solids 19 (1961) 35.

75. E.M. Lifshitz, L.P. Pitaevskii, Physical Kinetics, Pergamon, Oxford, 1981.

76. K. Shorlin, S. Krylov, M. Zinke-Allmang, Physica A 261 (1998) 248.

77. V.P. Zhdanov, B. Kasemo, Surf. Sci. 437 (1999) 307.

78. K. Rommelse, M. den Nijs, Phys. Rev. Lett. 59 (1987) 2578.

79. V.P. Zhdanov, B. Kasemo, J. Chem. Phys. 108 (1998) 4582.

Copyright © 2003 by Taylor & Francis Group, LLC



3

Electronic Structure and Chemisorption
Properties of Supported Metal Clusters:
Model Calculations

GIANFRANCO PACCHIONI
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SUMMARY

In this chapter we review the field of electronic structure calculations on metal
clusters and nano aggregates deposited on oxide surfaces. This topic can be
addressed theoretically either with periodic calculations or with embedded cluster
models. The two techniques are presented and discussed underlying the advantages
and limitations of each approach. Once the model to represent the system is defined
(periodic slab or finite cluster), possible ways of solving the Schrödinger equation are
discussed. In particular, wave function based methods making use of explicit
inclusion of correlation effects are compared to methods based on functionals of the
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electron density (DFT). The second part then describes a series of applications,
mostly based on DFT cluster model approaches. We start with a systematic
presentation of the features of isolated metal atoms on regular and defect sites of
simple binary oxides like MgO and SiO2: the first can be considered as a prototype of
an ionic oxide, while the second is a typical oxide with strong covalent character of
the bond. The analysis is then extended to TiO2 as an example of transition metal
oxide. The role of point defects in the stabilization of supported metal clusters and in
the activation of very small clusters or even metal atoms is discussed in the last part
of this chapter.

3.1 INTRODUCTION

Metal–ceramic interaction is relevant in several areas of modern science such as
corrosion, adhesion, microelectronic devices, photovoltaic cells, protective coating of
metals, etc. [1–7]. In addition, highly dispersed metal particles supported on oxides
make up an important class of heterogeneous catalysts. Oxide surfaces serve not only
as inert support for the active component, but they are actually able to stabilize
metal particles of a particular dispersion grade or to alter electronic and
chemisorption properties of these species. Experimental findings of significant
changes in the catalytic performance of supported transition metal species have
stimulated a particularly high interest in the question of how the support affects the
chemisorption and the catalytic properties of active sites. The complicated
phenomenon of metal–support interaction comprises a variety of mechanisms,
among them the direct local electronic effect of oxide surfaces on supported metal
particles. Despite this considerable technological importance, very little is known
about the microscopic nature of the interface between the surface of an oxide
substrate, like MgO, SiO2, Al2O3, TiO2, etc., and the contact metal atoms of a
supported particle or of a metallic overlayer. This lack of information is both
structural and theoretical. Most of the technologically interesting materials are based
on amorphous components, but there are open structural questions even for single-
crystal experiments, like the possibility of surface reconstruction, the presence of
defects and dislocations, local disorder, etc. For these reasons the theoretical
description of the metal–oxide interaction is especially challenging.

More recently, considerable experimental effort has been spent to better
characterize the formation of metallic overlayers, emphasizing the very first stages of
metal deposition [8–17]. This intense experimental activity is complemented by a
rather limited number of ‘‘first-principles’’ theoretical studies dealing with the
general problem of metal–ceramic interaction [18–28]. For adsorbed metal atoms,
two types of interactions are usually assumed, chemical bonds (mainly with the
surface oxygen atoms) on the one hand, or van der Waals interaction and/or weak
polarization bonds with no metallization of the surface [29] on the other hand. In the
initial step of forming a metallic film, metal atoms impinge on the substrate. These
atoms can be reflected from the surface or they may stick to the surface, diffuse on it,
and eventually re-evaporate. Condensation can occur if the flux of adsorbed atoms is
larger than the flux of re-evaporated atoms, and it is clear that the strength of the
bond with the surface plays an essential role in this process.
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In this chapter we review the results of calculations on single metal atoms and
on nano-clusters interacting with oxide substrates, in particular MgO, SiO2, and
TiO2, and also provide a minimum theoretical background to understand the
capabilities and limitations of these model calculations. We discuss the interaction of
single, isolated, transition metal atoms with the sites of the MgO surface to gain a
more systematic understanding of the interface bond [30,31]; we consider small metal
clusters interacting with the terrace sites of MgO to better understand the early
stages of metal deposition and cluster growth [32–34]. Since an important aspect of
the metal–oxide interface is related to point defects where the metal growth usually
occurs, some attention is given to the main defects present on the MgO surface and
to their interaction with adsorbed metal atoms. We then consider the interaction of
isolated metal atoms with simple models of the nondefective and of the defective
silica surface [35], and we discuss the structure of small Cu clusters on this surface
[36,37]. The third substrate considered is TiO2, and we describe the adsorption
properties of alkali metal atoms as well as of Cu, Ag, Pd, and Au atoms on this
surface [38,39]. Finally, we consider the extent of the perturbation induced by the
substrate on the electronic properties of the supported metal cluster and the changes
induced by the metal–oxide interface bond on the reactivity of the supported species.

3.2 SURFACE MODELS

3.2.1 Periodic Models

The electronic structure of solids and surfaces is usually described in terms of band
structure. To this end, a unit cell containing a given number of atoms is periodically
repeated in three dimensions to account for the ‘‘infinite’’ nature of the crystalline
solid, and the Schrödinger equation is solved for the atoms in the unit cell subject to
periodic boundary conditions [40]. This approach can also be extended to the study
of adsorbates on surfaces or of bulk defects by means of the supercell approach in
which an artificial periodic structure is created where the adsorbate is translationally
reproduced in correspondence to a given superlattice of the host. This procedure
allows the use of efficient computer programs designed for the treatment of periodic
systems and has indeed been followed by several authors to study defects using either
density functional theory (DFT) and plane waves approaches [41–43] or Hartree–
Fock-based (HF) methods with localized atomic orbitals [44,45].

The presence of the adsorbate in the surface unit cell, however, results in a
periodic repetition of the ad-atom or molecule in the two directions of space, hence
modeling high coverage. The only way to reduce the adsorbate concentration is to
increase the size of the unit cell, a solution that implies a very large computational
cost. Periodic calculations for supercells containing several tens of atoms are
routinely done today. Even for large supercells containing & 100 atoms, however,
the coverage may be too large. The supercell approach is therefore based on the
assumption that the adsorbates do not interact appreciably except when they are
very close to each other, so that rapid convergence is achieved with increasing size of
the supercell. With charged adsorbates (e.g., ions adsorbed at electrochemical cells)
the supercell approach is feasible but less reliable because of the long-range Coulomb
interaction between the adsorbed ions. Methods to include correction terms to
account for these spurious interactions have been proposed [46].
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3.2.2 Cluster Models

An alternative approach to the periodic band structure methods to study solids is the
cluster approach [47–50]. Here one explicitly considers only a finite number of atoms
to describe a part of the surface while the rest is treated in a more or less simplified
way (embedding). The main conceptual difference is that in the cluster approach one
uses molecular orbitals, MO, instead of delocalized bands. The description of the
electronic properties is thus done in terms of local orbitals, allowing one to treat
problems in solids with the typical language of chemistry, the language of orbitals.
This is particularly useful when dealing with surface problems and with the reactivity
of a solid surface. In fact, the interaction of gas-phase molecules with a solid surface
can be described in exactly the same way as the interaction of two molecules. Of
course, the cluster model is also not free from limitations. The most serious one is
that the effect of the surrounding is often taken into account in a more or less
approximate way, thus leading to some uncertainties in the absolute values of the
computed quantities. It is also possible that some properties are described differently
depending on the size of the cluster used. It is therefore necessary to check the results
versus cluster size and shape. The advantages, besides a smaller computational cost,
are (1) that in describing adsorbates a very low coverage is considered so that no
mutual adsorbate–adsorbate interaction is present in the model and (2) that
theoretical methods derived from quantum chemistry can be applied. The latter is an
important advantage and should not be underestimated. In fact, in this way it is
possible (1) to explicitly include correlation effects in the calculations through, for
instance, a configuration interaction (CI) procedure (see below) and (2) to treat
exactly the nonlocal exchange as in the Hartree–Fock formalism; in DFT, in fact, the
exchange is taken into account in an approximate way through the exchange-
correlation functional. This second aspect can be particularly important for the
description of magnetic molecules or radical species.

Therefore, cluster calculations represent an alternative way of describing
localized bonds at surfaces as well as defects in ionic crystals. The problem is to
introduce in a reasonable way the effect of the rest of the crystal. Completely
different strategies can be adopted to ‘‘embed’’ clusters of largely covalent oxides,
like SiO2, or of very ionic oxides, like MgO. In SiO2 and related materials the cluster
dangling bonds are usually saturated by H atoms [48,50]. The saturation of the
dangling bonds with H atoms is an important aspect of the embedding, but not the
only one. In fact, in this way one neglects the crystalline Madelung field. While this
term is less important in more covalent materials like silica, it is crucial in the
description of solid surfaces with more pronounced ionic character, like that of
MgO.

3.2.3 Embedding Schemes

The very ionic nature of MgO implies that the Madelung potential is explicitly
included. Indeed, several properties of MgO are incorrectly described if the long-
range Coulomb interactions are not taken into account [51]. A simple approach is to
surround the cluster of Mg and O ions by a large array of point charges (PC) of value
+2 to reproduce the Madelung field of the host at the central region of the cluster
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[52]. However, the PCs polarize the oxide anions at the cluster border and cause an
incorrect behavior of the electrostatic potential [53]. The problem can be eliminated
by placing at the position of the +2 PCs around the cluster an effective core
potential, ECP, representing the finite size of the Mg2þ core [54]. No basis functions
are associated to the ECP [55], which accounts for the Pauli or exchange repulsion of
the O2� valence electrons with the surrounding. This is a simplified approach to the
more rigorous ab initio model potential (AIMP) method [56,57] but is computation-
ally simple and reliable. In the AIMP approach the grid of bare charges is replaced by
a grid of AIMPs that account not only for the long-range Coulomb interaction but
also for the quantum mechanical short-range requirements of exchange and
orthogonality without explicitly introducing extra electrons in the model.

The addition of the ECPs to the cluster results in a better representation of the
electrostatic potential and hence of the electrostatic contribution to the surface
bonding. Still missing from this simplified approach is the polarization of the host
crystal induced by an adsorbed species. This effect can be particularly important for
charged adsorbates.

The polarization, Epol, induced by a charge on the surrounding lattice can be
estimated by means of the classical Born formula [58]:

Epol ¼ �ð1� 1=eÞq2=2R ð1Þ

where e is the dielectric constant of MgO, q is the absolute value of the charge, and R
is the radius of the spherical cavity where the charge is distributed. Since a certain
degree of ambiguity remains in the definition of R, this correction is only qualitative.
A more refined approach that has been used for the study of the ground state of
oxygen vacancies (F centers) in MgO [59] makes use of the ICECAP program [60]. In
this approach instead of PCs the cluster is surrounded by polarizable ions described
according to the shell model [61,62]; in this way the polarization response of the host
is taken into account self-consistently up to infinite distance. In the shell model an
ion is represented by a point core and a shell connected by a spring to simulate its
dipole polarizability. A similar method has been applied recently to the study of
energy states of defect sites at the MgO surface [63]. A quantum cluster has been
embedded in a finite array of PCs placed at the lattice sites. The part of the ions
closest to the quantum cluster has been treated by the shell model in such a way that
they interact among themselves and the quantum cluster via specific interatomic
potentials. The positions of the cores and shells of the ions are optimized in response
to the changes in charge density distribution within the quantum cluster to minimize
the total energy of the system [63].

An alternative, more rigorous approach has been developed in recent years by
Pisani and co-workers [64–66]. It is named the perturbed cluster method and is based
on the EMBED computer program [67]. With this approach the properties of
adsorbates at the surface of MgO have been studied at the HF and MP2 levels. The
method relies on the knowledge of the one-electron Green function Gf for the
unperturbed host crystal, which is obtained by means of the periodic program
CRYSTAL [68,69]. A cluster (C) containing the adsorbate is defined with respect to
the rest of the host (H). The molecular solution for the cluster C in the field of H is
corrected self-consistently by exploiting the information contained in Gf in order to
allow a proper coupling of the local wave function to that of the outer region.
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3.3 ELECTRONIC STRUCTURE METHODS

In this section we provide a unified point of view of the different theoretical methods
used in the study of electronic structure. This includes two rather different families of
methods that nevertheless arise from the principles of quantum mechanics. On the
one hand, one has the ab initio methods of computation of electronic wave functions
and, on the other hand, one has the methods based in the modern density functional
theory. In the forthcoming discussion we attempt to focus mainly on the physical
significance rather than on mathematical foundation and technical aspects of
computer implementation. Details of the methods outlined in this section can be
found in specialized references, monographs [70], and textbooks [71].

Finally, one of the main goals of the methods of quantum chemistry is to
explore potential energy surfaces and, thus, determine geometries of stable molecules
or cluster models as well as of intermediates, transition-state structures, energy
barriers, and thermochemical properties. This means that one does not need to
compute only accurate energies but also energy gradients and second derivatives
with respect to nuclear displacements. Energy derivatives are not trivial, and some
methods offer special technical advantages when gradients or higher-order
derivatives are to be computed. In addition, the proper interpretation of electronic
spectra requires simultaneously handling several electronic states, and not only the
ground state. When choosing a particular computational method, one must
contemplate the problem to be solved, and in any case the choice a compromise
between accuracy and feasibility.

3.3.1 Wave Function-Based Methods in Quantum Chemistry

The best attainable approximation to the wave function and energy of a system of N
electrons is given by the full configuration interaction (FCI) approach. In the FCI
method the wave function is written as an expansion of Slater determinants with the
electrons distributed in the orbitals in all possible ways and the expansion
coefficients given by the corresponding secular equation. Indeed, this is the exact
solution (in a given finite orbital subspace) and it is independent on the N-electron
basis used provided the different basis considered expand the same subspace. This is
a very important property because it means that the total energy and the final wave
function are independent of whether atomic or molecular orbitals are used as one-
electron basis to construct the Slater determinants. The use of atomic orbitals leads
to valence bond (VB) theory [72], whereas use of molecular orbitals leads, of course,
to the molecular orbital configuration interaction (MO-CI) theory [71]. In the FCI
approach both theories are exactly equivalent and provide the same exact wave
function although expressed in a different basis. The VB wave functions are
relatively easy to interpret [73] because the different Slater determinants can be
represented as resonant forms and usually only the valence space is considered
within a minimal basis description. The reason for the use of such a limited space is
that these VB wave functions are difficult to compute because of the use of a
nonorthogonal basis set [74]. On the other hand, the MOs are usually taken as
orthonormal, a choice that permits us to carry very large CI expansions and
extended basis sets [75–77]. Notice that once a finite set of ‘‘2m’’ atomic/molecular
spin orbitals is given, the dimension of the N-electron space and, hence, of the N-
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electron subspace, is also given. This is because for N electrons and ‘‘m’’ spin
orbitals, m>N, the number of Slater determinants that can be constructed is

dim FCI ¼ 2m

N

� �

or, more precisely, dim FCI ¼ m

Na

� �

m

Nb

� �

ð2Þ

if the system contains Na and Nb electrons with alpha and beta spin, respectively.
The dimension of the FCI problem, i.e., the dimension of the secular equation or dim
FCI, grows so fast that practical computations can be carried out for systems with a
small number of electrons. Therefore, the FCI method is often used to calibrate more
approximate methods [78].

The simplest N-electron wave function that can be imagined is a single Slater
determinant, and the energy is computed as an expectation value. Of course,
constraining the wave function to just one Slater determinant largely reduces the
variational degrees of freedom of the wave function, and the energy is uniquely
defined by the one-electron basis used to construct this particular Slater determinant.

jW0i ¼
1
ffiffiffiffiffiffi

N!
p detjUiUj . . .UNi ð3Þ

The only variational degree of freedom concerns the orbital set, which is therefore
chosen to minimize the energy expectation value with the constraint that the orbitals
remain orthonormal. This leads to a set of Euler equations that in turn lead to the
Hartree–Fock equations, finally giving the fk set although in an iterative way
because the Hartree–Fock equations depend on the orbitals themselves. This
dependency arises from the fact that the HF equations are effective one-electron
eigenvalue equations

f̂ffi ¼ eifi ð4Þ

where f̂f is the well-known one-electron Fock operator, sum of the kinetic energy,
nuclear attraction energy, and the Coulomb and exchange effective potential
operators. These effective potentials average interaction with the rest of electrons,
which, of course, is given by the orbitals themselves. The final optimum orbitals are
therefore those for which the effective average potential used to construct the Fock
operator is exactly the same that will be obtained using the solutions of (4) and the
effective potential is self-consistent. The optimum orbitals are then named self-
consistent and HF is synonymous with self-consistent method. Solving Eq. (4) is not
simple, especially for molecules, and in practice (4) is transformed to a matrix form
by expanding the orbitals through the well-known MO-LCAO method originally
designed by Roothaan [79], which leads to

FA ¼ SAE ð5Þ

where A is the matrix grouping the coefficients entering in the LCAO and S is the
overlap matrix appearing because the orbitals used in the LCAO are centered in
different nuclei and, hence, are not orthogonal. The matrix Eq. (5) is also solved
iteratively, and the whole procedure is termed the HF-SCF-LCAO method. An
important remark here is that, because a variational approach is used, the HF
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scheme is aimed to approximate the ground-state (of a given symmetry) wave
function only.

The resolution of the Hartree–Fock equations leads to ‘‘2m’’ spin orbitals but
only N, i.e., the occupied orbitals, are needed to construct the HF determinant (3).
The remaining spin orbitals, unoccupied in HF or virtual orbitals, can be used to
construct additional Slater determinants. A systematic way to do it is by substituting
1, 2,. . . , N, occupied spin orbitals by virtual orbitals leading to Slater determinants
with 1, 2,. . . , N substitutions with respect to the HF determinant. The determinants
thus constructed are usually referred to as single-, double-. . . , N excitations and,
including all possible excitations, lead to the FCI wave function. Clearly, the FCI
wave function is invariant with respect to the orbital set chosen to construct the
Slater determinants. However, using the Hartree–Fock orbitals has technical
advantages because, at least for the ground-state wave function, the Hartree–Fock
determinant contribution to the FCI wave function is by far the dominant term. The
fact that the electronic Hamiltonian includes up to two-electron interactions suggests
that double excitations would carry the most important weight in the FCI wave
function; this is indeed found to be the case. Therefore, one may design an
approximate wave function in which only the reference Hartree–Fock determinant
plus the double excited determinants are included. The result is called the doubly
excited CI (DC1) method and is routinely used in ab initio calculations. The practical
computational details involved in DCI are not simple and are not described here.
Adding single excitations is important to describe some properties such as the dipole
moment of CO [71]; this leads to the SDCI method. Extensions of SDCI by adding
triple or quadruple excitations, SDTQCI, are also currently used although the
dimension of the problem grows very rapidly.

The truncated CI methods described above are variational, and finding the
energy expectation values requires the diagonalization of very large matrices. An
alternative approach is to estimate the contribution of the excited determinants by
using the Rayleigh–Schrödinger perturbation theory up to a given order. This is
the basis of the widely used MP2, MP3, MP4,. . . , methods that use a particular
partition, the Møller–Plesset one, of the electronic Hamiltonian and a HF wave
function as zero-order starting point [80,81]. A disadvantage of perturbation
theory is that the perturbation series may converge very slowly or even diverge.
However, the MP(n) methods have a special advantage over the truncated CI
expansions. In the DCI and related methods the relative weight of the different
excitations differs from the one in the exact FCI wave function because of the
normalization of the DCI wave function. This normalization effect introduces
spurious terms and, as a result, the energy of N interacting molecules does not
grow as N. This is the so-called size consistency problem and is inherent to all
truncated CIs. On the other hand, the MP series is size-consistent order by order.
Successful attempts to render truncated CI expansions size consistent have been
reported recently [82]. However, the resulting methods are strongly related to the
family of methods based on the cluster expansion of the wave function [83]. The
coupled-cluster (CC) form of the wave function can be derived from the FCI one
as in the case of the DCI method although here the terms included are not selected
by the degree of excitation with respect to the HF determinant only. The
additional condition is that the different terms fulfill the so-called linked cluster
theorem [83]. The resulting system of equations is rather complicated and is not

Copyright © 2003 by Taylor & Francis Group, LLC



usually solved by diagonalization but rather by means of nonlinear techniques and
are not variational [84–86].

The truncated CI and CC methods perform rather well when used to
approximate the ground-state wave function. This is because the HF determinant
provides an adequate zero-order approach. However, this is not necessarily the case,
especially when several excited states are to be studied. The logical extension of the
truncated CI expansion is the so-called multireference CI (MRCI) approach where
excitations, usually single and double, for a set of reference determinants are
explicitly considered [87,88]; the method is referred to as the MR(SD)CI method.
Energies and MRCI wave functions are obtained by solving the corresponding
secular equation. Again the concept is quite simple, but solving the corresponding
eigenvalue problem is not a simple task and the different computational approaches
involve very smart ideas and specialized codes coupled to vector, parallel, or vector-
parallel processors. For problems of chemical interest the dimension of the MRCI
problem is so large that often a small block of Hs in the matrix form of the secular
equation is diagonalized and the effect of the rest is taken up to second order by
means of perturbation theory in different partitions. The reference space can be
constructed by selecting either important determinants or important orbitals. The
first idea is used in the CIPSI [89–91] method, whereas the second one is the basis of
the CASMP2 [92] and CASPT2 [93–95] methods, where CAS stands for complete
active space, the active space defined once a subset of orbitals is chosen and it is
complete because a FCI is performed within this orbital space.

Except for the simplest Hartree–Fock approach, the logic of the methods that
we have discussed is based on solving the secular problem in a finite subspace defined
by the one-electron, orbital, basis chosen or in finding suitable approximations. In all
cases the orbital set is fixed and, usually, obtained from a previous HF calculation.
Then, the contribution of the different Slater determinants in the CI expansion or the
cluster amplitudes in the CC methods is obtained either variationally, i.e., the
different CI methods, through perturbation theory, i.e., the MP series and related
methods, or by mixed approaches, i.e., the CIPSI method. Nothing prevents one
from using the variational method to optimize the orbital set and the configuration
contribution at the same time. This is the basis of the multiconfigurational self-
consistent field (MCSCF) methods, which are the logical extension of HF-SCF to a
trial wave function made as a linear combination of Slater determinants [96]. The
mathematical problem is conceptually very similar to that of the HF-SCF approach,
namely finding an extreme of a function (the energy expectation value) with some
constraints (orbital orthonormality). The technical problems encountered in
MCSCF calculations were much more difficult to solve than those of the single-
determinant particular case. One of the problems faced by the earlier MCSCF
methods was the poor convergence of the numerical process and the criteria to select
the Slater determinants entering into the MCSCF wave function. The first problem
was solved by introducing quadratically convergent methods [97,98] and the second
one by substituting the determinant selection by an orbital selection and constructing
the MCSCF wave function using the resulting CAS. The resulting MCSCF approach
is known as CASSCF and has turned out to be a highly efficient method [99–101].
The CASSCF wave function is always precisely the zero-order wave function in the
CASMP2 and CASPT2 methods and in CIPSI if desired. The CASSCF wave
function has some special features worth mentioning. It is invariant with respect to
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rotations (linear combinations) among active orbitals. When the CAS contains all
valence orbitals, the CASSCF wave function is equivalent to the wave function
obtained by the spin-coupled valence bond method [102–104] when all resonant
forms involving valence orbitals are included. Before closing this section we would
like to mention that, in practice, configuration-state Functions (CSF) are commonly
used instead of Slater determinants. A CSF is simply a linear combination of
determinants with coefficients fixed so as to have an eigenfunction of ŜS

2
, the total

square spin operator. The fixed coefficients are often obtained with the assistance of
group theory [105]. This choice ensures that truncated CIs are spin eigenfunctions
and reduces the dimension of the secular problem.

We end this short review on ab initio wave function-based methods by noting
all of them can be applied to a cluster model, whereas only the Hartree–Fock can be
extended to account for periodic symmetry [68].

3.3.2 Density Functional Theory-Based Methods
in Quantum Chemistry

The Schrödinger equation provides a way to obtain the N-electron wave function of
the system, and the approximate methods described in the previous section permit
reasonable approaches to this wave function. From the approximate wave function
the total energy can be obtained as an expectation value and the different density
matrices, in particular the one-particle density matrix, can be obtained in a
straighforward way as

r0ð?
X
Þ ¼ N

Z

C*
0 ð?

X 1
;?
X 2

; . . . ;?
X N

ÞC0ð?
X 1

;?
X 2

; . . . ;?
X N

Þd?
X 2

. . . d?
X N

ð6Þ

where the integration is carried out for the spin and space coordinates of all electrons
but one. In 1964 Hohenberg and Kohn proved a theorem that states that the inverse
of this proposal also holds [106]. They proved that the for a nondegenerate ground
state the one-electron density determines (up to an arbitrary constant) the external
potential and hence the electronic Hamiltonian, the ground-state energy, and the
electronic wave function. They have proved that there exists a universal functional so
that the total energy is a functional of the density; i.e., given a density there is a
mathematical rule that permits one to obtain the exact ground-state energy. The
resulting theoretical framework is now referred to as density functional theory, or
simply DFT. Since the functional is unknown one may think that DFT is useless.
However, Hohenber and Kohn have also proven a variational theorem stating that
the ground-state energy is an extreme (a minimum) for the exact density and, later,
Kohn and Sham proposed a general framework that permits the practical use of
DFT. In the Kohn–Sham formalism one assumes that there is a fictious system on N
noninteracting electrons experiencing the real external potential and that has exactly
the same density as the real system. This reference system permits us to treat the N-
electron system as the superposition of N one-electron systems, and the
corresponding N-electron wave function of the reference system will be a Slater
determinant. This is important because in this way DFT permits us to handle
discrete and periodic systems. Once the reference system allows obtaining a trial
density, one needs to compute the energy of the real system, and here it is when a
model for the unknown functional is needed. To this purpose the total energy is
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written as a combination of terms, all of which depend on the one-electron density
only:

E½r� ¼ Ts½r� þ Vext½r� þ Vcoulomb½r� þ VXC½r� ð7Þ

the first term is the kinetic energy of the noninteracting electrons, the second term
accounts for the contribution of the external potential, the third corresponds to the
classical coulomb interaction of noninteracting electrons and, finally, the fourth term
accounts for all the remaining effects, namely the contribution to the kinetic energy
due to the fact that electrons are interacting, the exchange part due to the Fermi
character of electrons, and the correlation contribution due to the fact that electron
densities are correlated. Obviously, the success of DFT is strongly related to the
ability to approximate EXC in a sufficiently accurate way. Now, Eq. (7) plus the
Hohenberg–Kohn variational theorem permit us to vary the density by varying the
orbitals, which are now referred to as Kohn–Sham orbitals. In addition, the Kohn–
Sham orbitals can be expressed in a given basis set as in the usual LCAO approach.
When a CGTO basis is used, one has the LCGTO-DF methods [107,108]. The
orbital variation must preserve the orthonormality of the orbitals in the Kohn–Sham
reference system to hence maintain the number of electrons. The overall procedure is
then very similar to Hartree–Fock, and the orbitals minimizing (7) while preserving
orthonormality are those satisfying a one-electron eigenvalue problem such as (4),
but here the one-electron operator contains the exchange and correlation effective
potentials as well and indeed as local one-electron operators. Mathematically the
exchange and correlation potentials are the functional derivative of the correspond-
ing energy contributions in Eq. (7). Once EXC[r] (or more precisely EX[r] and EC[r])
is known, the effective potentials are known and solving the Kohn–Sham equations
is similar to solving the Hartree–Fock equation with the important difference that
here one may find the exact solution if the EXC[r] is the exact one. Notice that there
is no guarantee that the final electron density arises from a proper wave function of
the corresponding Hilbert space through Eq. (6). This is the famous representability
problem; it does not affect the practical use of DFT and is not discussed further here.
The interested reader is addressed to the more specialized literature [109].

Several approaches to EXC[r] have been proposed in the last several years with
increasing accuracy and predictive power. However, in the primitive version of DFT
the correlation functional was ignored and the exchange part approximated
following Slater’s r1/3 proposal, the method was known as Xa. In 1980 Vosko et
al. [110] succeeded in solving the electron correlation for a homogeneous electron gas
and establishing the corresponding correlation potential. The resulting method,
including also the exchange part, is known today as the local density approximation
(LDA) and has been successful in the description of metals, bulks, and surfaces,
although it has experienced more difficulties in the description of molecules and ionic
systems; for instance, LDA incorrectly predicts NiO to be a metal [111,112]. The
Kohn–Sham equations were initially proposed for systems with a closed-shell
electronic structure and hence suitable to study singlets. The study of open-shell
systems can be carried out using a spin unrestricted formalism. In this case different
spatial orbitals are used for alpha and beta spin orbitals. In the case of LDA the
resulting formalism is known as the local spin density approximation (LSDA), or
simply local spin density (LSD). This is similar to the well-known unrestricted
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Hartree–Fock (UHF) formalism and suffers from the same drawbacks when dealing
with open-shell systems [71]. This is especially important when attempting to study
magnetic systems with many open shells. The unrestricted Kohn–Sham determinant
corresponds necessarily to a mixture of the different possible multiplets in the
electronic configuration represented by the Kohn–Sham determinant.

In spite of the inherent simplifications, LDA (and LSDA) predictions on
molecular geometries and vibrational frequencies are surprisingly good. However,
bonding energies are much less accurate and require going beyond this level of
theory. This is also the case when dealing with more difficult systems such as
biradicals or more delicate properties such as magnetic coupling in binuclear
complexes or ionic solids [113–115]. The DF methods that go beyond the LDA can
be grossly classified in gradient corrected (GC) and hybrid methods. In the first set
the explicit calculation of the EXC[r] contributions involves not only the density, r,
but also its gradient, Hr. The number of GC is steadily increasing but among the
ones widely used we quote the Becke exchange functional [116] (B) and the Perdew–
Wang [117,118] (PW) exchange correlation functional. The latter is usually referred
to as the generalized gradient approximation (GGA) and is particularly used in
condensed matter and material science. Another popular gradient corrected
correlation functional is the one proposed by Lee-Yang-Parr [119] based on the
work of Colle and Salvetti on the correlation factor [120]. In some cases one uses B
for the exchange and PW for the correlation part—this is usually referred to as BP—
or B for the exchange and LYP for the correlation part, giving rise to the BLYP
method. The term hybrid functionals is used to denote a family of methods based on
an idea of Becke [121]. This approach mixes DF and Fock exchange and local and
GC correlation functional in a proportion that is obtained from a fit to experimental
heats of adsorption for a wide set of molecules. The most popular hybrid method is
B3LYP, where the number indicates that three parameters are fit to experiment. For
a more detailed description about GC and hybrid methods, the reader is referred to
general textbooks [122] or to more specialized literature [108,109].

Aside from the great advances in the development of new exchange-correlation
functionals, the question of which functional provides the best chemical accuracy is
still under discussion. In the wave function-based methods it is possible to check the
accuracy of a given level of theory by systematic improvement of the basis set and of
the level of treatment of electron correlation. Unfortunately, this is not completely
feasible in the framework of DFT. One can improve the basis set, but there is no way
to systematically improve the EXC[r]. Therefore, one needs to establish the accuracy
of the chosen approach by comparing several choices for EXC[r]. For many systems
this choice is not critical, and the use of several functionals permits one to add error
bars to the computed quantities. However, in the systems of interest in the present
work, namely the description of the transition metal–oxide interface, the choice of
the functional has been shown [123] to be crucial. An extreme case is that of Cu
adsorption on MgO: the reported adsorption energies range from a practically
unbound Cu atom at the Hartree–Fock level to a moderate adsorption, 0.35–
0.90 eV, at gradient corrected DF level, to strong adsorption, about 1.5 eV, using the
local density approximation, LDA. Recently Ranney et al. [124] extrapolated the
adhesion energy of a single copper atom on MgO from their microcalometric
measures of the heat of adsorption and found a value of 0.7 eV. The comparison of
this value with the computed adsorption energies of [123] indicates that, among the
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currently used approximations of the exchange-correlation functional, the pure DF
ones seem to provide the best answer, while hybrid functionals slightly underestimate
the adsorption energy.

3.4 THE MgO SUBSTRATE

3.4.1 Transition Metal Atoms on MgO(001)

Understanding the bonding mechanism of individual metal atoms with the surface of
a simple oxide like MgO is an essential prerequisite for the theoretical study of more
complex systems, like clusters or organometallic fragments, supported on oxide
substrates. In the following we review the interaction of various transition metal
(TM) atoms, Cr, Mo, W, Ni, Pd, Pt, Cu, Ag, and Au, with the oxygen anions of the
MgO(001) surface. We restrict the analysis to these sites as it is known from other
theoretical investigations that the Mg cations of the surface are rather unreactive.
The cluster used to simulate the MgO(001) surface is O9Mg9 (see Figure 1 for an
example of an MgO cluster), and the calculations have been performed at the DFT
level using the BLYP method; i.e. Becke’s exchange functional [116] and the Lee-
Yang-Parr correlation functional [119]. For further details see [30].

Cu, Ag, Au

The presence of a filled d shell and a singly occupied s orbital prevents the Cu, Ag,
and Au atoms (d10s1 atomic ground state) from easily changing their configuration
during bond formation. The lowest-lying excited state, d9s2, is in fact about 1.7 eV
higher than the ground state for Cu and Au, and about 4 eV higher for Ag. On the
other hand, Cu, Ag, and Au could, in principle, form relatively strong bonds with
oxygen atoms of not completely reduced oxide surfaces by partial transfer of their
outer electron to the substrate. We will see that this is the case for TiO2; see Section
3.6.1. The ground state of the surface cluster plus adsorbate is 2A1 for all atoms of

Figure 1 Mg21O20 cluster model of the MgO surface. The central atom in the first layer has

been removed to represent an oxygen vacancy or F center. The cluster is embedded in a large

array of point charges (not shown).
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the triad and the adsorbed atoms retain their nd10(nþ 1)s1 atomic configuration.
However, a very small mixing of the metal s orbitals with the O 2ps orbital also
occurs. All atoms are weakly bound to the surface. The dissociation energy goes in
fact of 0.2–0.3 eV for Cu, Ag, and Au. The weak bonding is shown also by the very
low values of the frustrated translation, perpendicular to the surface, which is
characterized by a vibrational frequency of 100 cm�1 and smaller.

The analysis of the bonding mechanism excludes the occurrence of a charge
transfer from the metal atom to the substrate. The bonding can thus be described as
mainly due to the polarization of the metal electrons by the surface electric field,
accompanied by a relatively modest chemical interaction. This result suggests that
the oxide anions of the MgO surface are highly charged, with little tendency to ionize
the adsorbed coinage atoms. The relatively weak bonding found for Cu, Ag, and Au
is therefore the consequence of the large ad-atom size (due to the singly occupied
valence s orbital), which determines the long surface–adsorbate distance. Ag behaves
somewhat differently from Cu and Au: the bond distance is even longer than for the
other two members of the triad. The smaller propensity for a metal s–d hybridization
and for a mixing with the oxygen levels is most likely the reason for the weaker
bonding of Ag.

Ni, Pd, Pt

The interaction of Ni, Pd, and Pt atoms with MgO is considerably more complex
than that of the coinage metal atoms because of the interplay between the d10, the
d9s1 and, at least for Ni, the d8s2 configurations of the atoms. The interaction of free
atoms with the MgO cluster gives rise to several states; the lowest triplet and singlet
states, 3B2 and 1A1, correlate at infinite ad-atom–surface separation with
MgOþM(d9s1) and MgOþM(d10), respectively. The magnetic state, 3B2, features
the lowest energy for long surface-metal distances. At shorter distances, however, a
crossing of the 3B2 with the 1A1 state occurs. At short distances the 1A1 state
becomes lower in energy, although the detailed nature of the ground state is not
completely established [125]; the potential energy curve exhibits a deeper minimum
and a rather high adsorption energy of about 1 eV or more, depending on the metal.
The curve crossing implies that a magnetic quenching accompanies the formation of
the bond. The key mechanism for the bonding is the formation of s–d hybrid
orbitals, which can conveniently mix with the O 2ps orbitals; in fact, in the 1A1

configuration the metal s, ds, and the O 2ps orbitals are strongly hybridized.
The bonding has a somewhat different character in Ni than for Pd and Pt. Ni

exhibits a nonnegligible polarity of the bond, while Pd and Pt form a more covalent
bond. This is consistent with the fact that Ni is easier to ionize. However, by no
means can the bonding be viewed as a charge transfer from the metal atom to the
oxide surface. The orbital analysis clearly shows a substantial mixing (hybridization)
of metal nd and O 2p orbitals. The fact that all three atoms in the group form
relatively strong bonds with the surface, compared for instance to the coinage
metals, can be explained by the more pronounced tendency of the group 10 atoms to
form s–d hybrid orbitals and a more direct involvement of their valence d orbitals in
the bond with the oxygen. This tendency can be generally related to the s?d (or
d?s) transition energies, which are considerably smaller for Ni, Pd, and Pt than for
Cu, Ag, and Au.
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Cr, Mo, W

The interplay between high-spin and low-spin states is of great importance in the
interaction of Cr, Mo, and W atoms with MgO. These atoms have high-spin atomic
ground-state configurations, nd5 (nþ 1)s1 (7A1 in C4v symmetry); their valence d shell
is therefore half-filled, and a comparison of their interaction with that of the late TM
atoms is particularly instructive. For Cr the ground state of the M/MgO cluster, 7A1,
correctly dissociates into Cr and MgO ground states and exhibits a very shallow
potential energy curve, with a minimum around 2.8 Å and a binding energy of
0.34 eV. Also for Mo the 7A1 state is lowest in energy, with an equilibrium distance at
large separation from the surface, close to 3 Å, and a binding energy of 0.33 eV. At
adsorption heights below 2.2–2.3 Å, the low-spin 5A1 state becomes energetically
preferred, but again with a local energy minimum slightly higher than for the 7A1

state. The two atoms, Cr and Mo, also have similar bonding properties. The bonding
is largely due to polarization and dispersion, with little, if any, chemical mixing of
the metal orbitals with the surface electronic states. A completely different bonding
arises from the interaction of W with MgO. The interaction of W in the high-spin
d5s1 configuration results in a flat curve, very similar to those computed for Cr and
Mo. This state, however, is not the lowest one, even for long surface-adsorbate
distances. The low-spin 5A1 state exhibits a deep minimum near 2.15 Å. In this
minimum, W is bound to MgO by 0.72 eV, a chemical bond of similar strength than
that calculated for the Ni triad. A population analysis has shown that in this state the
d4s2 atomic configuration is mixed not only with the d5s1 state, but also with the O
2p orbitals. This is consistent with the fact that the s–d transition energy is smallest
in W where the s1d5 and the s2d4 states are almost isoenergetic, in contrast to the
situation for Cr and Mo. The facile s–d hybridization is actually the reason for the
strong bonding of W. As for adsorbed Ni, the bond with W exhibits a considerable
polar character.

In summary, the Ni triad is the only one for which strong interface bonds are
formed. The adhesion energy of these atoms on top of surface oxygens is about 1 eV/
atom or more. The only other metal atom considered here that exhibits a tendency to
form strong bonds with the surface is W. For W, in fact, the bond strength is
comparable to that of the Ni triad. The tendency to form strong bonds is connected
to the fact that metal s and d orbitals hybridize and that these hybrid orbitals mix
with the p orbitals of the surface oxygen. Pd is somewhat special in the Ni triad as it
has the smallest binding energy. This reflects the general tendency toward a
nonmonotonous behavior in many chemical properties as one moves down a TM
group; in particular, second-row TM atoms often exhibit weaker interactions than
the isovalent first- and third-row atoms. To some extent, this trend is observed also
for the other two triads considered. The bonding of Cr, Mo, Cu, Ag, and Au to a
MgO substrate, however, can be classified as weak, arising mainly from polarization
and dispersion effects with only minor orbital mixing with the surface oxygen
orbitals. This explains the very long bond distances found in some cases and the flat
potential energy curves that result in very small force constants.

Thus, the TM atoms considered can be classified into two groups: atoms that
tend to form relatively strong chemical bonds with the surface oxygen anions of
MgO (Ni, Pd, Pt, and W), and atoms that interact very weakly with the surface, with
adsorption energies of the order of one third of an eV or less (Cr, Mo, Cu, Ag, and
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Au). The interaction does not imply a significant charge transfer from the metal to the
surface. This is an important conclusion, connected to the highly ionic nature of the
MgO surface where the surface oxygen atoms have their valence almost saturated.
To a first-order approximation MgO can be described in terms of classical ionic
model, Mg2þ–O2�. This means that the oxygen centres at the regular surface sites of
MgO(001) are almost completely reduced and are not able to oxidize adsorbed metal
atoms. This conclusion is valid for the regular surface sites, but of course adsorption
phenomena at oxide surfaces can be substantially different when occurring at defect
sites. In the following section we consider some of these sites and their interaction
with deposited metal atoms.

3.4.2 Pd Atoms at MgO Defect Sites

Often the most important properties of materials are directly or indirectly connected
to the presence of defects and in particular of point defects [126,127]. These centers
determine the optical, electronic, and transport properties of the material and usually
dominate the chemistry of its surface. A detailed understanding and a control at the
atomistic level of the nature (and concentration) of point defects in oxides are
therefore of fundamental importance also to understand the nature of the metal–
oxide interface. The accurate theoretical description of the electronic structure of
point defects in oxides is essential for understanding their structure-properties
relationship but also for a correct description of the metal–oxide interface and of the
early stages of metal deposition on oxide substrates.

MgO is a particularly well-studied oxide; the structure of the (100) single-
crystal surface is extremely flat, clean, and stoichiometric. Recent grazing incident x-
ray scattering experiments have shown that both relaxation,� 0.56+ 0.4%, and
rumpling, 1.07+ 0.5%, are extremely small [128]. However, no real crystal surface
consists of only idealized terraces. A great effort has been undertaken in recent years
to better characterize the MgO surface, in particular for polycrystalline or thin-film
forms, which in some cases exhibit a heterogeneous surface, due to the presence of
various sites. All these sites can be considered as defects. The identification and
classification of the defects are of fundamental importance. In fact, the presence of
appreciable concentrations of defects can change completely the chemical behavior
of the surface.

The most important defects present at the surface of MgO have been recently
reviewed [129,130] (Table 1 and Figure 2). These are (1) low-coordinated Mg2þ ions
(Mg2þ4c , Mg2þ3c , etc.) with a number of neighbors lower than on the flat (100) terraces;
(2) low-coordinated anions O2� sites that exhibit a completely different chemistry
than the corresponding five-coordinated terraces, O2�

5c , sites [131]; (3) hydroxyl
groups [132,133]; (4) oxygen vacancies (the so-called color centers or F centers); these
can have different formal charges, F or Fþ and can be located at terrace, step, and
corner sites [52,134–137]; (5) cation vacancies, often classified as Vs centers [138]; (6)
divacancies, created by removing a neutral MgO unit from the surface [139]; (7)
impurity atoms like substitutional Ni ions, as in MgO–NiO solid solutions, or
monovalent dopants like Liþ; (8) oxygen radical anions, O�, which can be formed by
various means on the surface, like doping the material with alkali metals ions; (9)
neutral electron traps at the MgO surface, like corner Mg ions, inverse kink, etc. [63];
(10) (111) microfacets, inverse kinks and other morphological irregularities. The
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complexity of the problem is increased by the fact that the point defects can be
located at various sites, terraces, edges, steps, and kinks [140] and that they can be
isolated, occur in pairs, or even in ‘‘clusters.’’ Furthermore, the concentration of the
defects is usually low, making their detection by integral surface-sensitive spectro-
scopies very difficult. A microscopic view of the metal–oxide interface and a detailed
analysis of the sites where the deposited metal atoms or clusters are bound become
essential in order to rationalize the observed phenomena and to design new materials
with known concentrations of a given type of defects.

Table 1 Summary of Most Important Surface Defects in MgO

Defect Symbol Schematic description

Low-coordinated cation Mg2þnc (n¼ 3,4) Coordinatively unsaturated cation

Low-coordinated anion O2�
nc (n¼ 3,4) Coordinatively unsaturated anion

Hydroxyl group (OH) Proton attached to O2�

Anion vacancy Fmþ
nc (m¼ 0,1,2; n¼ 3,4,5) Missing oxygen with trapped

electrons

Cation vacancy Vm�
nc (m¼ 0,1,2; n¼ 3,4,5) Missing cation with holes at O

neighbors

Divacancy VMg VO Cation and anion vacancy

Impurity atoms Mn�=On�; Mg2�=X2� Substitutional cation (M) or anion

(X)

Oxygen radical O�
nc (n¼ 3,4,5) Hole trapped at O anion

Shallow electron traps None Morphological sites with positive

electron affinity (inverse kink, etc.)

(111) Microfacets None Small ensemble of Mg3c or O3c ions

Figure 2 Schematic representation of oxygen vacancies (F centers) formed at the terrace (a),

edge (b), and corner (c) sites of MgO.
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At least for the case of isolated Pd atoms, a number of these sites have been
explored and a classification of the defects in terms of their adhesion properties is
possible [141]. We first consider the case of Pd interacting with anion sites, O5c, O4c,
or O3c. The binding energy of a Pd atom with these sites increases monotonically
from &1 eV (O5c) to &1.5 eV (O3c), and consequently the distance of the Pd atoms
from the surface decreases (Table 2). This is connected to the tendency of low-
coordinated anions on the MgO surface to behave as stronger basic sites as the
coordination number decreases [131]. However, the difference in binding energy
between an O2� at a terrace site or at a corner site, 0.5 eV, is not too large. Much
larger binding energies have been found for other defect sites like the oxygen
vacancies or F centers.

On these sites the bonding of Pd is about three times stronger than on the O
anions [141–143]. There is no large difference in Pd atom adsorption energy when the
F center is located at a terrace, at a step, or at a corner site; see Table 2 (Eb &
3.5+ 0.1 eV). Notice that the binding energy of Pd to a F center turns out to be the
same with different computational methods. In fact, cluster model studies [141] and
periodic plane wave calculations [143] give almost exactly the same energy and
geometry for Pd on an F5c center. Thus, the Pd atoms are likely to diffuse on the
surface until they become trapped at defect sites like the F centers, where the
bonding is so strong that only annealing at high temperatures will induce further
mobility.

The last group of defect sites considered here is that of the paramagnetic Fþ

centers. These consist of a single electron trapped at the vacancy; their electronic
structure has been studied in detail in polycrystalline MgO samples by EPR
spectroscopy [144]. Formally these centers are positively charged as a single
electron replaces an O2� ion in the lattice. On these sites the binding of Pd is
between that of the Onc sites and of the F centers (Table 2). For instance, on Fþ

5c,
Pd is bound by 2.10 eV, while Eb for Pd on O5c is 0.96 eV and that for F5c is 3.42 eV
(Table 2).

Recently, the adsorption of a Pd atom on a model of a surface OH group on
MgO has shown that the binding energy at this site, 2.6 eV [145], is in between that
found for neutral and charged F centers, suggesting that hydroxyl groups at the
oxide surface are good candidates for metal nucleation and growth [132].

Therefore, although this list is far from being complete, it provides strong
evidence that in the initial phases of metal deposition the defect centers play a crucial
role in stabilizing the metal atoms and in favoring nucleation and growth.

3.4.3 Metal Clusters on MgO(001)

The interaction of TM metal clusters with the surface of MgO has been studied with
both cluster [32–34] and slab [146] models, but only very small clusters have been
considered, containing up to 4 to 5 atoms. The metals considered are Co, Ni, Cu, Pd,
and Ag, and the various isomers studied are shown in Figure 3. They can be
classified into three main groups: planar or nearly planar structures with the cluster
plane ‘‘parallel’’ to the MgO surface (Fig. 3 a–c), planar structures with the cluster
plane ‘‘normal’’ to the surface (Fig. 3 d–f), and tetrahedral or distorted tetrahedral
structures (Fig. 3 g–i). The results show that microclusters adsorbed on the regular
MgO(001) surface do not necessarily tend to adhere to the surface with the largest
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possible number of metal atoms (surface wetting), but rather they keep some bond
‘‘directionality.’’ This results from the balance of various terms, the energy gain due
to the bond formation with the O anions, the Pauli repulsion with the surface, and
the loss of metal–metal bonding within the cluster due to distortions of the metal

Table 2 Adsorption properties of Pd on O Anions, F and Fþ Centers Located at Terrace

(5c), Edge (4c), and Corner (3c) Sites of the MgO Surface

Terrace Edge Corner

O5c F5c Fþ
5c O4c F4c Fþ

4c O3c F3c Fþ
3c

z(Pd),(a) Å 2.210 1.524 1.497 1.981 1.092 1.124 1.760 0.694 0.693

Eb(Pd),
(b) eV 0.96 3.42 2.10 1.35 3.64 2.41 1.51 3.66 2.35

(a) Vertical distance between the Pd atom and the surface plane.

(b) Computed as E(MgO)þE(Pd)�E(MgO/Pd).

Figure 3 Structure of various isomers of Co, Ni, Cu, Ag, and Pd clusters deposited on the

regular MgO(100) surface.
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frame. When the metal–oxygen bond is sufficiently strong, e.g., as for Ni and Pd, the
formation of new interface bonds may compensate for the loss of metal–metal bonds
and the cluster distorts from its gas-phase geometry (Fig. 3i). For weaker metal–
oxide bonds, as found for Co, Cu, and Ag, the metal–metal interactions tend to
prevail over the metal–MgO ones so that the cluster maintains, to a large extent, its
electronic and geometric structure (Fig. 3f). Ni4 and Pd4, which form relatively
strong bonds with MgO, tend to adhere with more metal atoms with the surface
leading to a distorted tetrahedron while in the gas-phase they both assume a
tetrahedral shape (Fig. 3i). Ag4 and Cu4 clusters, which interact weakly with MgO,
assume a rhombic form with the cluster plane normal to the surface (Fig. 3f); their
structure on the surface is not too different from what they have in the gas phase.
Co4, which forms bonds of intermediate strength between Ag and Cu on one side,
and Ni and Pd on the other, exhibits several surface isomers with different structures
but similar stabilities. The magnetization on the magnetic Ni and Co clusters is
largely unchanged also in the supported species. In some cases, however, we observe
a partial quenching of the magnetic moment, which is generally restricted to the
metal atoms in direct contact with the oxide anions [34]. Thus, despite relatively
strong MgO/M4 bonds (Co4 is bound on MgO by 2.0 eV, Ni4 by 2.4 eV), the
electronic structure of supported transition metal moieties is only moderately
perturbed. These conclusions are valid only for an ideal defect free surface;
investigations of the interaction of metal clusters with surface defects may lead to
quite different conclusions.

3.5 THE SiO2 SUBSTRATE

3.5.1 Metal Atoms on Nondefective SiO2

Despite the importance of silica as support for metal catalysts, few experimental
studies have been dedicated to the interaction of metal atoms with the surface of
silica. Cu, Pd, and Cs are among the few metals for which experimental data exist
[12,147–150]. Because many catalysts consist of small particles on high surface-area
powders of SiO2 or Al2O3, understanding at a microscopic level the metal–oxide
interaction, in particular at the defect sites, is important for understanding the
catalytic activity. The interaction of the isolated Cu, Pd, and Cs atoms with the
regular surface sites of silica has been modeled by the (HO)3Si–O–Si(OH)3 cluster
[35] using the DFT approach with the B3LYP hybrid functional described earlier
[119,121]. All three metals interact very weakly with the two-coordinate oxygen sites
of silica, with interaction energies of the order of 0.1–0.2 eV [35]. The potential
energy curves are flat and the equilibrium distances are rather long. Given the weak
nature of the interaction, adsorption geometries where the adsorbate interacts with
more than a surface oxygen seem to be preferred. Thus, the regular sites of the silica
surface are very unreactive toward the metal atoms. It is worth noting that the
adsorption of Pd on the O atoms of silica shows a bond strength that is even lower
than that of the rather inert MgO surface. This means that atoms deposited on silica
from the gas phase will not be trapped at the regular sites but instead will diffuse on
the surface, remain trapped at a defect, or re-evaporate. The role of defects to
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understand the mechanism of metal deposition and cluster growth is therefore even
more important than for MgO.

3.5.2 Metal Atoms on Defective SiO2

Here we consider some of the most common defect sites at the surface of
dehydroxylated SiO2. These are (1) E0 defect centers corresponding to a Si singly
occupied sp3 dangling bond, :Si.; (2) nonbridging oxygen (NBO), :Si–O., centers;
(3) neutral oxygen vacancies, :Si–Si: or Vo. While the E0 and NBO defects are
paramagnetic and detectable by EPR spectroscopy, the neutral oxygen vacancy can
only be detected with other techniques. All these defects have attracted a great
interest in the past 20 years because of their role in the degradation of Si–SiO2

interfaces in microelectronics devices or in the absorption of light in optical fibers
[127]. Very similar defects are present in the bulk of amorphous silica and a-quartz
[151] and on the surface of mechanically activated silica [152,153], of SiO2 thin films
[154], or of UHV-cleaved a-quartz single crystals [155,156]. The fingerprints of the
presence of these centers on the surface are typical EPR signals and absorption
bands in the optical spectra of the material [157]. It has been suggested that these
defect centers are the primary cause of the interface bond formation.

Surface E0
s Centers

Si sp3 dangling bonds, :Si., are present on the (0001) and (1010) surfaces of a-
quartz, on mechanically activated silica, as well as on UHV-grown thin SiO2 films.
The presence of these defects on the SiO2 surface is shown by a hyperfine coupling
constant of &470 G with the 29Si nuclide [152,153] and by an intense optical
transition centered around 6 eV similar to that observed in bulk silica [154–156]. The
:Si. surface radical is rather reactive toward molecular species but also toward
metal atoms. However, very different bonding interactions occur with different
metals. Cu and Pd, in fact, form rather strong bonds with the defect site, &2.3 eV.
The formation of such a strong bond is reflected in the rather short Si–M distance,
&2.2 Å. The bonding can be described as largely covalent, and the polarization of
the bonding electrons is toward the metal. For the case of Pd adsorption, the
resulting spin density is almost entirely located on the metal atom.

Despite the similar structural characteristics, the bonding mechanism of Cu
and Pd with a :Si. center is somewhat different. In Cu it arises from the coupling of
the Si sp3 singly occupied orbital and the metal 4s open-shell orbital with formation
of a s bonding level. This orbital appears as an impurity level in the band gap of the
material. Pd, on the other hand, forms a bond through a direct involvement of the 4d
orbitals with the SiO2 surface state. This implies a configuration change that
increases the 4d95s1 character of the metal atom.

In principle, one could expect for Cs a similar bonding mechanism as for Cu.
Given the large size of the Cs atom, the Si–M bond distance is very large, about
3.5 Å, and the bond strength is of 0.9 eV. However, the nature of the interaction is
different from the Cu case. The adsorbed Cs, in fact, becomes positively charged,
indicating the formation of a Si–Cs covalent bond strongly polarized toward Si.
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Nonbridging Oxygen

Nonbridging oxygens at the surface of silica, :Si–O., represent probably the most
important defects for the reactivity of mechanically activated SiO2[152]. These
broken bonds have been proposed as the centers where impinging Cu atoms are
trapped from metastable impact electron spectroscopy experiments (MIES) [150].
The fingerprint of their existence is given by a characteristic doublet in the EPR
signal and by a hyperfine splitting with the 17O nuclide as well as by an optical
absorption band at about 2 eV [157]; this absorption band, however, is rather weak
in glassy silica and may be difficult to detect at the SiO2 surface.

Cu, Pd, and Cs form strong bonds with the NBO centers. The computed De is
of 3.8, 2.9, and 3.5 for Cu, Pd, and Cs, respectively. The metal atoms directly bound
to the surface oxygen become partially oxidized, although to a different extent. Cs
donates almost an entire electron to the SiO2 substrate and becomes Csþ; Cu and Pd
form bonds with more covalent character with the :Si–O. group, but with an
important polarization toward oxygen (partial charge transfer). A net residual
positive charge also forms on adsorbed Cu and Pd atoms. The fact that the metal
atoms become partially (Cu and Pd) or fully (Cs) ionized leads to important
interactions with the neighboring surface O atoms. The adsorbate interacts, mostly
electrostatically, with the exposed two-coordinated O atoms of the surface, which
become effectively three-coordinated. This results in the formation of rings where the
metal atom binds to two or even three surface oxygens. The formation of six-
member rings has recently been demonstrated from XAFS measurements on the
deposition of Ni2þ ions on amorphous silica [158].

Neutral Oxygen Vacancy

Neutral oxygen vacancies, VO, are quite abundant in glassy silica or in irradiated a-
quartz. The defect arises from the recombination of two :Si. dangling bonds
derived from the removal of a neutral oxygen,:Si–Si:. As a consequence, the Si–Si
distance, which in nondefective silica is of 3.06 Å, in a Vo center becomes &2.5 Å
[159]. This defect is diamagnetic, and its presence can be detected only from a strong
optical absorption around 7.6 eV [159]. The presence of the VO centers at the (1010)
surface of a-quartz or in SiO2 thin films is clearly shown by the EELS spectra
exhibiting a prominent feature at 7.2–7.5 eV [154–156].

The behavior of the three metal atoms with this defect center is very different.
Pd and Cu are bound by 2.2 and 0.6 eV, respectively; Cs is very weakly bound,
0.1 eV, and the bond arises entirely from dispersion forces. Thus, while the TM
atoms form strong bonds with the Si atoms of the surface, Cs does not react at all
with this defect. The main reason for the different behavior lies, besides the different
electronic structure, in the atomic size. In fact, the bonding interaction of the :Si–
Si: defect with the metal atom results in a :Si–M–Si: structure, whereM replaces
the missing O atom of the nondefective surface. This leads to a strong geometrical
relaxation and, in particular, to a considerable increase of the Si–Si distance, which
goes from &2.5 Å to &4 Å (Cu) and &3.5 Å (Pd). The presence of a singly occupied
diffuse 5s orbital is the reason for the larger distortion of the lattice and of the
weaker bonding in the Cu case. The inclusion of Cs in the Si–Si bond would
probably require an even higher relaxation, but this would result in a very strained
structure. As a consequence, only a very shallow minimum is found for Cs at about
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4.3 Å from the Si atoms, which retain the Si–Si distance of the free-surface defect,
2.49 Å.

There is a clear indication that the two-coordinated bridging oxygens of the
surface, :Si–O–Si:, are very unreactive toward metal atoms. Only weak
interactions occur between the metal and these sites. This means that the atoms
adsorbed from the gas phase will rapidly diffuse on the surface without being
trapped except at defect sites. Therefore, these are the sites where clustering and
metal aggregation processes are likely to begin. These results are consistent with
measurements of the sticking coefficient of Cu on SiO2. Zhou et al. found that at
300K only one third of the initially incident Cu atoms stick to the surface [12]; Xu
and Goodman found that the sticking depends markedly on the temperature,
varying from 0.6 at 90K to 0.1 at 400K [147]. Both studies agree with the fact that
the bonding of Cu with the clean surface is weak and that sticking occurs only at the
defect sites. The very weak interaction with the substrate is probably the reason for
the Volmer–Weber growth mode of metal overlayers on silica with formation of 3D
clusters and small metal particles [160,161]. It has not been possible so far to identify
experimentally which defects are responsible for the sticking. Among the three major
defect sites considered here, the nonbridging oxygen, :Si–O., is the most reactive
followed by the surface E0

S centers, :Si., and by the neutral oxygen vacancies, :Si–
Si:.

3.5.3 Cu Clusters on SiO2

In this section we consider the interaction mode of small Cu clusters, from Cu2 to
Cu5, with the E0 and NBO centers as a representative example of point defect at the
silica surface [36,37]. At the Cun–SiO2 interface, the clusters are bound to the E0 and
NBO centers with rather different distances, r(Si–Cu) & 2.34+ 0.06 in E0 and r(O–
Cu) & 1.95+ 0.07 Å in NBO. However, all clusters are anchored to the surface
through more than one Cu atom (see Figure 4). This is a general characteristic; in
fact, besides the direct O–Cu or Si–Cu covalent bonds, weaker interactions occur
between the metal cluster and the bridging oxygens of the surface. In NBO the
partial charge transfer from Cu to SiO2 leads to a depletion of electronic charge from
the metal cluster. The interaction with the substrate induces substantial geometrical
changes within the metal unit. The addition of a second atom to the :Si–Cu
complex results in the formation of a supported Cu dimer. The Cu–Cu distance in
the supported molecule, 2.34 Å, is about 0.1 Å longer than in gas phase, 2.26 Å.
Notice that the same molecule adsorbed on an NBO center shows an elongation of
almost 0.2 Å, consistent with a stronger bond with this surface defect. Gas-phase Cu3
is bent, C2v, with an internal angle of 75.78 and Cu–Cu distances of 2.326 Å, while
Cuþ3 is a closed-shell equilateral triangle with Cu–Cu distances of 2.394 Å. The
addition of a Cu atom (doublet) to the :Si–Cu2 surface complex (doublet) results in
the closed-shell :Si–Cu3 system. The distances within supported Cu3 are
considerably elongated with respect to the gas-phase unit, but the cluster retains
the C2v structure, with two long and one short Cu–Cu distances. On an NBO center,
on the contrary, two Cu atoms of Cu3 interact with the NBO and Cu3 assumes an
almost perfect equilateral triangular geometry with internal angles of 60+ 18 and
Cu–Cu distances of about 2.4 Å. Thus, a quite different structure is found for the

Copyright © 2003 by Taylor & Francis Group, LLC



same cluster interacting with the two defect centers, showing the nonnegligible role
of the substrate in modifying the properties of nano-clusters.

Free Cu4 has a planar rhombic structure with r(Cu–Cu)¼ 2.455 Å. When
deposited on an E0 center of SiO2, Cu4 remains nearly planar, but one of the Cu–Cu
distances is strongly elongated. Also in this case the structure is different from that of
an NBO center, where Cu4 assumes a pseudo-tetrahedral shape; the structure on the
NBO can be better described as that of a bent rhombus (butterfly). Free Cu5 has a
planar trapezoidal structure obtained by adding a Cu atom in the plane containing
the rhombic Cu4; the internal angles are close to 608, and the Cu–Cu distances go
from 2.404 to 2.475 Å. The structure of supported Cu5 is that of a flat pentamer that
resembles free Cu5. This structure is not too different from that found on an NBO
center where Cu5 is bound with two Cu atoms to the surface, with the Si atom of the
E0 center and with a bridging oxygen (Fig. 4). In average, the Cu–Cu distances of
supported Cu5, 2.45 Å, are practically coincident with those of the free cluster,
2.44 Å, and very similar to those of the :Si–O–Cu4 surface complex (NBO). This
suggests that the geometrical distortions within the metal cluster due to the bonding
with different substrate defects disappear quite rapidly as the cluster size increases.

Small Cu clusters, more polarizable than a single Cu atom, interact more
strongly with the nondefective SiO2 surface. Still, the role of defects for the diffusion,
adhesion, and nucleation processes is crucial. All Cu clusters interact with the E0

Figure 4 Structure of a Cu5 cluster interacting with an Si E0 defect center (an Si dangling

bond) at the surface of SiO2.
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center with adhesion energies that go from 1.7 to 3.3 eV. These values are always
smaller than for the same clusters interacting with NBO. The energy required to
atomize the cluster increases with cluster size and converges to the cohesive energy of
the bulk metal for very large metallic aggregates. For a supported cluster, the
atomization energy provides a measure of the additional stability of the cluster due
to the bond at the interface. An additional stabilization of the supported compared
to the free cluster is present and is more or less constant for all clusters. Even for a
supported pentamer there is a nonnegligible contribution from the bond at the
interface to the overall stability of the cluster toward atomization.

An important quantity determining the mechanism of cluster growth is the
nucleation energy, Enuc, defined as the energy gain due to the addition of an isolated
Cu atom to a supported Cun cluster (Enuc¼� [E(Cun/SiO2)�E(Cu)�E(Cun�1/
SiO2)]). Recently, accurate microcalorimetric measurements of the heat of
adsorption of a metal atom to a metal cluster supported on an oxide surface have
been reported [2,124]. Therefore, the nucleation energy is a quantity becoming
available also through experimental studies, even for small aggregates. On oxide
surfaces nucleation is believed to occur through diffusion of isolated atoms or
eventually dimers; therefore, it is useful to compare the nucleation energy for free
and supported clusters. The addition of an extra Cu atom leads to a stabilization that
is larger for the supported than for the free Cu clusters with the exception of the
dimer (the energy gain for the process CuþCu ? Cu2 is obviously larger than for
the :Si–CuþCu ? :Si–Cu2 one because of the closed-shell nature of the Si–Cu
bond). This important conclusion shows the role of the substrate in the growth
process of a supported particle. In fact, since isolated Cu atoms are weakly bound to
the regular SiO2 surface, they will diffuse with low activation barriers. The diffusion
process will stop only at defects or at sites where the nucleation has already started.
It should be noted that the nucleation energy seems to increase with the cluster size
for the supported clusters, going from about 1 eV for the formation of the dimer to
about 2.7–3.0 eV for the case of the pentamer. In other words, for very small
aggregates the energy gain of the process SiO2–CunþCu ? SiO2–Cunþ1 seems to
increase for larger n. This is in part due to the fact that as the cluster becomes larger,
the cohesive energy increases due to the increase of the coordination number of the
atoms in the cluster; another effect, however, is that larger clusters are more
polarizable and the interactions with the bridging oxygens also increase. Of course,
by further increasing the cluster size the nucleation energy will tend first to that of
the corresponding isolated Cu particles and then, for larger crystallites, to the
cohesive energy of the bulk metal. In other words, the perturbation induced by the
strong bond with the surface defect is rapidly screened by the conduction band
electrons of the metal cluster, and the electronic modifications induced by the bond
with the surface defect disappear for aggregates of a few tens of atoms.

To summarize, Cu clusters containing from 2 to 5 metal atoms form strong
bonds with both E0 centers and nonbridging oxygens, but the adhesion energy with
these latter centers is higher [36]. The interaction arises in part from the formation of
a covalent polar bond between the metal cluster and the paramagnetic center, either
E0 or NBO, and in part from the polarization interaction of the cluster electron
density, which leads to direct, although weaker, bonds with a two-coordinated
oxygen of silica. As a result, due to the interface bond the fragmentation energy of
the supported cluster increases compared to the free, gas-phase counterparts. The
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shape of the supported clusters can differ substantially from that of the gas-phase
units. This is true in particular for the Cu clusters interacting with the NBO centers,
where the interaction is stronger. By growing larger Cu particles these will assume
nearly spherical three-dimensional structures since the metal–metal bonds will
dominate over the weak electrostatic Cu–SiO2 interactions. In this respect point
defects on the SiO2 surface act as strong anchoring sites for the entire cluster,
limiting the diffusion process and favoring the nucleation. These results are
consistent with a Volmer–Weber growth mode of Cu overlayers on silica with
formation of 3D particles [162].

3.6 THE TiO2(110) SUBSTRATE

3.6.1 Cu, Ag, and Au Atoms on TiO2(110)

TiO2 and metal-promoted TiO2 in rutile or anatase forms play a very important role
in photolysis and photo-oxidation reactions, electrocatalysis, gas sensors, and
catalysis by supported metals [1,163–165]. The technological importance of this
material has stimulated an intense activity in the area of surface science to better
characterize the TiO2 surface and adsorbates on TiO2. The face studied in greater
detail is the rutile (110) one; in this case the defectivity of the surface has also been
subject to experimental investigations [166]. Metal deposition on rutile is another
topic receiving increasing interest. Several metal atoms and clusters have been
deposited on the TiO2 (110) surface, alkali metals [167–178], simple metals like Al
[179], as well as transition metals [163,180–188]. However, despite the intense
experimental activity, a detailed understanding of the general rules governing the
bond at the metal–TiO2 interface is still missing. For instance, whileK is known to
chemically reduce the surface by transfer of the 4s valence electron to the Ti 3d states
[189], Pd does not show a similar tendency and forms more covalent polar bonds
with no net charge transfer [38]. Also, the preferred adsorption site of metal atoms
on TiO2 is a matter of discussion. While alkali ions have been shown to adsorb on
the triangular faces formed by the bridging and the basal oxygen atoms of the
surface [176], it has been suggested that the Pd atoms prefer to adsorb on the five-
coordinated Ti sites from the analysis of STM images [183]. These are questions
where quantum-mechanical calculations can in principle provide an answer.
However, the complexity of the metal–TiO2 system is one reason for the limited
amount of theoretical work done on this subject [189–194]. In fact, not only is the
number of theoretical studies on metals deposited on TiO2 scarce, but almost all
studies deal with adsorbed alkali metals [38,178,190–192].

As an example of the metal–TiO2 interaction we consider here the adsorption
of isolated Cu, Ag, and Au atoms. Recently several experimental studies on the
deposition of clusters and films of these metals have been reported [182,188,195–
199]. The rutile surface has been represented by finite clusters, Ti13O26 and Ti15O30

embedded in PCs and ECPs or by periodic supercells using the VASP code [200–
202]. The calculations [39] have been performed at the DFT level using the B3LYP
[119,121] and the GGA–Perdew and Wang [118] exchange and correlation
functionals.
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Cu/TiO2

Four possible sites can be considered for Cu adsorption on TiO2(110): on top of the
protruding O2c atoms, bridging two O2c atoms, on top of a Ti5c cation, and bridging
two Ti5c cations (also called fourfold hollow). The nature of the bonding has been
analyzed by computing properties like the dynamic dipole moment for the vertical
motion of the atom [203], by means of the net Mulliken charges, or of the spin
density and spin population. These two latter quantities in particular are very useful
for the characterization of the bond at the interface. In fact, Cu, Ag, and Au atoms
in their ground state have the (nþ 1)s level singly occupied. In case of full charge
transfer, this level is empty and the unpaired electron must reside on some level state
of the substrate oxide. This is the situation observed forK on TiO2, where theK 4s
level is empty and filled Ti 3d states appear in the gap [189,190]. The strongest
adsorption is found for Cu bridging two O2c atoms, with De¼ 2.9 eV. The adsorption
on top of O2c is only slightly less favorable. On the other hand, the bonding of Cu on
top of Ti5c or in the ‘‘open’’ sites along the basal plane is much smaller, from 0.5 to
0.8 eV. Therefore, there is a clear preference for Cu to bind at the O sites, at variance
with Pd which forms bonds of similar strength with the Ti and O sites, about 1.2–
1.4 eV [38]. The metal–oxygen distance for adsorption on the O2c sites is that
expected for strong Cu–O bonds; on the contrary, on the Ti sites the distances are
long, consistent with a weak interaction.

The analysis of the bond at the interface shows a net transfer of one electron
from Cu to TiO2. A direct measure of the occurrence of the charge transfer is given
by the dipole moment curve as a function of the displacement of the metal atom
along the normal to the surface, m(r). In general, a linear curve and a large slope are
indicative of the presence of a charged adsorbate [203,204]. For instance, the
interaction of a singleK atom on TiO2, characterized by a net charge transfer, results
in linear dipole moment curve with large slope, dm/dr &þ1.1 au [189]. The linearity
is measured by the second derivative of the curve, d2m/dr2 & 0. For Cu atoms on
TiO2 the dipole moment curve is linear with a large slope, dm/dr¼þ1.0 au,
confirming the charge transfer nature of the interaction. The situation of Cu is thus
reminiscent of that of K, despite the different ionization potentials of the two metal
atoms, IP(K)¼ 4.34 eV, IP(Cu)¼ 7.73 eV. Therefore, while Cu atoms interact with
the MgO surface with a weak bonding dominated by polarization effects, a
completely different interaction occurs on TiO2, thus reflecting the different nature
of the oxide anions in the two materials.

Completely different is the interaction of a Cu atom with the Ti rows. Here, in
fact, not only is the bonding weak, but the spin density is also partially on Cu and
partially on the surface atoms where the metal is adsorbed. This is due to the fact
that on these sites the bonding is mainly due to the metal polarization induced by the
surface electric field with little covalent bond at the interface. Again, there is a
difference with respect to the Pd case, where a mixing of the 4d levels on Pd with the
3d empty states of the Ti cations leads to the formation of a relatively strong bond
with a covalent polar character [38].

These results, obtained with cluster models embedded in point charges and
ECPs, have been confirmed by slab calculations with periodic boundary conditions
[39]. Even a periodic calculation, however, is not necessarily conclusive. In fact, the
cluster model provides a simplified description of very low coverage, i.e., of a single
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adsorbate in absence of any adsorbate–adsorbate repulsion. In a periodic
calculation, unless extremely large supercells are used, the calculation refers to a
finite coverage, usually half or a quarter of a monolayer. This can be particularly
critical in the case of charge transfer interactions. For alkali metals on metal surfaces
it is known that the bonding nature changes as function of the coverage, going from
fully ionic at very low coverage (y< 0.2) to metallic for higher coverages [205,206].
This is the direct consequence of the coulomb repulsion between the adsorbed Kþ

ions when the density of adsorbates becomes too large: the adsorbate–adsorbate
repulsion increases to the point where the charge transfer is no longer energetically
favorable [207]. In these conditions a metallicK layer forms in contact with the metal
substrate. Therefore, a supercell calculation of Cu/TiO2 at low coverage (y¼ 0.25)
can in principle give two answers: if a charge transfer is found, the cluster results are
confirmed; if no charge transfer occurs, it is possible that the result is due to a
coverage effect and a larger supercell, representing a lower coverage, is required.
Periodic calculations on K/TiO2 have shown that at y¼ 0.25 the charge onK is
&þ1 jej, but that at y¼ 0.5 it is reduced to &þ 0.5 jej [189]. The results of the slab
calculations provide a picture that is qualitatively similar to that obtained with the
cluster models. In fact, the most stable adsorption sites are the O2c atoms. They also
have shown the great importance of surface relaxation for the strength of the bond at
the interface and the role of adsorbate–adsorbate repulsion, which considerably
reduces the adsorption energy. Also, the periodic calculations show that a net charge
transfer occurs when the Cu atom is adsorbed on the O2c sites. The density of states
(Fig. 5) shows that the Cu 4s states are above the Fermi level in the Cu/TiO2 system
while the Ti 3d states are crossed by the Fermi level and are spin-polarized,
indicating the localization of the unpaired electron in these levels. Consistent with
the cluster results, no charge transfer is observed when Cu sits along the Ti rows.

To summarize this section, isolated Cu atoms deposited on TiO2 show the
tendency to transfer their valence electron to the surface in more or less the same way
observed for K/TiO2. The charge transfer occurs only when Cu is interacting with
the bridging O2c sites with formation of a strong bond, while the interaction with the
Ti sites is weak and of the polarization type. As a consequence, the surface relaxation
plays a very important role when Cu is adsorbed on the O sites and plays much less a
role on the Ti sites. Finally, the strength of the interaction depends strongly on the
coverage, in particular when adsorption on the O site is considered. This is connected
to the ionic nature of the adsorbate and to the long-range coulomb repulsion in the
adsorbed layer.

Ag/TiO2 and Au/TiO2

An Ag atom adsorbed on TiO2 exhibits essentially the same characteristics of a Cu
atom. The bonding is much stronger on the O2c atoms of the surface than on the
basal Ti rows, and the bridge adsorption on O2c is preferred over the on-top O2c case.
The binding energy, 2.3 eV in the O2c bridge position, is about 0.5 eV smaller than for
Cu. Very weak bonds are formed with the Ti5c atoms or in the hollow site. The Ag–
Ti or Ag–O distances on the basal plane are of the order of 3 Å and indicate the
absence of a covalent interaction. The most important difference between O2c and
Ti5c sites is that in the former case Ag becomes Agþ with electron transfer, while on
Ti the unpaired electron remains largely on the Ag 5s orbital. The charge transfer on
O2c sites is shown by the zero spin density on the adsorbed Ag atom. The analysis of
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the dipole moment curve for Ag–Ti4O8 gives a linear curve and a slope dm/
dr¼þ0.60. This latter value, while consistent with a large charge transfer, is smaller
than in case of Cu and suggests that the bonding has a partial covalent character.
The occurrence of charge transfer for Ag on TiO2 is not surprising if we consider that
Cu and Ag have very similar IPs [actually, IP(Ag) is about 0.1 eV smaller than
IP(Cu)].

The case of Au is quite different from that of Cu and Ag. First of all, the
interaction energy of an Au atom with the O2c sites is much smaller than for the
other members of the series—of the order of 1 eV. This is connected with the fact

Figure 5 Majority and minority spin components of DOS curves for Cu adsorbed on a TiO2

slab (Cu atoms in bridge position over O(2c) sites). (top) isolated Cu atom; (center) Cu 4s and

3d contribution to the total DOS of Cu/TiO2. (bottom) Ti 3d contribution to the total DOS of

Cu/TiO2.
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that the charge transfer does not occur, as shown (1) by the residual spin density on
the Au atom and (2) by the dipole moment curve, which exhibits a small slope, dm/
dr¼ 0.16, and a significant curvature, d2m/dr2¼�0.13, compared to that for Cu–
TiO2. On the Ti rows the Au atoms are only very weakly bound by dispersion forces.
One can conclude that the chemistry of Au atoms on TiO2 will be rather different
from that of the other atoms of the group, Cu and Ag. This difference is largely
related to atomic properties, particularly the higher IP of Au compared to Cu and
Ag.

In summary, Cu and Ag atoms give rise to strong interactions with the bridging
oxygens of the surface, O2c, with formation of Cuþ and Agþ ions and full (for Cu) or
nearly full (for Ag) transfer of the metal valence electron to the Ti 3d states, in
complete analogy with the K–TiO2 interaction. The spin density is largely localized
on the Ti 3d levels. Even at a coverage of a quarter of a monolayer we observe the
occurrence of the charge transfer. This may look surprising since the IP of Cu and
Ag, 7.6–7.7 eV, is more than 3 eV larger than that of K, 4.34 eV. Clearly, the cost of
the ionization is compensated by the gain connected to the electrostatic interaction
between the positive ion and the ‘‘reduced’’ surface. The charge transfer, however,
does not have a purely electrostatic origin. In fact, it occurs only when Cu and Ag
are absorbed on the O2c sites and not when the atom is on top of the Ti5c ions of the
surface or in the fourfold hollow positions along the Ti(5c) rows. In these cases, in
fact, the interaction is weak and the bonding is of the polarization type. This reflects
the partial oxidizing character of the TiO2 surface, at variance with other substrates
like MgO and SiO2, where strong chemical bonds are formed only in correspondence
of surface defects.

The picture of the Au–TiO2 bonding is quite different. One reason is that the
Au IP is high, 9.23 eV; the second one is that relativistic effects usually contribute to
make Au different from Cu and Ag [208]. As a result, the preferred interaction sites
are still the O2c rows, but with only minor charge transfer. The bonding is better
described as covalent polar, and the polarization is toward the surface O atoms. Also
for Au no bonding is formed with the Ti atoms of the basal rows.

The tendency to form only weak interactions with the Ti atoms contrasts with
the results obtained on Pd–TiO2, where a similar bond strength was found for the
adsorption on the O2c or the Ti5c atoms of the oxide surface [38]. The explanation lies
in the fact that Pd can mix (hybridize) the 4d and the 5s atomic levels to form strong
covalent bonds with the Ti 3d levels. Cu, Ag, and Au have no chance to form such
hybrid levels because they have completely filled nd shells and a partially occupied
(nþ 1)s level.

3.7 THE METAL–SUPPORT INTERACTION: ROLE OF
OXIDE DEFECTS

3.7.1 Reactivity of Size-Selected Pd Clusters on MgO

We have seen that a great variety of defect centers can form at the surface of an oxide
like MgO (Table 1). Each surface defect has a direct and characteristic effect on the
properties of absorbed species. This becomes particularly important in the analysis
of the chemical reactivity of supported metal atoms and clusters [1–3]. The defects
not only act as nucleation centers in the growth of metal islands or clusters [4,209],
but also can modify the catalytic activity of the deposited metal by affecting the
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bonding at the interface [210–212]. The role of point defects at the surface of MgO in
promoting or modifying the catalytic activity of isolated metal atoms or clusters
deposited on this substrate has been recently investigated by considering the
cyclization reaction of acetylene to form benzene, 3C2H2 ? C6H6 [211,212]. This
process has been widely studied on single-crystal surfaces from UHV conditions
(10�12–10�8 atm) to atmospheric pressure (10�1–1 atm) [213–216]. A Pd(111) surface
is the most reactive one [217,218], and it has been shown unambiguously that the
reaction proceeds through the formation of a stable C4H4 intermediate, resulting
from addition of two acetylene molecules [219]. This intermediate has been
characterized experimentally [220–222] and theoretically [223] and its structure is
now well established. Once the C4H4 intermediate is formed, it can add a third
acetylene molecule to form benzene, which then desorbs from the surface at a
temperature of about 500K [213,214]. The same reaction has been studied on size-
selected Pd clusters deposited on an MgO surface.

A new experimental setup has recently been designed to study the chemical
properties of size-selected metal clusters deposited on oxide substrates [210,211]. Pd
clusters have been produced by a laser evaporation source, ionized, then guided by
ion optics through differentially pumped vacuum chambers and size-selected by a
quadrupole mass spectrometer [210–212]. The monodispersed clusters have been
deposited with low kinetic energy (0.1–2 eV) onto an MgO thin-film surface. The
clusters-assembled materials obtained in this way exhibit peculiar activity and
selectivity in the polymerization of acetylene to form benzene and aliphatic
hydrocarbons [224]. Figure 6 shows the temperature-programmed reaction (TPR)
spectra for the cyclotrimerization of acetylene on supported Pdn (14 n4 30)
clusters. Pd1, Pd2, and Pd3 exclusively form benzene at temperatures around 300K,
while for cluster sizes up to Pd8 a broad feature between 400K and 700K is observed
in the TPR (Fig. 1) [211]. For Pd7 an additional desorption peak of benzene is clearly
observed at about 430 K. For Pd8 this feature becomes as important as the peak at
300 K, while for Pd30 benzene mainly desorbs around 430 K. On a clean MgO(100)
surface no benzene is produced at the same experimental conditions. This strongly
size-dependent behavior is related to the distinct electronic and geometric properties
of the metal clusters, making this new class of materials extremely interesting for
understanding the structure-property relationship. Interestingly, according to these
results even a single Pd atom can produce benzene. This is an important result that
has allowed us to investigate the activity of the Pd atoms as a function of the support
where it is deposited or of the sites where it is bound.

3.7.2 Mechanism of Benzene Formation on Pd/MgO

In the following we briefly review the most important aspects of the cyclization
reaction over supported Pd atoms, looking in particular at the role of the various
types of morphological defects present on the MgO surface, and performing an
accurate analysis of the electronic effects involved in the metal–support interaction
[211,212]. The review is largely based on DFT cluster model calculations to interpret
the experimental data, either thermal desorption spectra (TDS) or infrared spectra
(IR). The results provide an indication of the importance of defects like low-
coordinated oxygen anions, neutral and charged oxygen vacancies, etc. in changing
the reactivity of a supported Pd atom.
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The possibility to catalyze the acetylene trimerization depends critically on the
ability of the metal center to coordinate and activate two C2H2 molecules and then
bind the C4H4 intermediate according to reaction:

Pdþ 2C2H2?PdðC2H2Þ2?PdðC4H4Þ ð8Þ

The activation of the acetylene molecules is easily monitored, for instance, by the
deviation from linearity of the HCC angle due to a change of hybridization of the C
atom from sp to sp2, or by the elongation of the C–C distance, d(C–C), as a
consequence of the charge transfer from the metal 4d orbitals to the empty p* orbital
of acetylene. This process can be followed by optimizing the geometry of one and
two acetylene molecules coordinated to an isolated Pd atom, and of the
corresponding Pd(C4H4) complex (Fig. 7). One acetylene is strongly bound to Pd,
by almost 2 eV (the results refer to the BP functional); the second is bound by 1 eV.
Also, the C4H4 intermediate is quite strongly bound to the Pd atom and is more
stable than two adsorbed acetylene molecules. A similar result has been obtained for
the Pd(111) surface [223]. The level of activation of acetylene is clearly larger when a

Figure 6 Temperature-programmed reaction spectra of C6H6 formation on Pd clusters of

various size deposited on a MgO thin film. The bottom spectrum shows that for clean

MgO(100) films no benzene is formed.
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single C2H2 is adsorbed, consistent with the idea that the electron density on the
metal is essential for promoting the molecular activation. However, it should be kept
in mind that a stronger bonding may imply a larger barrier for conversion of two
C2H2 units into C4H4. The following step, C4H4þC2H2?C6H6, requires the
capability of the metal center to coordinate and activate a third acetylene molecule
according to reaction:

PdðC4H4Þ þ C2H2?PdðC4H4ÞðC2H2Þ?PdðC6H6Þ ð9Þ

However, the third C2H2 molecule interacts very weakly with Pd(C4H4) with a
binding of <0.3 eV. The structure of the third molecule is not deformed compared to
the gas phase (Fig. 7). The molecule is bound to the Pd(C4H4) complex by dispersion
forces only, and its distance from the Pd atom is therefore very long, &2.6 Å. This
result indicates that an isolated Pd atom is not a catalyst for the cyclization process, at
variance with the experimental observation for Pd1–MgO.

The role the support plays therefore becomes a critical aspect of the
interaction. As we have seen earlier in section 3.4.1, the Pd–MgO bonding is not
characterized by a pronounced charge transfer and is better described as covalent
polar. However, only regular adsorption sites have been considered and the bonding
mode at defect or low-coordinated sites has attracted less attention so far [225,226].
In this respect one can formulate two hypotheses. One states that the surface oxygen
anions of the MgO surface still have some oxidizing power to deplete charge from
the metal atom. The other possibility is that the O anions are fully reduced, O2�, and
donate charge to the metal atom, thus leading to electron-enriched species (the
surface acts as a Lewis base). In the two cases one would end up with positively or
negatively charged supported Pd atoms, respectively. In principle, both situations

Figure 7 Structure of (a) Pd(C2H2), (b) Pd(C2H2)2, (c) Pd(C4H4), and (d) Pd(C4H4) (C2H2)

complexes. In Pd(C4H4)(C2H2) the third acetylene molecule is weakly bound and is not

activated (linear shape as in the gas phase).

(a) (b)

(c) (d)
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can lead to an activation of the supported metal. In fact, the bonding of unsaturated
hydrocarbons to metal complexes and metal surfaces is classically described in terms
of s donation from a filled bonding level on acetylene to empty states on the metal
and p back donation from the occupied d orbitals on the metal to empty antibonding
p* orbitals of the ligand [227,228]. Both mechanisms result in a weakening of the C–
C bond and a distortion of the molecule. A simple model study where the charge on
Pd has been artificially augmented has shown that the presence of a charge on Pd,
either positive or negative, reinforces the bonding of acetylene to the Pd(C4H4)
complex; however, only for negatively charged Pd atoms (electron-rich) is a
substantial activation of the third acetylene molecule observed [211]. This result
shows that the increase of the electron density on Pd is a key mechanism to augment
the catalytic properties of the metal atom. The role of the substrate is just that of
increasing the ‘‘basic’’ character of the Pd atoms (or clusters).

When Pd is deposited on MgO, the activation of C2H2 is much more efficient
than for an isolated Pd atom. The structural distortion of adsorbed C2H2 follows the
trend corner> edge> terrace> free atom [212]. The contribution of the charge
transfer from acetylene to Pd or Pd1–MgO, the s donation in the Dewar–Chatt–
Duncanson model [227,228], is similar for the four cases and is much smaller than
the charge transfer in the other direction, i.e., from Pd or Pd1–MgO acetylene. This
confirms that the interaction with the MgO substrate increases the basic character of
the Pd atom. The donor capability of Pd increases as a function of the adsorption

Figure 8 Optimal structure of a Pd(C4H4)(C2H2) complex formed on a five-coordinated O

anion at the MgO(100) surface. As for a gas-phase Pd atom (Fig. 7), the third acetylene

molecule is weakly bound and not activated.
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site on MgO in the order terrace < edge< corner, the same order found for the
deformation of the acetylene molecule. Therefore, one can conclude that (1) the
substrate plays a direct role in the modification of the properties of the supported Pd
atom and (2) low-coordinated sites are more active than the regular terraces. This is
consistent with the idea that the degree of surface basicity in MgO is larger for the
low-coordinated anions because of the lower Madelung potential at these sites [131].

In principle several defect sites can be active in promoting the catalytic activity
of a deposited Pd atom. The surface of polycrystalline MgO presents, in fact, a great
variety of irregularities [130] like morphological defects, anion and cation vacancies
[133,144], divacancies [139], impurity atoms, etc. (Table 1). Recent studies have
shown that even MgO thin films deposited on a conducting substrate are not
completely defect free, as shown by the different adsorption properties of CO on
MgO thin films and single-crystal surfaces [229]. It is therefore difficult to answer the
question of which defect sites of the MgO surface are more likely involved in the
acetylene trimerization. To contribute to a clarification of the role of defects, the
structure and stability of Pd atoms, Pd(C2H2), Pd(C2H2)2, Pd(C4H4), and
Pd(C2H2)(C4H4), complexes formed on various regular and defect sites at the
MgO surface have been considered. In particular the formation of Pd–hydrocarbon
complexes has been considered on O sites, neutral oxygen vacancies (the F centers),
and charged oxygen vacancies (the Fþ centers).

Let us consider the reactivity of the supported Pd atoms. A Pd atom bound at
terrace sites is able to add and activate one or two acetylene molecules and to form a
stable O5o–Pd(C4H4) complex. However, the addition of the third acetylene molecule
does not occur. The situation is reminiscent of that of an isolated Pd atom where the
third acetylene is weakly bound by dispersion forces (Fig. 7). Therefore, the complex
is unstable and acetylene does not bind to O5C–PdX(C4H4) (Fig. 8). The situation is
only slightly better on the low-coordinated O sites. The formation of Pd(C4H4) on
four- and three-coordinated oxygens and the consequent addition of the third
acetylene molecule result in a surface complex, O4c–Pd(C2H2)(C4H4) or O3c–
Pd(C2H2)(C4H4), that is very weakly bound or even unbound. Thus, the O anions at
low-coordinated defects are also not good candidates for increasing the catalytic
activity of supported Pd atoms.

Things are different on the F and Fþ centers located on various sites. They all
show a similar activity, with formation of a stable Pd(C4H4) complex and substantial
stabilization of the third acetylene molecule; the strength of the bonding of C2H2 to
the supported Pd(C4H4) complex is larger than for the morphological defects and
becomes quite large, >2 eV, for a neutral F3c center. The degree of activation is
comparable in the three cases, with C–C distances of about 1.31 Å and HCC angles
of about 1408. Thus, F centers are promoting the catalytic activity of the deposited
Pd atoms.

The study of the cyclization reaction of acetylene to benzene on Pd atoms
supported on MgO allows one to clarify some of the experimental aspects and to
draw some general conclusions about the role of defects on oxide surfaces. The
results show that only in the presence of surface defects does a single Pd atom become
an active catalyst for the reaction; in fact, an isolated Pd atom is not capable of
adding and activating three acetylene molecules, an essential step for the process.
The change in the electronic structure of supported Pd is connected to the electron
donor ability of the substrate, which does not simply act as an inert substrate. The
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oxide surface acts in pretty much the same way as a ligand in coordination chemistry
and provides an additional source of electron density, which increases the capability
of the Pd atom to back-donate charge to the adsorbed hydrocarbon. In this respect it
is remarkable that on transition metal complexes the acetylene trimerization reaction
follows a very similar mechanism as on heterogeneous supported catalysts [230]. The
oxide anions of the MgO(001) surface, located either on terraces, steps, or corners,
do not significantly change the Pd catalytic activity. The Lewis basicity of these sites
in fact is too low and in any case not sufficient to significantly increase the density on
the metal. Things are completely different on oxygen vacancies, the F or Fþ centers.
Due to the electron(s) trapped in the cavity left by the missing oxygen, these centers
are good basic sites and promote the activity of an adsorbed Pd atom. Indeed, it has
been shown recently that F centers on the surface of polycrystalline MgO are able to
reduce very inert molecules like N2, leading to metastable N2

� radicals [136].

3.8 CONCLUSIONS

The study of the metal–oxide interface and of the mechanisms that govern the
nucleation and growth of small metal particles with ab initio methods is still in its
infancy. However, the interest in this topic is increasing very rapidly, as shown by the
number of papers dedicated to this problem every year. Only five years ago, just a
few studies of this type were available in the literature. From the work done so far, it
is possible to draw some general conclusions that form the basis for further, more
detailed studies.

Not surprisingly, the bonding of metal atoms with oxide surfaces differs
substantially from oxide to oxide and from metal to metal. On simple binary oxides
of nontransition metals like MgO and SiO2, where the metal cation has no d orbitals
available for bonding, the interaction occurs preferentially with the oxide anions;
much weaker bonds, mostly of electrostatic nature, are found on the metal cations.
The oxygen sites of both MgO—a fully ionic substrate—and SiO2—a rather covalent
oxide—give rise to relatively weak interactions with metal atoms. Transition metal
atoms with partially filled d shells form stronger bonds, mainly through the
formation of covalent bonds at the interface. In fact, a general characteristic
common to both MgO and SiO2 is that little charge transfer occurs between the
oxide and the metal. This result has the important consequence that the regular sites
of these two substrates are not good nucleation centers and that the metal atoms,
once deposited, diffuse quite easily on the surface even at low temperatures. When a
transition metal oxide like TiO2 is considered, with a more complex electronic
structure, the interaction of the metal atoms is much more complex. Even on the
nondefective surface in fact the possibility for the Ti cations to change their
oxidation state from þ IV to þ III leads to a tendency to favor the charge transfer
from low-ionization potential metal atoms to the substrate. This is the case for alkali
metals but also for coinage metals like Cu and Ag, which adsorb preferentially on the
bridging oxygen rows and transform in full cations by transferring one electron to
the 3d states of the Ti ions. The other difference is that on TiO2 transition metal
atoms like Pd can form relatively strong bonds also with the metal cations so that a
competition exists between the two bonding sites.

The unusual nature of the metal–oxide bonding mechanism is also the reason
why its description with modern computational tools may depend significantly on
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the choice of the method used. In particular, within DFT schemes quite different
bond strengths can be obtained depending on which exchange-correlation functional
is used. For this reason, good benchmark calculations with explicitly correlated wave
functions can be of considerable importance to assess the reliability of the various
DFT approaches.

The other consequence of the weak metal–oxide interactions on the
nondefective surfaces is that small metal clusters once deposited on the substrate
tend to keep the same structure as they have in the gas phase. Of course, the actual
structure of the deposited cluster is a delicate balance between the strength of the
metal–metal bond within the cluster and the metal–oxide interface bond. Also in this
case, however, it is likely that the small clusters will diffuse on the surface until they
become stabilized at some specific defect site.

The topic of defect sites at oxide surfaces therefore becomes crucial in order to
fully understand the metal–oxide bonding. This subject has been addressed
theoretically only recently. In this review we have shown how defect sites at both
MgO and SiO2 surfaces play a fundamental role in both stabilization and nucleation,
but also that they modify the cluster electronic properties. In particular, some defect
centers that act as electron traps like the oxygen vacancies at the MgO surface are
extremely efficient in increasing the electron density on the deposited metal atoms or
clusters, thus augmenting their chemical activity toward other adsorbed molecules.
Understanding the metal–oxide interface and the properties of deposited metal
clusters also needs a deeper knowledge of nature, concentration and mechanisms of
formation, and conversion of the defect sites of the oxide surface.
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Neyman, and Notker Rösch. This work has been supported by the Italian Istituto
Nazionale per la Fisica della Materia through the PRA-ISADORA project.

REFERENCES

1. H.-J. Freund, Angew. Chem. Int. Ed. Engl. 36 (1997) 452.

2. C.T. Campbell, Surf. Sci. Rep. 27 (1997) 1.

3. R.M. Lambert, G. Pacchioni (eds.), Chemisorption and Reactivity of Supported

Clusters and Thin Films, NATO ASI Series E, Vol. 331, Kluwer, Dordrecht, 1997.

4. C. Henry, Surf. Sci. Rep. 31 (1998) 231.

5. G. Renaud, Surf. Sci. Rep. 32 (1998) 1.

6. S.A. Chambers, Surf. Sci. Rep. 39 (2000) 105.

7. D.P. Woodruff (ed.), The Chemical Physics of Solid Surfaces—Oxide Surfaces, Vol. 9,

Elsevier, Amsterdam, 2001.

8. J.W. He, P.J. Møller, Surf. Sci. 180 (1987) 411.

9. J.W. He, P.J. Møller, Surf. Sci. 178 (1986) 934.

10. J.W. He, P.J. Møller, Chem. Phys. Lett. 129 (1986) 13.

11. I. Alstrup, P.J. Møller, P.J. Appl. Surf. Sci. 33/34 (1988) 143.

Copyright © 2003 by Taylor & Francis Group, LLC



12. J.B. Zhou, H.C. Lu, T. Gustafsson, E. Garfunkel, Surf. Sci. 293 (1993) L887.

13. M.C. Wu, W.S. Oh, D.W. Goodman, Surf. Sci. 330 (1995) 61.

14. F. Didier, J. Jupille, Surf. Sci. 307–309 (1994) 587.

15. M. Meunier, C.R. Henry, Surf. Sci. 307–309 (1994) 514.

16. C.R. Henry, M. Meunier, S. Morel, J. Crystal Growth 129 (1993) 416.

17. T. Kizuka, T. Kachi, N. Tanaka, Z. Phys. D 26 (1993) S58.

18. C. Noguera, G. Bordier, J. Phys. III France 4 (1994) 1851.

19. U. Schönberger, O.K. Andersen, M. Methfessel, Acta Metall. Mater. 40 (1992) S1.

20. C. Li, A.J. Freeman, Phys. Rev. B 43 (1991) 780.

21. C. Li, R. Wu, A.J. Freeman, C.L. Fu, Phys. Rev. B 48 (1993) 8317.

22. J.R. Smith, T. Hong, D.J. Srolovitz, Phys. Rev. Lett. 72 (1994) 25.

23. N.C. Bacalis, A.B. Kunz, Phys. Rev. B 32 (1985) 4857.

24. A.B. Kunz, Phylosoph. Magazine B 51 (1985) 209.

25. Y. Li, D.C. Langreth, M.R. Pederson, Phys. Rev. B 52 (1995) 6067.
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31. L. Giordano, J. Goniakovski, G. Pacchioni, Phys. Rev. B, 64 (2001) 075417.
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93. K. Andersson, P.-Å. Malmqvist, B.O. Roos, A.J. Sadlej, K. Wolinski, J. Phys. Chem.,

94 (1990) 5483.
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123. N. Lopez, F. Illas, N. Rösch, G. Pacchioni, J. Chem. Phys. 110 (1999) 4873.

124. J.T. Ranney, D.E. Starr, J.E. Musgrove, D.J. Bald, C.T. Campbell, C.T. Faraday,

Discuss. 114 (1999) 195.

125. A. Markovits, M.K. Skalli, C. Minot, G. Pacchioni, N. López, F. Illas, J. Chem. Phys.,
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16 (2000) 2736.

227. M.J.S. Dewar, Bull. Soc. Chem. Fr. 18 (1951) C71.

228. J. Chatt, L.A. Duncanson, J. Chem. Soc. (1953) 2939.

229. R. Wichtendahl, M. Rodriguez-Rodrigo, U. Härtel, H. Kuhlenbeck, H.J. Freund, Surf.
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SUMMARY

Atomic level characterization of solid surfaces is important for understanding and
tailoring properties of nanoparticles. In the past 30 years, numerous electron and ion
spectroscopic techniques, in addition to microscopic or imaging techniques, have
been established to provide this information. In this chapter, we briefly describe
several techniques that provide state-of-the-art characterization of the structure and
morphology of single-crystal surfaces. Such surfaces serve as models to understand
and predict the behavior of nanoparticles or are directly relevant as supports
(substrates) for nanoparticles. The basis for X-ray photoelectron diffraction (XPD)
and holography and low energy ion scattering (LEIS) is discussed, along with several
examples of applications in structure determination including adsorbate structure
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and adsorbate-induced restructuring at metal surfaces, ultrathin metal films and
bimetallic surfaces, and oxide surfaces. Scanning probe microscopy (SPM), including
scanning tunneling microscopy (STM), atomic force microscopy (AFM), and near-
field scanning optical microscopy (NSOM) is discussed, and examples of results
obtained by utilizing these techniques are given that illustrate their applications.
These include ultrahigh vacuum experiments with STM, high-pressure STM studies,
and STM investigations in electrolyte solutions.

4.1 INTRODUCTION

Advances in the characterization of solid surfaces have an important role to play in
understanding and tailoring catalysis and electrocatalysis at nanoparticle surfaces.
This is because of the strong ‘‘surface’’–‘‘nanoparticle’’ connection. There are two
aspects to this: (1) surface properties of nanoparticles, and (2) nanoparticles on
surfaces. By necessity, nanometer scale objects have a large part of their material
present at the surface. Also, nanoparticles and nanometer-scale devices and
structures are often deposited or constructed at a solid interface, and thus the
surface properties and chemistry of that interface can control the construction,
stability, and properties of the particle or device. This is important, because 30 years
of surface science research has taught us that surface behavior is not that in the bulk.
New thermodynamic variables for the surface must be specified. Abrupt termination
of the bulk phase at the surface leads to changes in coordination (nearest neighbors)
and charge distribution, and the existence of ‘‘dangling bonds,’’ electronic surface
states, and other properties that are different from the bulk. Relaxation and
reconstruction of the atoms in the top layer(s) occurs, causing new lattice structures
(e.g., pseudo-morphic crystalline films templated by the substrate structure) and
altered equilibrium shapes of nanoclusters due to the importance of the interface
energy. Nanocluster geometries and properties in the gas phase are not the same if
those clusters are deposited on a surface. Equilibrium bulk compositions and phase
diagrams are not predictive and must be reevaluated, e.g., two metals that are
immiscible in the bulk may alloy in the topmost layer to relieve strain at the
interface. Surfaces generally are less stable than the bulk and, for example, have
lower melting temperatures, higher vapor pressures, and greater reactivity.

It is also important to remember that all surfaces in ambient environments are
covered with at least a monolayer of adsorbed water or other material. This means
that experiments performed in vacuum or ultrahigh vacuum (UHV) conditions study
different surface interactions. The structure of a surface is strongly influenced by
adsorbed layers (surfactants), which can be used to control the surface structures
present or the morphology of film growth. Even in UHV, the presence of gaseous
adsorbates can cause large changes in alloy composition at the surface, because of
chemisorption-induced segregation, and in the 2D and 3-D structure at the surface
because of adsorbate-induced reconstruction, faceting, or massive step-bunching.

Thus, characterization of surfaces is important to the field of catalysis and
electrocatalysis of nanoparticles. In the past 30 years, numerous electron and ion
spectroscopic techniques, in addition to microscopic or imaging techniques, have
been established to provide this information. Figure 1 provides high-resolution
transmission electron microscopy (TEM) images of a practical (real), high-surface-
area, Au/anatase–TiO2 heterogeneous catalyst that show the small Au nanoparticles
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that are thought to be responsible for the remarkable catalytic activity of these
supported Au catalysts [1]. These images also illustrate the preferred orientational
relationship between the crystalline Au nanoparticles and crystals of the TiO2

support.
In this chapter, we briefly describe several techniques that provide state-of-the-

art characterization of the structure and morphology of single-crystal surfaces. Such
surfaces serve as models to understand and predict the behavior of nanoparticles or
are directly relevant as supports (substrates) for nanoparticles. It is beyond the scope
of this chapter to provide a comprehensive review of work in this field, but rather we
provide a number of examples of results obtained by utilizing these surface
characterization techniques which illustrates their applications.

4.2 PHOTOELECTRON DIFFRACTION AND ION SCATTERING

4.2.1 Introduction

Numerous spectroscopic techniques, such as x-ray photoelectron spectroscopy
(XPS) [2], Auger electron spectroscopy (AES) [3], ultraviolet photoelectron
spectroscopy (UPS), soft x-ray absorption spectroscopy (SXA) [4], high-resolution
electron energy loss spectroscopy (HREELS) [5], and Fourier transform infrared

Figure 1 High-resolution transmission electron microscopy (TEM) images of an Au/

anatase-TiO2 catalyst. (From T. Akita, ONRI, Japan.)
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spectroscopy (FTIR) [6] can be used to characterize surfaces and adsorbed films.
These techniques probe different aspects of surfaces, and a multitechnique approach
is usually necessary to get a complete picture.

The most powerful techniques commonly used to determine structure at single-
crystal surfaces include low-energy electron diffraction (LEED) [7], x-ray photo-
electron diffraction (XPD) [8–10], and low-energy ion scattering (LEIS) [11,12].
Herein, we focus on the latter two. These are element-specific tools for determining
the local geometric structure around a probed atom at the surface. XPD and LEIS
are highly surface-sensitive and can provide a direct determination of surface
structure. In this section, we briefly describe some essential features of XPD,
photoelectron holography, and LEIS, as they relate to determining the geometric
structure of ordered, single-crystal surfaces. We then describe some recent examples
of applications of these techniques to investigate adsorbate structure and adsorbate-
induced restructuring at metal surfaces, thin films, and bimetallic surfaces, and oxide
surfaces. This list is obviously not comprehensive but was chosen to illustrate the
usefulness of these techniques and indicate the state-of-the-art in experimental and
theoretical developments related to these methods.

4.2.2 X-ray Photoelectron Diffraction (XPD) and Holography

XPS is a quantitative, element-specific analytical probe that provides information on
the chemical nature of atoms in the near-surface region of a solid. In XPS, x-rays
photoionize atoms in a target, producing photoelectrons, and the kinetic energy of
electrons emitted from the surface is analyzed. The focus is typically on
photoelectrons produced by photoionization of deep, atomiclike core levels, because
core-level binding energies are characteristic of each element and photoabsorption
cross sections for these levels are independent of the chemical environment.
Furthermore, these have relatively narrow linewidths and chemical shifts in the core-
level binding energies can be related to changes in valence electronic state (i.e.,
oxidation state) of the probed atom.

For single-crystal substrates, there is additional information about the
geometric structure of the surface contained in the intensity angular distribution
(IAD) of the photoemitted electrons. This information is obtained in XPD
measurements that often directly indicate bond directions at surfaces. A Fourier
transform of the XPD data can also be used to determine element-specific surface
structure in a method known as photoelectron holography. This approach can be used
to directly determine surface structures without any starting model.

X-Ray Photoelectron Diffraction (XPD)

X-ray photoelectron diffraction is the coherent superposition of a directly photo-
emitted electron wave with the elastically scattered waves from near-neighboring
atoms. This gives element-specific structural information about the near surface
atoms in a single crystal [8–10]. The short inelastic mean free path of the electron
waves at the kinetic energies of interest (15 to 1000 eV) leads to surface sensitivity
and determination of the atomic geometry of the emitting atom. The known energies
of narrow XPS core-level peaks lead to element specificity. The resolution of surface
peaks and chemical shifts may even sometimes lead to a chemical state-specific
structure determination.
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One classification scheme for XPD uses the kinetic energy regime of the photo-
emitted electrons. At sufficiently high kinetic energies (above 500 eV), the scattering
factor is highly forward-peaked, which leads to a direct interpretation of bond angles
from the angular intensity oscillations using single scattering theory. The
interpretation of the data is particularly simple because there are substantial
intensity enhancements along interatomic directions. At lower kinetic energies, the
scattering factor is more isotropic, which leads to more complex XPD patterns
because of increased multiple scattering. Therefore, at low energies, extensive
numerical simulations including multiple scattering calculations have to be used to
determine the structure.

Experimentally, XPD data are obtained by one of two approaches that are
distinguished by the scanning parameter: angle-scanned mode and energy-scanned
mode. Angle-scanned XPD is more common because it can be performed using any
available, lab-based x-ray source typically used for XPS, and collecting the diffracted
intensity over a wide range of angles. Energy-scanned XPD is performed using a
synchrotron light source and an appropriate monochromator so that the photon
energy can be scanned while keeping the photoelectron kinetic energy fixed for a few
high-symmetry orientations of the crystal.

A schematic of the XPD experiment is shown in Figure 2. X-rays incident on
the sample create photoelectrons detected by an electron-energy analyzer. Angular
intensity modulations are created by elastic scattering of the photo-emitted electrons
from the neighboring atoms. In angle-scanned XPD, these angular distributions are
obtained by rotating either the sample or the analyzer to scan different exit angles for
the photo-emitted electrons and then used to determine the surface structure.

Figure 2 Schematic for photoelectron diffraction. Photo-emitted electrons are energy-

analyzed at different exit angles. Direct photo-emitted electron waves interfere with the

scattered waves to give angular intensity variations. These angular variations contain element-

specific information about the near-surface structure.
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Figure 3 illustrates the use of angle-scanned XPD data to determine the near-surface
structure of a single-component metal, single-crystal sample. Figure 3a shows an
XPD pattern for a face-centered cubic (fcc) Pt(111) single crystal using the Pt 4f core-
level peak (at 1183 eV kinetic energy using Mg Ka excitation). The diffraction pattern
is plotted with the center corresponding to the surface-normal direction and the
edges corresponding to grazing exit angles for photoelectrons. The radial distance is
proportional to the polar angle, as measured with respect to the surface normal. This
diffraction pattern is representative of any fcc(111) surface. The angular intensity
enhancements can be understood according to a simple forward-scattering model,
denoted by Egelhoff [13] as the ‘‘searchlight effect,’’ by looking at the schematic
drawing in Figure 3b. This shows a vertical cut along a high-symmetry azimuth of
the fcc(111) crystal. The angular position of each high-intensity feature in the Pt(111)
XPD pattern corresponds to a direction between a pair of near-surface atoms. For
example, if we take a line scan along the ½1�221� azimuth in the XPD pattern (i.e., a
polar angle scan), the main feature is a strong peak near 358 that corresponds to the
[101] direction. This angular peak originates from an emitter atom located one layer
below the scattering atom. Similarly, in the radially opposite azimuth ½�112�11� three
peaks correspond to the [112], [114], and [001] directions from emitters located at the
3rd, 4th, and 2nd layers, respectively, considering that the scattering atom is in the
1st layer. The intensity at the center corresponds to the normal direction [111] and
originates from 4th-layer emitters.

Figure 3c shows an XPD pattern for the fcc Ni(100) surface using the Ni LMM
Auger peak (at 841-eV kinetic energy) in XPS. This pattern is representative of
fcc(100) single crystals. Figure 3d shows a vertical cut through the fcc(100) crystal
along the [100]-like azimuths corresponding to a vertical or horizontal line in the
XPD pattern. The three main features along this azimuth are in the [001], [103], and
[101] directions, originating from emitters in the 3rd, 4th, and 3rd layers,
respectively, considering the scattering atoms to be in the 1st layer. Similarly, the
main features along the [110]-like azimuth in the XPD pattern, i.e., along a line
oriented 458 from the horizontal or vertical direction in the XPD pattern, can be
explained by viewing the schematic in Figure 3e of a vertical cut along the [110]
azimuth. The [114], [112], and [111] directions correspond to emitters in the 5th, 3rd,
and 3rd layers if the scattering atom is in the 1st layer. In general, in these diffraction
patterns the intensity enhancements are inversely proportional to the interatomic
distances involved, i.e., angular intensity modulations from scattering of a 4th layer
emitter by a 1st-layer scatterer is weaker than that for a 2nd layer emitters (see, for
example, [101] versus [111] in Figure 3a).

In a theoretical description for the angle-dependent photoelectron-intensity
variation, one considers the wave nature of the photoelectrons. The photon-emitted
electron is scattered by the surrounding atoms. The interference of the photoelectron
wave with its scattered waves results in an intensity modulation that depends on the
geometrical arrangement of the scatterers (lattice atoms) and the atomic scattering
factor. This ultimately is responsible for the angle dependency of the photoelectron
intensity and is therefore directly related to the structure of the surface layers. For a
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Figure 3 XPD patterns from fcc(111) and fcc(001) single-crystal surfaces showing the

correspondence between enhanced intensity and near-neighbor directions. The center of the

pattern corresponds to the direction normal to the surface and the radial distance is

proportional to the polar angle with respect to the surface normal. (a) XPD pattern for fcc

Pt(111). (b) Vertical cross section of an fcc(111) crystal along a high-symmetry direction. (c)

XPD pattern for fccNi(100). (d) Vertical cut of the fcc(001) crystal along the [100] azimuth. (e)

Vertical cut of the fcc(001) crystal along the [110] azimuth.
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plane incident wave f0 (photoelectron), the scattered wave fj can be written as

fj ¼ f0 fjðyjÞ
eikrj

rj
ð1Þ

where fjðyjÞ is the atomic scattering factor (complex number), yj is the scattering
angle, k is the electron wave number, and rj is the emitter–scatterer distance. In the
small atom approximation, the scattering factor can be calculated using the partial
wave method:

fjðyjÞ ¼
1

k

X

l

ð2l þ 1Þeidjl sin djlPlðcos yjÞ ð2Þ

where fdjlg is a set of phase shifts for the jth scatterer, and fPlðcos yjÞg are Legendre
polynomial functions. This approximation is accurate in general for all but nearest-
neighbor distances of45 Å from the emitter. At smaller distances where the distance
between the emitter and the scatterer is not large compared to the size of the
scatterer, or the wave number of the electron is small, corrections have to be
implemented [14–17] for the curved wavefront. When the emitted electron wave is
other than a simple s wave, the atomic scattering factor can be calculated using a
high-energy approximation [14]. The total diffracted intensity is then given by the
interference of the photoelectron wave with the scattered waves. This intensity can be
expressed by the square of the sum of the waves. [9]:

IðkÞ ¼ fðkÞ þ
X

j

f ðk; rjÞ
eiðkrj�k ? rjÞ

rj
fðrjÞ

� �
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�
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2

ð3Þ

The variation with the electron wave vector k is associated with an intensity
variation in the experimentally observed polar and azimuth angles. (In order to
include vibrational attenuation of interference effects, each scattered wave has to be
multiplied by the temperature dependant Debye–Waller factor.)

At relatively high kinetic energies (above a few hundred eV), single scattering
theory gives the position of diffraction features quite accurately. However, it
overestimates the intensity of diffraction features [18] along low-index directions,
because the theory does not consider the defocusing effect along chains of atoms.
For lower energies, the errors are much more severe. This can be seen from the shape
of the scattering factor. At high energies, the scattering factor is highly forward-
peaked and most of the diffraction intensity lies along low-index internuclear
directions. At low kinetic energies, the scattering factor is much more isotropic and,
hence, multiple scattering becomes important in all directions. Hence, multiple
scattering effects must be included in the theory and analysis to accurately interpret
the intensity modulations.

X-Ray Photoelectron Holography

Gabor [19] first proposed holography in 1948 as a means to overcome barriers in
doing ‘‘lensless’’ electron microscopy and avoiding inherent spherical aberrations.
He proposed that if a known wave is allowed to interfere with an unknown wave, the
resulting interference pattern can be stored as a ‘‘hologram,’’ which contains most of
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the information needed to restore the original unknown wave. In his two-step model,
a known spherical wave called the ‘‘reference’’ wave first interferes with a wave
scattered by the object, called the ‘‘object’’ wave, and the interference modulations
are recorded on film. Then, the reconstruction is done by illuminating the film by a
similar reference wave to generate a three-dimensional holographic image of the
object.

The large field of optical holography [20] emerged with the advent of laser
sources. This technique is illustrated in Figure 4. A laser source, required for its large
coherence length, which has to be of the order of the object to be imaged, is used as a
reference wave. A beam splitter splits the laser beam in order to illuminate the object
and allow for a direct wave to propagate to the film as the reference wave. Beams
reflected from the object back to the film are the object waves, and the film records
the interference patterns between the reference and object waves. Subsequently, a
laser beam incident on the film gives a three-dimensional reconstructed image.

In 1986 Szöke [21] suggested that a photoelectron diffraction pattern from a
single crystal may be treated as a hologram. In photoelectron holography the direct

Figure 4 Analogy between the principles of optical and photoelectron holography. In

optical holography (top), the incident laser beam is the reference wave, the reflected waves are

the scattered waves, and a film is used as a detector. In photoelectron holography (bottom),

the direct, photo-emitted waves are reference waves that interfere with the scattered waves

from neighboring atoms, and a hemispherical, electron energy analyzer is used as a detector.
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wave can be considered as the reference wave. The scattered wave is similar to the
object wave, and the photoelectron diffraction pattern can be used for holographic
reconstruction. In 1988 Barton [22] proposed a computer algorithm based on the
Helmholtz–Kirchoff principle of optics that directly inverts the XPD data to obtain
a three-dimensional image of the local environment around the emitter atom. In
order to suppress multiple scattering and twin images, an algorithm using holograms
taken at different energies has been proposed [23].

A holographic transformation was first used successfully by Harp et al. [24] on
high-energy, single x-ray, photoelectron patterns. In the case of the backscattering
(low energy), which is needed to study adsorbate or thin layers, Zharnikov et al. [25]
demonstrated the validity of the method. Here we show, using the backscattering
geometry, that a simple and direct transformation of x-ray photoelectron data,
without any corrections requiring a previous knowledge of the structure, can lead to
a determination of the surface structure.

Barton [26] suggested that one may use a Fourier transform formula to convert
the intensity modulation into an image function, AðrÞ:

AðrÞ ¼
Z Z

IðkÞe�ik ? rdkk ð4Þ

where k ¼ ðkx; ky; kzÞ is a wave vector, kk ¼ ðkx; kyÞ is its component parallel to the
surface, and kz is given by kz ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k2 � k2x � k2
p

. The intensity IðkÞ in single scattering
is given by Eq. (3).

By expanding Eq. (3) and inserting it in Eq. (4), we get four terms. Of these
four terms, the first term ðjfðkÞj2Þ is the direct term, the cross terms are the image
term and a twin image term, and the last term is the self-interference term. Assuming
that the first term jfðkÞj2 does not vary very much with k, i.e., f(k, r) is a smoothly
varying function of k, and assuming that the self-interference term is negligible (true
for backscattering geometries), it can be seen that the A(r) has a maximum for r ¼ rj
due to the image term and at r ¼ �rj due to the twin image term. Thus the intensity
of AðrÞ directly gives the emitter–scatterer distance and orientation and therefore the
crystallographic structure.

Including multiple energy diffraction patterns, Barton’s algorithm can be
rewritten as

AðrÞ ¼ Z Z Z

k;kx;ky

wðkx; ky; kÞ expðik ? r� ikrÞdkxdkydk ð5Þ

where k is the wave vector inside the crystal, kx and ky its components parallel to the
surface directions, and k its modulus (the z-axis is normal to the surface, z is positive
out of the surface). The advantage of including energy integration is that it removes
the twin image completely. This improves the interpretation of the results because
the twin-image intensities are located at positions different from atomic positions.

4.2.3 Low-Energy Ion Scattering (LEIS)

Ion scattering spectroscopy (ISS) was introduced by Smith [25] using noble gas ions
and has become a powerful tool for surface analysis. In low-energy ion scattering
(LEIS), a monoenergetic beam of low-energy ions in the 0.2–5-keV range is directed
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toward a surface and the backscattered incident ions are energy-analyzed at a known
scattering angle [11,12]. Inert gas ions (e.g., 4He and 20Ne) are often used in typical
applications. Mean free paths of ions in solids at low energies are extremely short
such that only the topmost layer composition is probed normally in LEIS (in
contrast to XPS and AES).

The process of ion scattering is illustrated schematically in Figure 5. Because
collision times are very short (10�15 to 10�16 s), the interactions can be approximated
as elastic binary collisions [28] between the incident ion and a single surface atom
(i.e., with an effective mass equal to the atomic mass). Diffraction effects are
negligible. The basic equation in ISS, using energy and momentum conservation, is

E1

E0
¼

cos y+
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

m2
2=m

2
1 � sin2 y

q

1þm2=m1

0

@

1

A

2

ð6Þ

where E0 and E1 are the initial and final energies of the incident ion of mass m1

scattered through an angle y by a target atom of mass m2. Since the final energy E1

depends only on the mass ratio m2=m1 for a fixed scattering angle y, the energy
spectrum gives a direct picture of the surface composition. Only the plus sign applies
for those cases in which the target atom is heavier than the incident ion ðm2=m1 > 1Þ
and each target mass can be identified by a single peak in the spectrum. If
m2=m1 < 1, both signs apply and each target mass gives rise to two peaks at different
energies [Detection of forward-scattered, recoil ions in elastic recoil spectrometry
(ERS) has been particularly important for analysis of surface hydrogen.]

In addition to elemental analysis, LEIS can be used to provide information
about the local surface structure at the probed atom. This application of LEIS was
improved by using alkali ions (e.g., 7Li and 23Na) and large scattering angles (near
1808) in so-called impact-collision ISS (ICISS) [29] Alkali ions have strong
trajectory-dependent neutralization cross sections and give relatively intense

Figure 5 Schematic of a binary, elastic collision in LEIS. An incident ion of mass m1 and

energy E0 gets scattered by a stationary target atom of mass m2 in a crystal. The final energy

E1 of the scattered, incident ion only depends on the mass ratio m2=m1 for a fixed geometry.
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angular-dependent signals in alkali ion scattering (ALISS) studies of surface
atomistic structure. Most of the results discussed in this section are based on ALISS
experiments in which the scattered alkali ions are energy-analyzed for a range of
incidence angles while monitoring the scattered intensities.

For structural analysis, the interaction potential between the incident and
target atoms must be considered to calculate the trajectory of the ions during the
scattering process. The interaction between two charged particles (here, the incident
ion and target nuclei) is given by the Coulomb potential. At low energies (*1 keV),
screening due to the electrons has to be considered also. Thus, a screened Coulomb
potential is used to describe the scattering

VðrÞ ¼ Z1Z2e
2

r
f

r

a

� �

ð7Þ

where Z1 and Z2 are the atomic numbers of the incident ion and target atom,
respectively, and r is their instantaneous separation. An analytical approximation,
called the Thomas–Fermi–Moliere [30] (TFM) screening function of the form

fðxÞ ¼ 0:35e�0:3x þ 0:55e�1:2x þ 0:1e�6:0x ð8Þ

is the most commonly used screening function. The screening length a suggested by
Firsov [31] is

a ¼ CaF ¼ Cð0:8853ÞaB
Z

1=2
1 þ Z

1=2
2

� ��2=3
ð9Þ

where aB ¼ 0:529 Å, the Bohr atomic radius. The adjustable parameter C was
introduced to improve agreement with experimental results.

The concept of a ‘‘shadow cone,’’ i.e., a region behind the target atom where no
ion can penetrate, is useful in surface-structure determination using ISS. This region
is created by the repulsive potential between the incident ion and target atom. Figure
6a illustrates the shadow cone region behind a target atom. When a parallel beam of
mono-energetic ions interact with an atom at varying impact parameters, the
envelope of the ion trajectories creates a region behind the target atom that is
inaccessible to any of the incident ions. A universal, empirical relation for this
shadow cone at a distance l from the target atom was given by Oen [32] as

rðlÞ
2
ffiffiffiffi

bl
p ¼ 1� 0:12aþ 0:01a2 for 04a44:5 ð10Þ

rðlÞ
2
ffiffiffiffi

bl
p ¼ 0:924� 0:182 ln aþ 0:0008a for 4:54a4100 ð11Þ

where b ¼ Z1Z2e
2=E0; a ¼ 2

ffiffiffiffi

bl
p

=a, and a is the screening length. The shadow cone
can also be calculated by solving the scattering integrals numerically with an
appropriate scattering potential. Figure 6b illustrates the determination of local
surface structure using the shadow cone concept. At a sufficiently low angle of
incidence c (polar angle) of the ion beam relative to the surface, all the surface atoms
are hidden in the shadow cones of the preceding atom in the ‘‘chain’’ of scatterers. As
the angle of incidence is increased above a critical angle cc adjacent, top-layer atoms
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emerge out of these shadow cones and there is a sharp increase in the ion scattering
signal at the detector. Simple geometry relates cc to the shadow cone radius r at a
distance l from its apex and at a distance d between two neighboring atoms:

r ¼ d sinðccÞ
l ¼ d cosðccÞ

)

ð12Þ

These relationships can be used to obtain the shadow cone radius and interaction
potential for known distances (structures) as a calibration. Then, unknown distances
and structures can be solved using the known shadow cone radius.

Figure 7 illustrates the appearance of critical angles in LEIS data. As described
above, the locations of the critical angles are directly related to the atomic geometry
and can be utilized in solving surface structures. Figure 7a gives a polar scan in
ALISS using 1-keV Naþ ions incident on the fcc Pt(111) surface along the ½�2211�
direction. At incident angles below c1, all atoms are in the shadow cone of their
preceding atoms and hence no ALISS signal can be observed. As the angle reaches

Figure 6 (a) Trajectories of a parallel flux of ions impinging on an atom with varying impact

parameters. The envelope of these trajectories creates a region behind the target atom which is

inaccessible to the incoming ions. This region is called the shadow cone. (b) With increasing

incidence angle, a critical angle cc is reached where nearest-neighbor atoms emerge from the

shadow cone of the preceding atom. This causes a sharp increase in the ion scattering intensity,

and thus a measurement of cc can be used to determine unknown surface structures.
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c1, the atoms emerge out of the shadow cone of the preceding atom, leading to a
sharp rise in intensity corresponding to the c1 peak in the ALISS scan. Similarly, as
the polar scan is increased further to c2, the second-layer atoms emerge out of the
shadow cone of the first-layer atoms, giving rise to the c2 peak. Figure 7b shows an
azimuthal ALISS scan for 5-keV Naþ ions incident on a fcc Ni(111) surface at a
grazing polar angle of 128. When the angle of incidence is along a low-index azimuth
direction, like [110] or [112], the shadow cone of the preceding atom prevents the
incident ions from reaching the target atoms for polar angles below the critical angle.
This causes the dips in ion scattering intensity along the [110] and [112] azimuthal
directions. Such azimuthal scans can provide the structure, orientations, and
symmetry of the neighboring atoms for a surface-layer target atom.

4.2.4 Applications to Structure Determination at Single-Crystal Surfaces

Studies of single-crystal surfaces under UHV conditions have allowed us to quantify
fundamental interactions at surfaces, and the majority of surface-science studies
have been conducted in this manner. Utilization of XPD and LEIS techniques
require the studies to be conducted under high vacuum, and studies of clean surfaces
or precisely controlled adsorbate layers require UHV conditions. Here we discuss a
few examples of the use of these two techniques in studies of single-crystal surfaces,
illustrating their power and limitations. The surfaces discussed are metal surfaces
that contain controlled amounts of adsorbates, ultrathin metal films, two-
component metal alloy surfaces, and oxide surfaces.

Figure 6 Continued.
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Adsorbate Structure and Adsorbate-Induced Restructuring at Metal
Surfaces

Formation of a surface always requires energy. However, the surface free energy can
often be minimized by interplanar relaxation or, more severe by reconstruction of
atoms at the surface to positions that deviate greatly from those expected from an
ideal termination of the bulk lattice. The presence of adsorbates can alter or induce
such reconstructions, and adsorbates themselves can form a variety of structures in
the adlayer as well. In the past, LEED and other surface-science techniques have
been employed to characterize the structure of these reconstructed surfaces and

Figure 7 (a) ALISS polar scan for an fcc Pt(111) crystal along the [�211] azimuth. The peak

at *208 originates from scatterers in the surface layer. The peak at *608 originates from

second-layer scatterers. (b) ALISS azimuthal scan at a low polar angle for an fcc Ni(111)

surface. At low polar angles, there are dips in the [110] and [112] directions because of the

shadow cone effect.
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ordered adsorbate layers. The chemical specificity of XPD and extreme surface
sensitivity of LEIS are particularly useful in this regard.

Adsorbate-Induced Surface Reconstruction of Ag(110)–(26 1)–O

Atomic and molecular adsorbates that form chemical bonds to surface atoms may
cause a restructuring of the surface in order to minimize the total energy of the
system. Such adsorbate-induced surface reconstructions have been observed for
many reactive adsorbates, e.g., H, C, N, O, and S adatoms. In the particular case of
O/Ag(110), LEED studies on the Ag(110)–(26 1)–O surface concluded that O ad-
atoms were adsorbed on long-bridge sites, but reconstruction of the Ag(110) surface
was not considered. Later, LEIS and STM studies indicated a ‘‘missing-row’’
reconstruction for the Ag(110)–(26 1)–O structure in which alternating rows of Ag
were removed. Scanned-energy mode XPD was used to unambiguously confirm this
missing-row structure [33].

Figure 8 shows the environment of the O atoms at the surface of the (26 1)
reconstruction. This result was obtained using the ‘‘projection method’’ to get the
approximate atomic geometry without a starting model. The vertical and horizontal
cuts near the surface establish the position of O atoms to be at the long bridge sites.

Figure 9 shows the comparison between theory and experiment for the missing-
row model of the Ag(110)–(26 1)–O system. After consideration of all possible
(26 1) reconstructions, the missing-row model has the lowest (best) R-factor, i.e., a
one-parameter expression for the quality of fit between two curves.

The locations of the O atoms deduced from XPD are consistent with previous
studies on this system using LEIS, STM, and surface-enhanced x-ray absorption
fine-structure spectroscopy (SEXAFS). Similar (26 1)–O phases on Cu(110) and
Ni(110) also have missing-row reconstructions.

Figure 8 Intensity plot for the projection-method calculation. (a) Vertical cut through the

[�110] azimuth. (b) Horizontal cut 1.61 Å below the oxygen atom emitter, which is at (0,0,0).

(From Ref. 33.)
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Orientation of Adsorbed C60 Molecules Determined by XPD

XPD has been used to determine the structure of C60 molecules chemisorbed on
single crystal metallic substrates [34]. The origin of the XPD pattern from a
chemisorbed C60 molecule is schematically illustrated in Figure 10a. All 60 carbon
atoms act as photo-emitters. The photo-emitted electrons are scattered by
neighboring carbon atoms, and this gives enhanced intensity along the C–C bond
directions, as shown in Figure 10b due to ‘‘forward focusing.’’ Analyzing the
position and symmetry of the high-intensity spots therefore gives a direct
determination of the relative locations of the carbon atoms. Figure 10c shows a
calculated diffraction pattern for the orientation of the C60 molecule, as shown in
Figure 10a. The dark spots correspond to interatomic directions.

Figure 11 shows the C 1s diffraction patterns observed in experiments on C60

monolayers on Cu(111), Al(111), Cu(110), and Al(001) surfaces. Figures 11a and b
have sixfold symmetry, which shows that a six-carbon ring is ‘‘facing’’ the Cu(111)
and Al(111) surfaces. The diffraction patterns between the two are quite similar
except for a 308 azimuthal rotation. This shows that the C60 molecules are rotated by
308. None of the groups has fivefold symmetry, suggesting that the 5-ring is not

Figure 9 Comparison of results from theoretical simulations (thin lines) with energy-

scanned, O 1s XPD data (thick lines) for the Ag(110)–(26 1)–O system. (From Ref. 33.)
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facing the surface in any of the cases. The orientation of the C60 molecules adsorbed
on different substrates is illustrated schematically in Figure 12. The atoms closest to
the surface are shown in black. In each of the four cases, theoretical single scattering
cluster (SSC) simulations of the rigid C60 cage structure closely reproduce the
corresponding diffraction patterns in Figure 11 after domain averaging. The twofold
symmetry in Figure 11c can be reproduced well by considering that the two C atoms
from a 6-ring and 5-ring (5–6 bond) face the surface. The fourfold symmetry in
Figure 11d can result from a single edge atom adsorption (between two 6-rings and
one 5-ring).

Ultrathin Metal Films and Bimetallic Surfaces

The interest in the morphology of ultrathin (monolayer, bilayer, etc.) metal films on
metal substrates has been fueled partly by the possibility of growing novel materials
with unique chemical and physical properties. For example, giant magneto-
resistance (GMR) structures are built by alternating thin nonmagnetic and
ferromagnetic layers, and the intermixing in the interface region has a large effect

Figure 10 (a) Schematic depiction of a C60 molecule adsorbed on a substrate showing the

relative orientation of the 60 carbon atoms. (b) Schematic drawing of the enhanced intensity in

XPD along interatomic directions caused by forward focusing. (c) Calculated XPD pattern for

a C60 molecule adsorbed on a substrate with a 6-ring directed toward the substrate. The dark

spots correspond to C–C bond directions with the size of the spots inversely proportional to

the interatomic distance. (From Ref. 34.)
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on the strength of the GMR effect. XPD and LEIS are both well suited to studying
such structures since both of these techniques can directly probe aspects of the
composition and structure of individual layers at and near the interface.

Bimetallic alloy surfaces are also of great importance. Most metallic materials
used commercially, and in particular metal-based, heterogenous catalysts, have
multicomponent alloy phases. Despite their obvious importance, alloy single-crystal
surfaces have not been studied so extensively in the past. A first step in
understanding the chemistry of these surfaces is a thorough characterization of the
structure of such surfaces. These attempts are part of efforts to overcome the
‘‘material gap’’ between commercial catalysts and surface-science studies.

Fe/Ni(001) Studied by XPD

The fcc phase of Fe (g-phase) at low temperature is of interest to understand the
effects of magnetic properties on atomic volume. While the g-phase in bulk, solid Fe
is only stable at high temperatures (above 9108C), epitaxial growth of Fe thin films
on suitable substrates can stabilize the g-phase at room temperature. Thin films of Fe
on Ni(001) are of interest because of lattice matching and the possibility of novel
magnetic phases that may arise from the influence of the structure and magnetism of
the substrate.

The growth mode of Fe on Ni(001) was studied using forward-scattering
photoelectron diffraction [35]. Figure 13 shows the IAD along the [110] azimuth for

Figure 11 C 1s XPD pattern, using a Mg Ka source, from monolayer films of C60 adsorbed

on (a) Cu(111), (b) Al(111), (c) Cu(110), and (d) Al(001). The patterns have been azimuthally

averaged by considering the appropriate rotational symmetry. (From Ref. 34.)
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the Fe/Ni(001) surface with Fe coverages of 0–14ML. The presence of forward-
scattering features from Fe emitters at 0.5-ML and 1-ML coverage shows that the Fe
film growth mode is not ‘‘layer by layer.’’ The position of the forward-scattering
features of Fe([112] shifted by �1.48 from clean Ni(001)) and the corresponding Ni
3p IAD (not shown here) strongly suggest that the growth mode is one of island
formation, rather than intermixing (alloying). The shift in the Fe[112] peak position
from 0–2ML can be explained by elastic strain. The Fe[112] peak at 1ML coverage
shifts by �1.48, which compares to �1.38 expected from the vertical expansion
required to retain the atomic volume of bulk Fe. As the Fe film thickness increases,
the [112] peak shifts to even lower angles, reaching a final value of 31.78, which far
exceeds values from elastic strain calculations. The IAD features for the thicker films
can be explained by a strain relief transition of Fe to a body-centered cubic (bcc)
(110) phase (with a bcch111i k fcch001i in-plane orientation) between 2- and 3-ML
coverage. The in-plane lattice constant between the bcc(110) and fcc(001) surface
unit cell is within 0.1%. Along the bcc[111] azimuth, the forward-scattering features

Figure 12 Molecular orientations of C60 in monolayer films on (a) Cu(111), (b) Al(111), (c)

Cu(110), and (d) Al(001) as determined from the XPD patterns in Figure 11. For clarity, only

the lower carbon atoms of the molecules are shown. The atoms closest to the surface are

shown as black dots. (From Ref. 34.)
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are expected to be at 31.58 and 50.88, which match quite well with the features
denoted as ‘‘b’’ (31.78) and ‘‘c’’ (518) for the 14-ML Fe coverage. The in-plane
angular rotation between the bcc(110) and fcc(001) surface can be explained by
including the sum of the four possible (110) domains leading to the same symmetry
as the (001) surface.

Table 1 shows the results of fitting quantitative multiple scattering calculations
to the XPD data for clean Ni(001) and Fe coverages of 3 and 7ML. The calculations
for 8-ML fcc Ni(001) give a ‘‘best fit’’ for a Ni lattice constant of 1.75 Å and lattice
parameter of 2.50 Å, which agrees well with the known, bulk values of 1.76 and

Figure 13 IAD curve from XPD data for 0–14-ML Fe on Ni(001). Angular scans from the

Fe 3p core level are shown and compared with those from the Ni 3p core level. The scans were

taken along the [110] azimuth of the Ni substrate. The inset shows the position of the [112]

peak and the anisotropy function. Cross sections of the bcc(110) azimuth [111] and fcc(001)

azimuth [110] are shown at the right, along with an in-plane schematic diagram of the fcc(100)

and bcc(110) surface cells. (From Ref. 33.)
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2.49 Å, respectively. Best fits for the 3-ML Fe coverage data indicate a structure of 2-
ML bcc/3-ML fcc Fe. The spacing corresponds well with the expected spacing of
2.04 Å for the bcc phase and 1.84 Å for the tetragonally expanded fcc phase. The
thickness indicated by the best fit in the calculation is greater than the nominal
coverage (5ML versus 3ML), and this is consistent with an island-formation growth
mode. Calculations for the 7-ML Fe film show a best fit for a 4-ML bcc/3-ML fcc Fe
structure. The Fe lattice parameter was relatively unchanged in both Fe films. The
consistently low R-factor values for all three structures show a very reliable goodness
of the fit for the fcc to bcc phase transition above 3-ML Fe thickness on Ni(001).

c(26 2)–Mn/Ni(001)

MnNi and MnCu binary alloys are found to have ordered surface reconstructions.
Theoretical arguments based on total energy calculations suggest that the magnetic
properties of these surfaces are the reason for the existence of the unusual surface
structures. Indeed, novel magnetic properties of these alloys have been found using
X-ray absorption spectroscopy (XAS) and X-ray magnetic circular dichroism
(XMCD), showing an enhanced magnetic moment of Mn of 4mB.

LEED studies showed an outward corrugation or ‘‘buckling’’ of Mn atoms out
of the surface. Photoelectron holography and quantitative XPD [36] was used to
unambiguously determine the element-specific structure of these surface alloys.
Photoelectron holography was used to get an initial estimate of the structure. Figures
14a and b compare a model structure with the 3-D perspective view of the
holographic reconstruction. The reconstruction was performed using Barton’s
algorithm [Eq. (5)] on 14 full-hemisphere diffraction patterns equispaced in
momentum space. In the model structure, the Mn emitter atom is at the origin
and the neighboring atoms are all chosen to be Ni from the observed c(26 2)
symmetry of the surface. The Mn emitter is located at the origin also in the
holographic reconstruction. This determines the structures to be a surface alloy from
the relative position of the holographic intensities along the substrate crystal-
lographic directions. The difference in height between the top-layer holographic
intensities from the origin is assigned to a large, outward buckling of Mn atoms.

Table 1 Best-Fit Structural Parameters forNi(001), 3-MLFe/Ni(001), and 7-MLFe/Ni(001)

Experimental

structural Ni(001) 3-ML Fe/Ni(001) 7-ML Fe/Ni(001)

Best-fit structure 8-ML fcc 2-ML bcc/3-ML fcc 4-ML bcc/3-ML fcc

ðR ¼ 0:050Þ ðR ¼ 0:038Þ ðR ¼ 0:030Þ
Best-fit d1�2;2�3 ¼

1:75+0:01
d1�2 ¼ 2:05+0:06 d1�2;2�3;3�4 ¼

2:04+0:04
Parameters (Å) a1;2;3 ¼ 2:50+0:01 d2�3 ¼ 2:01+0:03 d4�5 ¼ 2:01+0:03

d3�4;4�5 ¼
1:85+0:03

d5�6;6�7 ¼
1:85+0:03

a ¼ 2:49+0:02 a1;2;3;4 ¼ 2:47+0:02

Source: Ref. [35].
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To get better quantitative accuracy, simulations were then performed using
multiple-energy diffraction patterns and calculating R-factors over four different
kinetic energies. The kinetic energies selected were 60, 66, 80, and 94 eV, where the
backscattering intensities were strong and the experimental patterns varied
considerably. Comparisons between experiment and theory for the Mn diffraction
patterns are shown in Figure 15. The simulations reproduce the main features in each
of the distinct diffraction patterns.

A two-dimensional R-factor is shown in Figure 16 with the top-layer Mn-
height dMn varied from 1.6 Å to 2.4 Å, while the Ni height dNi is varied from 1.4 Å to
2.2 Å. The R-factor is plotted in a reverse intensity scale where the maximum
intensity corresponds to the minimum in R-factor. We observe the presence of a
global minimum of the R-factor corresponding to dMn¼ 2.1 Å and dNi¼ 1.7 Å. This
shows the structure where the Mn atoms are buckled out of the surface by 0.4 Å with
respect to the top-layer Ni atoms. This is also accompanied be an inward buckling of
the Ni atoms by 0.06 Å.

Buckling in Bimetallic Alloys of Pt Determined by ALISS

Bimetallic Pt–Sn catalysts are useful commercially, e.g., for hydrocarbon conversion
reactions. In many catalysts, Pt–Sn alloys are formed and play an important role in
the catalysis. This is particularly true in recent reports of highly selective oxidative
dehydrogenation of alkanes [37]. In addition, Pt–Sn alloys have been investigated as
electrocatalysts for fuel cells and may have applications as gas sensors.
Characterization of the composition and geometric structure of single-crystal Pt–
Sn alloy surfaces is important for developing improved correlations of structure with
activity and/or selectivity of Pt–Sn catalysts and electrocatalysts.

While bulk, single-crystal samples of alloys or intermetallic compounds can
sometimes be obtained, another approach is to anneal films prepared by depositing

Figure 14 Comparison of a 3D projection for (a) a model structure and (b) a holographic

reconstruction for the MnNi surface alloy produced using XPD data. The model structure is a

substitutional alloy with Mn atoms buckled out of the surface plane by 0.4 Å. All of the

nearest neighbors around Mn atoms can be seen in the holographic transformation, and these

are located close to the position of atoms expected from the model structure. A large buckling

(0.5 Å) for Mn is also observed in the holographic reconstruction.
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one metal on a second metal, single-crystal substrate. It is particularly important to
know whether the deposited metal forms an adlayer or is incorporated into the
surface layers to form an alloy structure. The c(26 2)–Sn/Pt(100) structure provides
a good example of this situation, as shown in Figures 17a and b. Ordered Sn adlayers
and intermixed, alloy-surface layer models can both account for this structure. Using
most surface science techniques, it is quite difficult to distinguish between such
structures. However, the large difference in the critical angles for Sn scattering in
ALISS polar scans for the two structures can immediately determine the actual
structure. At low-incidence angles, Sn ad-atoms are shadowed by other Sn adatoms
that are located at relatively large distances compared to the situation for
incorporated Sn atoms, which are shadowed by closer-in, neighboring Pt atoms.
Figure 17c shows that incorporation of Sn into the surface layer increases cc by
about 68.

Sn has been shown to form ordered ð
ffiffiffi

3
p

6
ffiffiffi

3
p

Þ R308 surface alloys at the (111)
surfaces of several late-transition metals upon annealing. Because of the lattice

Figure 15 Comparison between theoretical (left) and experimental (right) results for

diffraction patterns obtained at four different kinetic energies: 60, 66, 80, and 94 eV. The

diffraction patterns are from Mn emitters in a c(26 2) MnNi surface alloy. The model

structure used for the theoretical results was a substitutional alloy with the Mn atoms buckled

out of the surface layer.
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mismatch between Sn and substrate atoms (the atomic diameters of Sn, Ni, Cu, Rh,
and Pt are 2.81 Å, 2.49 Å, 2.56 Å, 2.69 Å, and 2.77 Å, respectively), Sn atoms
‘‘buckle,’’ i.e., are displaced outward from the surface plane, to relieve the strain.
ALISS has been used to determine the geometric location of Sn atoms in these
bimetallic alloys for the Sn/Ni(111) [38] Sn/Cu(111) [38] Sn/Rh(111) [39] Sn/Pt(111)
[38]. Figure 18 shows that a linear relationship exists between the buckling of the Sn
atoms and the lattice mismatch with the substrate atoms.

Oxide Surfaces

Although oxides are of increasing industrial importance for a large number of
applications, structural studies on oxide surfaces are still relatively rare compared to
those on metals and semiconductors. Oxides have a variety of chemical compositions
and structures, and a wide range of properties. For instance, perovskites range from
insulating to superconducting, range from transparent to opaque, and exhibit
dielectric constants between 30 to 30,000 within a relatively small variation of
composition. In chemical applications, oxides are used as gas sensors or support

Figure 16 Two-dimensional, R-factor calculation for variations in the height of Mn and Ni

atoms above the first subsurface layer in a c(26 2) MnNi surface alloy. The R-factor was

calculated as the square of the difference between experiment and theory, summed over all

points in the diffraction patterns that were obtained at four different energies. The bar on left

shows the intensity scaling of the R-factor, and the plot shows that a global minimum is

present.
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materials for nanodispersed catalysts. XPD and LEIS can be used to study oxide
surfaces, even those that are insulating, and problems due to charging at insulating
surfaces can be overcome. These are powerful structural tools because XPD and
LEIS determine the element-specific real space structures, which break down the
structure of complex oxide surfaces into simpler building blocks.

Anatase TiO2 Surface Using XPD

Rutile and anatase are two phases of TiO2. High-quality rutile single crystals can be
found in nature as it is the more stable polymorph. Naturally occurring anatase
minerals usually contain impurities. Single-crystal anatase phase with few impurities
can be grown on SrTiO3(001) single crystals due to its close lattice match with the
anatase phase. XPD has been used to characterize the anatase phase grown on
SrTiO3(001) and check the ordering of O and Ti in the crystal [40].

Figure 17 Two possible structures for the c(26 2) Sn–Pt(100) surface. (a) Overlayer model

with the Sn atoms located above the Pt(111) surface plane in threefold hollow sites. (b) Surface

alloy model with the Sn atoms replacing every second Pt atom in the surface plane. (c) ALISS

is ideally suited to distinguish between these two structures with high accuracy, as indicated by

the shift in the critical angle for Sn-scattering upon alloying between 720–760K. (From Ref.

73.)
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Figures 19a and b show the experimental XPD patterns of O 1s and Ti 2p core
levels from anatase TiO2 grown on an SrTiO3(001) single crystal. Figures 19c and d
and Figures 19e and f show the corresponding single-scattering cluster (SSC)
simulations for the anatase and rutile phase, respectively. We can see that the
experimental results match very closely to the anatase phase, whereas it is quite
different from the rutile phase. Hence, we can conclude that the TiO2 phase grown
on SrTiO3 is a high-quality anatase single crystal.

Rutile TiO2 Surface Using ALISS

Studying the titanium dioxide surfaces are of fundamental importance in under-
standing heterogeneous catalysis. High-quality rutile phase TiO2 are easy to obtain
and prepare. The TiO2(110) surface has been studied extensively, as it has the highest
thermodynamic stability, but widely different structural models have been proposed
using experiment and theory.

Recently ALISS experiments and simple classical theory have been used to
directly get the surface structure of TiO2(110) [41]. Figure 20 shows an unrelaxed
stoichiometric TiO2 surface with bridging oxygen rows.

Figure 18 A linear correlation exists between the Sn-buckling distance dp and the lattice

constants of late-transition metal, fcc(111) substrates. (From Refs. 38 and 39.)
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Figure 19 Experimental and theoretical results for XPD patterns from TiO2 surfaces. (From

Ref. 40.)
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Figure 21 shows the Liþ ALISS polar scans obtained along the [001] and
[�110] azimuths of the TiO2(110)–p(16 1) surface and the corresponding theoretical
simulations. Peaks I through VI have been reproduced in the theoretical simulations,
and the difference with bulk structure is illustrated in Figure 21b. The structure
determined from the critical angles shows that the bridging oxygens are located at
1.2+ 0.1 Å above the sixfold titanium atoms at the surface. A large relaxation of
about �18+ 4% (�0.6+ 0.1 Å) was observed between the first and second titanium
layers.

4.3 SCANNING PROBE MICROSCOPY

4.3.1 Introduction

The invention of the scanning tunneling microscope (STM) by Binnig and Rohrer at
the IBM Research Laboratory in Zürich in 1981 has revolutionized the science of
surface imaging and characterization. STM laid the basis for numerous scanning
probe microscopy (SPM) techniques now successfully employed in many surface-
science experiments. Today modern surface science is difficult to imagine without
SPM techniques to provide structural information that is either complimentary to
other techniques or unique observations of local defect structures on an atomic scale.
In this section we briefly review the physical principles of some of the most important
SPM techniques. Then we discuss the use of STM. We describe results obtained for
single-crystal surface characterization on metal and metal oxide surfaces under UHV
conditions in some detail. The reader interested in the enormous number of STM
studies on semiconductor surfaces is referred elsewhere [42]. Although most single-

Figure 20 Unrelaxed structure of the TiO2(110) surface with bridging oxygen rows. (From

Ref. 41.)
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Figure 21 ALISS polar scans of a TiO2(110)–p(16 1) surface taken along the (a) [001]

direction and (b) [�110] direction using 1-keV Liþ ions backscattered at 1608. The solid circles

are experimental data points and the solid curve is the result of theoretical calculations. Dotted

lines demonstrate simulations for an error in critical angle by +1.08. The dashed line shows

the simulations for the bulk structure shown in Figure 20. (From Ref. 41.)
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crystal characterization is done under UHV conditions, SPM techniques do not rely
on those conditions for their operation. Thus, we also describe results obtained on
surface structures in other controlled environments, in particular under high-gas-
pressure conditions and in electrolyte solutions.

4.3.2 Scanning Probe Microscopy (SPM)

All SPM techniques have in common that a sharp probe is raster-scanned across the
surface, utilizing piezoelectric transducers to control the position of the probe
relative to the surface with sub-Ångstrøm precision. The various SPM techniques
exploit different interactions between the probe and the surface to obtain locally
resolved information about the surface. This information can be presented as a two-
dimensional map (image) of the properties of the probed surface. Depending on the
technique, various physical and chemical properties of the surface can be imaged. To
illustrate the versatility of scanning probe microscopes, we briefly describe three
commonly used SPM techniques utilizing different probe-surface interactions to
obtain surface-sensitive information: STM, atomic force microscopy (AFM), and
near-field scanning optical microscopy (NSOM). There are numerous variations of
these techniques and other techniques utilizing different physical phenomena to
image the surface [43–50].

Scanning Tunneling Microscopy (STM)

The operation of an STM and the resulting resolution are very simple conceptually.
A schematic diagram illustrating this is shown in Figure 22. An atomically sharp
metal tip (commonly W, Pt, PtIr, or Au) is brought in close proximity to a
conducting sample, only separated by a few Ångstroms. A bias voltage applied

Figure 22 (a) Schematic diagram of a scanning tunneling microscope. An applied bias

voltage between the tip and the surface causes a tunneling current to flow, which can be

measured and used as an input signal for a feedback loop. During raster-scanning the tip

across the surface, the tunneling current is kept constant by changing the z-position of the tip

by applying a voltage (feedback output) to a piezoelectric transducer. An image of the surface

is generated by monitoring the feedback signal at different positions of the tip. (b) Tunneling

mechanism under the influence of an applied bias voltage between tip and sample. Electrons

tunnel from occupied states in the tip to empty states in the sample. The tunneling barrier is

defined by the separation between tip and sample and workfunctions of the tip Ft and

sample Fs.
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between the sample and the tip can cause electrons to tunnel through this gap, which
acts as a barrier, from occupied electronic states in the tip to empty states in the
sample, or vice versa, depending on the polarity of the applied bias voltage. This
tunneling current depends exponentially on the width of the barrier (i.e., the distance
between the tip and the surface) and directly on the electronic structure of the
surface. Thus the change in the tunneling current caused by scanning the tip across
the surface gives an image that is a convolution of the topography and the electronic
structure of the surface. In most STM experiments the tunneling current is kept
constant by means of a feedback loop. A voltage applied to a piezoelectric
transducer adjusts the tip–sample separation to maintain a constant, preset tunneling
current.

A more detailed description of the tunneling current between the tip and the
surface can be derived from Bardeen’s tunneling-current formalism [51] and
expressed as

I ¼
Z

eV

0

rsðr;EÞriðr;E � eVÞTðr;E; eVÞdE ð13Þ

where rsðr;EÞ and rtðr;EÞ are the electronic density of states of the sample and the
tip at location r and energy E, respectively, V is the applied bias voltage, and T is the
tunneling transmission probability. This is given by
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where js and jt are the workfunctions of the sample and tip, respectively, and z is
the tip–sample separation. Thus in ‘‘constant-current’’ mode, the STM tip follows a
complex contour line dictated by the surface density of states and the transmission
probability, which critically depends on the workfunction of the sample.

Each atom is sensed locally in STM, and in contrast to most surface-science
techniques, data are not generated by an average over ensembles of many atoms. The
electrons involved in STM have energies of a few electron volts, often smaller than
chemical bond energies, and this allows nondestructive, atomic-resolution imaging.

Atomic-Force Microscopy (AFM)

STM relies on a conducting sample for its operation. This restriction inspired the
invention of a new scanning probe microscope, the atomic-force microscope (AFM).
In contrast to the STM, which senses tunneling current, the AFM probes the force
between the tip and sample. To sense the force over a small area, a sharp tip with a
radius of curvature of a few nanometers is mounted at the end of a fine cantilever
micromachined out of silicon. These tips are usually etched from Si or SiN3. Carbon
nanotubes have been either attached or grown at the end of a tip, in order to create
tips with even-higher aspect ratios, and various tips have been functionalized to add
chemical sensitivity to the AFM. Bending of the cantilever is proportional to the
applied force (Hook’s law) and can be monitored and used as a feedback signal to
keep the force on the tip constant.
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The AFM can be utilized in various operational modes, with the most popular
ones being contact, noncontact, and tapping modes.

In contact mode the tip is ‘‘touching’’ the surface and is hindered from
penetrating the surface by repulsive forces. These repulsive forces are mainly
Coulomb repulsion due to incomplete shielding of nuclear charges of atoms in the tip
and the surface and the Pauli exclusion principle for the electrons. Scanning is a
dynamic process, and because the tip is in mechanical contact with the sample,
frictional or lateral forces can act on the tip in addition to the surface-normal forces.
These lateral forces result in a twisting of the cantilever. By separating the twisting
and bending of the cantilever one can simultaneously obtain information about
normal and lateral forces (lateral force microscopy).

In noncontact mode, attractive forces or force gradients between the tip and
surface are sensed. These attractive forces mainly arise from van der Waals
interactions between the tip and the surface. Since these interactions ð*10�11 NÞ are
smaller than the forces encountered in contact-mode AFM, they must be detected by
some resonance-enhancement technique. This is commonly done by vibrating the
cantilever just above its mechanical resonance frequency. Force gradients
encountered by the tip in close proximity to the surface shift the resonance
frequency of the cantilever. This causes in a change in the amplitude and/or a change
in the time lag (phase shift) between the driving oscillation and vibration of the
cantilever. These shifts can be monitored and used as feedback signals to keep the
tip–sample separation constant. Thus an image of the topography of the surface can
be obtained. Samples with ferromagnetic or electrostatic components can be probed
by special tips that are sensitive to those interactions and used to image magnetic
domains or electrostatic charges. Because the interaction forces in noncontact-mode
AFM are considerable smaller than for contact-mode operation, the risks of
‘‘accidentally’’ manipulating the surface by the measurement are reduced. This
allows for imaging soft (e.g., biological) materials by using noncontact AFM that
would be otherwise altered by contact-mode AFM.

Some operational limitations of noncontact-mode AFM, in particular trapping
of the tip in a water layer that is omnipresent on samples under ambient conditions,
can be overcome by utilizing a tapping mode of operation that retains a low impact
rate of the tip on the surface. In this mode the tip is vibrated at higher amplitude
than in noncontact-mode AFM. The tip makes contact with (i.e., taps on) the
sample, and the change in amplitude of the oscillating cantilever due to this contact
is measured. The force exerted by the tip on the sample can be very small because
small changes in the amplitude can be measured. Furthermore, lateral (shear) forces
on the sample are virtually zero. This allows delicate samples to be examined without
altering their surfaces.

Near-Field Scanning Optical Microscopy (NSOM)

The resolution in conventional optical microscopy is limited to ðl=2Þ by the
diffraction limit. This limitation can be avoided by using near-field microscopy. A
small light source brought close to the sample (<10 nm) interacts with the sample in
the ‘‘near field’’ of the light. Imaging the surface is accomplished by measuring the
interaction of the light with the surface, by reflection, refraction, or by absorption
and fluorescence mechanisms, and by detection of the light in the far field.
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The light source in this subwavelength optical probe is usually a nanofabri-
cated optical fiber or a metal-coated micropipette. Raster-scanning of the probe in
close proximity to the surface is usually controlled by combining the NSOM with an
AFM feedback loop. This means that the contact of the probe with the sample is
controlled in the same way as in an AFM, but the image is generated from the
detected light.

4.3.3 UHV Experiments with STM

As mentioned before, the bulk of surface-science studies have been conducted under
UHV conditions. Most atomic-scale STM studies have been performed also in UHV,
even though STM itself does not require vacuum conditions, because it is necessary
to prepare and keep clean a well-defined surface (often highly reactive) in order to
obtain meaningful, reproducible results. Also, STM is used under UHV conditions
so that complementary electron- or ion-based analytical techniques can be used to
characterize the same surface.

In this section we discuss a few illustrative examples of the use of STM in
studies of single-crystal surfaces. Given the large and increasing number of STM
studies in recent years we have made no attempt at completeness. The contributions
and limitations of STM for the characterization of different single-crystal surfaces
are demonstrated. The surfaces discussed are low Miller-index, clean metal surfaces,
two-component metal alloy surfaces, metal surfaces that contain controlled amounts
of adsorbates, ultrathin films that have been epitaxially grown on single-crystal
substrates, oxide surfaces, and finally nanoclusters on single-crystal supports.

STM of One-Component, Single-Crystal Metal Surfaces

As discussed above, STM is primarily sensitive to the electronic structure of surfaces.
Thus, on an atomic scale, protrusions may not necessarily correspond to the
positions of atomic nuclei, even if the measured periodicity corresponds to the
anticipated atomic lattice. However, in contrast to semiconductor surfaces, studies
on clean metal surfaces have shown that this caution can generally be ignored and
protrusions can be assigned to atom-nuclei positions. Furthermore, while large
corrugations are observed on semiconductor surfaces due to the presence of dangling
bonds, the atomic corrugation on metal surfaces is smaller by a factor of 50 to 100
than on semiconductor surfaces. Thus a higher resolution is needed for imaging
metal surfaces with atomic corrugation compared to semiconductors.

An unknown factor in the imaging of surfaces is usually the state of the tip. It is
generally believed that a single-atom tip, i.e., a tip with a single atom protruding
farther than all the others, is required in order to achieve a well-resolved, atomic
corrugation image of the surface. Since no reliable, reproducible way exists to
product such a tip and the shape and even chemical state of the tip frequently change
during the acquisition of an STM image, the resolution and even the measured
electronic structure of the ‘‘surface’’ can change with the tip. Even though this
appears at first to be a great disadvantage, different tip geometries may allow
additional fitting parameters for calculated, theoretical STM images to compare to
experimental results. Usually only a few feasible tip geometries have to be considered
for the different appearances of the experimental STM images. Thus, the change of
the appearance of the surface with different tip geometries allows a more accurate
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picture of the surface to be obtained. Such procedures have been successfully applied
for more complex surfaces where the electronic structure of the surface did not allow
the simple assignment of protrusions to atomic sites [52].

Surface Reconstructions

‘‘Broken’’ bonds at the surface give surface atoms a lower coordination number
compared to bulk atoms, and this causes the position of surface atoms to be altered.
In some cases this results in a relaxation of the interatomic spacing between the
atoms in the surface layer and the second layer compared to the bulk lattice spacing.
In other cases the surface reconstructs, i.e., surface atoms occupy completely
different positions, giving rise to a larger surface unit cell than that for an ideal
termination of the bulk at the surface. In principle, STM can be used to determine
the atomic arrangement of the surface layer. However, although STM has been
successful in elucidating surface structures of reconstructed surfaces and discrimi-
nating between different surface structures proposed by using other experimental
techniques and theoretical calculations, STM has rarely been used alone to identify
the structure of a reconstructed surface. Other techniques (e.g., I-V LEED, XPD,
and LEIS) still have the edge over STM for quantitatively determining exact atomic
positions within the surface layer. Nevertheless, ‘‘real-space’’ images of surface
reconstructions provided by STM uniquely provide information on domain sizes,
defects, and interactions of reconstructions with other surface irregularities, e.g., step
edges.

Au(110) Surface Reconstruction

Examples of simple reconstructions with a small unit cell are the ‘‘missing-row’’
(26 1) reconstructions of Pt, Ir, and Au(110) surfaces. The Au(110) reconstruction
was one of the first structures studied by STM. The STM results confirmed the
(26 1) reconstruction determined earlier by other techniques and allowed further
studies of domain sizes and the order–disorder phase transition that LEED found to
occur at *700K. Annealing the sample within 10K of this transition temperature
and then suddenly quenching the sample caused the half-order LEED spots to
almost disappear. STM revealed that (26 1) domains still existed, but with small
domain sizes of the order of 2–4 nm, far less than the usual coherence length required
for sharp spots in electron diffraction. Furthermore, STM showed that the domains
were separated by (16 3) and (16 4) missing-row structures, in addition to steps.
This illustrates how STM can provide important information about ‘‘local’’ atomic
structure, even when the ordered domains are too small (smaller than the coherence
length) to provide a signal in diffraction techniques.

Pt(100)–Hex Reconstruction

More complex reconstructions are formed on Ir, Au, and Pt(100) surfaces. These
surfaces form quasi-hexagonal overlayers on the square substrate lattice. This results
in a large surface-unit cell. On the Pt(100) surface, two reconstructions are known to
exist. There is a metastable Pt(100)-hex reconstruction that forms by annealing the
crystal to *1000K, and a stable reconstruction that is rotated by 0.78, i.e., the
Pt(100)–hexR0.78, that forms upon annealing to above 1200K. The exact structure
of the surface-unit cell of the reconstruction is still disputed. LEED studies suggest a
unit cell of 14 �11

1 5

� �

, which would give a fivefold symmetry in approximately the [011]
direction. However, more sensitive He-scattering experiments show a splitting of the
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one-fifth-order diffraction peak and thus indicates a much larger until cell of 13 �11
18 43

� �

.
High-resolution STM images exhibit a clear modulation of the surface atoms with a
periodicity of 30 atoms in *½01�11� and 6 atoms in the *½011� direction, as shown in
Figure 23. This corresponds to 29 and 5 atoms on the (16 1) lattice, and thus a
(296 5) until cell. However, Figure 23 shows that there is also a less well-
pronounced, long-range modulation visible along the [011] direction. While rows 3
and 5 appear equally bright in cell A in Figure 23, the same rows of the ‘‘unit’’ cell in
cell B are different in appearance. This implies that the surface is not described by a
(296 5) unit cell but by a very large unit cell in the [011] direction, or it may even be
incommensurate in this direction. A thorough inspection of the modulation in such
STM images suggests that the whole period of the unit cell consists of 26 (296 5)-
cells in the [011] direction, i.e., 156 surface atoms or 129 substrate atoms. This result
agrees closely with the He-scattering data.

Standing Electron Waves

Apart from the determination of topography and atomic structure of surfaces, the
STM also has a unique capability to image the local electronic structure of surfaces.
Delocalized surface states of electrons, so called Shockley states, behave very much
like a two-dimensional free-electron gas. These electrons are scattered at step edges
and point defects at the surface. Reflected electron waves from step edges can
interfere with incident waves, leading to an oscillation in the local density of states. It
is possible to image these surface states by STM [53]. The formation of standing
waves by the scattering of surface states at defect sites was first observed on a

Figure 23 High-resolution STM image of a reconstructed Pt(100) surface. A (296 5) cell

with (306 6) surface atoms is indicated. The differences between cells A and B are highlighted

in the schematic drawings at the right. These inequalities between the (296 5) cells indicate a

larger unit cell for the reconstruction. (From Ref. 62.)
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Cu(111) surface at low temperatures. The constant-current images clearly show
standing electron waves at step edges and around point defects in Figure 24. It was
found that the oscillation wavelength is energy-dependent. The wavelength increases
as the energy is lowered with respect to the Fermi energy. Similar surface-state
oscillations have been observed on other metal surfaces such as Au(111) and Ag(111)
that exhibit Shockley states.

Adsorbate-Induced Surface Restructuring

STM can be used to study this restructuring on an atom-by-atom basis, but it also
allows studies of the dynamics of this process, i.e., the nucleation and growth of
reconstructed domains and the mass transport that is involved.

Oxygen on Cu(110)

The oxygen-induced reconstruction of a Cu(110) surface has been studied by
recording consecutive STM images of the same surface area during oxygen exposure.
Some of these images are reproduced in Figure 25. It was found that the nucleation
and growth of the (26 1) reconstruction proceed via the release of Cu atoms from
step edges to combine with adsorbed oxygen atoms, forming Cu–O ‘‘added rows’’ on
top of terraces running in the h001i directions [54]. These added rows tend to

Figure 24 Constant-current STM image of a Cu(111) surface measured at 4K (Vt ¼ 0:1V
and It ¼ 1:0 nA). Spatial oscillations with a periodicity of 15 Å are clearly emanating from

monatomic step edges and point defects. (From Ref. 53.)
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agglomerate with increasing oxygen exposure to form (26 1) islands. Once most of
the step edges of the Cu surface are pinned by (26 1) islands, another reaction
channel becomes competitive. Cu atoms also can be expelled from flat terraces to
form rectangular troughs of missing first-layer Cu atoms. If the amount of oxygen
exceeds the saturation coverage for the (26 1) reconstruction (0.5ML), a more
complex reconstruction evolves and a c(66 2) structure is formed. STM images
reveal that this structure preferentially nucleates and grows from step edges and
appears to form on top of the coexisting (26 1) structure. STM shows protrusions
situated in short bridge sites of the underlying Cu–(16 1) lattice forming the
c(66 2) superstructure. These protrusions are associated with Cu atoms sitting on
top of the (26 1) Cu–O rows. A structural model for the c(66 2) surface is depicted
in Figure 26.

Lifting of the Pt (100)–Hex Reconstruction by CO Adsorption

Adsorption of various molecules (CO, NO, O2, and C2H4) onto the reconstructed
Pt(100) surface causes a lifting of the surface reconstruction and the formation of a
(16 1) Pt surface covered by an adsorbed layer. The driving force for lifting the
reconstruction is the higher heat of adsorption of the molecules on an

Figure 25 Series of STM images recorded while a Cu(110) surface was exposed to an oxygen

(O2) background pressure of *10�8 Torr. The imaged area is 2356 256 Å2. Cu atoms are

removed from step edges and the added Cu–O– rows nucleate and grow on the terraces along

the h001i direction. (From Ref. 54.)
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unreconstructed surface layer compared to that on a quasi-hexagonal, reconstructed
overlayer.

The hexagonal, platinum top layer of the reconstructed surface is more densely
packed than the square (16 1) Pt(100) lattice. As a consequence, lifting the
reconstruction causes platinum atoms to be expelled from the surface layer. These
platinum adatoms rapidly nucleate to form Pt islands at 300K. Lifting of the
reconstruction and formation of Pt islands can be directly observed by STM at room
temperature. Figure 27 shows a series of STM images that were taken as the Pt
(100)–hex surface was exposed to CO gas. With increased CO adsorption, the areas
covered with Pt islands increase until the reconstruction has been removed from the
whole surface. The nucleation and growth of the Pt islands appear to be rather
anisotropic. Once islands have formed, these regions grow rather than nucleating
new areas. The islands have an elongated shape in the long-periodicity direction of

Figure 26 STM images of Cu(110) showing (a) coexistence of a (26 1)O structure with a

c(66 2)O structure (5.16 5.0 nm2 scan), and (b) heterogenous nucleation of a c(66 2)

structure at step edges and its subsequent anisotropic growth (15.76 17.1 nm2 scan). Panels

(c) and (d) show perspective and top-view atomic models for the c(66 2) structure,

respectively. (From Ref. 54.)
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Figure 27 Series of STM images of a Pt(100) surface at 300K exposed to CO gas. Lifting of

the hex-reconstruction of the clean surface and formation of Pt ad-islands can be observed.

Copyright © 2003 by Taylor & Francis Group, LLC



the hex-reconstruction, indicating that adatom diffusion and/or lifting of the
reconstruction proceeds preferentially along this direction. Annealing such a surface
to *450K causes the islands to assume a compact, square shape (Figure 28), as one
would expect for an equilibrium island shape. The absorbed CO molecules on this
surface can also be imaged by STM. The CO molecules form c(26 2) domains
(Figure 28), both on top of the islands as well as on the region between the islands.
The c(26 2) structure is also observed by LEED.

Metal Alloy Surfaces

In order for STM to be a useful tool to characterize surfaces with multiple (here we
limit ourselves to two) components, it has to be able to discriminate between the
different elements present at the surface. Such a sensitivity of the STM to different
chemical elements is not obvious a priori and cannot be expected generally. Such a
discrimination, however, has been observed for many systems. The mechanism for
such ‘‘chemical contrast,’’ a discrimination between two different elements, is not yet
completely understood. In a few cases the state of the tip appears to be critical, and it
was proposed that ‘‘trapping’’ of an adsorbate atom at the end of the tip may be
critical. This tip-adsorbate atom may then form chemical bonds preferentially with
one element in the surface. Such a precursor of a chemical bond may increase the

Figure 28 Annealing the surface probed in Figure 27 to 450K causes the Pt ad-islands to

assume a compact, square shape. Adsorbed CO forms a c(26 2) adlayer on top of the

unreconstructed Pt(100) islands and surface regions between the islands. (Inset 106 9.3 nm2.)
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local density of states (LDOS) between the adsorbate and the surface and/or move
the adsorbate closer to the surface. Both mechanisms result in higher tunneling
probability and thus increased contrast. In such a case, frequent ‘‘tip changes’’ are
usually observed that cause alterations of the chemical contrast as atoms are picked
up and dropped by the tip. A more controlled contrast has been observed on surfaces
that exhibit large variations in the LDOS between the two elements in the surface.
This is the case for PtRh alloys, for instance. In this case, the density of states near
the Fermi level is significantly larger above Rh than above Pt atoms. This results in a
larger corrugation of the Rh compared to Pt atoms in the STM images.

Chemical contrast on alloy surfaces is a direct way of determining the
composition of the surface layer. For example, the image shown in Figure 29 of a

Figure 29 STM image of a Pt25Rh75 (111) surface showing chemical contrast (306 30 nm2).

A histogram of the centers of the atoms results in two separate peaks and the concentration of

the components can be determined by a Gaussian fit. (From Ref. 55.)
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Pt75Rh25(111) crystal surface shows 69% Pt and 31% Rh atoms in the surface layer
[55]. Furthermore, information on the short-range order of the atoms can be
extracted from atomically resolved images. From Figure 29, a small but significant
increase in the number of hetero-neighbor atoms compared to a random distribution
was deduced.

STM images of alloyed surfaces may also show a contrast difference between
the same element with different numbers of hetero-neighbor atoms due to the effects
of alloying, like charge transfer between atoms and rehybridization. This arises from
changes in the LDOS around the Fermi level. Such an effect was observed for Au
atoms alloyed in Ni(111) (Figure 30, top) and also for Sn/Pt(111) surface alloys
(Figure 30, middle). Two ordered surface alloys can be formed for Sn alloyed into
the top layers of a Pt(111) crystal, i.e., the (26 2) and the ð
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The two structures have two and three Sn-neighbor atoms per Pt atom, respectively.
On a surface that exhibited domains of both surface structures, it was found that Pt
ensembles with fewer Sn-neighbor atoms per Pt atom appeared brighter than Pt
ensembles with more Sn-neighbor atoms (Figure 30, middle and bottom). This effect
was explained by a depletion of the DOS of the Pt atoms near the Fermi level due the
effect of alloying with Sn.

Metal-on-Metal Epitaxy

STM has greatly contributed to obtaining a better understanding of the nucleation
and growth of metals deposited on metal substrates. Traditionally three growth
modes are distinguished: 2D layer-by-layer growth (Frank–van der Merwe), 3-D
island growth (Volmer–Weber), and 3-D island growth on top of a 2D wetting layer
(Stranski–Krastanov). These growth modes are only valid in the limit of
thermodynamic equilibrium. Depending on the temperature and concentration
(e.g., supersaturation) of metal adatoms at the surface, growth modes deviate from
the thermodynamic equilibrium and kinetic effects play an important role. The
dynamic range of the STM to image surfaces from an atomic scale to micron-sized
areas allows direct information to be gathered on atomic processes governing the
growth kinetics, such as the size of the critical nucleus, motion of individual adatoms
and clusters, and shape and branch thickness of individual dendritic islands.
Information on island densities, morphological defects, and step densities can be
obtained as well.

Diffusion-Controlled Island Morphology—Ag on Pt(111)

Information on island morphologies can provide details about atomistic diffusion
processes. For the growth of Ag on Pt(111), island growth proceeds via anisotropic
branching after reaching a critical size. Two types of ramified island structures were
observed as shown in Figures 31a and b. A fractal structure, i.e., a randomly
ramified island, results when ad-atoms ‘‘hit and stick’’ to the growing island, and a
dendritic structure, i.e., symmetrically branched islands, results if the growth rate is
lowered. Anisotropic ad-atom diffusion around the perimeter of the islands has been
identified as an important process for the formation of dendritic islands. There are
two types of close-packed island edges, so-called ‘‘A’’ and ‘‘B’’ steps, on an fcc(111)
surface. It is apparent from simple geometric reasoning that diffusion from a corner
site to the A step can occur via an hcp-hollow site while diffusion to the B step has to
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Figure 30 (top) Au atoms alloyed randomly into the Ni(111) surface appear as ‘‘holes.’’ Ni

atoms surrounding an alloyed Au atom appear brighter than Ni atoms without Au-neighbor

atoms. This may be explained by a change in the electronic structure of the Ni atoms due to

the effect of alloying. (From Ref. [63].) (middle and bottom) Mixed domain surface of the

ordered (26 2) and (H36H3)R308 Sn/Pt(111) surface alloys. The brightness of Pt ensembles

depends on the number of Sn-neighbor atoms. This is interpreted as increasing depletion of the

Pt electronic states close to the Fermi level with increasing number of Sn neighbors. This

results in a lower tunneling probability and thus a decreased contrast in STM. (From Ref. 64.)
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occur via an on-top site. This results in different diffusion barriers and thus
anisotropic diffusion rates as illustrated in Figures 31c and d.

Surfactant-Influenced Growth—Homoepitaxial Growth of Pt

Ad-atom diffusion, in particular diffusion across step edges, can be influenced by the
presence of ‘‘impurity’’ atoms on the surface, or so-called surfactants. The positive
influence that surfactants can have on crystal growth has long been known and
exploited. However, new microscopic insight was obtained from recent STM studies.
Figure 32 shows how the presence of oxygen ad-atoms decisively influences the
homoepitaxial growth of Pt on Pt(111) surfaces, producing a ‘‘flatter’’ surface.

Figure 31 STM images (1206 120 nm2) showing (a) fractal (randomly ramified) and (b)

dendritic Ag aggregates grown on Pt(111) at rates of 1.66 10–5ML/s in (a) and 1.16 10–

3ML/s in (b). For both cases, the total Ag coverage was Y¼ 0.12ML. (From Ref. [65].) (c)

Schematic diagram illustrating the A and B directions for the diffusion of an Ag ad-atom

along the edges of an Ag heptamer on Pt(111). (d) Calculated total energy of an Ag ad-atom

diffusing along the edges of an Ag heptamer. The diffusion path with the lowest barrier from a

corner site (C) to the A step site is via the hcp site close to it. Diffusion to a B step site from the

C-corner site is hindered by a larger diffusion barrier associated with diffusion over an atop

site. (From Ref. 66.)

Copyright © 2003 by Taylor & Francis Group, LLC



Oxygen reduces the diffusion barrier for interlayer diffusion of Pt and a more
perfect, layer-by-layer growth is achieved.

Strain Relief due to Misfit Dislocations—Cu on Ru(0001)

Lattice mismatch between the adlayer and substrate material in heteroepitaxy can
have pronounced effects on the morphology of the grown film. Pseudomorphic films,
in which the adlayer adopts the substrate lattice spacing, can be significantly
strained. There are several ways for this stress to be relieved. One way is to form
islands instead of forming a continuous film. This can be done by forming either
compact or elongated island structures or by forming islands on top of a strained
wetting layer (Stranski–Krastanov growth). STM is an ideal tool for characterizing
island density, shape, and size. Another strain-relief mechanism available for the film
is the formation of dislocation networks. Ultrathin Cu films grown on Ru(0001) [56],
for instance, grow pseudomorphically in the first monolayer, but form domains with
fcc and hcp atom-stacking, similar to the Au(111) surface reconstruction, if a second
layer forms in order to uniaxially relieve the stress in the film. These domains are
separated by misfit dislocations where the Cu atoms occupy slightly higher, bridge
sites. Since the domains are anisotropic, with the misfit dislocations running in h120i
directions, the Cu atoms are still in registry with the substrate along this direction
and consequently under tensile stress. This anisotropy is lifted for the third Cu layer,
where the misfit dislocations are arranged in a pseudoisotropic triangular pattern.
For a fourth Cu layer, the in-plane stress is relieved by rotation of the Cu overlayer

Figure 32 STM topographs of 5-ML Pt deposited on a (a) clean and (b) oxygen precovered

Pt(111) surface at 400K. The imaged area is (2206 220 nm2) for both images. The percentage

of completion of the deposited layers versus the layer number n is plotted as histograms below

each topograph. For the oxygen precovered surface, a completion of layers is favored before

new layers nucleate, indicating a reduced interlayer diffusion barrier. (From Ref. 67.)
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with respect to the Ru(0001) substrate by *18, forming a Moiré pattern. The small
differences in the topography in the dislocation lines or in the Moire pattern can be
imaged by STM (Figure 33), and this allows the most direct determination of the
surface morphology.

Figure 33 STM images of Cu grown on Ru(0001) substrates. (a) Fully strained, 1-ML-thick

pseudomorphic Cu layer in registry with the Ru substrate. (b) Relaxation of the lattice strain

for different layer thicknesses: 2ML (top), 3ML (middle), and 4ML (bottom right). The film

in (b) had a nominal film thickness of 3ML. (From Ref. 56.)
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Oxide Surfaces

For STM and many other surface-science techniques, conductive samples are
needed. However, many oxides with perfect stoichiometry are insulators. This
problem has been addressed by studying thin oxide films grown on metal single-
crystal substrates. Epitaxial, thin oxide films can be grown for the right choice of
metal substrates, which exhibit surfaces with structures similar to those for bulk
oxide samples.

Thin Oxide Films on Metal Supports—Al2O3 on NiAl(110)

Al2O3, one of the most important support materials for dispersed metal catalysts,
can be grown in continuous films that are only a few Ångstrøms thick by oxidizing a
NiAl alloy. Figure 34 shows an example of an Al2O3 film on NiAl(110) [57]. The film
is atomically flat but exhibits line defects (antiphase and reflection domain
boundaries). The line defects are a consequence of strain in the oxide film resulting
from the lattice mismatch between the substrate and oxide film. The formation of
these defect lines can partially relieve the strain in the oxide layer. Although these
oxide films are very thin, they can possess properties similar to bulk oxide surfaces,
and thus they are often used as substitutes for bulk oxide samples. These films allow
for the use of STM and other surface-science techniques that rely on conducting
samples. As one example, such oxide films have been used as supports to grow metal
nanoclusters, which can then be used as model systems for nanodispersed metal,
heterogeneous catalysts.

Bulk Oxide Crystal Surfaces—TiO2(110)

Bulk oxides can also be studied by STM if the sample has a sufficiently high electrical
conductivity. This may be achieved for some oxides by simply annealing the sample
in vacuum in order to create oxygen defects. An oxygen deficiency of 0.1% alters the

Figure 34 STM image (456 45 nm2) of an Al2O3 film formed on NiAl(110) by oxidation. A

step edge (S), reflection-domain boundary (R), as well as an antiphase boundary (A) are

indicated. (From Ref. 57.)
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electrical conductivity of SrTiO3 from <10�8 (Ocm)�1 to 10�2 (Ocm)�1. However,
such annealing procedures may change the surface stoichiometry, because oxide
surfaces accommodate variations in composition relatively easily. Consequently, a
large variety of surface compositions and structures are expected and observed.
Furthermore, transition metal cations have multiple valence states and concomitant
variations in local bonding geometries. Thus, various surface-science techniques
have been used to show numerous stable surface structures of oxides and the
sensitivity of the surface structure to the thermal and chemical history of the sample.

Ambiguities arise in the interpretation of STM images of oxide surfaces from
the convolution of electronic and topographic information in the STM data.
Electronic effects at oxide surfaces are much more pronounced than on metal
surfaces. Oxygen-deficient oxides are n-type semiconductors, i.e., the Fermi level is at
the top of the band gap. Therefore, tunneling should probe the d-derived states of
the cation. STM images should show cation sites as bright protrusions and oxygen
sites as dark depressions. However, this assignment of cation and oxygen sites is
disputed, and opposite assignments can be found in the literature.

The rutile TiO2(110) surface has been extensively studied by STM, and Figure
35 shows one image from the (16 1) TiO2(110) surface. There is now accumulated
evidence from both theoretical calculations and studies of adsorbed molecules that

Figure 35 STM image (146 14 nm2) of a stoichiometric 16 1 rutile TiO2(110) surface.

Dark rows on the terraces correspond to bridging oxygen rows, while the bright rows are due

to titanium rows. The inset shows a ball-and-stick model of the rutile TiO2(110)–(16 1)

surface. Large balls represent oxygen atoms, and small balls represent titanium atoms. (From

Ref. 68.)
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are assumed to bind to the Ti sites at the surface that the bright rows in the STM
image correspond to Ti rows along the h001i direction and the dark rows correspond
to bridging oxygen rows.

Figure 36 STM topographs of Pd clusters grown on an Al2O3 thin film on a NiAl(110)

substrate. (a) Image (656 65 nm2) recorded after deposition of *2-ML Pd at room

temperature. Pd clusters have preferentially nucleated at a step and along domain boundaries.

(b) and (c) Atomic-resolution images of nanosize, crystalline Pd clusters. The top of the

clusters are (111)-terminated. The side facets are (100)- or (111)-terminated. (From Ref. 57.)
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Nanoclusters on Single-Crystal Supports

STM is ideally suited to characterize the morphology of nanostructures grown on
single-crystal substrates. The self-organization of nanoclusters with a preferential
size distribution on semiconductor surfaces is being exploited to form quantum dots,
and a huge number of studies in this technologically important field have been
conducted. Here, however, we provide two examples that relate to catalysis and
electrocatalysis.

Metal Clusters on Oxide Supports—Pd on Al2O3

Metal clusters on single-crystal oxide substrates have been studied with an aim to
better understand metal/oxide interfaces and to create model systems for supported,
nanodispersed metal catalysts for surface-science studies. Growth of metal deposits
on oxide crystal surfaces proceeds via nucleation and ad-atom incorporation into
existing clusters. Initial nucleation can occur by trapping of an ad-atom at a defect
site (heterogenous nucleation) or by fluctuations that form a critical cluster size or
nucleus during recombination of ad-atoms (homogenous nucleation). For homo-
genous nucleation, the density of nuclei is dependent on the ad-atom diffusion
coefficient and the deposition flux of ad-atoms. Both parameters can be varied easily
experimentally and thus one can control the density of nanoclusters and their sizes.
For heterogenous nucleation, the saturation cluster density is independent of the
incident atom flux and surface diffusion coefficient. In this case, only a change in the
density of defect sites (nucleation sites) on the substrate allows for an adjustment of
the nanocluster distribution. STM is a powerful probe of the cluster-size distribution
for different preparation conditions.

Pd deposits on thin Al2O3 films grown on an NiAl(110) substrate have been
studied by STM. Since Al2O3 is an insulator with a wide band gap of &8 eV,
tunneling at low-bias voltages takes place from, or to, states in the underlying metal
substrate. Determining the real height of metal clusters on the surface requires a
subtraction of the oxide film thickness from the apparent height measured with STM
at low bias. Islands preferentially nucleate along line defects like surface steps and
antiphase or reflection boundaries of the Al2O3 thin film as shown in Figure 36a.
Atomic-resolution STM images of these Pd nanoclusters were achieved for clusters
with a width larger than *40 Å (Figures 36b and c). The top faces of the Pd islands
were found to be (111)-terminated. The facets on the side of the islands were also
predominantly (111) faces and only small (100) facets were exposed. Quantitative
information about the work of adhesion could be derived from the observed shape of
the islands and a Wulff construction based on calculated surface energies [57].

MoS2 Islands on Au(111)

Atomic-scale, structural information has also been obtained on MoS2 nanoclusters
grown on a Au(111) substrate [58] STM results for these single-layer, MoS2
nanoclusters showed that the S-terminated step edges are preferred to Mo-
terminated step edges. This results in a triangular-shaped island. A reconstruction
of the sulfur atoms along the step edges was also observed. This can be seen by using
the grid superimposed on the STM image in Figure 37a. S atoms at the edges are
shifted by onehalf of a lattice constant along the edge compared to the hexagonal
lattice of the basal plane. Exposing the surface to atomic hydrogen ‘‘strips off’’ sulfur
atoms from the step edges due to chemical reactions and forms defect sites with
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undercoordinated Mo atoms, as shown in Figure 37b. It is believed that such sites
are catalytically active for hydrodesulfurization reactions. This approach makes it
possible to directly image active sites for catalysis with STM.

4.3.4 High-Pressure STM Studies

Most surface-science techniques use electrons or ions to probe surfaces and thus
require vacuum conditions for their operation. STM does not involve free electrons.
This allows STM to be used in various ambient environments, such as air, liquid, or
a pressurized cell with a well-defined background gas. The latter situation is
described in this section. High-pressure STM studies are designed to close the
‘‘pressure gap’’ between the conditions for surface-science studies and those
encountered in industrial catalytic processes. Studies of adsorption of molecules
on surfaces under UHV conditions are necessarily carried out at low temperatures
(often below 300K) to create high coverages of molecules similar to those that might
form at high pressures and elevated temperatures, i.e., those conditions under which
most catalytic processes take place. However, adsorbate structures formed at low
temperatures are not necessarily in equilibrium with the gas phase and thus may
correspond to kinetically trapped structures that have little resemblance to the
thermodynamically stable structures formed at high pressures and temperatures. The
use of low temperatures also severely limits observations of surface reactions that
occur via activated processes.

High-pressure STM apparatuses are now available in a few laboratories. This
allows one to scrutinize the low-temperature results, identify new, ordered adsorbate
structures, and study activated processes such as adsorbate-induced, surface
reconstruction, and reactions that only occur in the presence of adsorbates at high

Figure 37 Atom-resolved STM images of MoS2 nanoclusters on Au(111). (a) A

superimposed grid shows the registry of edge atoms relative to those in the basal plane of

the MoS2 triangle. The inset shows the Wulff construction for the MoS2 crystal. EMo and ES

denote the free energy for Mo and S edges, respectively. (b) An MoS2 nanocluster after it was

exposed to atomic hydrogen at 600K. S vacancies were formed at the edges (indicated by

circles). (From Ref. 58.)
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temperatures. These studies may shed new light on mechanisms of catalytic reactions
under industrial conditions.

Although these measurements are taken at elevated pressures, an UHV
chamber is still normally used to prepare a clean, well-defined surface prior to
exposing the surface to gases. In practice this is often achieved by having a two-
chamber design with sample transfer between the chambers. One chamber includes
sample preparation and standard surface-science analysis techniques, while the
second chamber contains the STM and can be pressurized conveniently.

Molecular Adsorbates at High Pressures—CO on Pt(111)

An example of an adsorbate structure identified at high pressure that is different
from those observed under UHV conditions comes from studies of CO adsorption
on Pt(111). An STM image of a Pt(111) surface in a background pressure of 150 Torr
CO and 50 Torr O2 is shown in Figure 38a. The surface exhibits an ordered,
hexagonal superstructure with a uniform spacing of 12+ 1 Å. A comparison with
h110i-type step edges of the Pt(111) surface indicates that the close packed rows of
the hexagonal superstructure are aligned along this crystallographic direction. Thus,
the hexagonal structure shows only one rotational domain, in contrast to the CO
structures observed under UHV conditions. The structure observed in STM at high
pressure is a Moiré-type structure, due to an ordered, close-packed layer of CO that
is incommensurate with the Pt(111) substrate. The observed orientation of the Moiré
structure indicates that rows of CO molecules are formed that are parallel with rows
of the Pt lattice. The 12+ 1 Å Moiré structure is most likely explained by a model
for the CO overlayer in which CO molecules are separated by 3.7 Å, with three CO
molecules spanning approximately four Pt atoms, as shown in Figure 38b. Such a
structure corresponds to a coverage of 0.60 ML.

This surface structure is different from those formed at high-CO coverage
under UHV conditions and stabilized by low temperatures. Under UHV conditions,

Figure 38 (a) STM image (566 36 nm2) obtained in 150-Torr CO and 50-Torr O2 after

annealing to 1838C. The STM image (1606 200 nm2) in the inset indicates the [110] direction

of the step edges of a triangular hole and mesa of Pt atoms. The close-packed rows of the

Moiré pattern align parallel to the step edges of the Pt structures in the inset. (b) Proposed

model for the high-pressure, CO overlayer on Pt(111). Small black circles correspond to CO

molecules and large open circles correspond to the Pt(111) substrate. (From Ref. 69.)
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these adlayers always exhibit several domains due to different angular epitaxies with
the Pt substrate. Thus, even though the detailed model for the CO overlayer
structure can be disputed, it is apparent that CO molecules adopt a different surface
order at high pressures than under low-temperature, UHV conditions. It is likely
that this structure is relevant for catalytic processes occurring at elevated pressures
and temperatures.

Surface Reconstruction—Pt(110) under High Pressures
of H2, O2, and CO

Topographical changes due to massive surface reconstructions may occur if surfaces
are exposed to high pressures. This can be illustrated by the example of a Pt(110)
surface. In one experiment, a clean Pt(110) surface was exposed to hydrogen, oxygen,
and CO at pressures of above 1 bar and annealed to 425 K for several hours. The
surface was imaged in situ by using a high-pressure STM before, during, and after
gas exposure.

Hydrogen exposure causes rows running in the h110i direction with separations
varying by multiples of the lattice spacing (Figure 39a). Corrugation of the rows
increased with their separation. It was concluded from these observations that the

Figure 39 STM images of Pt(110) surfaces exposed to different gases at high pressures. (a)

Pt(110) surface in 1.6-atm H2 after heating to 425K for 5 h, showing a randomly nested,

(n6 1) missing-row reconstruction. Image size: 736 70 nm2. (b) Pt(110) surface in 1-atm O2

after heating to 425K for 5 h, showing a facetted ‘‘hill and valley’’ surface structure. Image

size: 906 78 nm2. (c) Pt(110) surface in 1-atm CO after heating to 425K for 4 h, showing flat

terraces separated by multiple-height steps. Image size: 776 74 nm2. (From Ref. 70.)
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surface consists of missing rows with (n6 1) unit cells, where n is an integer between
2 and 5. This surface reconstruction was unchanged by annealing to 425K or
evacuating the STM chamber.

Oxygen exposure causes a different surface morphology. Instead of the
moderately corrugated, missing-row reconstruction, the surface was dominated by
10–30 nm structures as shown in Figure 39b. These features were identified as (111)
microfacets resulting in a larger ‘‘hill and valley’’ surface topography compared to
the same surface exposed to hydrogen.

CO exposure causes yet another surface morphology. The surface appears to
be atomically flat with no missing-row reconstructions on a small length scale. This is
in agreement with UHV studies that showed that CO lifts the missing-row
reconstruction. On a larger length scale, steps of multiple-layer heights can be
identified in Figure 39c. Thus, this surface consists of flat terraces separated by
multiple-height steps.

4.3.5 STM in Electrolyte Solutions

STM is one of only a few techniques that can be used to obtain detailed structural
information at the solid/liquid interface. Surface x-ray scattering (SXS) can be used
and probes the local order of the surface with higher resolution than STM, but the
information is averaged over an extended area of the surface. STM has the
advantage that it can image lighter atoms that do not scatter x-rays well, but it is
fairly insensitive for distinguishing between atomic or molecular species. Thus, as
usual, a combination of the two techniques can provide a more detailed description
of the solid–liquid interface.

The potential of the surface (which acts as an electrode) has to be controlled
independently of the tunneling tip potential in STM studies in electrolyte solutions.
This is commonly done by using a four-electrode configuration such as that depicted
in Figure 40. The potential of the substrate and tunneling tip relative to a reference
electrode can be controlled independently by using a bipotentiostat. Electrochemical
current flowing through the substrate and counter electrode can be monitored and
the tunneling current It can be measured by using another amplifier. The tunneling
wire has to be insulated because it is immersed in solution and could generate a
Faradaic background current approaching several milliamps. This can be achieved
by completely coating the tunneling wire, except at its very end, using a variety of
coating materials, e.g., soft glass, polyethylene and other polymers, Apiezon1 wax,
or even nail polish.

Preparing a clean surface is often a prerequisite for surface-science studies.
UHV-based methods of sample preparation and characterization are established,
and these may be exploited for studies of surfaces immersed in solution by
interfacing an electrochemical cell with an UHV chamber. Samples can then be
transferred from UHV and immersed into electrolyte solution under a purified-Ar
atmosphere. However, even under these ‘‘clean’’ conditions, some metals oxidize or
get contaminated prior to immersion. Other techniques for the preparation of clean
surfaces that do not require UHV techniques are available for some metals. For
example, flame annealing and quenching have been successfully used, but this
procedure is probably limited to Au, Pt, Rh, Pd, Ir, and Ag substrates. In this
technique, substrates are annealed in an oxygen flame and quenched in pure water.
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Iodine adlayers can provide a protective layer against oxidation and contamination
while single-crystal surfaces are handled in ambient atmospheres. Also, the adsorbed
iodine can be replaced by CO, which in turn can be electrochemically oxidized in
solution to yield a clean metal surface. Anodic dissolution of various metals occurs
at step edges under carefully adjusted electrochemical conditions, and this is a
promising method for in-situ preparation of atomically flat terraces. Such layer-by-
layer dissolution has been demonstrated for Ni, Ag, Co, and iodine-modified Pd and
Cu surfaces.

Below, we describe two examples that illustrate electrochemical applications of
STM. Other topics that can be studied by solution-phase STM include surface
reconstructions of single crystals, adsorption of molecules, and anodic dissolution
[59,60].

Adsorbed Anions—Iodide (I�) on Au(111)

The adsorption and structure of anions such as bromide, cyanide, sulfate/bisulfate,
and iodide on metal electrodes have been extensively studied by in-situ STM in
electrolyte solutions. Figure 41a displays a cyclic voltammogram for an Au(111)
electrode in 1-mM KI solution. The anodic/cathodic peaks below 0V versus Ag/AgI
are associated with adsorption/desorption of iodine at the surface. The smaller peaks
at *0.5V are due to a phase transition in the adsorbed iodine layer, as can be
observed by STM images taken at various electrode potentials. STM images shown
in Figure 41b taken at a potential of �0.2 V show a periodic structure with perfect

Figure 40 Schematic diagram of STM in an electrochemical cell with a four-electrode

configuration using a potentiostat P with current-carrying counter electrode C and currentless

reference electrode R for controlling the potentials Es and Et with adjustable voltage sources.

(From Ref. 71.)
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threefold symmetry, and a 0.50-nm periodicity. This corresponds to a
ð
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ÞR30�-iodine adlayer. A shift of the electrodes more positive potential
results in a more densely packed ad-atom arrangement with an uniaxial compression
of the unit cell, as shown in Figure 41b. At an electrode potential of 0.5V, the surface
exhibits a true sixfold symmetry. In this structure, the iodine interatomic spacing is
smaller than in the (

ffiffiffi
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p

6
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p

)R308-iodine adlayer, and the lattice appears to be
rotated by several degrees with respect to the ð
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p

ÞR30� structure. This type of
adlattice has been denoted as a ‘‘rot–hex’’ structure. The additional periodic features
that can be clearly identified in the STM images are associated with a Moiré pattern
due to the mismatch between the iodine adlattice and the Au(111) substrate lattice.

In addition, ex-situ LEED measurements were also performed. Samples
immersed at a potential of �0.2V exhibited a ð
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ÞR30� structure. Samples
immersed at a more positive potential exhibited a more complex LEED pattern that

Figure 41 (a) Cyclic voltammogram of Au(111) in a 1-mM KI solution at a scan rate of

50mV/s. (From Ref. [74].) (b) In-situ STM images at potentials of �0.2, 0.3, and 0.5V versus

Ag/AgI, respectively. (From Ref. 72.)
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can be associated with a rectangular cðn6
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R30�Þ structure, with n a rational
number less than 3 (for n ¼ 3 the structure is ð
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ÞR30�). This describes the
uniaxially compressed unit cell that was observed in STM. However, samples
immersed at potentials more positive than 0.5V still exhibited a cðn6

ffiffiffi

3
p

ÞR30�

structure in the ex-situ LEED studies, even though a rotated hexagonal structure was
observed in the STM data. This discrepancy was interpreted as arising from the
instability of the rot–hex structure under UHV conditions, and thus this serves as a
demonstration of the limitations of ex-situ techniques.

Underpotential Deposition—Cu on Au(111)

Cyclic voltammograms of an Au(111) electrode in 0.05-M H2SO4 and 1-mM CuSO4

solutions, as shown in Figure 42, show an anodic peak at 1.25V and a cathodic peak

Figure 42 (a) and (b) Cyclic voltammograms for an Au(111) electrode in a solution of 0.05-

M H2SO4þ 1-mM CuSO4. Scan rates were (a) 20mV/s and (b) 1mV/s. (c) STM image of the

Cu adlayer on Au(111). (From Ref. 75.) (d) Top and side views of a model for the coadsorbed

Cuþ2 and SOþ
2 adlayer on Au(111). (From Ref. 61.)
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at 0.82V due to oxidation and reduction of the Au(111) surface, respectively. In the
potential region between 0 and 0.35V versus SCE, two clear Cu underpotential
deposition waves were observed. High-resolution STM images of the surface under
underpotential deposition conditions revealed ð

ffiffiffi
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p

6
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3
p

ÞR30� domains covering the
surface almost entirely. Coulometric curves obtained simultaneously indicate that
the ratio of charges consumed during the first and second underpotential deposition
waves was roughly 2:1. This implies a surface Cu coverage of about 2/3 after the first
underpotential deposition peak. Therefore, the observed ð

ffiffiffi
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6
ffiffiffi

3
p

ÞR30� structure,
which corresponds to a surface coverage of 1/3 for a primitive unit cell, cannot be
explained by Cu ad-atoms only. SXS examinations of this surface [61] lead to a
model where Cu ad-atoms located at threefold-hollow sites of the substrate form a
‘‘honeycomb’’ lattice. Sulfate ions are adsorbed in the honeycomb centers, with the
three oxygen atoms of the sulfate ion bound to Cu atoms. Thus, the sulfate ions form
a ð

ffiffiffi
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ffiffiffi
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p

ÞR30� structure, and it is likely that this is the structure observed in STM
images. STM is not very sensitive for distinguishing between different chemical
species, and this is a serious limitation. Once again, this illustrates the importance of
a multitechnique approach to nanostructure determination.
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SUMMARY

The electro-catalytic oxidation of hydrogen, and reduction of oxygen, at carbon
supported platinum based catalysts remain essential surface processes on which the
hydrogen PEM fuel cell relies. The particle size (surface structure) and promoting
component (as adsorbate or alloy phases) influence the activity and tolerance of the
catalyst. The surface chemical behavior of platinum for hydrogen, oxygen, and CO
adsorption is considered, in particular with respect to the influence of metal
adsorbate and alloy components on close packed and stepped (defect) platinum
surfaces. Dynamical measurements (employing supersonic molecular beams) of the
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reactions of hydrogen and oxygen on platinum are described, highlighting the
importance of molecular precursor states and the role of defects and alloy
components in molecular dissociation. The use of ex-situ methodology in
transferring is well characterized, and metal modified platinum single crystals to
the electrochemical environment is also described. The results of such experiments to
study CO electro-oxidation on platinum surfaces modified by ordered overlayers of
bismuth, clusters of ruthenium, and alloyed ruthenium are also summarized. The
results are discussed in the light of the surface chemistry of the CO, and possible
mechanisms of providing CO tolerant anode catalysts.

5.1 INTRODUCTION

Metal surfaces provide a means of catalyzing a wide variety of reactions, and
heterogeneous catalysis at metal surfaces is carried out extensively at both the liquid–
solid and gas–solid interface. The reactivity and selectivity of the surface are
determined by its electronic and geometric structure, and understanding this
structure/activity relationship provides one of the greatest challenges in the design of
heterogeneous catalysts. Surface science has provided an important insight into the
structure, thermodynamics, kinetics, and dynamics of adsorption and reaction at
surfaces as a function of surface structure and composition. In this way it has
provided a means of experimentally modeling heterogeneous catalytic systems. The
main limitations of this approach are twofold: the catalytic situation is complex, with
metal catalysts generally in the form of oxide or carbon supported nanoparticles,
modified by promoters or inhibitors. In addition, the structure and composition of
the surface may be quite different under the often harsh condition of reaction than
those achieved in ultrahigh vacuum systems. In recognition of this, surface scientists
have increasingly sought to extend their understanding of adsorption and reaction at
the extended single-crystal metal surface to more complex systems or more realistic
conditions. For example, oxide and oxide-supported metal surfaces have been the
subject of increasing attention. Also, a number of high-pressure cells have been
designed and used specifically to study reactions at higher pressures at single-crystal
surfaces.

In the case of electrocatalysis, the same methodology of experimentally
modeling the catalytic structure and assessing reactivity is applicable. This approach
has perhaps been most advanced by the demonstration that well characterized single-
crystal surfaces can be maintained and studied at the solid–electrolyte interface. In
this case, however, the limitations derive from the differences in the double-layer
environment and surface structure at the solid–electrolyte interface compared to the
vacuum–solid environment, and the additional problems of modeling complex
(supported) structures. The first of these limitations is exemplified by the modeling of
the solid–electrolyte interface by studying hydrated structures in UHV: the full
gambit of surface structural and spectroscopic techniques is available, but the
interface is not that between the solid and liquid phase and is certainly not under
electrochemical control. In-situ methods have been extensively developed to study
the single-crystal–electrolyte interface, but the environment inevitably limits the
flexibility and scope of the technique. For example, one of the most influential
techniques, that of scanning tunneling microscopy (STM), can be applied at both the
solid–gas and solid–electrolyte interfaces. However, the limitations of Faradaic
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contributions to the measured tip current introduce limitations to the effective range
of tunneling potential in the electrochemical environment. This, in turn, limits the
range of states into which, and out of which, one may tunnel and excludes the
possibility of spectroscopic measurement. A third important experimental approach
is the transfer of well-characterized surfaces between the UHV and the
electrochemical environment, with a correlation of surface structure with electro-
chemical reactivity. All these approaches have inherent strengths and weaknesses but
taken together have contributed to a better understanding of the reactivity–structure
relationship in electrocatalysis through studies of single-crystal, model catalyst
surfaces.

Anode and cathode electrocatalysts in polymer electrolyte membrane (PEM)
fuel cells are predominantly carbon-supported, platinum-based alloy nanoparticles,
with particle sizes typically in the range of 1–3 nm. The high dispersion provides the
advantage of high specific surface areas and utilization of the precious metal. The
results are particle morphologies with high concentrations of low-coordinate atoms
at facet edges, a distribution of facet structures, and the possibility that the electronic
structure of the smallest particles may deviate from that of the extended bulk metal.
Binary, and increasingly ternary, alloys are employed to enhance the reactivity,
stability, and tolerance of the catalyst. The surface concentration of the alloy
components will generally not be the same as that of the bulk, the distribution of
components may not be homogeneous among particles, and the electrochemical
reaction or environment may modify the alloy composition and structure through,
for example, surface segregation or selective oxidative leaching.

Presented here are the results and analysis of a series of UHV/electrochemical
transfer experiments carried out on clean and modified single-crystal platinum
surfaces, with compositions and structures chosen in order to model platinum-based
PEM fuel-cell catalysts. The results are presented together with information
obtained through the other methodologies outlined above, and a comparison is
made with results from supported fuel-cell catalysts. A brief outline of what is known
about the purely chemical interaction of some of the poisons and reactants with
platinum surfaces, such as CO, hydrogen, and oxygen is also summarized. Such
interactions are important when trying to understand the overall electrochemical
surface process, which takes place during the catalytic promotion of, for example,
hydrogen electro-oxidation, or reformate poisoning at platinum-based PEM anodes,
and oxygen electroreduction at the cathode.

5.2 THE PREPARATION, CHARACTERIZATION AND
ELECTROCHEMICAL TRANSFER OF PROMOTED
SINGLE-CRYSTAL SURFACES

Structural, spectroscopic, and dynamic measurements of adsorption at single-crystal
surfaces form the basis of modern surface science, and more extensive reviews of
these methodologies and the information that can be provided concerning
adsorbates and surface reactions can be found elsewhere as well as within this
volume. Most experiments on metal surfaces are carried out on single crystals of
about 10-mm diameter which are cut and polished to within 0.58 of the desired
crystal plane and cleaned and ordered in the UHV environment using ion
bombardment, chemical reaction, and annealing. Single-crystal surfaces prepared
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in this way can be transferred cleanly to an electrochemical cell in order to make
contact to an electrolyte under electrochemical control and carry out potentiostatic
electrochemical measurements such as cyclic voltammetry and polarography. Before
transfer, the surface can be modified by adsorption of a reactant molecule or a
promoting metal atom. The structure and composition of the clean or modified
surface can clearly be characterized by the combination of surface techniques
available in the UHV chamber. Nevertheless, there is always the uncertainty that in
contact with the electrolyte, and through the change in potential of what becomes a
working electrode, the surface structure and composition may change. It is the
application of in-situ techniques such as STM (scanning tunneling microscopy) and
FT-RAIRS (Fourier transform reflection absorption infrared spectroscopy), and
recharacterization following transfer back to the UHV chamber that can provide
confidence that the structures are the same, or sufficiently similar to make
meaningful conclusions concerning the structural/reactivity relationship. Cyclic
voltammetry also provides a connecting characterization of adsorbed states and
reaction overpotentials for the model electrocatalyst surface prepared using various
routes, such as MVD (metal vapor deposition) under UHV, and deposition from
solution under open-circuit conditions or under electrochemical control. In the case
of platinum surfaces, the additional fingerprint of the reversible hydrogen
adsorption–desorption region from cyclic voltammetry provides a valuable
structure-sensitive characterization for both the clean single-crystal surfaces and
those modified by metal adsorbates. Indeed a bead single crystal of Pt(533),
orientated, polished, and annealed according to the recipes of Clavillier et al. [1],
exhibits the same hydrogen adsorption structure in cyclic voltammetry as a single
crystal cleaned and transferred from a UHV chamber [2].

The combination of surface characterization techniques used in this and other
laboratories include XPS (x-ray photoelectron spectroscopy), AES (Auger electron
spectroscopy), LEISS (low-energy ion scattering spectroscopy), LEED (low-energy
electron diffraction), and TPD (temperature-programmed desorption). These
provide a range of surface structural and compositional characterizations of the
clean and metal-modified surface. It not usual to find more complete molecular
structural and spectroscopic characterization of adsorbates provided by techniques
such as FT-RAIRS, HREELS (high-resolution electron energy loss spectroscopy) or
SEXAFS (surface extended x-ray absorption fine structure) to have been carried out
before transfer, but TPD provides a good characterization of the adsorbate which
may have been investigated more fully elsewhere. STM, either in the UHV or in the
electrochemical environment, is also not usually incorporated in transfer experi-
ments, probably as a result of the different requirements for sample mounting and
manipulation for the STM and transfer itself.

XPS or AES is extensively used not only to indicate the cleanliness of the
sample before transfer, but also to indicate the presence of adsorbates and their
oxidation states following electrochemical experiments and transfer back into the
UHV environment. In the case of model platinum-based electrocatalysts, the
electron spectroscopies have been used to estimate the coverage of the adsorbate
metal atoms or the alloy composition. In the case of alloys, or the nucleation and
growth of metal adsorbate structures, the techniques give only the mean
concentrations averaged over a depth determined by the inelastic mean free path
of the emitted electrons. Adsorption and reaction at surfaces often depend on the
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composition of the uppermost layer, and AES or XPS is often complemented by the
technique of LEISS. RHEED has also been used in combination with AES to
characterize metal adsorption structures [3,4,93]. A system used for transfer
experiments, incorporating a hemispherical electron analyzer and twin anode X-ray
source for XPS, an ion gun for LEISS, optics for LEED, and quadruple mass
spectrometer facilities for TPD, is shown in Figure 1. Multiple ports also provide
facilities for gas dosing and MVD deposition of metals. A number of experimental
requirements are necessary to achieve clean transfer of the single crystal on a
manipulator from the UHV chamber into the electrochemical ante–chamber. Central
to these is the need to bring the electrochemical chamber to atmospheric pressure
using a pure (scrubbed) inert gas in order that the electrochemical cell can be brought
into contact with the surface. The electrochemical cell requires, in addition to
counter and reference electrodes, a second working electrode in order to maintain
potential control while the single crystal (the working electrode) is making contact
with the electrolyte [2]: the second working electrode is subsequently disconnected.

5.3 THE KINETICS AND DYNAMICS OF THE CHEMICAL AND
ELECTROCHEMICAL REACTIONS

The activity of platinum surfaces for the oxidation and reduction of a range of
molecules at the gas–solid interface is well known. The surface chemistry of the
reactants, intermediates, and products have also been studied extensively. Many of
the reactions, not surprisingly, have close counterparts at the electrochemical
interface, mainly because it is the surface reactivity of platinum, which is the basis of
the catalytic processes in both cases. The relationship of the chemical interactions
and reaction steps at the electrochemical interface—and their relationship with the
overall electrochemical reaction—provides one of the most challenging aspects of
electrocatalysis. Of course, it has been widely speculated, and in some cases
convincingly shown, that the presence of the electrolyte at a particular potential
strongly modifies the surface reactivity, and the overall reaction path may not
involve intermediates recognized as characteristic of the gas–solid reaction. A prime
example of this is the adsorption and reaction of methanol on platinum for which the
surface steps and intermediates important at the electrochemical interface are
suggested to be quite different than those observed in UHV experiments [5]. On the
other hand, CO and hydrogen adsorption at the two interfaces has much more in
common. In order to understand the effects of the co-adsorbates (water and
specifically adsorbed ions) and the local field in the inner Helmholtz layer induced by
the electrode potential on adsorbed species at the electrochemical interface, it is
important to be familiar with the short-range chemical interactions of adsorbates.

Some key adsorbates and reaction intermediates relevant to fuel-cell anodes are
H2 as the fuel, CO and CO2 as poisons in hydrogen reformate feeds, and water as a
co-adsorbate and potential oxidant. In the case of the cathode, oxygen is clearly the
most important reactant. In the case of a number of these molecules, such as H2, O2,
and H2O, not only is the molecular adsorption important on platinum (or promoted
platinum catalysts), but the dissociative adsorption of the molecules is important as
well. With this in mind, some details concerning the dynamics of adsorption of these
molecules, the associated dissociation barriers, molecular degrees of freedom, and
energy partition are important to the overall catalytic processes. In addition to the
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complication of particle size and support in trying to understand the catalysis of
nanoparticles, the added complexity of surface defects and promotion on the overall
surface reactivity must also be considered. To this end, the chemistry of hydrogen

Figure 1 Schematic of the experimental UHV/electrochemical transfer system used for

studies on modified platinum single-crystal surfaces. (From Ref. 26.) The UHV system has

facilities for X-ray photoelectron spectroscopy (XPS), low-energy ion scattering spectroscopy

(LEISS), low-energy electron diffraction (LEED), and temperature–programmed desorption

(TPS). The electrochemical chamber allows the electrochemical cell, 0 with integral counter,

reference, and secondary working electrode, to be brought to the surface allowing contact of

the electrolyte with the transferred surface.
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and oxygen on stepped surfaces of platinum, and alloy surfaces, has been considered
in some detail.

5.3.1 Hydrogen Adsorption and Dissociation

Hydrogen dissociation and adsorption are key steps in the overall electro-oxidation
of hydrogen at platinum anode catalysts, although the relationship of the adsorbed
hydrogen species involved in the oxidation process (or hydrogen evolution) and the
adsorbed UPD (under potential deposition) states of hydrogen are less clear.
Adsorbed states of hydrogen have likewise been identified at the gas–solid interface,
as have the dynamical channels to hydrogen dissociation. Most recently, the role of
steps and the dynamical channels to dissociation on platinum have received some
attention, as has the effect of surface alloy formation and blocking of dissociation
pathways by, e.g., CO, one of the most pernicious poisons of reformate fuels.

Evidence that steps or defects are important in the dissociation of hydrogen
through a molecular precursor on platinum surfaces had been made on the basis of
both dissociative sticking measurements on Pt(111) [6–8] and the H2/D2 exchange
reaction on Pt(111) and Pt(332) [9–13]. The dynamical measurements employing
molecular beams can be used to determine the effect of the incident kinetic energy
(Ei) of the reacting molecule on the dissociation process. The results can be used to
distinguish direct (single-impact) and indirect (involving an adsorbed molecular
intermediate) dissociation channels. Indeed, the suggestion that a molecular mobile
precursor was responsible for the defect-mediated channel on Pt(111) [7] resulted in
the calculations made by Muller [14,15], which indicated that at Ei< 200meV
vibrational zero-point energy release to parallel translation motion could result in a
long-lived mobile molecular precursor state at the surface when combined with an
inelastic process. More recently, supersonic molecular beam measurements [16,17] of
the dissociation of D2 on Pt(111) revealed only a direct channel to dissociation over
the entire range of Ei investigated. On Pt(110)–(16 2) a nonactivated channel
associated with the valley or summit sites, in addition to the direct activated channel
on the (111) microfacets, was suggested as responsible for the decay of S0 with Ei at
low gas temperatures [18]. We have carried out a series of H2 and D2 sticking
measurements using supersonic molecular beams on a Pt(533) surface [19]. This
surface exposes 4-atom-wide terraces of (111) structure separated by (100) steps.
Comparison with the results of similar sticking measurements on the Pt(111) surface
[16,17] was used to establish the role of the step sites in the overall dissociation
dynamics and to determine the dynamic characteristics of the channel.

Temperature-programmed desorption measurements (Figure 2) indicated that
associative desorption of H2 from (100) step sites on Pt(533) is observed from lowest
exposures at 375K and assigned the b3 state. Saturation of this peak takes place at
YH¼ 0.14 and corresponds to the filling of half of the available fourfold sites at the
(100) step edge. Additional associative desorption takes place at higher coverages in
a broad peak below 300K. This is associated with desorption from the (111) terraces
being similar to that observed (and assigned b1 and b2) for desorption from the
Pt(111) surface. Note the similarity to the hydrogen UPD structure associated with
the atomic states of hydrogen, the more strongly bound at the step site (0.28VRHE)
and the weakly bound at the terrace site (0.13VRHE) on Pt(533) (Figure 16).
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The initial dissociative sticking probability (S0) of H2 and D2 as a function of
incident energy Ei on Pt(533) is shown in Figure 3. (S0) first decreases over the range
0<Ei (meV)< 150 (low-energy component) and subsequently increases (high-energy
component). Comparison with D2 dissociation on Pt(111), where S0 increases
linearly with Ei, leads to the conclusion that the step sites are responsible for the low-
energy component to dissociation on Pt(533). The high-energy component is
associated with a direct dissociation channel on (111) terraces of the Pt(533) surface.
The surface-temperature dependence, coverage dependence, and incident angle
dependence of dissociative sticking were also found to be consistent with the
presence of two dissociation channels (indirect and direct) on Pt(533).

The results indicated that there are two contributions to sticking below
150meV, where the step-mediated indirect channel dominates. At very low energy,
where trapping into the physisorbed precursor is possible, a conventional precursor-
mediated channel to dissociation on Pt(533) was proposed. A second indirect
channel contributes over a much wider energy range, indeed right up to 150meV,
and was found to be much less dependent on surface temperature. The dynamic
characteristics of the low-energy channel induced by the steps on Pt(533) are similar
to those for the same component observed on Ni(997) [20] using a thermal beam
source. They are also similar to a number of other surfaces exhibiting low-activation
barriers, particularly clean and adsorbate-modified or alloyed W(100) [21–23], where
it was suggested that steps play an important role in the dissociation process at low
energies. An important observation regarding the alloy systems is that the low-
energy indirect channel to dissociation, mediated by the step sites and defects,

Figure 2 TPD of H2 from Pt(533). (From Ref. 19.) The high-temperature peak is associated

with associative desorption from step sites, and the low-temperature peak from the (111)

terraces.
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remains intact even when the adsorption and/or dissociation of hydrogen is inhibited
at the alloyed platinum terraces [24]. It is interesting in this regard to note that the
effect of modifying platinum with metals as adsorbate or alloy has little influence on
the rate of hydrogen electro-oxidation [25,26].

The importance of this low-energy (indirect) channel to dissociation to the
electrocatalytic process becomes evident when considering the dominance of low-
energy collisions in a Maxwellian distribution [19]. Keeping dissociation sites
responsible for the low-energy channel will be crucial for catalysis involving
hydrogen dissociation. Conversely, blocking these sites will also have a dramatic
influence on the reactions leading to effective poisoning. We have recently shown [27]
that the low-energy channel for hydrogen dissociation on Pt(533) [19] is switched off
when CO (or oxygen) decorates the step sites. Both CO and oxygen preferentially
adsorb at the steps. Because of the fast kinetics of the hydrogen electro-oxidation
reaction, assessing the role of defects in the overall electrochemical reaction or the
details of the effects of alloying or poisoning species is not straightforward.
Nevertheless, experimental studies of hydrogen electro-oxidation kinetics on well-
characterized stepped, poisoned, and metal-modified platinum surfaces, taken

Figure 3 The initial sticking probability S0 for H2 and D2 (not distinguished, see text) on

Pt(533) (circles) in various seeding gases as a function of the incident kinetic energy Ei. (From

Ref. 19.) The beam was incident normal to the (533) plane and at a surface temperature

Ts ¼ 300K. The initial sticking probability ðS0Þ of D2 on Pt(111) (squares) (From Ref. 17.) is

also shown, with the beam incident normal to the (111) plane and Ts ¼ 300K.
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together with surface dynamic studies, provide a clearer indication of the importance
of Tafel and Volmer processes [28] on modified and poisoned PEM anode catalysts.

5.3.2 Oxygen Adsorption and Dissociation

Full utilization and improvements in the activity of platinum-based alloy catalysts
for electroreduction of oxygen at PEM fuel-cell cathodes continue to be the focus of
significant effort, not least because this reaction is becoming rate-limiting under load
in cells run with commercial membrane electrode assemblies. It is interesting to note
that the extended close-packed platinum surface appears to be the most active
catalyst per unit area [29], and the effects of reducing particle size and alloying, when
simultaneous increases in effective surface area are accounted for, are to generally
reduce the specific activity. The overall mechanism of the oxygen electroreduction
reaction is complex and difficult to elucidate unambiguously from kinetic or
spectroscopic measurements. Nevertheless, the role of the platinum in catalyzing the
reaction is important, and one may therefore expect the surface chemical interactions
involving adsorption and dissociation to influence the electroreduction kinetics and
mechanism. It is not the purpose here to review the state of mechanistic
understanding of oxygen electroreduction at the platinum surface. However, despite
elegant adsorption and kinetic studies at single-crystal platinum electrodes [30–32],
the absence of direct spectroscopic evidence for adsorbate intermediates makes
mechanistic interpretation difficult. Most broadly, mechanisms of electroreduction
of oxygen on platinum include the sequential hydrogenation of an adsorbed
molecular species and a direct mechanism involving the reduction of Pt–O, i.e.,
reduction through the dissociative state. The enhanced oxygen-reduction activity
afforded by alloys has been rationalized very generally on the basis of ‘‘the interplay
between the electronic and the geometric factors on one hand, and their effect on the
chemisorption behaviour of OH species from the electrolyte’’ [33].

It is shown below that a number of molecular species are important in the
interaction of oxygen with platinum surfaces, and these are precursors to the
dissociative state. The interception of these adsorbed states in the electrochemical
process are important in determining the catalytic mechanism of electroreduction,
and we also show below that surface defects play an important role in their reactivity
and surface lifetimes.

The kinetic and dynamic aspects of the adsorption and desorption of O2 on
Pt(111), and the spectroscopic characterization of a number of molecular and atomic
states, have been the subject of considerable attention. Temperature-programmed
desorption (TPD) [34–37], valance-band [34,36,38–41] and core-level [41–43]
photoelectron spectroscopy, high-resolution electron energy loss spectroscopy
(HREELS) [34,39,40,44], and X-ray absorption spectroscopy (XAS) [41,45–47]
have been successful in identifying and characterizing a molecular physisorbed state,
one or two molecular chemisorbed states, and an atomic state of oxygen on Pt(111).
The physisorbed state is present below 25K and identified spectroscopically [43] as
the precursor to a molecular chemisorbed state. In the temperature range of 90–
135K, two molecular chemisorbed states (seperoxo- and peroxolike configurations)
are adsorbed. These two states are identified spectroscopically [41] as precursors to
the dissociative or atomic state, which forms a (26 2) ordered overlayer with oxygen
in threefold sites [39,41,48]. Dynamic studies on Pt(111) have shown that
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dissociation takes place through two dynamic channels [49–51]. At low incident
energies, the fall in initial sticking probability S0 with energy was interpreted as a
result of dissociation mediated by trapping in a chemisorbed precursor [49–51]. A
subsequent rise in S0ðEÞ was interpreted as direct access to the dissociative state. It
was subsequently shown [52] that both low- and high-energy channels to dissociation
were indirect: at low energy, trapping in the physisorbed state takes place with
partition between desorption and conversion to the chemisorbed molecular state at a
surface temperature Ts> 35K. At incident translational energies above about
200meV, direct activated adsorption into the chemisorbed state takes place. The
scattering distributions at higher energies are influenced by the molecular
chemisorption potential and modified by the significant proportion of molecules
that are trapped and go on to dissociate [53]. The molecular chemisorbed state on
Pt(111) can subsequently partition following equilibration at Ts between desorption
and dissociation. Direct access to the dissociative state is a minority dynamic channel
at incident energies below 1 eV. The direct activated access to the chemisorbed state
has recently been confirmed spectroscopically [54,55] and is identified as a
peroxotype species with an activation barrier to dissociation of 0.29 eV.

The possibility that defects play a role in the precursor-mediated dissociation
of oxygen is supported by the differences observed for the molecular and atomic
adsorption states between terrace and step. The increased binding energy reflected in
TPD [56] for both atomic and molecularly chemisorbed states, and the promotion of
charge transfer in the molecular state at step sites, may lead to a concomitant
reduction in activation barriers between states. Indeed differences between the
dissociative sticking probability between Pt(112) and Pt(111) were rationalized by a
reduced activation barrier between the molecular chemisorbed state and the
dissociative state at the step site [56]. Since the molecular states of oxygen appear
to be precursors to the dissociative state, the introduction of steps on a plane vicinal
to Pt(111) provides a system well suited to the study of the role of steps in oxygen
dissociation on platinum. Supersonic molecular beam experiments on Pt(533), i.e.,
Pt{4(111)6 (100)}, provided direct evidence [57] of the crucial role of step defects on
the dissociation dynamics by comparing the results with similar data obtained on
Pt(111). The difference in the binding energy on Pt(533) of the atomic states at
terraces and step sites is evidenced in the desorption temperatures (Figure 4) of the
two species (b1 and b2, respectively). The low-temperature peak (a3) results from
desorption from a step-stabilized molecular species (the terrace molecular species are
not stable at the adsorption temperature).

The dependence S0 (Ei) for oxygen on Pt(533) at Ts¼ 200 in the energy range
52<Ei (meV)< 1400 is shown together with results for Pt(111) [49] in Figure 5. The
sticking on Pt(533) exhibits similar Ei-dependent features to those observed on
Pt(111)—i.e., an initial decrease and a subsequent increase in S0 with increasing Ei.
This suggests that the sequential precursor route to dissociation proposed for O2 on
Pt(111) [52,54,55] is also present on the Pt(533) surface. Although the functional
form is the same for S0 (Ei) on Pt(111) and Pt(533), the magnitude of S0 for O2

sticking on the Pt(533) surface is significantly greater than that reported on the
Pt(111) surface at all energies. This difference is associated with the presence of steps
on the Pt(533) surface. It was concluded from incident-angle, surface-coverage, and
surface-temperature dependencies that at higher incident energies, dissociation takes
place on Pt(533) primarily through the activated adsorption of the chemisorbed
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Figure 4 TPD of O2 from the Pt(533) surface at 0.0019, 0.034, 0.089, 0.11, 0.16, 0.21,

0.24ML of atomic oxygen, dosed at 150K. (From Ref. 57.) The incident beam energy

Ei ¼ 52meV, heating rate 0.6K s�1. The high-temperature peaks are associated with

recombinative desorption from step and terrace sites. The insert shows a magnification of

desorption below 300K at 0.24ML associated with the chemisorbed molecular state.

Figure 5 Initial sticking probability of oxygen on Pt(533) seeded in various gases (circles).

(From Ref. 57.) The beam was incident normal to the (533) plane and at a surface temperature

Ts ¼ 200K. For comparison the data measured on Pt(111) surface (squares) [49] under

identical conditions have been included.
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precursor on the (111) terrace and its subsequent partition between desorption and
dissociation. Values for the ratio of the pre-exponential factor nd/nca¼ 0.27 and
activation energy DE¼ 71meV were obtained for the partition of the chemisorbed
precursor on the (111) terraces of Pt(533). This compares with values obtained using
the same analysis for this channel on Pt(111) of nd/nca¼ 3.5 and DE¼ 86meV [52],
and nd/nca¼ 2.2, DE¼ 130meV [54,55]. The similarity in the values for DE on the
Pt(111) and Pt(533) surfaces, but the large difference in the pre-exponential ratio
nd/nca, can be understood if defect or step sites dominate the dissociation of
chemisorbed oxygen on both surfaces. This conclusion is consistent with the absence
of any direct route to dissociation for O2 adsorption on Pt(111) even at high incident
energies (1.1 eV) [52] and the high barrier for dissociation (0.86–0.9 eV) of the
chemisorbed precursor predicted theoretically [58].

The rapid decrease in S0ðEiÞ observed below 0.15 eV on Pt(533) has also been
observed on the Pt(111) surface [49] and is consistent with a trapping mechanism
where the need to dissipate energy limits the probability of adsorption, and
subsequent dissociation, of the physisorbed precursor. We have estimated the
sticking and subsequent dissociation probability S0 at Ts ¼ 200K using the hard
cube model. In so doing we show that in addition to dissociation through the
physisorbed precursor, a significant contribution to dissociation (&50%) from
partition of the chemisorbed precursor also contributes at Ei ¼ 0:05 eV, significantly
higher than on Pt(111) (&10%) [52]. Once this ‘‘direct’’ contribution is subtracted,
the dependence S0ðTsÞ can be analysed using a similar kinetic model to that applied
to the chemisorption precursor. This gives values for Pt(533) of DE ¼ 120meV and
nd=nca ¼ 80, compared to nd=nca ¼ 1000 and DE ¼ 60meV for Pt(111) [52]. We
conclude that steps dominate the conversion of the physisorbed to chemisorbed
precursors on both surfaces, and the effective barrier to conversion at the (100) step on
Pt(533) is effectively zero. The barrier on the (111) terrace to interconversion is
substantially higher, and the defect sites, or adsorbate sites [59] at finite coverages,
are responsible for dissociation.

5.3.3 Co Adsorption and Oxidation

The overall process of the electro-oxidation of CO can be represented by

COþH2O?CO2 þ 2e� þ 2Hþ

The thermodynamic potential for this process lies close to 0VRHE, however, CO
electro-oxidation is characterized by a significant overpotential on platinum of about
0.8VRHE. This overpotential is associated with the activation of the water (2) to
produce an adsorbed oxidizing species that subsequently oxidized adsorbed CO
through a Langmuir–Hinshelwood mechanism:

CO?COa ð1Þ
H2O?OHa þHþ þ e� ð2Þ
COa þOHa?CO2 þHþ þ e� ð3Þ

Once the overpotential results in the activation of the water, the subsequent reaction
kinetics are determined largely by (3). The overpotential and kinetics of CO electro-
oxidation are sensitive to the CO coverage and packing density, the anions in the

Copyright © 2003 by Taylor & Francis Group, LLC



electrolyte, the CO concentration in the electrolyte, the structure of the surface, and
the presence of adsorbed promoters. Only steps (1) and (3) have comparative
counterparts at the gas–solid interface, and data obtained at this interface can be
used to rationalize the kinetics associated with steps (1) and (3) [60,61]. For example,
CO oxidation by adsorbed oxygen on platinum takes place at the edge of CO islands
[62,63], and therefore it is perhaps not unsurprising that the CO packing density and
coverage or CO in the electrolyte can influence the kinetics of electro-oxidation
through step (3). With respect to the poisoning of reactions by CO, it is of interest to
note the preferential adsorption of CO at step and defect sites on platinum [64,65],
sites that are particularly active (Sections 5.3.1 and 5.3.2) in molecular dissociation.
The nearest counterpart to step (2) would be the dissociative adsorption of water to
produce an adsorbed hydroxyl species and an adsorbed hydrogen atom. The
activation barrier to this proces has never been measured and may deviate from the
barrier associated with (2) as a result of the stabilization of a hydrated proton.
Nevertheless, one may qualitatively expect a reduction in the activation barrier at
metal prompters that dissociate water more easily, and predict a lower overpotential
for step (2).

5.4 THE PROMOTION OF ELECTRO-OXIDATION BY METAL
OVERLAYERS

An adsorbed or alloyed metal promoter may influence electro-oxidation reactions
involving CO in one of three ways [66]. First, the promoter can preferentially block
sites for CO adsorption or active sites resulting in reactions (from, for example,
methanol) producing CO. Second, it may alternatively modify the CO interaction
with the surface in such a way as to enhance its oxidative removal. Third, the
promoter may enhance the availability of reactive oxygen at the surface, enhancing
oxidative removal of CO. In order to investigate these possibilities, there are a
significant number of studies of CO electro-oxidation by platinum single-crystal
surfaces modified by metal overlayers. The vast majority of these are for overlayers
that have been deposited under electrochemical control or through dipping at open
potential. The oxidation state, extent of alloying, coverage, and surface morphology
of metal submonolayers and clusters produced in this way are not always known,
which results in difficulties in interpreting the promotional or poisoning effects of the
metal overlayer. When metal-modified surfaces are more fully characterized,
however, a clearer understanding of the modifying effect of the co-adsorbed or
alloyed metal is accessible. In-situ STM measurements or UHV transfer techniques,
when combined with cyclic voltammetry of the metal overlayer, provide powerful
tools for such characterization. An alternative to deposition of the metal modifier
from the electrolyte is to use MVD deposition in UHV to synthesize structures in
UHV transfer experiments. In some cases, it can be shown, as in the case of
ruthenium on Pt(111) shown ahead, that the same electrochemical behavior can be
produced by solution-phase and MVD deposited structures on platinum.

5.4.1 Bismuth on Platinum: A Model Adsorbate Metal Modifier

Bismuth has traditionally been considered a purely third body-(ensemble) type
modifier [67] that exerts little influence on the platinum electronic structure, whereas
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metals such as ruthenium and tin are believed to promote reactions by the third
mechanism outlined above [68]. It is also noteworthy that bismuth has been shown
to promote formic acid oxidation but not methanol oxidation [69]. Bismuth
adsorbed from solution was shown to promote the electro-oxidation of carbon
monoxide on Pt(111) [70,71], while an apparent poisoning of CO electro-oxidation
was found for MVD layers of bismuth on Pt(110) [72]. It is instructive to compare
and reconcile the latter apparently contradictory findings. The bismuth/platinum
system has the advantage of forming a series of well-ordered overlayers on both
Pt(110)–(16 2) [72,73] and Pt(111) [74,75]; some examples of these are shown in
Figure 6. Mixed adlayers of CO and bismuth are also formed over a wide coverage
range with little perturbation of the bonding of the CO with the platinum, and a
simple linear blocking of sites for CO adsorption is observed with bismuth coverage
[72]. Figure 7 shows the effect of adsorbed bismuth on the TPD spectra of CO
desorbing from Pt(110) [72,73]. There is very little change in desorption temperature
of CO, illustrating the small perturbation in the CO binding energy. The inset in
Figure 7 shows the linear, dependent blocking effect of an inert diluent, with
complete blocking at saturation coverage of bismuth. In addition to the CO
coverages estimated from the TPD of CO, CO coverages have also been estimated
for a number of bismuth-covered surfaces for the CO stripped coulometrically
following transfer [72]. The correspondence leads to confidence that the blocking
effect of bismuth on CO is also operating at the electrochemical interface.

The bismuth/platinum system also has an advantage in model studies in the
electrochemical environment because the modifier (bismuth) exhibits well-character-
ized oxidative stripping characteristics. Figure 8 shows the anodic stripping of

Figure 6 A mixed ordered adsorbate layer of bismuth and CO on Pt(110) suggested on the

basis of LEED and TPD measurements. (From Ref. 73.)
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bismuth layers adsorbed on Pt(110)–(16 2) by MVD (Figure 8a) and through
underpotential deposition (UPD) from solution (Figure 8b) [72]. Electrochemical
characterization of the Pt(110)–Bi(36 1) structure formed through MVD of 0.7ML
of bismuth on Pt(110)–(16 2) MVD is shown in Figure 8a. The anodic features at
0.77V and 0.88V clearly resolved in the first cycle are associated with the oxidation
of the bismuth. Continuous cycling to 1.2V results in the disappearance of the
bismuth-derived peaks, with the peak at 0.77V reduced most quickly, and the
restoration of the clean Pt(110)–(16 2) CV signature. Cycling under these
conditions appears to remove the bismuth overlayer completely, with the gradual
restoration of the Pt(110)–(16 2) oxidation signature and the recovery of the
hydrogen UPD structure. Indeed, complete oxidative stripping of the bismuth layer
was confirmed by XPS following transfer of the cycled electrode back to the UHV
chamber. Transfer of a Pt(110)–c(26 2)Bi 0.5-ML overlayer, and several bismuth
overlayers at slightly lower and higher coverages, indicate that the onset of the first
oxidation peak at 0.77V corresponds to the onset of the compressed bismuth
structures observed in UHV [72,73] at coverages >0.5. The results are in agreement
with previous studies on bismuth layers deposited on Pt(110) from solution [76].
Similar results to those observed for the transferred MVD layers of bismuth are

Figure 7 TPD of 50L of CO adsorbed at 300K on Pt(110)–(16 2) precovered by bismuth

at (a) 0.0ML; (b) 0.11ML; (c) 0.31ML; (d) 0.46ML; (e) 0.58ML; (f) 0.75ML. (From Ref.

73.)
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observed for overlayers deposited on the Pt(110)–(16 2) surface by UPD or by the
dipping technique (Figure 8b) with two bismuth oxidation peaks at 0.77V and
0.88V. Transfer of a saturated UPD overlayer back into the vacuum chamber
showed similar LEED patterns to those produced by MVD, and XPS showed that
only metallic bismuth was observed after washing the electrode, irrespective of the
break potential [72]. This result indicated that the window of stability for any
intermediate oxidized UPD bismuth layer prior to dissolution is very small on
Pt(110). Higher oxidation states of bismuth were observed only if residual sulphate
anions from the bulk electrolyte are transferred as a result of incomplete rinsing [72].

Figure 8 Cyclic voltammetry of a Pt(110)–Bi(36 1) overlayer (0.7ML) deposited by (A)

MVD and (B) UPD deposition (16 10�3M Bi in 0.5M H2SO4, 0.4V for 120 s). (From Ref.

26.) The first and last cycles are indicated in each case. The peak at 0.77VRHE is associated

with stripping of bismuth at coverages forming the Pt(110)–c(26 2)Bi structure and above.

The working electrode area was about 50mm2.
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One may conclude that metallic bismuth overlayers deposited by MVD in the UHV
environment or through UPD/dipping in the electrochemical environment are very
similar in structure. A similar correspondence between the structures of ruthenium
deposited by the two methods on Pt(111) is demonstrated below, but only following
the gas-phase reduction of the solution-deposited ruthenium phase with hydrogen.

The electro-oxidation of CO on the Pt(110)–(16 2) surface and the Pt(110)–
c(26 2)Bi surface [72] is shown in Figure 9. The first cycle of the CV showing CO
electro-oxidation on the Pt(110)–c(26 2)Bi at a 0.5-ML surface differs from
subsequent cycles in the observation of two distinct and sharp anodic peaks, the first
at 0.83VRHE with a shoulder at a slightly higher potential. The second peak occurs at
1.05VRHE, which lies well into the region for oxidation of the platinum substrate,
has a non-Gaussian shape with a sharp onset, and follows a region that shows an
anodic current even below that of the Pt(110)–(16 2) surface itself. The first peak
and shoulder are associated with the electro-oxidation of the CO, at a potential
shifted from the clean surface value of 0.74VRHE. At a bismuth coverage of 0.5ML,
the co-adsorbed CO layer produces an intermixed phase with retention of the
c(26 2) ordered structure characteristic of the bismuth atoms alone [72,73]. Electro-
oxidation in this closely packed mixed phase at a higher potential (0.83VRHE)
overlaps the normal oxidation potential of bismuth in the absence of CO (shoulder
at higher potential). CO oxidation is mediated by bismuth-mediated oxygen transfer.
Oxidation mediated by the Pt(110)–(16 2) surface is hindered by the close-packed
bismuth layer, resulting in an onset for CO electro-oxidation that is clearly higher
than Pt(110)–(16 2). Once the CO has been oxidized and the product desorbs, the
resulting bismuth layer is thermodynamically unstable as a result of the oxygen
depletion. The result is a kinetically limited oxidation of the bismuth layer resulting
in the second anodic peak at 1.05VRHE, which corresponds to the delayed oxidation
of the bismuth. Subsequent cycles show a return to the normal oxidative stripping
behavior of bismuth on Pt(110)–(16 2) expected at these bismuth coverages (Figure
8).

Figure 9 also shows results obtained for CO stripping under similar conditions
to the Pt(110) data (H2SO4 electrolyte, scan rate 50mV s�1, CO adsorbed from
solution and oxidized in CO-free electrolyte) on Pt(111) modified by bismuth
adsorbed from solution [70,71]. This allows a direct comparison of the apparent
promotional effect of bismuth observed on a Pt(111) surface (a reduction in
overpotential of about 0.1V) and the poisoning effect on Pt(110) (an increase in
overpotential of about 0.1V). The results are readily reconciled [72,77] in the light of
the different overpotential associated with the two clean platinum surfaces and the
very similar effect of bismuth in mediating the activation of water on the modified
surfaces. The overpotential for CO electro-oxidation on the two modified surfaces is
very similar (Figure 9).

What, if any, relevance do such results have when predicting the influence of
adsorbed bismuth on the CO of supported platinum nanoparticle catalysts? In order
to test the transferrability of results obtained on single crystals to practical fuel-cell
anode catalysts, a series of experiments was performed [77] on a gas diffusion
electrode of carbon-supported platinum (0.22mg cm�2) catalyst (Johnson Matthey).
Figure 10 shows the results of polarization measurements for hydrogen oxidation at
clean and bismuth-modified (0.65-ML) catalysts. In order to establish the CO
tolerance of the electrodes, in addition to experiments involving pure H2,
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polarization curves of the hydrogen oxidation were carried out [77] after exposure to
hydrogen feeds at various times containing 100 ppm CO in H2. Figure 10b shows
results for surfaces run only in clean fuel and run following exposure for 15 minutes
to the poison containing fuel. It is interesting to note for the nonpoisoned electrodes
the linear polarization response for both the clean and bismuth modified electrodes

Figure 9 Stripping voltammetry of saturated CO overlayers on Pt(110) [26], Pt(110)–Bi [26],

Pt(111)–Bi [70,71] and Pt(111) [98] in H2SO4 electrolyte at similar scan rates (50–100mVs�1).

The potentials marked by the dotted line correspond to the clean surface stripping potentials.
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up to the highest current densities investigated, with identical (within experimental
error) and very small overpotential required to obtain high currents. Despite the
high bismuth coverage, therefore, the sites active in the oxidation reaction appear to
remain unaffected. Clearly because of the fast kinetics of the oxidation process, one
must be careful not to overinterpret such a result, but it does appear that the site
involved in determining the reaction rate on the platinum is not modified
significantly by adsorbed bismuth. The active site in the reaction may or may not
be associated with the hydrogen adsorption site, which we have noted is not blocked
at the same rate on Pt(110)–(16 2) by bismuth as CO [72]. Previous studies on
Pt(100) [78] have indicated that bismuth does lower the rate of the hydrogen
evolution reaction, no strong electronic effect is exerted on the reaction by the
bismuth, but the UPD hydrogen is not involved as a reaction intermediate. This
question, however, underlines the fundamental question concerning the reaction
kinetics and dynamics responsible for a surface process involving molecular
dissociation at metals and alloys where several channels may be operating (Section
5.3). CO poisoning of the unmodified catalyst results in the increasing overpotential
required to obtain the same current density as the nonpoisoned surface. A
modification of the catalyst that resulted in increased CO tolerance would be
reflected by a reduction in the overpotential required to obtain the same current
density for the same exposure to CO. The same condition of CO exposure on the

Figure 10 (A) Stripping voltammetry (30mVs�1 in 1M H2SO4 at 80 8C) of saturated CO

layers on (1) a pure platinum supported catalyst and (2) a bismuth-modified supported

platinum catalyst (B) Steady-state polarization curves of hydrogen electro-oxidation at 80 8C
on the supported platinum catalyst (squares) and the bismuth-modified catalyst (circles). The

measurements are made in pure hydrogen (unfilled points), and after running 15 minutes in

synthetic reformate (100 ppm CO) (filled points). (From Ref. 77.)
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bismuth-modified surface results in an increase in the overpotential required to
maintain oxidation currents, indicating a marked decrease in CO tolerance.

This result is consistent with the observed effective poisoning of the CO
oxidation reaction as reflected in the increased potential induced by bismuth in the
cyclic voltammetry on the supported platinum electrodes (Figure 10a). The
voltammetry of CO stripping on the supported catalysts indicates a similar behavior
to that found on Pt(110) in that bismuth results in a higher overpotential for CO
oxidation. One must conclude that the morphology of the supported platinum
catalyst results in facets more akin to the more open-packed Pt(110) surface than the
Pt(111) surface, a conclusion supported by comparison of the bismuth redox
chemistry on the supported catalyst and the single-crystal surfaces [77].

A similar correlation between the reduction in overpotential by an alloy
component for the electro-oxidation of CO and the efficiency of the alloy in
providing CO tolerance has been described for a platinum/molybdenum-supported
catalyst. Figure 11A shows the CO stripping voltammetry on carbon-supported
platinum and platinum/molybdenum alloy catalysts [79]. A significant reduction in
the overpotential on the alloy catalyst over the pure-platinum catalyst is observed.
The same supported catalysts were tested for CO tolerance in fuel-cell RDE and half-
cell polarization measurements [79]; the latter is shown in Figure 11B. The
requirement for a significant overpotential for hydrogen electro-oxidation in the
presence of CO on pure platinum is significantly reduced on the platinum/
molybdenum alloy catalyst.

5.4.2 Ruthenium on Pt(111)

Wieckowski et al. have investigated the formation of ultrathin films on low-index,
platinum single-crystal surfaces up to coverages of 0.4ML by the spontaneous
deposition technique [80]. They have also investigated the oxidation of methanol on
these modified surfaces and found a significant degree of surface-structure
dependence in the oxidation currents obtained [81]. The spontaneous deposition of
ruthenium on Pt(111) has been shown by STM to lead to nanometer-sized islands at
these low coverages, mostly monatomic but with a tendency to nucleate in a bilayer
configuration to about 10% of the total ruthenium coverage [82]. The open-circuit
potential obtained for these deposition experiments on Pt(111) was 0.88V, at which
point the ruthenium species is likely to be considerably oxidized. XPS studies of
electrodeposited Ru formed at these higher potentials have been demonstrated to
form a complex mixture of oxides and hydroxides [83,84]. Hence an alternative
approach has been to prepare platinum single-crystal surfaces modified by the vapor
deposition of metallic ruthenium, which has the advantage that all the ruthenium is
in the initial oxidation state Ru0 [85–87]. Jarvi et al. have observed the voltammetry
of Pt(111) modified with 0.38-ML ruthenium (coverage calculated by AES) in 0.1-M
perchloric acid and have observed hydrogen adsorption features associated with Ru
at 0.12 and 0.14V [87]. These features disappear on annealing of the surface to 600K
in vacuum due to migration of the ruthenium into near-surface layers.

A number of electro-oxidation studies on ruthenium-modified, platinum single-
crystal surfaces have recently appeared. Ruthenium has most commonly been
deposited from solution on single-crystal platinum surfaces through spontaneous
deposition or under electrochemical control [80–82,88–93]. In some cases MVD
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Figure 11 (A) Stripping voltammetry (20mVs�1 at 55 8C) of CO layers on humidified PEM

fuel-cell anodes; (1) platinum catalyst; (2) platinum/molybdenum catalyst. Voltammetry in the

absence of adsorbed CO on the platinum/molybdenum catalyst is shown in (3). Molybdenum-

mediated electro-oxidation of adsorbed CO takes place on the alloy catalyst in the peak at

0.45V and at lower overpotentials [79]. (B) Steady-state polarization curves of PEM fuel-cell

anode at 85 8C for platinum (squares) and platinum/molybdenum catalysts in the presence of

100 ppm CO (filled points) and pure H2 (unfilled points). (From Ref. 79.)
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ruthenium-modified, platinum single-crystals have been investigated for their
electrochemical activity [85–87,94]. Ruthenium layers electrodeposited on Pt(111)
have been characterized by electron diffraction and AES [93] and form monatomic
commensurate layers at low coverages, with three-dimensional clusters forming at
higher coverages. The effect of the ruthenium clusters is to reduce the overpotential
for CO electro-oxidation in HClO4 from 0.71V for unmodified Pt(111) to &0:50�

Figure 12 Stripping voltammetry of saturated CO layers (1M HClO4, 10mVs�1) from (a)

Pt(111), and ruthenium-modified Pt(111) at ruthenium coverages (b) 0.2; (c) 0.6; (d) 0.75.

(From Ref. 93.) The dotted lines show the voltammetry of the CO-free surfaces in each case.
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0:52V for coverages of ruthenium between 0.20 and 0.75ML. The results of the
stripping experiments [93] are shown in Figure 12. Note that a single stripping peak
characterizes not only the clean Pt(111) surface, but also the ruthenium-modified
surfaces. They conclude that the oxidation of CO takes place preferentially at the
edge of the Ru islands, with significant mobility of CO on Pt to the active sites.
Spontaneous deposition of ruthenium at open-circuit potential on low-index,
platinum single crystals [80–82,88,90] results in low coverages of ruthenium,
probably in the form of mixed oxide and hydroxide phases [83,84]. The oxidation
of methanol on these surfaces exhibits a significant degree of surface-structure
dependence in the oxidation currents obtained [81,90]. Spontaneous deposition on
Pt(111) has been shown by STM to lead to nanometer-sized islands at these low
coverages, mostly monatomic, but with a tendency to form bilayer structures for
about 10% of the total ruthenium clusters [82]. Pt(110) [85,86] and Pt(111) [87,94]
single-crystal surfaces modified by metallic ruthenium have been prepared and
characterized in UHV, and the modified surfaces subsequently transferred for
electrochemical characterization [85–87]. Ruthenium adsorption on the open-packed
Pt(110)–(16 2) surface resulted in facile incorporation and alloying of the phases;
the results of these experiments are described in more detail below when considering
the alloy systems. In contrast, MVD of ruthenium submonolayers on Pt(111) results
in nucleation and cluster growth.

As in the case of Pt(110) [85,86], a combination of XPS and LEISS was used to
characterize the adsorbed ruthenium overlayers on Pt(111) [94]. Figure 13b shows
the effect of flash-annealing an overlayer of ruthenium to increasing temperatures on
the ruthenium coverages calculated from XPS and LEISS data. The ruthenium was
deposited at 300K, and the XPS and LEISS measurements were made following the
cooling of the annealed surface to 300K. For the ‘‘as-deposited’’ layer, there is a
large difference between YXPS ¼ 0:60ML and the coverage obtained from LEISS of
YLEISS ¼ 0:18. This difference is much larger than that exhibited by ruthenium
deposited on Pt(110)–(16 2) under the same conditions [85,86] and was ascribed to
the clustering of the ruthenium ad-atoms at 300K on the close-packed Pt(111)
surface. This conclusion was supported by LEED measurements that indicate that
the (16 1) pattern of the clean surface remained sharp with the presence of YXPS ¼
0:60ML of ruthenium on the surface. It was also found consistent with the hydrogen
UPD characteristics of surfaces, which remained similar to the clean Pt(111) surface
without the long-range order structure. Only after annealing to intermediate
temperatures, where incorporation of ruthenium takes place, were the LEED (16 1)
spots slightly diffuse. This tendency to cluster is similar to the behavior found for the
electrodeposition of ruthenium on the same surface in the presence of a weakly
adsorbed anion [93]. XPS and LEISS were used to estimate the nucleation density
and average cluster size of ruthenium deposited on the Pt(111) surface at 300K. The
XPS results are assumed proportional to the total amount of ruthenium in the
clusters at submonolayers coverages. The scattering probabilities obtained in LEISS
used to estimate the coverage in the top surface layer are proportional to the
footprint of the cluster on the Pt(111). The experimental values YXPS and YLEISS are
plotted in Figure 14. The fitted curve corresponds to a nucleation density of 1:90
platinum sites in the nucleation and growth of pyramidal clusters of ruthenium. The
result does not change significantly for the nucleation and growth of truncated
pyramid clusters.
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Figure 15 shows a series of voltammograms for the oxidative stripping of CO
adsorbed on the clean Pt(111) surface and shows the same surface modified with
increasing coverages of ruthenium deposited at 300K. CO was adsorbed from
solution to saturation coverage at 0.05V and the CO was then stripped by cycling in
a fresh, CO-free 0.5-M H2SO4 solution. On the clean Pt(111) surface a single, sharp
oxidation peak is observed at &0:80V with a small prepeak at approximately 0.6.
On stripping the CO monolayer, all the features associated with the clean Pt(111) are

Figure 13 Ruthenium coverages on (a) Pt(110) and (b) Pt(111) estimated from LEISS

(circles) and XPS (squares). The temperature corresponds to the temperature at which the

surfaces have been annealed following ruthenium deposition by MVD. (From Refs. 86 and

94.)
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Figure 14 (a) Nucleation and growth of MVD ruthenium clusters on Pt(111) (inset). The

square data points and curve correspond to a calculation of the ruthenium coverage measured

by LEISS (a measure of the island footprint) as a function of the ruthenium coverage

measured by XPS (total ruthenium coverage). A nucleation and growth model of

hemispherical ruthenium clusters with a nucleation density of 1:90 has been assumed. The

circles represent the measured LEISS and XPS data for the ruthenium-modified Pt(111)

surfaces for deposition at 300K. (From Ref. 94.) (b) Using the nucleation and growth model

fit to the experimental data in (a), the percentage of platinum sites neighboring the ruthenium

islands (Zone I, inset) has been calculated (square data points and curve). The experimental

points (circles) correspond to the percentage of the charge associated with the first of the two

CO oxidative stripping peaks on the ruthenium-modified Pt(111) surfaces (Fig. 15).
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Figure 15 Stripping voltammetry (0.5M H2SO4, 100mVs�1) of saturated CO layers on

clean and MVD ruthenium-covered Pt(111) surfaces. The ruthenium coverages measured

using XPS ðYXPSÞ and LEISS ðYLEISSÞ before transfer to the electrochemical cell are indicated.

CO was dosed at 0.025V vs. RHE and then oxidatively removed in fresh CO-free electrolyte.

(From Ref. 94.) The working electrode area was about 50mm2.
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observed in the second cycle, indicating a total removal of the CO overlayer without
loss of surface order. The overpotential for CO electro-oxidation on a ruthenium-
modified surface with YXPS ¼ 0:18ML and YLEISS ¼ 0:04ML is significantly
reduced. Oxidation of the CO takes place in two overlapping peaks, at 0.65V and
0.75V, with similar charges associated with each peak. Increasing the ruthenium
coverage to YXPS ¼ 0:31ML and YLEISS ¼ 0:16ML leads to a slight downward shift
of both peaks to 0.62V and 0.72V, with a decrease in the proportional charge from
the upper oxidation peak. Further increases in ruthenium coverage do not lead to
any further reduction in the overpotential for CO oxidation, with the two peaks

Figure 16 Stripping voltammetry (first cycle) (0.5M H2SO4, 100mVs�1) of saturated CO

layers on clean and ruthenium-modified Pt(111) and Pt(533) surfaces. The ruthenium has been

deposited by dipping, and following rinsing CO was adsorbed and stripped in CO-free

electrolyte (Pt(111)SP and Pt(533)SP). The same surfaces were subsequently reduced in a flow of

10%H2 in Ar, CO adsorbed and stripping voltammetry carried out (Pt(111)RED and

Pt(533)RED). The second cycle in each case corresponds to the CO-free surface. (From Ref.

98.) The working electrode area was about 20mm2.
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remaining at the same potential. However, the contribution of charge associated
with the high potential peak continues to decrease with increasing ruthenium
coverage. AtYXPS ¼ 1:34-MLYLEISS ¼ 0:39ML, the upper peak is only present as a
slight shoulder to the main feature at 0.62V.

Two possible origins to the promotional behavior of the ruthenium in CO
electro-oxidation were considered [94]. The first model involves the electronic
perturbation of the CO by ruthenium, resulting in its susceptibility to oxidation and
a concomitant increase in the rate of the surface reaction between adsorbed oxidant
and CO. This was consider an unlikely explanation for the observed promotional
effect on Pt(111) because of the significant unperturbed regions of the Pt(111) surface
at these sub-monolayer coverages of ruthenium because of extensive nucleation. A
significant overall promotion of CO electro-oxidation is apparent under these
conditions (Figure 15). This is consistent with results obtained on the Pt(110)–Ru
alloy surfaces [86], where it was shown that there is no correlation between the small
reduction in CO binding energy by ruthenium in Pt(110) and the promotion of the
electro-oxidation. It was therefore proposed, rather, that the promotional effect of
ruthenium clusters on the electro-oxidation of CO on Pt(111) is associated with the
promoted activation of water to produce the surface-oxidizing species. The subsequent
oxidation takes place either at the edge of the ruthenium clusters (Zone I) or in
regions of Pt(111) atomically more distant from the clusters (Zone II) (inset of
Figure 14). This corresponds to a bi-functional mechanism initially proposed by
Watanabe and Motoo [95,96]. The two peaks observed in the oxidative stripping
voltammetry (Figure 15) on the ruthenium-modified surfaces correspond to CO
oxidation taking place with the fastest Langmuir–Hinshelwood (L–H) kinetics in
Zone I (the peak observed at lowest potential), and with slower L–H kinetics in Zone
II (the peak observed at higher potential). These two zones are likely to be the
atomically nearest-neighbor platinum sites surrounding the ruthenium clusters (Zone
I) and sites one or more platinum atoms from the cluster (Zone II) and are shown
schematically in Figure 14. An increase in the ruthenium coverage changes the
proportion of Zone I and Zone II sites for CO adsorption and is responsible for the
change in the proportion of charge associated with the two oxidation peaks. In order
to substantiate this interpretation of the results, the XPS and LEISS data used to
estimate the nucleation density and average cluster size of the ruthenium on the
Pt(111) surface (Figure 14a) were used to establish the percentage of exposed
platinum atoms in Zone I, and this is also shown in Figure 14b. Together with this
curve are plotted the experimental points corresponding to the proportion of CO
oxidized in Zone I and Zone II estimated from the integrated charges of the
corresponding two peaks in the stripping voltammetry (from Figure 15). The close
correspondence between the experiment and the calculated ensemble concentration
indicates that the results on Pt(111)–Ru were consistent with the proposed bi-
functional model.

This model was also used to explain the promotion of CO electro-oxidation by
electrodeposited ruthenium islands on Pt(111) [93], with the surface oxidant being
provided by the activating ruthenium atoms. However, in HClO4 electrolyte only a
single stripping peak is observed [93] at a sweep rate of 10mV s�1 (Figure 12). This
apparent difference with the Pt(111)–Ru stripping results obtained in sulphuric acid
electrolyte (Figure 15) was tentatively attributed to the presence of a weakly
(perchlorate) rather than a strongly (sulphate) absorbing anion and its effects on the
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L–H kinetics, which follow water activation. It had been concluded that in the
presence of perchlorate anions that the mobility of CO was high with respect to the
rate of the L–H oxidation reaction [93]. It was demonstrated using partial stripping
voltammetry that the more strongly adsorbing sulphate anion inhibits the mobility
of the CO, resulting in the separation of the two kinetic regimes in sulphuric acid
electrolyte [94]. However, the relatively immobile CO is oxidized at a lower
overpotential in Zone II than the clean Pt(111) surface (Figure 15). This was
attributed to the continued activation of water by the ruthenium, but with the
additional requirement of spillover of the oxidant from the ruthenium cluster and its
diffusion to Zone II for the L–H oxidation of Zone II CO to take place. Recent
lattice gas simulations of CO electro-oxidation kinetics based on the bi-functional
mechanism on ruthenium-modified platinum surfaces [97] have shown that either a
single peak or two peaks may be observed in the CO stripping voltammetry
depending on the ruthenium cluster size.

5.4.3 Ruthenium on Pt(533)

In order to demonstrate the importance of a local ensemble in the promotion by
ruthenium of the L–H oxidation of CO, a number of experiments were carried out
on stepped platinum surfaces [98]. The results of these experiments also provide an
interesting comparison between surfaces modified by MVD ruthenium and through
deposition from solution. Experiments were carried out [98] on Pt(111), Pt(533), and
Pt(311) single-crystal surfaces. Ruthenium was dosed from an aged solution of
5610�4M RuCl3 in 0.5M H2SO4 (believed to contain the complex {RuO(H2O)]2þ}
by spontaneous deposition at open-circuit potential) [80]. Experiments were carried
out on the clean surfaces, following the spontaneously deposition of ruthenium, and
on surfaces where the deposited ruthenium was reduced in a 10% H2 in Ar gas
mixture. CO was adsorbed on the variously prepared surfaces from solution and
stripped in CO-free H2SO4 electrolyte.

Figure 16a shows CO stripping on Pt(111), Pt(111)–RuSP (following
spontaneous deposition), and Pt(111)–RuRED (where the spontaneously deposited
ruthenium has been reduced in hydrogen). Only a very small reduction in
overpotential for CO electro-oxidation is observed for Pt(111)–RuSP. The over-
potential for CO electro-oxidation on the Pt(111) surface has been reduced, however,
on the Pt(111)–RuRED surface, and the latter exhibits a doublet structure. This CO
stripping result on Pt(111)–RuRED is nearly identical to that found on the Pt(111)–Ru
surface where the ruthenium was MVD deposited (Figure 15): It was concluded that
Pt(111)–RuRED was decorated islands of Ru0.

Figure 16b shows CO stripping on Pt(533), Pt(533)–RuSP, and Pt(533)–RuRED.
The inset of Figure 16 is a schematic of Pt(533) that consists of 4 atom terraces of
Pt(111) with (100) steps. The overpotential for CO electro-oxidation on Pt(533)–RuSP

exhibits nearly no change from that of the clean surface. On Pt(533)–RuRED,
however, behavior similar to that observed on Pt(111)–RuRED is observed, i.e., a
significant reduction in overpotential and a doublet stripping peak. Close
comparison of CO stripping from Pt(533)–RuRED and Pt(111)–RuRED reveals that
the second stripping peak for the two surfaces is at a similar potential. The first peak
on Pt(533)–RuRED is, however, considerably sharper than the first peak on Pt(111)–
RuRED. The result on Pt(533)–RuRED was interpreted in the following manner. When
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reduced to Ru0, the ruthenium decorates the inside step edges of Pt(533). This results
in linear arrays of the Pt–Ru ensemble, highly active in CO electro-oxidation.
Oxidation at the platinum site in the linear array of the ensemble results in the first
sharp stripping peak (Figure 16). The second broader peak is analogous to the
oxidation of CO on terrace sites, away from the Pt–Ru step-edge ensemble.

In order to substantiate this interpretation, experiments were carried out [98]
on Pt(311)–RuRED. This surface has a very high density of (100) steps. CO stripping
experiments (not shown) on the Pt(311)–RuRED surface were characterized by a
dominance of anodic charge in the first of the two stripping peaks, i.e., that
associated with the linear array of Pt–Ru ensembles. The charge associated with
oxidation of CO adsorbed at terrace sites was very low, as one would expect for the
low concentration of terrace sites on Pt(311).

5.5 ELECTROCATALYSIS AT SINGLE-CRYSTAL PLATINUM
ALLOY SURFACES

While many studies have been performed for the oxidation of methanol and carbon
monoxide on supported catalyst systems [66,99–103] and Pt–Ru bulk alloys [61,104–
107], relatively few studies have been initiated on single-crystal platinum surfaces
modified with ruthenium. Of those performed these have largely involved the
investigation of platinum single crystals modified by ruthenium dosed electro-
chemically [92,93] or spontaneously [80–82,90,91] from aqueous chloride solutions.
This approach is discussed in Section 5.4.

MVD of ruthenium on Pt(110) has been shown to provide an ideal system for
the study of the promotion of electrocatalytic reactions on a well-characterized Pt–
Ru alloy surface [85,86]. In transfer studies, XPS, LEISS, and LEED have been used
to characterize the Pt(110)–Ru alloy system, and TPD and stripping voltammetry
used to investigate the chemisorption behavior of CO, and the promotion of CO
electro-oxidation as a function of incorporated ruthenium. The facile incorporation
of ruthenium in the relatively open-packed Pt(110)–(16 2) surface provided an ideal
model for the alloy system. It is also interesting to note also that the clean Pt(110)
surface exhibits the highest hydrogen oxidation currents of the three basal planes of
platinum [108].

The adsorption of 0.5ML of ruthenium on Pt(110) at 300K lifts the (16 2)
reconstruction, with evidence of only a small amount of clustering. XPS and LEISS
measurements demonstrate that flash-annealing submonolayer coverages of ruthe-
nium leads to incorporation of ruthenium into the top surface layers and eventual
bulk dissolution at temperatures above 1000K. This behavior contrasts sharply with
that found for ruthenium deposition on the close-packed Pt(111) surface (Section
5.4), and the differences are demonstrated by the changes in coverage measured by
XPS and LEISS as a function of surface temperature shown in Figure 13a. The large
differences in coverages estimated by the two techniques on Pt(111) are a result of
clustering of the ruthenium overlayer, while the similar coverages on Pt(110) are a
result of the wetting of the more open-packed surface. The incorporation of
ruthenium onto Pt(110) results in the decrease in the LEISS coverage in the
temperature range 300 < Ts=K < 900, with little change in the average coverage in
the uppermost three layers probed by XPS at these energies. The result of this
behavior is that surfaces can be prepared: (A) where ruthenium is present as an
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adsorbed metal (following deposition at 300K); (B) incorporated in the top layer as
an alloy (following annealing to &500K); (C) incorporated in the second or third
atomic layer on the Pt(110) surface with no ruthenium in the top layer (following
annealing to about 900K); or (D) with ruthenium incorporating more deeply in the
bulk of the crystal (annealing to about 1100K). The reactivity of the surface phases
of ruthenium in surface types A–D were investigated [85,86]. The modification of the
chemisorption behavior of the CO was investigated by TPD in order to establish any
correlation between electro-oxidation activity and CO bonding.

TPD from the clean and ruthenium-modified surfaces types A–D are shown in
Figure 17. TPD of CO from the unmodified Pt(110) surface led to two desorption
peaks at 415K and 515K, in good agreement with the literature [109–111]. Both
peaks are known to be due to linearly bound CO as demonstrated by vibrational
spectroscopy [110,111]. The low-temperature peak is observed at higher coverages as
a result of the strong repulsive lateral interactions between the CO molecules at
coverages greater than 0.5ML [110]. On a type A surface (freshly deposited
ruthenium corresponding to coverages YXPS ¼ 0:29 and YLEISS ¼ 0:18), TPD of CO
results in two less distinct peaks, shifted down in temperature to &375K and 500K,
are observed.

Figure 17 TPD of saturated CO layers from clean and MVD ruthenium-modified Pt(110)–

(16 2). The ruthenium coverages are estimated by XPS and LEISS. Modified surface A

corresponds to an unannealed surface, and B–D have been annealed to various temperatures

[86].
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Annealing a surface on which a higher coverage of ruthenium was adsorbed to
680K produces a type B Pt(110)–Ru surface with a slightly higher top-layer
concentration of ruthenium, but incorporated as an alloy (YXPS ¼ 0:78 and
YLEISS ¼ 0:39). Further pre-annealing to 890K results in a type C Pt(110)–Ru
surface, with nearly no ruthenium in the top layer, but significant concentrations in
the second and third layers (YXPS ¼ 0:70 and YLEISS ¼ 0:02). TPD of CO on types B
and C surfaces are similar to type A, and with desorption temperatures similar to
those reported by Iwasita et al. for the TPD of CO from bulk Pt–Ru alloys, where
two peaks at 390 and 445K were obtained [112]. There is clearly a significant
perturbation of CO adsorbed on the top-layer Pt atoms with ruthenium in the second
and third layers, and this perturbation is similar to that found for surfaces modified by
ruthenium in the top layer incorporated as either an alloy or an adsorbate. After flash-
annealing to 1100K, the TPD features associated with CO adsorbed on Pt(110)–
(16 2) are beginning to be regained as one may expect for the type D surface, where
ruthenium is dissolving deeper into the bulk of the crystal (Figure 13a).

In contrast, the effect of the adsorbed and alloyed ruthenium on the electro-
oxidation of CO has shown that promotion of the reaction is only evident if
ruthenium is present in the top surface layer. Hence the mediation of the oxidizing
species by top-layer ruthenium in the provision of Pt–Ru ensembles, rather than the
modification of CO adsorption by ruthenium, promotes the electro-oxidation
reaction [85,86].

Figure 18 show a series of CO stripping voltammograms for Pt(110)–Ru
surfaces prepared by MVD and characterized by XPS and LEISS before clean
transfer to the electrochemical cell. Surface A was prepared by MVD of Ru at 300K
with a coverage calculated from XPS (YXPS) of 0.28, which gave a corresponding
coverage of 0.28 in LEISS (YLEISS). Surfaces B–D were prepared from an initial
coverage of Ru of 1ML followed by flash-annealing to a range of temperatures, as
indicated above. The CO has been dosed from solution under potential control at
0.05VRHE. The initial cycle for each surface has been limited to 0.85VRHE in order
to minimize any irreversible oxidation or dissolution of the ruthenium overlayers.
Subsequently CO was re-adsorbed from solution under potential control at
0.05VRHE on the same surface that had been previously cycled to 1.25VRHE.
Note that CO adsorption completely poisons the adsorption of hydrogen before it is
stripped, as one may expect for a saturated CO overlayer.

Surface A, produced through deposition of ruthenium at 300K to coverages
corresponding to YXPS ¼ 0:28 and YLEISS ¼ 0:28, produces a surface on which the
ruthenium is adsorbed but not yet incorporated into the Pt(110) surface. This
adsorbed-ruthenium phase on Pt(110) displays similar voltammetry to that observed
for pure ruthenium [85]. CO adsorbed on this surface exhibits a broad electro-
oxidation peak centered at 0.72VRHE (Figure 18a). The peak is not significantly
shifted from the overpotential for CO oxidation on the Pt(110) surface (Figure 9),
although the broadening is largely to lower potential. This contrasts sharply with the
results obtained for surface B. This surface has been prepared in such a way as to
exhibit a similar top-layer coverage of ruthenium, but under conditions in which the
ruthenium is incorporated into the first three layers of the Pt(110) surface to form an
alloy through annealing an initially larger coverage to 625K. CO electro-oxidation
on such a surface (Figure 18b) is strongly promoted in a single broad peak centered
at 0.6VRHE VRHE. This promotion could be associated either with the incorporated
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ruthenium in the top Pt layer ðYLEISS ¼ 0:2Þ, or with the underlying concentration of
ruthenium in the second/third layers ðYXPS ¼ 0:9Þ. It will become evident that
ruthenium in the top layer is responsible for the promotion of CO electro-oxidation.

Reducing the top-layer concentration to YLEISS ¼ 0:05 (Figure 18c), and
keeping the average in the top three layers the same ðYXPS ¼ 0:9Þ, is accompanied by
a concomitant reduction in the size of the low potential peak: this promoted
oxidation is observed as a small shoulder on the now major peak at 0.72VRHE

Figure 18 Stripping voltammetry for saturated CO layers on Pt(110) for modified surface

types (a) directly after deposition at 300K ðyXPS ¼ 0:31 yLEISS ¼ 0:28Þ; (b) annealing at 625K

ðyXPS ¼ 0:90 yLEISS ¼ 0:20Þ; (c) annealing at 750K ðyXPS ¼ 0:90 yLEISS ¼ 0:05Þ; (d) annealing
at 1050K ðyXPS ¼ 0:50 yLEISS ¼ 0:01Þ. CO has been adsorbed from solution following transfer

at 0.05VRHE. The second cycle corresponds to the CO-free surface. Following transfer, the

first cycles are restricted to 0.8VRHE, and are shown in series I. The surfaces have subsequently

been oxidatively cycled to 1.25VRHE (ten cycles) and the CO adsorbed and stripped again in

series II [85,86]. The working electrode area was about 50mm2.
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(Figure 18c), the overpotential characteristic of Pt(110). Further reduction of the
top-layer concentration to YLEISS ¼ 0:01 and reduction of the second/third-layer
concentration to YXPS ¼ 0:5 are accompanied (Figure 18d) by a reversion to the
Pt(110) CO oxidation behavior. We can conclude from the measurements shown in
Figure 18 that CO electro-oxidation is promoted primarily by ruthenium incorporated
in the top layer of Pt(110), by adsorbed ruthenium to a lesser extent, and not by Pt
atoms modified by ruthenium in the second/third atomic layers. This does not
correlate with the perturbation observed for CO adsorption by ruthenium in the
TPD. Ruthenium in the second/third atomic layers had the most significant effect on
CO adsorption, reducing the desorption temperature and lowering the saturation
coverage. It is, therefore, not primarily the modification of CO adsorption behavior
by ruthenium that promotes the CO electro-oxidation. Rather it is the effect of
ruthenium in the top layer to activate water dissociation that is responsible for the
promotional effect. The difference between the adsorbed and incorporated
ruthenium (Figures 18a and 16b) is likely to be a result of a better distribution of
reactive ensembles in the surface alloy. In the case of adsorbed ruthenium, reactive
ensembles may be available only at the edge of adsorbate islands. These ensembles
are similar to the highly promoting ensembles at the edges of ruthenium clusters on
Pt(111) or in the linear arrays of ensembles on the ruthenium-modified step surfaces
(Section 5.4). Alternatively, incorporated ruthenium may be a more effective
promoter of water activation than the adsorbed state because of differences in
electronic structure.

Cycling surface A to 1.25VRHE and subsequently carrying out CO stripping
voltammetry (Figure 18) results in the oxidative dissolution of a significant
proportion of the adsorbed ruthenium. This is evidenced by the recovery of the
hydrogen adsorption structure associated with Pt(110)–(16 2) and CO electro-
oxidation, which takes place mainly in a sharper peak at 0.72VRHE, more
characteristic of the clean Pt(110) surface. In contrast, CO electro-oxidation on
the Pt(110)-ruthenium surface with a similar top-layer coverage (surface B) but on
which the ruthenium is incorporated in an alloy exhibits no change on cycling the
surface to 1.25VRHE when compared to 0.8V. The Pt(110)-ruthenium alloy phase is
more resilient to oxidative modification, at least in so far as the removal by oxidative
dissolution of the incorporated ruthenium phase. Comparison of CO stripping on
the alloy surfaces prepared with low concentrations of ruthenium in the top layer
(Figures 18c and 16d) and cycled only to 0.8VRHE with the same surfaces that have
previously been cycled to 1.2VRHE reveal substantial differences. The result of
cycling to 1.25VRHE is to produce a surface that gives rise to an additional CO
oxidation peak at lower potential to the peak at 0.7V associated with Pt(110) sites,
which dominates before oxidative modification. This new peak is observed at
0.52VRHE on C and 0.56VRHE on D. A concomitant reduction in charge associated
with the 0.7-V peak is observed. Ruthenium is clearly promoting CO electro-
oxidation on the oxidatively modified surfaces. A clue as to what is taking place by
cycling to 1.25VRHE to induce the promotional phase is given by the observation of
a small increase in the redox currents in the Pt(110) double-layer region following the
oxidative cycling procedure [85]. This is associated with ruthenium incorporated in
the topmost layer of the Pt(110) surface. We must conclude that the ruthenium,
which was present in the second/third layers, is the source of the ruthenium that
segregates to the top layer. Note that the initial (before oxidative cycling) surface
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coverages were YLEISS ¼ 0:05 and YLEISS ¼ 0:01. The voltammograms obtained
after cycling (Figures 18c and 16d) would indicate that a substantial proportion (50%
and 35% in the case of Figure 5c and 6d, respectively) of the surface is in the
promoting phase following oxidative cycling.

5.6 CONCLUSION

The activity, stability, and tolerance of supported platinum-based anode and
cathode electrocatalysts in PEM fuel cells clearly depend on a large number of
parameters including particle-size distribution, morphology, composition, operating
potential, and temperature. Combining what is known of the surface chemical
reactivity of reactants, products, and intermediates at well-characterized surfaces
with studies correlating electrochemical behavior of simple and modified platinum
and platinum alloy surfaces can lead to a better understanding of the electrocatalysis.
Steps, defects, and alloyed components clearly influence reactivity at both gas–solid
and gas–liquid interfaces and will understandably influence the electrocatalytic
activity.

The surface structure has been shown to clearly influence the ability of
platinum to dissociate hydrogen and chemisorb and dissociate oxygen. These
processes are related to key steps in hydrogen electro-oxidation (Tafel) and oxygen
electroreduction (through either sequential or direct pathways). In the case of
hydrogen dissociation, an indirect channel to dissociation mediated at defect sites
will dominate the reaction on platinum for thermal sources such as those found in
fuel cells. Adsorbates such as CO and O preferentially adsorb at such sites and block
this dissociation channel. The introduction of an alloy component in a metal does
not block the defect-mediated indirect channel to hydrogen dissociation. Similarly,
metal adsorbates and alloying components in platinum appear not to hinder
hydrogen electrooxidation. Oxygen molecular chemisorption and dissociation also
take place through indirect channels, and surface defects provide sites exhibiting
low-energy barriers for the sequential conversion of the physisorbed to chemisorbed
and dissociative states. It is therefore possible that the surface concentration of such
active sites may determine the propensity of electroreduction of oxygen to take place
through a sequential or a direct pathway. The higher specific activity of the extended
surface over small particles in oxygen reduction is direct evidence of a structure-
dependent reaction. Further studies of electro-oxidation and reduction kinetics at
well-characterized stepped and modified single-crystal platinum surfaces are required
to establish the details of the influence of surface structure on the overall reaction
mechanism.

There is clear evidence that adsorbate and alloyed metal atoms on platinum
surface promote CO electro-oxidation. The reduced overpotential is primarily a
result of the promotion of the activation of water. The subsequent kinetics are
determined by the details of a Langmuir–Hinshelwood reaction between the
adsorbed oxidant (OH) and adsorbed CO. Evidence is also presented that relates this
promotion (or poisoning) of CO electro-oxidation to tolerate CO in hydrogen feeds
in the hydrogen electro-oxidation reaction. An alternative mechanism that may
operate at low potentials [79,113] may be that the reduction in CO adsorption energy
on platinum induced by Ru [86,113,114] results in a higher equilibrium concentra-
tion of nonpoisoned sites. The relative importance of these mechanisms is a function
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of the effective overpotential of the hydrogen electro-oxidation reaction of the PEM
anode, and this itself is a function of CO coverage if reasonable kinetics are to be
maintained. Studies of the hydrogen electro-oxidation kinetics on well-characterized
promoted platinum surfaces [60] will provide a clearer picture of the mechanism
responsible for the promotion of CO-tolerant PEM anodes.
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SUMMARY

Two different approaches for nanostructuring of surfaces are discussed, where
electrochemical methods were proven particularly successful. First, ordering
processes following electrochemically driven phase transitions are investigated.
Depending on the driving force of the ordering process (i.e., the excess free energy of
the system), the phase separation may take place either on the basis of nucleation
and growth or through spinodal decay. The formation of structures ranging from
compact islands up to labyrinthine island patterns on the nanometer scale was in-situ
observed by electrochemical scanning tunneling microscopy. In the second
approach, the application of ultrashort voltage pulses of only few nanoseconds
duration to tiny tool electrodes allows for localized electrochemical dissolution or
deposition of material. This was demonstrated for the formation of nanometer holes
and clusters on Au(111) surfaces as well as for the three-dimensional machining of
metal sheets on the micrometer scale.
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6.1 INTRODUCTION

Many physical and chemical properties of materials are determined not only by the
materials themselves, but also by their geometric dimensions. As discussed in detail
in this book, the size of nanoparticles influences the catalytic activity, not only due to
the enhanced surface area, but also due to particular electronic properties, different
from those of bulk material. Confining electrons in small metal particles
considerably changes the electronic band structure and therefore the chemical
bonding of adsorbates [1–3]. In semiconductor nanocrystals, because of the lower
charge carrier densities, such effects are even more pronounced, and the electron
confinement leads to discrete energy levels rather than to electronic bands [4].
Tailoring the size and shape of metal or semiconductor structures allows for
adjusting the electronic and chemical properties according to the actual application.
For example, it has recently been shown by Maroun et al. that the electrochemical/
catalytic activity of PdAu(111) electrodes for the CO oxidation or hydrogen
adsorption is dependent on the actual size of the Pd islands embedded in the Au(111)
surface [5]. However, not only the size of the structures but also their geometrical
arrangement may be of importance. In optoelectronic devices as quantum dot lasers,
the lasing action depends crucially on the lateral coupling between the single
quantum dots and, therefore, on their well-defined arrangement [6,7].

These two examples already imply two completely different approaches for the
fabrication of nanoparticle arrays on surfaces. One strategy is the part-by-part
manufacturing of the structural elements to obtain well-defined arrangements. The
second approach is to exploit the ‘‘self-organization’’ of the system, e.g., upon an
ordering process following a phase transition [8] or the pattern formation in
dissipative systems [9]. The second strategy has the advantage of patterning large
surface areas in parallel. A drawback is the rather predetermined structure, given in
general by the thermodynamic or kinetic properties of the system.

How can such ordering processes be influenced and steered into a particular
direction? Electrochemistry is particularly useful in this respect, since the free energy
of the surface system is directly correlated with the electrochemical potential. A
simple variation of the electrochemical potential changes the state of the system and
may eventually drive a transition into a different surface phase. The electrochemical
potential can in general be varied very rapidly, just limited by the time constant of
the electrochemical cell, which is given by the capacity of the electrodes’
electrochemical double layer and the electrolyte resistance [10].

In Section 6.2 we discuss the evolution of structures occurring upon such
electrochemically driven phase transitions. The resulting surface morphology
depends crucially on the driving force for the phase transition, i.e., the starting
point in the phase diagram of the system. At low driving forces nucleation and
growth processes will prevail, whereas at high enough deviations from the phase
equilibrium the instantaneous decay of an unstable system can be observed.
Nucleation and growth processes will be demonstrated for phase transitions in a Cu
underpotentially deposited (UPD) layer on Au(111), which is in-situ observed by
electrochemical scanning tunneling microscopy (STM) [11].

Reducing the distance between the electrodes into the micro-to nanometer
range, e.g., by employing the tip of an electrochemical STM as a local counter
electrode, decreases the time constant of the electrochemical cell well into the
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nanosecond range. This allows for the investigation of very fast ordering processes,
usually inaccessible upon varying other thermodynamic variables of state as
temperature or particle concentration. Since electrochemical reaction rates are
exponentially dependent on the potential drop in the double layer, reactions can be
driven on a time scale barely achievable with other methods. This offers new
possibilities for the formation of kinetically determined structures upon the
equilibration of the system: in Section 6.2.2 we present data on the ordering process
of a thermodynamically unstable Au ad-atom gas [12]. Half a monolayer of Au
atoms from the topmost Au(111) surface was removed within a 20-ms pulse to the tip
of an electrochemical STM. The remaining Au ad-atom gas decayed into a
labyrinthine pattern of Au islands, typical for the spinodal decomposition of a two-
phase system. This is completely different from morphologies, expected upon
nucleation and growth of a new phase, which usually governs ‘‘slow’’ deposition of
material.

Also, for the part-by-part manufacturing of nano- and microstructures,
electrochemical methods were proven to be very successful. Particularly in
combination with scanning probe methods several approaches were employed. For
instance, Kolb and co-workers fabricated arrays of thousands of Cu nanoclusters on
an Au(111) surface by mechanical detachment from an STM tip, which was in-situ
electrochemically plated with Cu [13]. Another example is the scanning electro-
chemical microscope (SECM), where an ultramicroelectrode (UME) is positioned in
close proximity to the surface [14,15]. Surface modifications are achieved either by
direct oxidation or reduction of the surface or by local production of reactants at the
UME, which then diffuse toward the surface. The size of the produced structures is
determined by the geometry of the electrode arrangement and the subsequent current
distribution in the electrolyte or the diffusion length of the reactive species and, in
general, lies in the range of several micrometers, even with very tiny electrodes. All
these scanning probe methods have, however, to cope with a general problem, which
prevents the localization of electrochemical reactions: electrochemical reactions are
governed by the potential drop within a very narrow region at the electrode surface,
i.e., the electrochemical double layer [10]. Upon application of an external voltage
the ions in the solution redistribute and the potential varies essentially across the
double layer, with the electrolyte providing an effective shortcut in between the
double layers on the two electrodes. Therefore, spatial resolution in conventional
electrochemistry rather stems from secondary effects as diffusion length of the
reactive species or current density variations due to spatially varying electrolyte
thickness. Even with such tiny electrodes as the tip of an electrochemical STM, only
limited spatial confinement of conventional electrochemical reactions has to be
expected.

To overcome this constraint, we performed experiments where we applied very
short voltage pulses of only nanoseconds’ duration to an STM tip in electrochemical
environment. The limited diffusion of the ions during such short voltage pulses
prevented the ion distribution in the electrolyte from equilibration and indeed led to
confinement of the electrochemical reactions on a nanometer scale. This method is
demonstrated for the formation of holes of about 5-nm diameter and up to 3
monolayers (ML) depth on an Au(111) surface by local anodic dissolution of Au and
for the local deposition of Cu clusters of similar dimensions by reduction of Cu ions
from a CuSO4 electrolyte [16,17]. These experiments are reviewed and compared
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with other electrochemical approaches in Section 6.3.1. The application of short
voltage pulses to the electrodes offers an additional means for conducting local
electrochemistry. Besides the diffusion of ions, also their migration proceeds with
finite velocity [12,18,19]. This is the reason for the finite time constant of potential
changes in an electrochemical cell, where upon application of an external field ions
are forced to migrate and charge the respective double layers at the electrodes, finally
canceling the external field inside the electrolyte. The migration velocity is inversely
proportional to the applied field, i.e., the ratio between applied voltage and electrode
separation. Therefore, upon application of short voltage pulses, the electrodes’
double layers can only be charged in locations where the electrodes are in close
enough proximity. Since ion migration is enforced by an external field, it is in general
much faster than thermal diffusion, and with ns pulses and concentrated electrolytes
sufficient polarization of the double layers and subsequent electrochemical reaction
occur only for electrode distances in the micro-rather than in the nanometer range.
This method and recent experimental results are discussed in Section 6.3.2.

6.2 STRUCTURE FORMATION UPON ORDERING PROCESSES

Ordering processes upon first-order phase transitions usually involve long-range
mass transport leading to the formation of intermediate structures in the course of
the equilibration of the system [8]. For example, the small droplets nucleating upon
water condensation in a cloud are the precursors of the complete phase separation
into bulk water and saturated water vapor [20]. Similarly, the lamellar structure
occurring upon quenching of an Fe/Al alloy is the consequence of the uncompleted
demixing into Fe- and Al-rich phases [21]. Although at a first glance the
morphologies of such unequilibrated systems differ considerably, their major
structural features depend in principle only on one single parameter, the driving
force for the ordering process, i.e., the magnitude of the deviation from the
equilibrium situation, initiating the phase transition. This is discussed with the help
of Figure 1, which shows a general phase diagram of a two-phase system,
representative, e.g., for the vapor–liquid phase coexistence in water or the phase
separation in a binary mixture of oil and water. Temperature is depicted versus an
order parameter, which in the case of water might be the density. Inside the
coexistence region, the simultaneous existence of two phases is energetically
favorable; i.e., a homogeneous system driven into that region of the phase diagram
will separate into the two phases at the right and the left side of that region to reach
thermal equilibrium [(2) and (3) in Fig. 1]. If the driving force is weak, at positions
close to the border of the two-phase region, the homogeneous system is in a
metastable state [22] [(1) in Fig. 1]. In other words, the formation of the new phase
requires surmounting an energy barrier. For example, upon the formation of water
droplets from supersaturated vapor, due to the unfavorable surface-volume ratio of
small droplets and their high surface tension, the addition of water molecules to
small droplets costs energy rather than gaining energy by the formation of the stable
condensed phase [20]. Only above a certain droplet size does the transfer of water
molecules from the supersaturated gas phase to the condensed phase gain energy.
Such a phase separation process is called nucleation and growth, and the droplet size
above which the droplets’ growth is energetically favorable is called the critical
radius. Since the driving force for such phase transitions is rather low, and the
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formation of the critical nucleus occurs via thermal fluctuations, nucleation and
growth processes are slow and the resulting morphology of the system exhibits
compact and round shaped islands, i.e., droplets.

However, if the driving force becomes large enough, the energy barrier
hindering the phase separation will vanish, and the homogeneous system becomes
unstable [8,22,23]. The decay into the two stable phases can now proceed
instantaneously. In the framework of classical near-equilibrium thermodynamics,
this instability occurs at the so-called spinodal (Figure 1), and the decay process is
called spinodal decomposition. It has been described theoretically by Cahn and
Hilliard for the decomposition of metal alloys and is completely different from the
nucleation and growth process described above. Since the system is unstable, no
critical nucleus has to be formed upon the reorganization. The system is ordering by
instantaneous exponential growth of thermal density fluctuations of a particular
wavelength, which finally leads to an interwoven, labyrinthine pattern of the two
phases. In crystalline materials the overall structure can introduce anisotropy, which,
e.g., leads to the lamellar structure of some magnetic materials [24]. It is noteworthy
that the concept of the spinodal is derived from equilibrium thermodynamics, which
is in principle not applicable during the beginning of the decomposition with locally
strongly varying order parameter. Detailed theoretical investigations recently refined
this picture, but without any consequence for the qualitative discussion here [8,23].

Since it is often difficult to achieve the unstable situation inside the spinodal,
phase-ordering processes following the nucleation and growth scheme are much
more common from daily experience. Upon changing the thermodynamic variables
of state into the coexistence region, the system is in general crossing the metastable
region of the phase diagram. If this change of the thermodynamic state is too slow,

Figure 1 Sketch of the phase diagram of a two-phase system. Temperature is plotted versus

an order parameter, which might be the density. Inside the coexistence region the spinodal

(dotted line) separates metastable regions (M) from the unstable regime (U). The decay of a

metastable system (1) into the two stable phases (2) and (3) at the coexistence line proceeds via

surmounting a nucleation barrier and subsequent growth. Unstable systems (4) instanta-

neously separate into (2) and (3) via spinodal decomposition.
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nucleation and growth processes will occur before rendering the system unstable.
Moreover, the nucleation barrier gradually vanishes when proceeding toward the
spinodal, i.e., with increasing supersaturation. In surface systems most observed
phase-ordering processes therefore involve nucleation and growth processes. For
example, in the deposition of thin metal films, the variable of state, i.e., the metal ad-
atom surface concentration, is changed so slowly compared with the diffusion of the
ad-atoms that nucleation events and island formation occur long before the final
surface coverage is achieved [25]. Additionally, deposited metal atoms directly
nucleate at the existing islands and the supersaturation of the metal ad-atom phase
remains rather low.

The only possibility for entering the spinodal region without crossing the
metastable region is via a temperature quench through the critical point of the
system. This was achieved, e.g., in alloy systems, requiring, however, careful
adjustment and control of the system parameters [8,23].

6.2.1 Nucleation and Growth Processes in Electrochemistry

Also in electrochemical systems, nucleation and growth processes play a prominent
role in the formation of a new phase. Such processes were observed indirectly via
analyzing current transients in potential step experiments or directly via microscopic
observations, e.g., of electrochemical metal deposition. The dependence of the
nucleation density of Ag crystallites on the overpotential was originally studied by
Budewski and co-workers [26], initiating various experiments on the electrochemical
growth of metal crystallites with controlled size distributions. Recently, the
coevolution of hydrogen and its influence on the mass transport have been proven
to be particularly successful for obtaining monodisperse metal cluster distributions
[27]. In this section we present in-situ STM images of electrochemically driven phase
transitions in Cu UPD layers on Au(111) surfaces with special respect toward the
nucleation and growth of the domain pattern. Cu UPD on Au(111) in the presence
of various anions has been studied intensively during the last two decades and can be
considered as a model system for UPD metal deposition (see [28,29] and references
therein). A ð
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ÞR308 phase is formed by a honeycomb lattice of 2/3 of a
monolayer (ML) of Cu with 1/3ML of sulfate anions adsorbed in the honeycomb
centers [30,31]. Lowering the potential further toward the bulk Cu deposition leads
to the formation of a (161) structure of a full ML of Cu, also covered by sulfate
anions [32–34].

The experiments were conducted in a conventional electrochemical STM
[11,35]. Au films with a thickness of 250 nm on a Cr-coated (2-nm) glass substrate
were used as samples. After repeated cycles of rinsing with triply distilled water and
subsequent flame annealing, these films exhibited (111) terraces up to 100 nm wide.
High-resolution images of these surfaces show the ð
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622Þ reconstruction of the
clean Au(111) surface in accordance with [36].

In-situ STM images of the evolution of the morphology upon the phase
transition from the (161) phase into the ð
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ÞR308 phase, driven by a potential
step, are shown in Figure 2. Experimental details are described in [11]. Before
recording Figure 2a, the surface was completely covered by the (161) UPD phase by
holding the electrochemical potential only a few mV positive from the bulk Cu
deposition. After a positive potential step of 200mV at the beginning of recording
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Figure 2a, small dark triangular islands of the ð
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ÞR308 structure homo-
geneously nucleate on the formerly gray (161) covered terrace. (The slow scan
direction of the STM is directed upward in that image. Recording one image takes
approximately one minute.) The domains of the ð
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ÞR308 grow until they
intercept each other. The ð
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ÞR308 structure exhibits three translational
domains on the Au(111) surface. Because all three domains are equidistributed
among the nucleating islands, by chance the intercepting domains are out of phase
and form domain walls, finally resulting in the domain wall pattern of Figure 2d
(faint gray lines). The domain wall pattern is random. Repeating the experiment
leads to a completely different pattern. In particular, Au clusters, which remained on
the surface from the lifting of the ð
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622Þ reconstruction of the Au(111) surface
upon the UPD layer formation (bright white dots in the STM images), do not
influence the domain pattern.

Also the reverse transition, the formation of a (161) structure on the domain
network of the ð
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ÞR308 phase can be followed in-situ by STM. Figure 3
shows the evolution of the surface structure upon a potential step from the
ð
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ÞR308 into the (161) Cu UPD phase. Starting from the domain

Figure 2 Series of STM images (100 nm 6 100 nm; recording time 1min per image) of the

phase transition between the (1 6 1) and the ð
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ÞR308 phase in a Cu UPD layer on

Au(111) in 1M CuSO4 þ 0.5M H2SO4 solution. Directly before recording Figure 2a, the

potential was stepped to 0.2V versus CujCu2þ, initiating the homogeneous nucleation of dark

triangular domains of the ð
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ÞR308 phase. The slow scan direction is indicated by an

arrow. (From Ref. 11.)
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configuration of the ðH36H3ÞR308 in Figure 3a, upon switching the potential the
(161) phase starts to grow instantaneously (Figure 3b, slow scan direction
downward). The existing domain walls broaden until the (161) phase covers the
whole surface (data not shown). In this case, the new phase nucleates
heterogeneously at the defects of the ðH36H3ÞR308 structure, i.e., the domain
walls. Whether the domain walls in the ðH36H3ÞR308 structure already exhibited
the (161) phase or whether they merely supported the nucleation of the new phase
cannot be unequivocally decided. In any case, the formation of the (161) phase at
the existing defects/domain walls is kinetically favored over homogeneous
nucleation, randomly distributed over the surface.

In these two examples of electrochemically driven growth processes,
subsequent mass transport, i.e., the increase of the Cu coverage upon the (161)
or the adsorption of sulfate during the ðH36H3ÞR308 formation, occurs on a rather
slow time scale. Therefore, the deviation from the thermodynamic equilibrium
situation remains small during the reorganization of the system, and the evolution of
the surface morphology is governed by nucleation and growth.

6.2.2 Spinodal Structures upon Fast Electrochemical
Ordering Processes

Electrochemical phase transitions can in principle be driven very fast. The reaction
rate of the electrochemical processes is exponentially dependent on the overpotential.
Therefore, in the absence of mass-transport limitations, the only restriction is the
finite charging time of the double layer, which is given by the cell geometry, i.e., the
time constant of the RC network, consisting of the electrolyte resistance and
the double-layer capacity. In conventional cells the length of the current path d
between the counter and working electrodes is in the range of centimeters. With
typical values for the specific electrolyte resistance r&100O cm and the double-
layer capacity cDL&10 mF= cm2, this results in a charging time constant
t ¼ rdcDL&100O cm ? 1 cm610 mF= cm2 ¼ 1ms. This is still not very fast,

Figure 3 STM images (100 nm6100 nm; recording time 1min per image) of the

heterogeneous nucleation of the (161) Cu UPD phase at the domain boundaries of the

ðH36H3ÞR308 structure. At the beginning of the recording of Figure 3b, the potential was

switched to about 0V versus CujCu2þ. (From Ref. 11.)
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compared with typical jump rates of metal ad-atoms on metal surfaces. For example,
from the data derived by Bott et al. [37] for the diffusion of individual Pt ad-atoms
on a Pt(111) surface in vacuum at room temperature a jump rate of about 108 1/s is
estimated.

However, since the charging time constant of the double layer linearly depends
on the electrolyte resistance and, therefore, on the distance between counter and
working electrode, the double-layer charging time constant can be significantly
lowered simply by changing the size of the effective cell. Using the tip of an
electrochemical STM as local counter electrode in a few nanometers’ distance to the
surface reduces the time constant well into the nanosecond range, even with diluted
electrolytes. Moreover, the evolution of the surface morphology can be observed in
situ by STM, directly after inducing the structural changes. In the following, we
describe experiments where Au atoms of the topmost layer of an Au(111) surface
were electrochemically oxidized and dissolved by microsecond-long voltage pulses
[12]. The electrolyte was 1-M KCl, which ensures that the oxidized Au atoms are
readily complexed and easily dissolved in the electrolyte. Therefore, the reaction
occurs without mass-transport limitations, and solely the overpotential, i.e., the
pulse height, determines the dissolution rate of Au. The reordering of the disturbed
topmost layer is subsequently monitored by STM.

The experimental setup for such fast electrochemical experiments is sketched in
Figure 4, employing a modified electrochemical STM previously described in [16,38].
The sample potential was potentiostatically controlled versus a reference electrode.
For conducting local electrochemistry, a high-frequency pulse generator, which
supplied voltage pulses as low as 10-ns duration and voltages up to +4V, was
switched to the tip for a few milliseconds. The current voltage converter of the STM
was protected against the high-voltage pulses by a low-pass filter. Since the time

Figure 4 Sketch of the electrochemical STM for short-pulse surface modifications. The

potential of the working electrode (WE) is controlled by a low-frequency potentiostat (Pot)

versus the reference electrode (RE) via the counterelectrode (CE). The tunneling voltage (UT)

is supplied via the I/U converter of the STM (IT) and a low-pass filter (LP). To apply the short

pulses to the STM tip, a high-frequency pulse generator (Pulse) is switched onto the tip for a

few milliseconds.
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constant of the STM preamplifier and the controller is much longer than the
duration of the short pulses, the vertical position of the tip remains unchanged
during the application of the pulses, even if large charging and Faradaic currents
flow for a few ns. Gating of the feedback loop is therefore optional, although in most
cases the feedback loop of the STM was switched off for a couple ms, to allow for the
recovery of the preamplifier, before stable tunneling conditions were reestablished. A
mechanically ground and polished Ir wire was used as the STM tip in order to
withstand the relatively high-voltage pulses during the electrochemical surface
modification without degradation of the imaging quality. The side of the tip was
coated with Apiezon wax W 100 to reduce parasitic Faradaic currents.

By proper choice of the electrolyte Au atoms can be dissolved in the electrolyte
during short pulses. Figure 5 shows the result of a �4-V, 20-ms pulse to the STM tip,
which was applied in the center of the image while slowly scanning downward in 4-M
KCl (Figure 5a). In order to allow for large-scale reaction and unconstrained
transport of ions in the electrolyte, the tip was retracted by about 2 nm during the
application of the pulse. After the pulse was applied, an interconnected, labyrinthine
pattern of monoatomically high Au islands formed on the surface. Comparison with
previously recorded images revealed that only Au atoms from the topmost terraces
were dissolved during the pulse without changing the terrace structure of the surface.

Figure 5 (a) During scanning of an Au(111) surface in 4MKCl, the application of a 20-ms,
�4-V pulse to the STM tip led to the formation of a labyrinthine pattern of Au islands. (b) The

pattern coarsened slightly in the consecutive STM image, recorded 1min later.
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Therefore, during the short voltage pulse, about 1/2ML of Au atoms from the
topmost surface layer has been removed, leading to the ordering of the remaining
1/2ML into the labyrinthine pattern.

The topography of the island pattern is completely different from that expected
upon vacuum evaporation of material or slow electrochemical deposition or
dissolution, as discussed in Section 6.2.1. In the latter case, the situation is governed
by nucleation and growth, mostly leading to relatively compact, round-shaped
islands. The labyrinthine patterns observed here rather point to the spinodal decay of
an unstable Au ad-atom gas, which decomposed instantaneously. It is conceivable
that upon the application of the high-potential step Au atoms from the topmost
surface layer were statistically removed, leaving an Au ad-atom gas with a density of
1/2ML behind. Since the dissolution of the material occurred about 6 orders of
magnitude faster than the change of the ad-atom concentration with conventional
vacuum or electrochemical methods, the metastable region of the phase diagram was
surpassed before nucleation and growth of compact Au islands could start. Indeed,
assuming that the particle interactions in the Au atom gas are dominated by nearest-
neighbor interactions, a density of 1/2ML equals the critical density [39], i.e., the ad-
atom gas with 1/2ML density is situated in the middle of the coexistence region,
where it is definitely unstable (see Figure 1).

The labyrinthine pattern slowly coarsens on a time scale of minutes (Figure
5b). Eventually, after about 30min, the pattern breaks up into single, compact
islands, and Ostwald ripening sets in where big islands grow on the expense of
smaller ones (images not shown here). It is noteworthy that the size of the reacted
surface area in Figure 5 amounts to only about 60 nm660 nm, whereas the rest of
the surface remains unaffected by the pulse. Apparently, due to the short duration of
the pulse, electrochemical reactions were confined near the very end of the STM tip.
In the following section, we discuss how short voltage pulses, applied to properly
shaped tool electrodes, can indeed be employed to the part-by-part manufacturing of
small surface structures.

6.3 ELECTROCHEMICAL PART-BY-PART MACHINING OF
NANO- AND MICROSTRUCTURES

In conventional electrochemistry, where the current density distribution in the
solution reached its steady state, the shape and size of the counter electrode are of
only secondary influence on the lateral extension of the modifications. Even upon
employing very small electrodes such as the tip of an electrochemical STM as a local
counter electrode, the modified surface area far exceeds the length scale of the atomic
structures resolved in the STM image. This is demonstrated in Figure 6a, which
shows the result of the application of a �3-V, 10-ms-long pulse to the tunneling tip,
while imaging an Au(111) surface in 10-mM H2SO4 þ 1-mM CuSO4. The
experimental setup is identical to that of Section 6.2.2. After the pulse the previously
atomically flat Au(111) surface exhibits the typical roughened morphology of an
oxidized Au(111) surface with monolayer high islands (white) and monolayer deep
holes (black) [40–42]. In contrast to the experiments in Section 6.2.2 the absence of
Cl� prevented the dissolution of Au, and the oxidation process led to the formation
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of insoluble Au hydroxides and oxides on the topmost Au surface. Obviously,
already within 10 ms the double layer on the Au surface was sufficiently charged over
the whole imaged region, to induce the large-scale electrochemical oxidation.
Because the recording time for an STM image is about 1min, the STM tip did in

Figure 6 (a) Application of a 10-ms, �4-V pulse to the STM tip during imaging an Au(111)

surface in 0.5M CuSO4 resulted in large-scale oxidation of the surface. (b) Reducing the pulse

duration to 600 ns or 200 ns in 0.5M CuSO4 led to the spatial confinement of the

electrochemical reaction. The oxidized region still exhibits the fingerprint of the electro-

chemical Au oxidation, i.e., the characteristic island and hole pattern.
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effect not move during the short voltage pulse, inducing the modification. However,
no hint on the actual position of the STM tip during the ms voltage pulse is
discernible in the image.

It is noteworthy that several 100 nm away from the imaged surface region in
Figure 6a the surface remains unchanged for two reasons. First, secondary effects as
current density and voltage drop in the electrolyte become more important with
larger distance between the electrodes, and, therefore, the reaction rate at more
distant areas decreases. The second reason is that the charging of the double layer
requires considerable current to flow through the electrolyte. Hence, with increasing
distance between the electrodes and a longer current path through the electrolyte, the
charging time of the double layer increases. Eventually the potential drop across
the double layer, reached within the short pulse, will be insufficient to initiate the
electrochemical reaction. However, according to the above approximation for the
double-layer charging time constant, with 10-ms pulses this effect becomes efficient
only at length scales of several 10 mm [18]. In Section 6.3.2 we discuss how this
charging behavior of the double layer can be exploited to confine electrochemical
reactions down to submicrometer precision. Even-higher spatial resolution, however,
can be obtained by applying ns pulses to an STM tip, employing the confined
geometry and limited electrolyte reservoir in the tip-surface arrangement of an STM,
which is demonstrated first.

6.3.1 Nanoscale Surface Modifications with the
Electrochemical STM

Figure 6a demonstrates that there is an intrinsic limitation of the achievable spatial
resolution in (quasi) steady-state electrochemistry. To overcome this limit, which is
determined by the equilibrium ion and current distributions in the electrolyte, we
further reduced the duration of the voltage pulses. Figure 6b shows the result of two
single pulses, 200 ns and 600 ns long. The locations where the two pulses were applied
are clearly visible. They exhibit the typical fingerprint of an oxidized Au surface;
however, the reactions are now sharply confined to small areas, only several 10 nm in
diameter. Further reduction of the pulse duration to 50 ns even leads to the
formation of well-defined holes on the Au surface with about 5-nm diameter and a
depth between 1 and 3ML (Figure 7). The STM image shows the in-situ formation
of a single hole exactly at the tunneling position of the tip where the pulse was
applied (indicated by an arrow). Since the slow scan direction of the STM image was
directed upward, only the upper half of the hole is imaged. The three holes in the
upper part of the image were previously produced by three single pulses.

To check the influence of the electrolyte on the local confinement of the reaction,
we conducted experiments in various electrolytes such as H2SO4, HCl, KCl, NaSO4,
CuSO4, and some of their mixtures. It turned out that the most important ingredient
for the local surface modification was the use of highly concentrated electrolytes. In
pure water, hole formation was impossible with ultrashort voltage pulses, which rules
out a purely field-induced surface modification, due to the high field strength at the tip
apex, and further supports the electrochemical nature of the process.

For an ultimate proof of the electrochemical nature of the process, however, it
has to be checked whether upon inversion of the pulse polarity also the opposite
reaction of the hole formation, i.e., the reduction of ions from the solution, becomes
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possible. This is shown in Figure 8a on an Au(111) surface immersed in 0.5-M
CuSO4. Three short, positive voltage pulses (50 ns, þ4V) led to the formation of
three Cu clusters with about 5-nm diameter and monoatomic height. The clusters are
located exactly at the position where the tip was tunneling at the moment when the
pulse was applied. These clusters dissolved completely after increasing the sample
potential to about 400mV versus CujCu2þ, substantiating that the precipitates
indeed consisted of copper and did not constitute contaminations disposed off the
tip. In this respect it should also be mentioned that the potential of the tip was at
about 400mV versus CujCu2þ prior to the application of the pulse, which excludes
underpotential deposition of Cu on the tip. Therefore, the deposited Cu had to stem
directly from reduction of ions of the electrolyte.

The respective Cu deposition experiment upon long voltage pulses is shown in
Figure 8b. As expected, a single, long, positive pulse (20 ms, þ1.3V) led to the large-
scale deposition of Cu clusters on the surface, which is the well-known growth mode
for conventional electrochemical Cu deposition in the absence of surface-active
substances [43–45].

When discussing the mechanism of the local nanostructuring, it should be kept
in mind that the STM tip is a rather macroscopic object. Our tips are mechanically
ground wires with a typical tip radius of about 1mm. During tunneling the very apex
of the tip resides at approximately 1-nm distance before mechanical contact with the
Au surface occurs. This was deduced from tunneling-current versus tip-surface
distance measurements. Therefore, the actual geometry in the vicinity of the reacted
surface area rather resembles an extended gap with a slightly varying gap width,
which increases from about 1 nm at the tip apex to about 10 nm at several 100-nm
lateral distance. Due to the relatively small distance between the electrodes, the

Figure 7 In-situ formation of a single hole on Au(111) by a 50-ns, �2-V pulse in 1M CuSO4

þ 0.5M H2SO4. The hole is formed at the location of the tip during the application of the

pulse (black arrow). The slow scan direction is directed upward. The three holes in the upper

part of the image were previously produced.
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migration of the ions in the applied field during the pulse is extremely fast. With an
estimated mobility of 10�4 cm2/Vs and a typically applied external field of 1V/10 nm,
the redistribution of the ions in this gap is finished after the first few nanoseconds of
the pulse. However, these ions are incorporated in the double layer, whose charging
requires an amount of ions, equivalent to about 0.1ML for a 1-V change of the
double-layer potential. Considering that even in highly concentrated electrolytes of
about 1-M concentration, as employed here, only every 50th particle comprises an
ion of the respective charge, the charging of the double-layer capacity instanta-
neously consumes about all the ions in the gap. The electrolyte in the gap is hence
significantly depleted already at the very beginning of the pulse.

In contrast, refilling the gap with ions from the bulk of the solution happens on
a much slower time scale because it is driven solely by the concentration gradient.
With a typical diffusion constant of 10�5 cm2/s the diffusion length within 100 ns for
a delta-shaped concentration profile is only about 10 nm, which corresponds to
about one tenth of the estimated lateral extension of the gap. Therefore, there is no
significant refilling of the gap during the short pulse, leaving the electrolyte there
highly depleted. The depleted solvent layer in the gap can hence be reasoned as local

Figure 8 (a) Three single Cu clusters on Au(111) formed by three 50-ns, 3-V pulses to the

STM tip in 1M CuSO4 þ 0.5M H2SO4. (b) Application of a 20-ms, 1.9-V pulse in 0.5M

CuSO4 led to the large-scale deposition of Cu clusters.
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insulation of the macroscopic tip, which prevents Faradaic currents from flowing
and therefore, suppresses the electrochemical reaction over most of the gap region.
Only at the very apex of the tip, where the electrodes’ distance is merely a few
diameters of a solvent molecule, is this simplified picture of double layers at the
electrodes and an electrolyte in between no longer applicable. Here, the distance
between the ions in the double layers is of the same order of magnitude as the
distance between the electrodes, and the notion of an electrolyte resistance is
meaningless. It is expected that direct transitions of ions from one electrode to the
counter electrode and vice versa become possible in the local electric field. Only there
the electrochemical reaction proceeds and the Au surface is locally dissolved.

The importance of depletion and subsequent refilling of the electrolyte in the
tip-surface gap for the confinement of the reaction is substantiated by Figure 9. This
image was recorded after a 2-ms, �3-V pulse was applied to the tip while it resided at
the middle of a 150-nm6150-nm terrace. This terrace was part of a staircaselike
morphology, steeply descending to the right and ascending to the left. Therefore, the
tip-surface gap became narrower toward the left-hand side and opened to the right,
which eases the refilling of the depleted electrolyte from that side. In agreement with
the explanation above, the reaction was limited to regions near the descending step
where the ion concentration increased considerably during the relatively long pulse,
and the resulting finite electrolyte resistance allowed the large-scale electrochemical
reaction.

Although the electrochemical nature of the nanostructuring process is
convincingly demonstrated, the role of the externally applied electric field should
be once more considered. Field-induced modifications of a surface on an atomic
scale have been reported from various vacuum experiments [46–49]. The fields
required for such manipulations are much larger than those applied here and usually
necessitate very small distances between tip and surface, close to mechanical contact

Figure 9 Application of a 2-ms, �3-V pulse in the middle of an Au(111) terrace in a stepped

region led to the large-scale oxidation of the surface, proceeding from the descending (right)

step edge (0.5M CuSO4).
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[48]. Upon tunneling in an electrochemical environment the typical tip-surface
distance is much larger, and the resulting external field during the voltage pulse is
more than a factor of 5 lower than those applied for the vacuum modifications.
However, it is conceivable that the external field can compensate for insufficient
charging of the double layer, which might result from a deficiency of ions in the gap.
This might provide a reason why hole formation on the Au(111) surface worked with
almost every tip in concentrated electrolytes if the external voltage was raised to
about 3V. The external field adds to the electric field in the double layer and
accelerates the electrochemical reaction. Such effects are, of course, only relevant for
small distances at the very apex of the tip. In contrast to this, upon Cu cluster
deposition by reduction of ions from solution, sufficient copper ions have to be
present in the gap to form a microscopic, stable cluster. Because the number of ions
is dependent on the specific shape of the gap, the success of the Cu cluster deposition
depends much more on an appropriate tip-surface geometry than on the hole
formation.

The local electrochemistry by ultrashort voltage pulses differs significantly
from other electrochemical approaches for producing small structures with the help
of an STM. One of these involved the electrochemical plating of the tunneling tip
with Cu and the successive detachment of Cu clusters on the surface by mechanical
contact [13] as mentioned above. Although the reproducibility of this method could
be enhanced up to 104 almost identical clusters in a row, it is still limited to systems
where the adhesion between the material to be deposited and the surface is high
enough to allow detachment from the tip. In a recent experiment by Hoffmann et al.
millisecond voltage pulses have been employed to redissolve material from the tip (in
this case Co) where it had previously been deposited [50]. This led to a local,
transient enhancement of the metal-ion concentration and, therefore, to local
variations of the Nernst potential for its bulk deposition on the surface. Although
this process is in principle determined by the diffusion properties of the species, the
achieved resolution is about 20 nm with good reproducibility. Other experiments
concern the structuring of surfaces in humid air by use of an STM tip. However, in
such experiments on Au(111), voltage pulses to the STM tip longer than 100 ms were
necessary for hole formation with reasonably low voltages [51,52]. This is directly
conceivable from the low-ion concentration in pure water (10�7M), which condensed
in the tip-surface gap and forms the electrolyte in those experiments. Indeed, in
experiments with bulk water, we found no reaction with ns pulses and large-scale
reaction with ms pulse duration, during which substantial ion transport from the
water bulk into the tip-surface gap could occur. Therefore, in experiments conducted
in humid air the local confinement of the reaction has to be attributed to the
formation of a small water neck in between the tip and the surface, due to capillary
forces, as proposed in recent experiments on the oxidation of Si and Ti [53,54].

A different approach for producing small metal clusters on a surface was
sucessfully demonstrated in Penner’s group. Small Ag clusters were deposited on a
graphite surface from an Agþ solution by applying positive voltage pulses of 50-ms
duration to the STM tip [55,56]. The local metal deposition started a few
microseconds after the beginning of the pulse and was attributed to nucleation of
an Ag cluster in a small hole on the graphite surface formed instantaneously during
the application of the pulse. Note that on graphite the hole formation proceeds
independently of the polarity of the pulse, which points to a field effect rather than to
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electrochemical oxidation of the surface. Analogously, holes on the Au surface
produced by ultrashort voltage pulses also can serve as local nucleation sites for Cu
bulk deposition. Figure 10a shows three holes of nm dimensions on an Au(111)
surface in 0.5-M CuSO4 at a sample potential of 100mV versus CujCu2þ. Upon
reducing the potential toward � 60mV, the Cu bulk deposition started in the holes
(Figure 10b). Contrary to this, on the bare surface next to the holes the Cu bulk
deposition was kinetically suppressed because of a substantial nucleation barrier, due
to the surface energy of the Cu clusters (see, e.g., [57]). As discussed in more detail in
[17] the height of these clusters is dependent on the overpotential rather than on the
polarization time, reflecting the energy balance between the surface energy of the
cluster and the electrochemical excess energy of the Cu reduction.

In conclusion, carrying out electrochemical reactions far from equilibrium
conditions, i.e., far from the equilibration of the ion distribution in the electrolyte,
can indeed lead to strongly localized surface modifications on the nm scale.
Technological applications comparable to those of e-beam lithography might be
possible but still suffer, however, from relatively slow processing speed, due to the
sequential nature of the modification process. Confining electrochemical reactions
on a surface by the application of short voltage pulses adds a new versatility to the
variety of scanning probe modification techniques, which were recently reviewed,
e.g., in [58–60].

6.3.2 Electrochemical Micromachining with Ultrashort Voltage Pulses

The preceding method (Section 6.3.1) relies completely on the limited equilibration
of the ion distribution in solution, due to the hindered diffusion. Additionally, the
charging time of the double layer can be exploited for the local machining of
surfaces. As mentioned in Section 6.2.2, the time constant for the double-layer
charging is given by the product of solution resistance and double-layer capacity. In
the above experiments employing the tip of an STM, which is a few nms’ distance to
the surface, as local counter electrode this time constant is well below nanoseconds,
even for diluted electrolytes. Nonetheless, for electrode separations in the

Figure 10 (a) Three holes on an Au(111) terrace produced by 75-ns, �2.4-V pulses in 1M

CuSO4, imaged at a surface potential of 100mV versus CujCu2þ. (b) Reducing the

electrochemical potential to �60mV versus CujCu2þ led to deposition of Cu clusters of up

to 3-ML height in the holes. On the terrace no nucleation of Cu occurred at such small

overpotentials.
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micrometer range, this time constant amounts to about 10 ns (with typical values for
the specific electrolyte resistance and the double-layer capacity, [18]). In other words,
upon application of voltage pulses of 10-ns duration, the electrodes’ double layers
can only be charged if the electrode separation is below about 1 mm; if it is larger, no
significant charging will occur during the pulse and the electrochemical reactions are
effectively suppressed. This argument can be directly transferred to irregularly
shaped electrodes in close proximity (Figure 11). The locally varying length of the
current path through the electrolyte leads to locally varying electrolyte resistances
(Rwide, Rclose in Figure 11a) for the charging of the double-layer capacity CDL. Upon
application of a short voltage pulse to the electrodes, the double layer at electrodes’
regions in close proximity is charged more strongly than at those farther apart
(Figure 11b). Although the charging-time constant and, therefore, the degree of
charging vary about linearly with the local electrode separation, electrochemical
reaction rates are exponentially dependent on the voltage drop in the double layer,
leading to an overall exponential dependence of the electrochemical reaction rate on
the local electrode separation. Therefore, upon application of ultrashort voltage
pulses, the electrochemical reactions can be strongly confined to electrode regions in
very close proximity. Properly shaped tool electrodes can, for example, be locally
etched into a workpiece without affecting surface regions farther apart. The pulse
duration directly controls the maximum gap width, i.e., spatial resolution of this
method.

A sketch of the experimental implementation is shown in Figure 12a. The
workpiece is mounted in an electrochemical cell, attached to a piezo stage for three-
dimensional manipulation with submicrometer precision. The average potentials of
the workpiece as well as the baseline potential of the tool electrode are
bipotentiostatically controlled. For local surface modifications, high-frequency
pulses are supplied to the tool electrode. A typical current transient upon machining
a Cu surface with a cylindrical Ø50-mm Pt tool in 0.01-M HClO4 þ 0.1-M CuSO4

upon the application of 50-ns pulses of 1.6-V amplitude is depicted in Figure 12b.
The rectangular background of the current peak corresponds to the insignificant
charging of the more distant regions of the tool and workpiece electrodes: no
increase of the double-layer voltage and hence no decline of the current were
achieved there during the short pulses. To the contrary, electrodes regions that are in
very close proximity, i.e., the front face of the cylindrical tool and the corresponding
Cu surface regions, are strongly charged, signaled by the steeply decreasing current
peak superimposed on the rectangular background. Those charged regions are
quickly discharged after the end of the voltage pulse, indicated by the negative
current peak. As expected, both the maximum current and the slope of the charging
and discharging peaks are dependent on the tool workpiece distance (data not shown
here, [18]).

The result of such a microstructuring experiment where the tool was etched
into a Cu surface upon application of a sequence of 109 50-ns pulses of 1.6-V
amplitude, which in total lasted about 10min, is shown in Figure 13. The tool was
first etched vertically into the surface by 15 mm and then moved along a rectangular
path, to machine the trough around the small Cu tongue with only 2.5-mm thickness.
The diameter of the tool was 10 mm, and the width of the trough was 16 mm, which
signals a working gap width between tool and workpiece of about 3 mm. This value
corresponds well with that expected from the double-layer charging time constant
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Figure 11 (a) Principle of the electrochemical micromachining with ultrashort voltage

pulses. Due to the position-dependent electrolyte resistances (Rwide and Rclose) the double-layer

capacity (CDL) is charged with varying time constants. (b) Upon application of a voltage pulse

the double layers, where the electrodes are in close proximity, are charged more strongly than

at larger distances.
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[18]. A detailed calculation, taking geometry and pulse amplitude into account,
produced a value for the working gap width of about 2 mm, again in excellent
agreement with the experiment. Because the charging time constant and local
electrode separation are linearly related, the working gap width is expected to
decrease linearly with the pulse duration. This was indeed experimentally confirmed
for Cu dissolution down to pulse durations of 20 ns. Also, the specific electrolyte
resistance, i.e., the concentration, linearly influences the spatial resolution. There-
fore, simply by diluting the electrolyte or decreasing the pulse duration, one can
significantly enhance the spatial resolution of the method. The only constraint to

Figure 12 (a) Experimental setup for electrochemical micromachining. (See text for

description.) (b) Measured current transient at close electrode distances. (Tool: Ø50-mm Pt

cylinder, 1.6-V pulse amplitude, 0.01M HClO4 þ 0.1M CuSO4.)
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meet is that the prerequisites for the simple picture sketched in Figure 11 must be
fulfilled, i.e., that the charging of the double layer can be represented by an RC
network. Apart from kinetic effects, as relaxation dynamics of electrolyte and double
layer, which might come into play at such short time scales touching the picosecond
range, the major condition is that the ions for the charging can be provided without
significantly depleting the electrolyte in the working gap. Additionally, handling
short pulses and feeding them to the tool electrode become considerably difficult for
pulse durations reaching the lower nanosecond range. However, assuming pulse
durations of 100 ps and fairly concentrated electrolytes of 0.3M should result in a
working gap width in the range of 10 nm. As is conceivable from Figure 13, the
working precision is, in general, much higher than the working gap width, reflected
by the smooth surface of the Cu tongue with a roughness well in the nanometer
range. The electrochemical micromachining with ultrashort voltage pulses can in
principle be applied to all electrochemical active materials. Pure metals such as Cu,
Au, W, Ni, and Co, semiconductors such as p-Si, and alloys (nickel silver and
stainless steel) were successfully machined. Also, the inverse process—the local
deposition of materials—was demonstrated for Cu deposits on Au surfaces.

The electrochemistry of the above-mentioned materials differs considerably.
While electrochemical Cu dissolution is very fast and extremely reversible, the
electrochemical dissolution of stainless steel is considerably hindered by the
formation of a passivating oxide layer. Because this passivation layer has to be
chemically removed, the chemical composition of the electrolyte becomes very
important in the latter case. A concentrated mixture of hydrofluoric and
hydrochloric acids has been proven to be particularly successful. Figure 14 shows
an SEM image of a stainless steel cube, etched directly out of a 1.4301 stainless steel
sheet with a Ø50-mm cylindrical Pt tool. The microcrystalline structure of the
stainless steel sheet becomes exposed in 3D, and the different grains are
anisotropically etched. This directly reveals one of the strengths of the electro-
chemical method: the material removal proceeds without inducing thermal or
mechanical strain or deformations. This is what usually hinders traditional
mechanical methods such as milling or drilling for the fabrication of small high-
aspect ratio structures.

Figure 13 SEM image of a Cu tongue, machined into a Cu sheet with a 2-MHz train of 50-

ns pulses, 1.6-V amplitude applied to a Ø10-mm tool in 0.01M HClO4 þ 0.1M CuSO4.
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Even undercuts can be produced with properly shaped tools. Figure 15a shows
a freestanding cantilever directly machined into a stainless steel sheet with a small
loop made out of a Ø10-mm Pt wire. The loop was first etched vertically into the
surface, then moved horizontally by about 50 mm, before it was removed following
the cut in the reverse direction. In order to probe the oscillation behavior of the
cantilever, it was electrostatically excited with an auxiliary electrode brought into mm
distance to the free end of the cantilever. The mechanical oscillations following a
voltage step from 200V down to 10V were measured by the capacitive current
flowing through the cantilever/auxiliary electrode capacitor (Figure 15b). Due to the
small mechanical dimensions, the cantilever exhibits an oscillation frequency of
1.1MHz. Such cantilevers provide sensitive microbalances. The resonance frequen-
cies of a cantilever of the dimensions in Figure 15a are estimated to change by about
4Hz upon the adsorption of one monolayer of a reactive gas as CO.

The electrochemical microstructuring method has to be compared with other
micro- and nanostructuring methods such as lithography or ion beam milling, rather
than with the scanning probe methods mentioned in Section 6.3.1. Its versatility
concerning the materials as well as the possibility to machine three-dimensional
structures on the micrometer to submicrometer scale fills the gap between the
conventional micromachining methods such as micromechanical milling or electrical
discharge machining, on the one hand side, and lithographic methods or ion beam
milling, on the other. While mechanical milling and electrical discharge machining
have been proven to be applicable down to structure sizes in the 10-mm range with a
wide range of materials, the machining of high-aspect ratio structures becomes
increasingly difficult for smaller structures [61]. Moreover, both methods suffer from
considerable wearoff of the tools, which further restricts their applicability for the
machining of small structures. Recently, there was significant progress in the
development of laser ablation techniques, particularly due to the application of short
pulses [62].

Figure 14 SEM image of a microcube, machined into a 1.4301 stainless steel sheet (100-ns

pulses, 2-V amplitude, 3M HCl þ 6M HF, Ø50-mm tool). The grain structure of the alloy is

laid free.
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Nonetheless, such techniques suffer in general from the optical diffraction
limit, which restricts the possibility of manufacturing high-aspect ratio structures
with submicrometer precision. Lithographic methods achieved the highest resolution
so far [63]; however, they are limited to the fabrication of essentially 2D structures,
with only a few exceptions [64,65]. For the formation of thick, 3D structures,
anisotropic etching has to be employed, which restrains both the available structures
and materials. Polycrystalline metals are machinable with only limited precision
[66,67]. In the so-called LIGA process the lithographic structuring of a polymer
mask is followed by electrochemical metal deposition, which combines the high
precision of lithographic methods with the versatility of metallic materials. However,
it is still limited essentially to 2D structures with a fixed thickness in the third
dimension [61]. The real 3D machining of metals on the nanometer scale is possible
with ion beam milling and ion beam deposition, which suffer from high cost and
slow processing speed [68]. Electrochemical pulse machining might widen that
inventory of methods with special respect toward the versatile 3D machining of
conductive, electrochemically active surfaces. In principle, the method can be
paralleled similarly to lithographic techniques: with complex tools, exhibiting the
negative of the desired structures, multiple structures can be stamped directly into
the workpiece. However, the field for improvements is still fairly wide, and the

Figure 15 (a) SEM image of a freestanding cantilever, cut into a stainless steel sheet. A Ø10-

mm wire loop was used as tool (100-ns, 2-V pulses, 3M HCl þ 6M HF). (b) Electrostatic

deflection of the cantilever with an auxiliary electrode yielded mechanical vibrations with 1.1-

MHz frequency, which can be perceived from the capacitive current transients through the

auxiliary-electrode/cantilever capacitor.
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feasibility of the ultimate goal, reaching machining precisions in the 10-nm range,
comparable to today’s best lithographic methods, still has to be proven
experimentally.

6.4 CONCLUSIONS

In this chapter we present several methods for electrochemical surface modifications.
This discussion focuses on the various possibilities offered by electrochemistry rather
than on the actual applicability to catalytically active nanostructured surfaces. We
believe that, due to the ease of their application, the low cost, and their potential for
further development, electrochemical methods will gain importance for nanostruc-
turing surfaces. The first signs of such a development can be perceived, e.g., with the
fabrication of chip interconnects by electrochemical Cu deposition. The deposition
from solution proved to be the only method to gain sufficient filling of such delicate
structures as the 500-nm-wide trenches in a lithographically produced mask [69].
Another example is the in-situ formation and investigation of small structures by
scanning probe techniques: recently, the electrochemical activity of a single Pt cluster
was studied with STM after in-situ preparation of the cluster [70]. Also from the
purely academic point of view, e.g., concerning the ultrafast change of the
thermodynamic state of the system and the in-situ observation of the ordering
behavior, electrochemical methods offer unprecedented opportunities to gain
knowledge about such general phenomena as the ordering behavior during
thermodynamic equilibration.
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SUMMARY

The knowledge of basic mechanisms in heterogeneous catalysis has tremendously
increased in the last ten years thanks to the combination of surface science
techniques with ab-initio calculations, however, a complete understanding of the
effect of the intrinsic heterogeneity of real catalyst is still missing. This heterogeneity
is mainly due to the finite size of catalytic particles, their morphology, and the
presence of the support. The way to bridge this so-called ‘‘material gap’’ is to use
supported model catalysts prepared by epitaxial growth on oxide single crystals that
can be properly studied by surface sciences techniques combined with various
microscopy techniques. In this chapter we will review the structure and morphology
of nanometer-sized metal clusters, focusing on Au, Ag, and Pd metals. The electronic
structure, as well as the chemical properties of clusters containing less than about 25
atoms, depend on the exact number of atoms contained in the clusters. For particles
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containing at least 100 atoms, the electronic properties evolve smoothly with particle
size. The adsorption behavior for CO, O2, and NO on Rh and Pd nanoparticles is
reviewed. True catalytic reactions like CO oxidation and NO reduction by CO have
been recently investigated by molecular beam techniques. While the reaction
mechanism is basically the same as on metal extended surfaces, the reaction kinetics
on supported particles is different due to the heterogeneity of these systems. The
precise knowledge of this heterogeneity allows a quantitative comparison between
these two types of model catalysts.

7.1 INTRODUCTION

The basic understanding of heterogeneous catalysis has rapidly increased in the last
20 years thanks to the thorough experimental investigations carried out on metal
single crystals via the huge number of available surface-science techniques [1]. More
recently, partly due to the development of new theoretical tools (like density
functional theory) and partly due to the fast increasing power of computers, it has
become possible to correlate the electronic structure of the surface atoms with their
catalytic activity [2]. Thus, step by step, a general view of heterogeneous catalysis is
building up. Even in some cases, this new theoretical frame combined with specially
designed experiments is able to give new ways to improve or even find new catalysts
[3]. However, investigations on metal single-crystal surfaces are not able to take into
account some aspects of real catalysts. These differences, which are often identified
as ‘‘material gaps,’’ are primarily the finite size of the metal particles (often a few nm)
and the presence of a support (most often an oxide powder). To bridge the material
gap, a new type of model catalyst has been developed, mainly in the last 10 years,
called the supported model catalyst. It is prepared by growing (generally by vapor
deposition) metal clusters on an extended oxide surface. Due to the UHV
environment during its preparation, it can also be studied by surface-science
techniques. Several well-documented reviews on the supported model catalysts are
now available [4–8]. In this chapter I focus on some aspects that have yet to be
reviewed in detail, like the morphology of nanoparticles and results on true catalytic
reactions (CO oxidation and NO reduction by CO) that have been recently obtained
by molecular beam experiments. From these examples we will see the importance of
the effects of particle size and particle morphology as well the support on the
reaction kinetics.

7.2 PREPARATION OF SUPPORTED MODEL CATALYSTS

Supported model catalysts are prepared by deposition of atoms, under UHV, on a
clean, well-ordered oxide surface. We do not review other preparation methods
based on wet impregnation [5] and decomposition of metal-organic complexes [9],
which are close to industrial methods but less subject to investigation by surface-
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science techniques. Oxide supports are single crystals or thin films. Bulk oxide single
crystals like MgO [10], ZnO [11], and NiO [12] can be cleaved under UHV and
provide clean and very well-ordered surfaces as checked by the diffraction of helium
atoms [10]. However, most of the oxides cannot be cleaved and they have to be cut,
polished, and prepared by standard techniques of ion sputtering and annealing under
UHV or in oxygen partial pressure. This procedure is used for a-alumina [13], rutile
[14], ceria [15], zirconia [16], and also sometimes for MgO [17] and ZnO [18]. Now, it
is also possible to prepare well-ordered ultrathin films of oxide by oxidation of a
metal or a metallic alloy. An advantage of this method is that STM and IRAS
(infrared absorption spectroscopy in reflection mode) are possible. It is the case for
alumina on NiAl(110) [19] or (111) [20], Ta(110) [21]; MgO on Mo(100) [22];
NiO(111) on Au(111) [23], and TiO2 on Mo(100) [24]. Very recently, well-ordered
silica thin films have been also obtained on Mo(112) [25]. Generally the thin films
have more surface defects than cleaved single crystals. As we will see, if surface-point
defects are nucleation centers for the growth of metal clusters, then one expects a
much larger density of clusters on thin films. For HRTEM work powder oxides
synthesized in situ and exposing well-defined facets (MgO cubes, ZnO prisms, etc.)
are also used [6]. In some cases layered compounds are used as support for model
catalysts; they are very easy to cleave and present very smooth and well-ordered
surfaces. It is the case for graphite [26], mica [27], and molybdenite [28].

A calibrated beam of atoms is generated by a Knudsen cell or more simply by
a tungsten filament on which a metal wire has been wrapped. The nucleation and
growth are controlled by the beam intensity, the exposure time, and the substrate
temperature [29]. On oxide surfaces the nucleation occurs mainly on surface defects;
then the preparation of the substrate surface is very important [6]. Generally, the
density of defects (i.e., of clusters) increases when we go from a UHV-cleaved
surface to an air-cleaved surface and then to a thin film. Qualitatively, the number
density of clusters increases with exposure time and reaches a plateau: the saturation
density and, at the late stage of growth, clusters coalesce. The saturation density
decreases when temperature increases, probably because the point defects are not
perfect sinks for metal ad-atoms [30]. Another way to increase the density of clusters
is to hydroxyl the oxide surface [31]. Along the plateau of saturation density the
clusters grow uniformly. The mean cluster diameter generally follows a power law
of the deposition time [32]. For most of the systems used as supported model
catalysts, the exponent is between 1/4 and 1/2. Thus, it is relatively easy to
independently control the cluster density and the mean cluster size. The nucleation
and growth of the clusters can be studied in situ by several techniques, including
SPA-LEED [33], He diffraction [34], STM [8], and AFM [35], but the most
commonly used technique is TEM, which, despite some rare cases [36], is an ex-situ
technique [29].

Bimetallic clusters can be prepared by the same way in using two metal beams.
However, controlling the composition of the clusters is not an easy task, because it
depends strongly on the deposition parameters: substrate temperature, beam fluxes,
and (more annoyingly) the deposition time [37,38].

Another way to prepare model catalysts (under UHV conditions) is to grow the
clusters in gas phase and depose them on the substrate. However, to avoid
implantation, fragmentation, and dynamic coalescence, it is necessary to soft-land
the clusters. A first possibility is to decrease the kinetic energy of the clusters to less
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than 0.2 eV/atom. This method is used by several groups without size selection
[39,40] and in few cases with size selection [41,42]. The most convenient method to
prepare gas-phase clusters is to use a laser vaporization source [43]; with this method
bimetallic clusters with a constant composition are easily prepared [39]. The other
possibility is to deposit the clusters, at a very low temperature, on a rare gas film
condensed on the substrate and to evaporate the buffer layer by gently raising the
temperature. It has been proven recently by STM that by this method it is possible to
soft-land Ag clusters on Pt(111) [42]. Finally, it is also possible to use high-energy
clusters pined on a smooth substrate like graphite [44].

However, except for the extensive work of Heiz and colleagues in Lausanne
[45], the preparation of model catalysts by cluster deposition is scarce. Instead of
using deposition of (true) size-selected clusters, which is a very heavy method that is,
in fact, limited to small sizes (below 30 atoms), several groups now try to grow
clusters with a narrow size distribution by atom deposition. As nucleation occurs
randomly on the surface and during a finite time, the clusters grow nonuniformly.
Alternatively, on a regular lattice of point defects clusters will nucleate rapidly (if the
deposition rate is large) and grow at a constant rate; then a very sharp size
distribution is expected. Such a result has already been obtained by creating a
dislocation network, by growing a thin layer (2 ML) of Ag on a Pt(111) surface,
which is due to the misfit between the two lattices [46]. On this dislocation network
2D silver clusters grow with a size dispersion ðs ¼ 0:20Þ much smaller than for the
growth on the clean Pt surface ðs ¼ 0:59Þ. However, these structures are not stable
upon annealing, because they form alloys. Very recently it has been shown that
ultrathin alumina thin films obtained by oxidation of NiAl(111) form a periodic
lattice with a parameter of 4.5 nm that can be used as a template for the growth of a
regular array of metal clusters having a narrow size distribution [47].

However, these lattices formed by misfit dislocations or surface reconstruction
have a well-defined lattice parameter that fixes the density of clusters (and the
maximum cluster size). Alternative ways to grow arrays of clusters using new
nanolithography techniques are now being investigated. Several groups have already
made model catalysts by using electron beam lithography [48,49]; however, this
method is limited to particle sizes of about 10 nm and more severely by the slowness
of this serial process. The speed of the process could be dramatically increased by the
new technique called nano-inprint [50]. In this method a stamp is fabricated by
electron beam nanolithography and pressed against a wafer covered by a resist; then
the conventional lift-off process is applied. In that way the slow process of e-beam
sensitization of the resist is made only once during the preparation of the stamp,
which can be reused several times. The size limit of the metal dots, however, is the
same as for e-beam lithography. Nanofabrication by STM [51] of AFM [52] offers
very good size resolution but is still a serial, very slow process. A new cheap and fast
process of nanolithography is colloidal lithography. In this method a drop of colloid
composed by polystyrene spheres (100 nm to 1mm) is deposited on a flat surface.
During evaporation of the solvent the spheres become spontaneously self-organized
in a compact, hexagonal array. This array is then used as a mask for the evaporation
of a metal. After removing the colloidal spheres, a hexagonal array of triangular
metal particles is obtained [53]. This method is presently limited to particle sizes of
about 20 nm, but it will certainly decrease very rapidly when smaller colloids become
available.
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7.3 STRUCTURE AND MORPHOLOGY

7.3.1 Introduction

One of the key issues of supported model catalysts is to prepare collection of metal
particles having a well-defined morphology. Indeed, if a catalytic reaction is
structure-sensitive [54], it will depend on the nature of the facets present on the
particles. Moreover, the presence of edges, the proportion of which is increasing
rapidly below about 5 nm, can affect the reactivity by their intrinsic low coordination
and also by their role as boundary between the different facets. In this section I first
discuss the theoretical predictions of the shape of small particles and clusters, then I
briefly describe the available experimental techniques to study the morphology, and
finally I discuss from selected examples how it is possible to understand and control
the morphology of supported model catalysts.

7.3.2 Theoretical Point of View

Structure of Small Metal Clusters

Taking a cluster containing a small number of atoms, what structure will it choose?
From a geometrical point of view it has been known for a very long time that a
compact arrangement of spheres gives rise to crystalline FCC and CC structures but
also to a noncrystalline icosahedron structure [55]. To minimize the energy of a
cluster, we have to maximize the bonding (i.e., highest compactness) and minimize
the surface energy (i.e., to be close to a sphere). The icosahedron structure, which is
the most compact and not far from a sphere (the truncated icosahedron, which is the
shape of the C60 cluster, is the closest polyhedron to a sphere), is expected to have the
lowest energy, but it cannot grow indefinitely because it has no translation symmetry
and then strain is stored in the structure. At a given size the icosahedron must
transform to a crystalline structure. Figure 1 shows some possible structures of metal
clusters. Early simulations using Lennard–Jones-type pair potentials have shown
that for small sizes, the icosahedral structure is more stable [56]. A 13-atom cluster is
a perfect icosahedron, because it can grow layer by layer, forming the series of
Mackay icosahedra [57]. Closed shells are obtained for the series of magic numbers
of atoms: 13, 55, 147, 309, etc. These magic numbers have been clearly seen in the

Figure 1 Ball model of possible structures for metal clusters: truncated octahedron (left),

cuboctahedron (middle), icosahedron (right).
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mass spectra of rare gas clusters prepared by supersonic expansion [58]. However,
for metals it is now well established that pair potentials are not well adapted because
of the long-range interaction of the metallic bond. In order to simulate the many-
body character of the metallic bond, empirical many-body potentials have been
introduced. These potentials (glue model [59], embedded atom method (EAM) [60],
effective medium theory (EMT) [61], tight binding in the second moment
approximation (TB-SMA) [62]) have to be parameterized on some bulk properties
of the considered metal. All the energetic calculations (at 0K) predict that the stable
structure of a 13-atom metal cluster is the icosahedron.

However, the critical size, where the cluster changes from the icosahedral to the
crystalline structure, often depends on the type of potential used. The energy as a
function of the size of Pd clusters has been calculated with TB-SMA potential for
icosahedron, cuboctahedron, and truncated octahedron (Wulff polyhedron for the
FCC structure) [63]. Indeed, at very low sizes the icosahedron is more stable, but
near 20 atoms the FCC structure becomes more stable. It is worth noting that the
cuboctahedron is less stable than the truncated octahedron. Often only cuboctahedra
are compared to icosahedra in the calculations because they have the same magic
numbers (closed-shell structures). The same type of calculation has shown that the
transition toward the FCC structure occurs at about 2300 atoms for Cu, around 300
atoms for Ag, and below 100 atoms for Au [63]. For Cu other calculations predict
1500 atoms by TB-SMA [64] and nearly 2500 atoms by EMT [65]. For Ni, EAM
simulations [66] predict that the icosahedron is the most stable up to 2300 atoms,
then the Marks-decahedron (decahedron with additional truncations that has been
predicted by Marks [67]; see Figure 2) and the transition to the FCC structure occur
only near 17,000 atoms. For gold the largest discrepancies are observed between the
different calculations. With TB-SMA potential calculations have given a transition
toward the FCC structure for clusters larger than 13 atoms [68] or less than 100
atoms [63], but EAM calculations predict that at about 30 atoms the icosahedron

Figure 2 Schematic representation of a Marks-decahedron: h111i (left) and h100i (right)

projections. (From L.D. Marks [67].)
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transforms to a decahedron and around 1000 atoms only it becomes FCC [69]. At
this stage, however, several remarks can be made. First, the energy between different
configurations can be very small, especially for small sizes [70]. Second, between two
closed shells different structures can be stabilized depending on the number of atoms.
In fact, finite-temperature molecular dynamics simulations have shown that for Ag
clusters, if the icosahedron is the most stable near 150 atoms, it is in competition with
the decahedron during growth [71]. For gold at low temperatures, Marks decahedra
are favored for 75 and 146 atoms, while the Wulff polyhedron is favored at 459
atoms; at high temperatures the icosahedron is favored, and it seems to be the
precursor to fusion [72]. Kinetic and dynamic effects are very important especially
during growth. In the case of Al clusters, zero K calculations (with EMT potential)
show that the icosahedron is more stable below 2000 atoms, while the Wulff
polyhedron becomes stable beyond [73]. However, during growth simulations at
finite temperature, kinetic shapes (close to the octahedron) different from the
equilibrium ones appear [73].

Equilibrium Shape of Crystals

The problem of the equilibrium shape of crystals was addressed 100 years ago by
Wulff [74]. The problem was to find the shape that minimizes the surface energy for a
given number of atoms. For an isotropic system the answer is obvious: it
corresponds to the shape that minimized the surface—that is, a sphere. For a real
crystal, which presents an anisotropy of the surface energy, the problem is less trivial.
Assuming that the equilibrium shape must be a polyhedron, Wulff showed that the
minimum energy is obtained when the surface energy of a given face ðsiÞ divided by
the central distance to this face ðhiÞ is a constant:

si=hi ¼ const: ð1Þ

For an FCC structure one gets a truncated octahedron (see Fig. 1) that we generally
call a Wulff polyhedron. It contains only (111) and (100) faces. At 0K and for a
simple broken-bond model, the ratio between the surface energies
sð100Þ=sð111Þ is 2=

ffiffiffi

3
p

, which fixes the relative extensions of these facets. However,
when the temperature increases, the surface-energy anisotropy decreases, disappear-
ing at the melting point.

Numerous TEM observations, mainly for Au and Ag small particles (about 3
to 10 nm), have shown shapes with fivefold symmetry like icosahedra and decahedra
[75]. In fact, these particles are multiple twins; they are formed by 10 or 20 slightly
deformed FCC tetrahedra for the decahedron and the icosahedron, respectively.
Marks has modified the Wulff construction by introducing the twin boundary energy
[67]. He showed that the decahedron is stabilized by the presence of small re-entrant
(111) facets forming notches at the twin boundaries (see Figure 2) that decreases the
total surface energy. Then the Marks decahedron can be more stable than the
icosahedron at intermediate sizes. If the cluster size increases, the icosahedron
becomes less stable than the Marks-icosahedron, which further becomes less stable
than the Wulff polyhedron. For very small sizes the energy difference between these
structures are very low; by thermal fluctuations the clusters change from one shape
to other ones. This phenomenon, called quasi-melting, has been experimentally
observed by HRTEM on gold clusters [76]. On the basis of these energetic
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calculations Marks [77] established a phase diagram for gold clusters, presented here
in Figure 3. From this diagram, at RT quasi-melting occurs below a diameter of
4 nm, the transition between icosahedron and decahedron is predicted to occur at a
diameter of about 8 nm, and the transition between decahedron and Wulff
polyhedron occurs near 14 nm. At 500K the icosahedron disappears, and at 800K
one finds only liquid, quasi-melting, and FCC particles.

We have seen in the previous paragraph that during growth the shape of the
particles can be far from the equilibrium one. Meanwhile, by annealing one expects
to reach the equilibrium. The kinetics toward equilibrium shape have been addressed
from a macroscopic thermodynamic point of view by Herring [78] and Mullins [79].
The mechanism of the shape evolution is surface diffusion and the driving force is the
difference of curvature. Calculations assume an isotropic surface energy (that is, in
fact, true only close to the melting point). The relaxation time toward equilibrium is
proportional to the particle size at the fourth power. More recently, Mullins and
Rohrer [80] have shown that at low temperatures it is no longer the surface diffusion
that is the rate-limiting step in the process but the nucleation of a critical nucleus to
grow a new layer on a facet. They have estimated the nucleation barrier. The
important result of this study is that this barrier becomes prohibitively large for
facets larger than a limiting size (if no dislocation is present). Then for particles
having facets larger than this size, it is virtually impossible to reach the equilibrium

Figure 3 Phase diagram of gold clusters as a function of their size. Ic: icosahedron MTP,

Dh: decahedron MTP, SC: single crystal, QM: quasimelt, L: liquid. (From P.M. Ajayan and

L.D. Marks [77].)
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shape. This result explains why in annealing experiments of rough Pd particles
supported on MgO, the shape is blocked (at 400 8C) on a faceted shape that is far
from the equilibrium one [81]. It is interesting to notice that at the same temperature
the equilibrium shape is easily obtained during growth. This is easily understood
because with growth the supersaturation is very high and the size of the critical
nucleus drops. Simulations of the relaxation toward the equilibrium shape of
nanometer particles have recently been undertaken using pair potential in 2D [82]
and 3D cases [83]. The simulations find the fourth-power dependence of the particle
size at high temperatures, as predicted by Mullins. At low temperatures they show
that the shape evolves noncontinuously with temporary blocking on some faceted
shapes, but the relaxation time does not show a simple power-law dependence of the
particle size.

Effect of the Support

Following the Wulff approach of the equilibrium shape of crystals, some authors
have tried to include the presence of a substrate. The solution of this problem has
been given by Kaishew [84] and Winterbottom [85]. It is known as the Wulff–
Kaishew theorem. The crystal is now truncated at the interface by an amount Dhs,
which is related to the adhesion energy of the crystal on the substrate (b) and to the
surface energy of the facet parallel to the interface ðssÞ by the following relation:

b
Dhs

¼ ss
hs

ð2Þ

hs is the central distance to the facet parallel to the interface. From relation (2) one
sees that when the energy of adhesion increases (i.e. the crystal–support interaction
increases) the crystal becomes flatter. When the adhesion energy is two times larger
than the surface energy ðssÞ;Dhs ¼ 2hs, it is like the crystal has sunk in the substrate.
In fact, that means that the crystal is a 2D layer on the substrate; it corresponds to
perfect wetting. However, this approach implicitly assumes that the deposited crystal
has the same lattice constant as the substrate. But, in general, there is a misfit
between the two lattices that will result in strain in the crystal (and also in the
support), and the strain energy has to be taken into account in minimizing the total
energy of the system. This problem has been addressed theoretically only recently.
Markov [86] has given an atomistic formulation of the Wulff–Kaishew theorem in
assuming that deposited crystal was uniformly strained (no relaxation). At the same
time Kern and Müller [87] have followed the same approach but separated the
surface and the volume elasticity. In both cases the equilibrium shape depends on the
misfit between the two lattices but not on the crystal size: the equilibrium shape was
still self-similar. More recently, Kern and Müller [88,89] have calculated the
equilibrium shape of a parallelepiped crystal supported on a substrate with a variable
misfit. The crystal and the (crystalline) support were relaxed in using the elasticity of
continuous media. Now the strain is inhomogeneous, and the important result is that
the equilibrium shape is no longer self-similar—it depends on the size of the
deposited crystal. Figure 4 shows the main results of this study. From Figure 4a one
sees that when the misfit is nonzero, the aspect ratio of the deposited crystal
increases, i.e., the crystal tries to grow in height to minimize the interfacial strain.
However, it is obvious that the crystal cannot grow indefinitely in height; at a critical

Copyright © 2003 by Taylor & Francis Group, LLC



Figure 4 Effect of strain on the equilibrium shape of supported crystals. (a) Equilibrium

shape of a box-shaped crystal of height H and length l as a function of the misfit m. The

continuous curves are the trajectories of the edges. (b) Effect of the dislocation entrance on the

equilibrium shape (N is the order of the dislocation entrance). The continuous curves represent

the edge trajectories for decreasing misfits (4%, 3.4%, 2.9%, 2.6%) due to the dislocation

entrance. The dotted curves correspond to the thermodynamic criterion for dislocation

entrance. The arrowed curve is the trajectory followed by the crystal during growth. (From P.

Müller and R. Kern [89].)
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size it is cheaper in energy to create dislocations. From Figure 4b one can see that the
aspect ratio increases with crystal size and that at a given size the aspect ratio
decreases. This corresponds to the introduction of the first dislocation. Later the
aspect ratio increases again up to the introduction of the second dislocation, and so
on. The interesting feature is that upon introduction of dislocations the height of the
crystal oscillates around a constant value. The same authors have extended their
model to pyramidal shapes, which are more realistic crystal shapes, but the results
are qualitatively similar [89].

Another theoretical approach of the equilibrium shape of supported crystals is
molecular dynamics. The first approach has used the empirical interatomic potential
[90–93]. For Au atoms deposited on MgO(100) it has been shown that surface defects
(vacancies and steps) are nucleation sites [90]. In the case of Pd/MgO(100) the
parameters of the potentials have been obtained from ab initio calculations [91].
Starting from a truncated pyramid containing 127 atoms it was shown that the
cluster keeps this shape but that some relaxation occurs and the atoms at the corners
disappear. The Pd cluster is dilated by 3.8% in average in the direction perpendicular
to the interface, but the strain is nonhomogeneous. In the planes parallel to the
interface the dilatation is much less pronounced (0.77% in the average). For the same
system calculations have been made using different potentials [92]. Starting from a
cube the Pd cluster (64 atoms) transforms to a half-octahedron, and this structure
remains stable up to 1000K. A similar approach has been made using for the Pd–Pd
interaction a TB-SMA potential and for the Pd/MgO interaction a semi-empirical
many-body potential issued from ab initio calculations [93]. By quenched molecular
dynamics they found that the more stable shape of the Pd clusters (50 to 9054 atoms)
is a truncated pyramid with the interfacial layer forming a re-entrant angle with the
MgO surface. They found a dilatation of the Pd lattice parallel to the interface and a
contraction in the perpendicular direction. However, the deformation is inhomoge-
neous and most of the dilatation is localized at the interface. The adhesion energy
converges to 0.83 J/m2 for Pd clusters of 7 nm [93].

However, these molecular dynamics calculations suffer some limitations: the
empirical nature of the potential (especially for the metal–support interaction) and
the arbitrary separation between the metal–metal and metal–support interactions
(the metal–metal potential is probably perturbed near the interface). Indeed,
according to the type of potential used, very different results are obtained. In the
case of Pd/MgO, a mean dilatation [91] or contraction [92] is observed. For finite-
temperature molecular dynamics, the calculations are limited to very short times and
it is not sure that the equilibrium shape is reached. As we have seen in the last section
the cluster shape can be blocked for a long time on facetted metastable shapes.

Fully ab initio calculations could solve the problem of the metal–support
interaction, but it is limited to very small systems or to infinite layers. However, these
calculations have given very important information concerning the adsorption sites
and the diffusion of atoms and very small clusters. Numerous DFT calculations on
the adsorption of isolated atoms or pseudomorphic monolayers have been made in
the last few years for metals on MgO [94–100], TiO2 [101–103], and Al2O3 [104,105].
Almost all the calculations agree that the oxygen anion is the adsorption site, for
titania calculations suggest that it is the twofold coordinated oxygen. Only for gold
on TiO2(110) the fivefold coordinated Ti seems to be favored regarding oxygen sites
[103].
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However, it is now well admitted that surface defects play an important role in
the nucleation of metals. Indeed, calculations show that metal atoms are much more
strongly bound on surface defects (like oxygen vacancies or metal atom vacancies)
than on the regular sites [96c,99]. Another important issue is the effect of hydroxyl
ions on the nucleation. Indeed, it was shown experimentally that after hydroxylation
of an alumina surface the density of metal clusters increased significantly [31].
Calculations have shown that the binding energy of a Pt atom is a little increased on
(or next to) an isolated hydroxyl anion on an MgO surface, and it is almost doubled
next to a neutral hydroxyl [99]. Thus, hydroxyls seem to be nucleation promoters.
However, recent calculations have shown that the interaction of a metal (Cu and Pd)
with a hydroxylated a-alumina surface is very weak [105]. To reconcile this result
with the experimental observations [31], it is suggested that the hydroxylation
process creates surface defects that promote nucleation [105], as already pointed out
to explain the increased cluster density of metal clusters on an air-cleaved (and
subsequently dehydroxylated) MgO surface [6].

Effect of the Adsorption

It is known that adsorption decreases the surface energy [78]. Because the adsorption
energy often depends on the type of facet, one expects a change of the equilibrium
shape. Shi and Masel [106,107] have calculated the equilibrium shape of a crystal at
0K in a presence of gases. The calculations show drastic changes of the equilibrium
shape already at coverages around 0.1ML. Then during a catalytic reaction the
particle shape can evolve, which can affect the reaction kinetics, as shown recently by
Monte Carlo simulations [108].

7.3.3 Experimental Techniques

In this section we only briefly describe the techniques used to characterize the
structure and the morphology of the supported clusters, because they are well
detailed in several review papers [4–8,109]. The more commonly used technique to
study the morphology and the structure of supported clusters is transmission
electron microscopy (TEM) [110,111]. Often the difficult part for TEM observation
is the sample preparation. For oxide supports an easy preparation method is to cover
the sample by a thin (a few tenths’ nm) layer of amorphous carbon. Then the carbon
film containing the metal clusters is separated from the support by surface
dissolution of the oxide support in an acidic solution. This method works with
MgO [112] and alumina [113]. It is also possible to pre-thin a 3-mm disc of the oxide
support by ion milling and to clamp this disc on the main sample substrate that will
be studied by surface-science techniques; thus both supports will be treated in the
same way [114]. Layered samples can be easily prepared for TEM observation by
cleavage after the growth of the clusters [115]. Size distributions are obtained by
computer analysis of the TEM images. To have a stable size distribution, it is
necessary to count at least 2000 particles. If we are only interested in the mean
particle size, a good approximation is already obtained in counting 100 particles. The
particle shape can be also obtained by TEM. Top-view images provide only partial
information on the 3D shape of the particles. Then it is possible to combine images
in two perpendicular directions, and by taking into account the crystal symmetry (for
facetted particles) the morphology can be deduced. Cross sections can be obtained

Copyright © 2003 by Taylor & Francis Group, LLC



by special sample preparation of thin sections obtained with an ultra-microtome
[116]. More simply, cross sections can be obtained by folding the thin TEM sample;
in this case it is necessary to properly align the sample relative to the electron beam
by using, for example, electron diffraction [110]. For particles larger than 6 nm it is
also possible to use the weak beam dark field imaging [115]. An image of the particle
is obtained by selecting a single reflection to be in the dark field condition. Then the
sample is tilted a few degrees off the Bragg condition, and thickness fringes appear in
the image of the particles (see Figure 5). From the width of the fringes (w) one
deduces directly the slope of the facets by the following relation:

w ¼ ðGhklDy tanfÞ�1 ð3Þ

Gnkl is the modulus of the vector of the reciprocal lattice associated to the (hkl)
reflection, Dy is the tilt angle from the Bragg condition, and f is the angle between
the lateral facets and the basal plane (if re-entrant angles are present, the width of the
fringes is smaller [110]). If the epitaxial relationships are known, the nature of the
facets is directly deduced from the f angles [115]. The structure of individual

Figure 5 Bright field (a) and weak beam dark field (b) TEM pictures (3456212 nm2) of

large Pd particles supported on MgO (100).
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particles is obtained by selected area electron diffraction [110]. If all the particles are
in perfect epitaxy, the structural information can be obtained from diffraction on a
large area. More details on the internal structure of the particles can be gained by
high-resolution TEM (HRTEM) from the direct visualization of the lattice planes
[110]. The morphology of very small particles (down to 1 nm) as well as the lattice
deformations near the interface, due to the lattice mismatch, can be accurately
measured [117]. Figure 6 shows an example of an HRTEM profile image of a gold
cluster supported on MgO.

The main limitation of electron microscopy is its ex-situ character (except for
the very rare true UHV electron microscopes). For direct in-situ observations (under
UHV or eventually under a special atmosphere) STM and AFM scanning probe
microscopies are well suited. STM can be used without any special preparation on
semiconducting oxides (like TiO2, ZnO) or on ultrathin films of insulting bulk oxide
deposited on metals [7,8]. For bulk insulating oxide only AFM can be used. These
two techniques are complementary to TEM. In TEM the lateral size of the particles
is very accurately measured but the height is more difficult to measure (except in
cross section). By scanning probe techniques the height of the particles is measured
with a precision of a fraction of an Angstrom, while the width is always
overestimated because of the convolution with tip shape [118]. The internal atomic
structure of supported clusters can be obtained by HRTEM [110], while the surface
structure can be obtained (not routinely) by STM [119,120] and also by AFM [121].

Figure 6 HRTEM picture, in a h110i projection, of a 4-nm gold cluster supported on MgO

(100). (Courtesy of S. Giorgio.)
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X-ray diffraction now appears also to be a powerful technique for in-situ study
of the structure and morphology of supported clusters [122]. Grazing incidence
X-rays scattering (GIXS) gives the epitaxy relationships and the lattice parameter of
the metal particles, while grazing incidence small angle X-rays scattering (GISAXS)
gives the particle shape [122]. This technique allows us to study in situ and in real
time the growth of metal clusters, but it gives information averaged on a large
number of particles. Wide-angle X-rays scattering (WAXS) has also been used to
study the structure of small clusters down to 1 nm [123].

7.3.4 Some Experimental Results

We will not review all the experimental work published on the structure and
morphology of supported clusters; rather we show the information gained recently
by various techniques and by the comparison with theoretical results by looking
mainly at three different metals: noble metals (Au and Ag), which have recently
shown (for gold) very interesting catalytic properties [124], and Pd as a classical
catalytic metal.

Gold Clusters

Au clusters embedded in mylar (that is, assumed to have a very weak interaction
with the metal clusters) have been studied carefully by EXAFS [125,126]. The
clusters show a lattice contraction due to the surface stress [127], which is
proportional to the reciprocal diameter. The structure is FCC down to 50 atoms, and
the morphology is a truncated octahedron (Wulff polyhedron). This result contrasts
with the HRTEM observation of quasi-melting of gold clusters [76]. However, it is
not excluded that the mylar substrate stabilizes the FCC structure. In fact, an
interesting observation has been made in HRTEM on small (a few nm) gold clusters
supported on MgO [128,129]. Gold particles showing quasi-melting (rapid
fluctuations between different crystalline and noncrystalline structures) were very
weakly bound to the support, while particles in epitaxy on the MgO support were
stable and had a truncated octahedron shape. It was concluded [128] that strong
interaction with the support prevents quasi-melting. In other words, particles in
epitaxy are on a deep energy minimum. This result is in agreement with molecular
dynamics simulations. In-situ TEM observations on larger epitaxial gold particles
(510 nm) on MgO(100) have shown truncated pyramid shapes [130]. The amount of
truncation by (100) facets increased with cluster size.

Another, more surprising, observation was that at a given size the gold particle
grew mainly laterally, giving rise to flatter shapes. Very recently, in-situ HRTEM
observations of the growth of gold clusters on MgO(100) have shown that at the
beginning the cluster’s habit was a half-octahedron and at a given size (100)
truncations appeared [131]. At a later stage the perfect pyramid reappears and again
becomes truncated. Up to 5 such shape oscillations have been observed, they
disappear at a size corresponding to about 1400 atoms. Free gold clusters (around
2 nm in size) have been generated by a laser vaporization source and deposited on
MgO(100) surfaces [40]. The Au clusters do not show any evidence of coalescence.
HRTEM observations show that the deposited clusters have not an isotropic shape
as expected in gas phase, but they have the shape of a truncated octahedron as in the
case of epitaxial growth on the MgO surface. HRTEM pictures show that the gold
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lattice is accommodated on the MgO lattice at the interface. These interesting
observations confirm that the stable state of a gold cluster on the MgO(100) surface
is a truncated octahedron in (100) epitaxy.

The growth of gold on TiO2(110) has recently been reviewed [132]. From TEM
observations in cross section, a truncated octahedron shape was observed for large
particles (&200 nm). A value of 0.35 was obtained for Dh/h [see Eq. (2)], equivalent
to a contact angle of 1228. Assuming a surface energy of 1.045 J/m2 for Au(111), an
adhesion energy of 0.9 to 1.0 J/m2 was deduced [132].

Recently, we have investigated the growth of gold particles on mica (100), in
situ by AFM and ex situ by TEM [121,133]. Figure 7 shows a TEM picture of a 20-
ML gold deposit. Three kinds of particles can be seen: small, more or less round
particles; triangle particles; and large, quasi-hexagonal particles. Electron diffraction
combined with dark field imaging has shown that the particles are in (111) epitaxy
but that round ones are azimuthally disoriented. In a bright field (see Figure 7) the
round particles show typical contrasts for icosahedron and decahedron MTP
particles [134,135]. The origin of these MTP particles is controversial. They are
attributed either to the growth from icosahedron nuclei preserving the fivefold
symmetry [136] or to the coalescence of FCC tetrahedra due to their mobility [135].
We have observed that at the early stages of growth the proportion of MTP particles

Figure 7 TEM picture (3626 270 nm2) of gold particles supported on mica. (From S.

Ferrero, A. Piednoir, and C.R. Henry [133].)
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strongly drops while the proportion of triangular particles increases. These
observations are only compatible with the postnucleation origin of the MTP
particles. AFM gives additional information on the particle shapes. Figure 8 shows
an AFM picture (in 2D and 3D representations) of the same sample corresponding
to Figure 7. The same outline shapes as in TEM are observed. By AFM we have an
accurate measurement of the particle heights, but the widths are enlarged by about
25% from the convolution with the tip shape. From the AFM pictures we deduced

Figure 9 Atomically resolved (111) top facet on a 30-nm Au particle in epitaxy on mica

obtained by AFM in contact mode under UHV. (From S. Ferrero, A. Piednoir, and C.R.

Henry [121].)

Figure 8 AFM pictures in 2D (a) and 3D (b) representations of gold particles on mica (same

sample as in Fig. 7). (From S. Ferrero, A. Piednoir, and C.R. Henry [121].)
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that the triangular particles are tetrahedra or top-truncated tetrahedra. The large
hexagonal particles are flat, highly truncated tetrahedra. On these large particles it is
possible to image the top facets at the atomic scale [121]. In Figure 9 we clearly see
the atomic arrangement of a (111) Au plane. These facets are flat, but occasionally
atomic steps are observed [121]. In some cases (100) lateral facets have been also
identified by visualization of the h110i atomic rows [121]. In Figure 10 we have
plotted the particle height as a function of the diameter measured by AFM on
individual particles [133]. The height of the particles increases almost linearly, then
reaches a maximum, decreases, and stays approximately constant. The same
behavior has been also observed by STM on Pd particles on molybdenite [137] and
on graphite [138]. Presently it is not possible to know if this behavior results from a
kinetic effect or a thermodynamic effect. Indeed, if the particles have reached their
equilibrium shape, because of the relaxation of strain (induced by the misfit between
the particle and the substrate lattices), through the generation of dislocations,
theoretical calculations [88,89] predict that the height of the particles should oscillate
around a constant value. Conversely, if the particles have not reached their
equilibrium shape, it is possible that the top facets stop their growth because of the

Figure 10 Height as a function of diameter measured by AFM under UHV on gold particles

supported on mica. The continuous line is a polynomial fit of the data. (From S. Ferrero, A.

Piednoir and C.R. Henry [133].)
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difficulty to nucleate a new layer. This would imply that at small sizes the downhill
diffusion was hindered presumably by a Schwoebel barrier [4].

Silver Clusters

The structure of free silver clusters has been studied for the first time by in-situ
electron diffraction [139]. Besides the inherent difficulty of the method due to the
mixture of different structures, it is clear that both icosahedra and decahedra coexist
with FCC clusters up to sizes of 10 nm. By increasing the source temperature the
proportion of icosahedra decreases, proving the metastable structure of the
icosahedra. Molecular dynamics simulations have confirmed the metastability of
the large silver icosahedra and that they can appear spontaneously during growth at
low temperatures [140].

Early in-situ TEM work [141] has shown that the growth of silver clusters on
MgO(100) followed the same trend as gold; they grow as square pyramids and then
become truncated by (100) facets, and at a critical size they grow mainly laterally.
From the shape of large particles (assumed to be at equilibrium) an adhesion energy
of 0.45 J/m2 has been deduced [142]. More recently the adhesion energy of silver on
MgO thin films was measured by microcalorimetry, which also results in a weak
adhesion: 0.3 J/m2 [143]. An extensive study of the growth of silver particles on
MgO(100) has been made by Renaud and co-workers using x-ray diffraction [144–
146]. By GIXS they have previously shown that silver starts to grow at RT as
perfectly registered 2D islands up to 0.4ML [144]. Beyond 0.4ML, the Ag islands
are flat and coherent with the MgO lattice but relaxed at steps. At 1ML the islands
thicken, and they relax by generation of dislocations after 4ML. At a thickness of
about 10 nm, a dislocation network with the Burgers vector parallel to the h110i
direction appears [145]. However, more recent measurements [146a] were interpreted
by a 3D growth already at 0.2ML and up to 1ML, with relaxed islands, and between
1ML and 4ML islands should be coherent and partially relaxed at the edges. These
discrepancies illustrate the difficulty, at low coverage (below 1ML), to separate in
the diffraction signal the different contributions coming from the coherent part and
the relaxed part, which are averaged on many islands. By GISAXS it has been
possible to follow in situ in real time the growth of the islands at RT [146]. Figure 11
shows the evolution of the average island size, island height, and mean distance
between neighboring islands as a function of the silver coverage. The aspect ratio is
nearly constant and close to 0.36 [146b].

Palladium Clusters

Pd grows in the (100) epitaxy on MgO(100) down to RT [36,112]. At RT the clusters
are rough and relatively flat [81]. At 150 8C they grow as truncated pyramids with an
aspect ratio of 0.22 [112]. At 400 8C they keep the same shape (below about 8 nm),
but the aspect ratio is higher (0.40) [112]. The equilibrium shape of large particles (at
least 10 nm) has been obtained by growth and annealing at 400 8C for 5 hr under
UHV [147]. The shape is a truncated octahedron (see Figure 12) with re-entrant
angles; the aspect ratio is 0.68. From this shape using the Wulff theorem a surface-
energy anisotropy factor s100=s111 ¼ 1:16 was measured [147] close to that expected
for an FCC crystal at low temperatures (1.15). From the amplitude of the truncation
at the interface and applying the Wulff–Kaishew theorem [Eq. (2)] an adhesion
energy of 0.91 J/m2 was obtained (assuming s100 ¼ 1:641 J/m2 [148]). This value is in
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good agreement with the contact angle measurement (1158) of a micron-sized liquid
Pd droplet on MgO, which gives b ¼ 0.95 J/m2 [149]. This value is in reasonably
good agreement with recent molecular dynamics calculations, which give 0.83 J/m2

[93]. HRTEM has shown that these large (5 10 nm) Pd clusters are relaxed and that
dislocations are present at the interface [150]. At small sizes (4 2 nm) the equilibrium
shape of Pd clusters is a truncated pyramid (the truncation at the top disappears
below 1.5 nm) and their lattice (in the planes parallel to the interface) is dilated by 8%
to become accommodated to the MgO [117]. In the size range of 3 to 7 nm, the Pd
clusters have the shape of a truncated pyramid, but now only the first Pd layer is
accommodated to the MgO lattice and the Pd lattice progressively relaxes to the bulk
ones after 3 to 4 layers [150]. The different equilibrium shapes of the Pd clusters as a
function of their size are represented schematically in Figure 12. The fact that the
equilibrium shape depends on the particle size is due to the presence of strain. The
large particles are relaxed and the equilibrium shape is that predicted from
thermodynamics (Wulff–Kaishew). It is remarkable that down to 10 nm macroscopic

Figure 11 In-situ growth of Ag particles on MgO(100) studied by GISAXS. (a) Particle size,

(b) particle height, (c) particle interdistance as a function of Ag coverage. The continuous

curves represent the best fit with a growth model assuming a truncated pyramid shape. (From

A. Barbier, G. Renaud, and J. Jupille [146b].)
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Figure 12 Schematic representation of the equilibrium shape of Pd particles supported on

MgO(100) as a function of their size. (From H. Graoui, S. Giorgio, and C.R. Henry [150].)
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concepts are still valid. For smaller sizes the equilibrium shape is different, but in this
case the lattice of the Pd is strained because of the 8% misfit between the Pd and
MgO lattices. Unfortunately, these observations cannot be directly compared with
the calculations from Kern and Müller [88,89] because the shapes used in the
calculations are different. However, some qualitative features are in agreement.
Calculations predict that when the strain increases the aspect ratio increases. Indeed,
at very small sizes the Pd clusters are full pyramid and when the lattice of the Pd is
relaxed, except at the interface, and (100) truncations appear at the interface.
However, it is not clear why the re-entrant angles appear only at large sizes when the
Pd lattice is fully relaxed.

On other supports with a threefold symmetry axis, like alumina [120], graphite
[115], mica [151], or molybdenite [137], the Pd particles are in the (111) epitaxy and
their shape evolves from a tetrahedron toward a truncated tetrahedron having a
hexagonal outline. Contrary to the case of the (100) epitaxy, the top truncation is
(obviously) a (111) plane and the lateral facets are (111) planes. Therefore, in
general, in the (111) epitaxy the metal particles exhibit more (111) facets than in the
(100) epitaxy when the particles are truncated. Meanwhile, in the early stage of
growth in the both epitaxies they exhibit only (111) planes. However, it is always
difficult to ascertain that the metal particles exhibit equilibrium shapes except in
some cases where the supersaturation was very low and the particles annealed for a
long time at high temperatures. For Pd particles (about 10 nm) on alumina, assuming
that the equilibrium shape was reached, an adhesion energy around 3 J/m2 has been
deduced from STM observations [120].

The effect of oxygen adsorption on the equilibrium shape of 10-nm Pd particles
supported on MgO(100) has recently been investigated [147]. In these experiments Pd
particles having the truncated octahedron shape under UHV have been annealed for
3 hr at high temperatures: 450–550 8C (to have a significant mobility of the Pd
surface atoms) and under high oxygen pressure: 10�5–10�3 Torr (to have a
nonnegligible equilibrium oxygen coverage). After equilibration the Pd particles
were rapidly quenched and covered by a carbon film before being observed ex situ by
TEM [147]. After annealing under oxygen the surface anisotropy becomes inverted,
which corresponds to an increase of the (100) facets and a shrinkage of the (111)
facets. The experimental values are in rather good agreement with calculations of the
decrease of surface energies using kinetic data from extended Pd surfaces and
assuming no diffusion between the facets [147]. As an example, for annealing at
550 8C under 1610�3 Torr of oxygen, the aspect ratio decreases from 0.68 to 0.49.
This flattening of the particle is not only due to the large extension of the (100) facets
but also results from the decrease of the adhesion energy measured by the truncation
at the interface. The drop of the adhesion energy could be due to diffusion of oxygen
at the interface between the Pd particles and the MgO surface.

7.4 ELECTRONIC PROPERTIES

7.4.1 Introduction

The knowledge of the electronic structure of metal clusters is of key importance to
understand the origin of their catalytic activity. The electronic structure of bulk
solids and of solid surfaces is now well understood in terms of band theory. On
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another side the electronic structure of atoms and molecules is also well developed
on the basis of a succession of discrete energy levels. Building a cluster atom by atom
up to macroscopic sizes, how does the electronic structure evolve from the discrete
energy level scheme to the continuous band scheme? We will see that, in fact, it is
possible to separate clusters in small ones having an electronic structure close to a
molecule and large ones resembling bulk metals. Finally, we briefly describe a recent
heuristic approach of the relationship between electronic structure and reactivity.

7.4.2 Small Clusters

One of the most beautiful results of the physics of small clusters is the electronic shell
model first introduced by Knight and colleagues [152]. The electronic shell structure
was discovered from the presence of intense peaks in the mass spectra of alkali metal
clusters on well-defined masses (8, 20, 40, 58, etc.) called magic numbers. These
numbers correspond to the closing of electronic shells made by the valence electrons
(1s in the case of alkali metals) of the atoms in the cluster. This was the first direct
evidence of the discreteness of the electronic structure of small metal clusters. For
free-transition metal clusters, photoemission laser spectroscopy has shown that the
electronic structure of small metal clusters depends on the exact number of atoms
they contain. Figure 13a shows a series of photoemission spectra of Cu anionic
clusters from 1 to 36 atoms obtained by Smalley and co-workers [153]. It is clear that
around 20 atoms the embryo of the 3d and 4s bands appears. In Figure 13b the
evolution of the onset of these bands is drawn as a function of the number of atoms.
Two important features can be drawn from this figure. First, some minima are
reminiscent of the electronic shell structure. Second, for clusters larger than 30 to 40
atoms, the evolution of the electronic structure is monotonous and no more
dependent on the exact number of atoms they contain.

For supported small clusters little is actually known about their electronic
structure [154].

7.4.3 Large Clusters

For large, free clusters containing more than 100 atoms, few experiments have been
undertaken to study their electronic structure. Extrapolating the experimental results
from smaller clusters, one expects a continuous evolution of a band structure.
Indeed, theoretical calculations show that by increasing the cluster size the valence
band shifts away from the Fermi level and its width broadens [63b,155]. Other
calculations have shown that core levels shift by the same amount as the valence
bands [156]. If the electronic structure of large clusters does not depend on the exact
number of atoms they contain, the local electronic structure depends significantly on
the local arrangement of the atoms. In general, the shift of the valence band and its
sharpening increase when the coordination of the considered atom decreases [155].

Large supported clusters are generally studied experimentally by photoemis-
sion spectroscopy. From the experimental spectra the broadening of the valence
band, when the cluster size increases, has been clearly evidenced [157]. However, the
core levels and the valence band generally show a shift toward the Fermi level when
the cluster size increases, but the amount of the shift depends on the nature of the
support [158]. Meanwhile, the shift observed in photoemission results in a complex
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Figure 13 Photoemission spectra of free Cun
� clusters for n ¼ 1–36 (top) and onset of the 4s

and 3d bands as a function of the reciprocal cluster radius (down). (From K.J. Taylor et al.

[153].)
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way from different contributions: an initial state shift, which represents the shift of
the electronic levels, and a final state contribution, which corresponds to an increase
of the binding energy that is due to the nonperfect screening of the hole created
during the photoemission process (in the case of insulator substrates it is also
possible to have static charges, giving rise to additional energy shifts). Thus, it is
generally impossible to access the initial state shift by photoemission except in
certain cases [159,6]. The electronic structure of supported clusters has been also
investigated recently by STS (scanning tunneling spectroscopy). Pd, Au, and Ag
clusters supported on TiO2 have been studied by STS by Goodman [160]. For
clusters smaller than 3 nm the opening of a gap has been observed. It is not yet clear
if this gap is really the signature of a metal/insulator transition, which is expected
from calculations to smaller sizes, or an effect of the quantification of the
conductance in very thin, flat clusters [154].

7.4.4 Relationship Between Electronic Structure and Reactivity

From recent ab initio combined with tight binding calculations performed by
Norskov and co-workers [2,161] a new comprehensive picture of the relationship
between electronic structure and reactivity of metal surfaces has emerged. The key
feature in the electronic structure of late-transition metals is the position of the d-
band. When the d-band shifts up toward the Fermi level, the chemisorption energy
(O, H, N, CO, NO, etc.) increases and the dissociation barrier (H2, O2, CO, NO, N2,
etc.) decreases. This simple picture is still valid for hydrocarbons, as recently shown
[162]. Then, knowing the evolution of the position of the d-band, it becomes possible
to know the reactivity trends. Thus we can understand why, when the coordination
of surface atoms decreases, the adsorption energy and the dissociation rate increase.
Besides coordination, two other factors can affect the position of the valence band
(and then the reactivity); they are the strain [163] and the alloying [164]. From these
new concepts, combined with experimental measurements, it has been possible to
entirely design a new catalyst for steam reforming [165]. This new scheme of the
relationship between electronic structure and reactivity seems applicable to predict
the reactivity trends in many different systems and in particular to metal clusters that
are sufficiently large to develop a band structure.

7.5 REACTIVITY

7.5.1 Introduction

The reactivity of supported model catalysts has already been reviewed in detail in
1998 [6]. Here I give a general overview of the specificity of supported nanometer-
sized clusters as model catalysts compared to small clusters (less than 20 atoms) and
single-crystal surfaces. Based on two catalytic reactions recently studied in detail—
the CO oxidation and the NO reduction by CO—we will see the respective role of the
support, the cluster size, and the cluster morphology.

7.5.2 Small Clusters

In the last three years extensive work has been performed by Heiz et al. on the
reactivity of supported clusters containing from 1 to 30 atoms [41,45,166,167]. The
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clusters were prepared by laser vaporization, size selected, and soft-landed on an
MgO(100) thin film (see Section 7.2). The striking result of these studies is that the
reactivity depends on the exact number of atoms they contain. We see in Figure 14
the production of CO2 during a TPR (temperature-programmed reaction) from
preadsorbed CO and oxygen on Pt clusters supported on MgO as a function of the
number of atoms they contain [41]. We see that the reactivity per Pt atom varies in a
discrete manner with the number of atoms contained in the Pt clusters. This fact is
due to the specific electronic structure of these small clusters, which changes abruptly
with the number of atoms (see Section 7.4.2). In that respect, the reactivity of these
small clusters cannot be extrapolated to large clusters that are used in catalysis which
contain more than 30 atoms and exhibit a smooth variation with the size of their
electronic structure (see Section 7.4.3). However, the great advantage of such studies
is that it is possible to do exact ab initio calculations for these small clusters. A good
example is given by CO oxidation on gold. The reactivity is zero below 8 atoms and
then increases abruptly and varies as a function of the number of gold atoms [166].
Calculations performed by Landmann and co-workers show that the onset of
reactivity at eight atoms was due to the particular structure of this cluster but also to
the support. This cluster is only active if it sits on a oxygen vacancy, which results in
a charge transfer from the MgO surface to the gold cluster [166]. The question we
can ask is if these small clusters are good catalysts. It is not possible to answer from
these experiments on size-selected, deposited clusters because the reactivity

Figure 14 CO oxidation on size-selected Ptn clusters soft-landed on MgO. CO2 production

per Pt atom as a function of n. (From U. Heiz et al. [41].)
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measurements are not representative of a catalytic cycle; thus the TON (turnover
number) cannot be extrapolated from the reactivity measurements. However, Gates
has directly addressed this question in preparing Ir4 and Ir6 clusters on high-area
supports (alumina, magnesia, zeolithes) [168]. The catalysts were prepared from
metal carbonyl clusters by gently removing the CO ligands. It has been verified by
EXAFS that the clusters kept their tetrahedral (Ir4) and octahedral (Ir6) structure
after deposition [168a]. These model catalysts have been tested for the toluene
hydrogenation reaction and have shown a weaker catalytic activity than conven-
tional Ir catalysts corresponding to particle mean sizes from 1 to 4 nm [168b,169].

Why are these small clusters less active? From the concept of the relationship
between the decrease of the coordination of the metal atoms and the increase of the
reactivity (see Section 7.4.4), one expects an amplification of reactivity for tiny
clusters. But it is not clear down to what size this concept developed for extended
surfaces is still valid. An explanation could be the presence of the support modifies
the electronic properties of these small clusters. This idea is supported by the fact
that Ir4 clusters on alumina are much less reactive than on magnesia [168b].
However, the presence of a support does not necessarily have a negative effect. For
Au8 the MgO support has a positive effect on the reactivity because bulk gold is not
active at all. In this case the support effect is due to the presence of a surface defect
(F center) that leads to a charge transfer toward the gold cluster that becomes
(partially) negatively charged. This charge transfer is probably a key factor in the
reactivity of this tiny gold clusters. This idea is further supported by the fact that free
anionic gold clusters are able to adsorb oxygen while gold cations do not [170].

7.5.3 Large Clusters

Introduction

To illustrate the prominent features in the reactivity of supported nanosized metal
clusters, we focus on two reactions that have recently been studied in detail mainly
by molecular beam techniques: the CO oxidation and the NO reduction by CO on
supported Pd clusters. First we discuss the adsorption of the reactants and then the
catalytic reaction itself.

CO Adsorption

It is now well known that at very low coverage the binding energy of CO increases
when the cluster size decreases below 5 nm [6,171]. This result has been explained by
a stronger adsorption on low coordinated atoms (edges and corners), the proportion
of which increases when cluster size drops [6]. This is understandable in the
framework of the Hammer–Norskov theory [161] that predicts an increase of the CO
binding energy when the d-band center shifts up toward the Fermi level. In fact,
electronic structure calculations for a (5.7-nm) Pd cluster [155] have shown that the
d-band center shifts in the right direction when the coordination of the surface atoms
decreases, and the predicted maximum increase of CO adsorption energy (8.1 kcal/
mol) is in agreement with the experiment [6]. On the contrary, at high coverage the
binding energy of CO decreases with cluster size. This result has been established on
Pd/alumina from the increasing proportion of the low-temperature tail in the TPD
spectra when the cluster size decreases [8]. It is also in agreement with the decrease of
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the equilibrium coverage at low temperatures, when the size of the Pd clusters
supported on MgO decreases [172].

The support plays an important effect in the adsorption kinetics of CO on
supported clusters. Indeed CO physisorbed on the support is captured by surface
diffusion on the periphery of the metal clusters where it becomes chemisorbed. The
role of a precursor state played by CO adsorbed on the support is a rather general
phenomenon. It has been observed first on Pd/mica [173] then on Pd/alumina
[174,175], on Pd/MgO [176], on Pd/silica [177], and on Rh/alumina [178]. This effect
has been theoretically modeled assuming the clusters are distributed on a regular
lattice [179] and more recently on a random distribution of clusters [180]. The basic
features of this phenomenon are the following. One can define around each cluster a
capture zone of width Xs, where Xs is the mean diffusion length of a CO molecule on
the support. Each molecule physisorbed in the capture zone will be chemisorbed (via
surface diffusion) on the metal cluster. When the temperature decreases, Xs

increases, then the capture zone increases to the point where the capture zones
overlap. Thus the adsorption rate increases when temperature decreases before the
overlap of the capture zones that occurs earlier when the density of clusters increases.
Another interesting feature is that the adsorption flux increases when cluster size
decreases. It is worth mentioning that this effect (often called reverse spillover) can
increase the adsorption rate by a factor of 10. We later see the consequences for
catalytic reactions.

CO does not dissociate on Pd clusters that have well-defined shapes with
smooth facets (as on extended Pd surfaces); however, on ill-defined clusters (and
maybe on very small clusters) CO dissociation can occur [6]. On Rh and Ir particles
CO dissociation occurs very easily (much more than on extended surfaces) [181–183].
CO dissociation on Rh presents a very interesting size effect. We see in Figure 15 that
the dissociation rate of CO on Rh clusters supported on alumina increases up to
about 200 atoms and then decreases slowly [183]. The explanation of this behavior is
related to the morphology of the Rh clusters. At the beginning of growth the Rh
clusters are well-ordered 2D islands, and then the clusters become thicker, probably
by nucleation of new layers parallel to the substrate surface, and then present steps
where CO is dissociated. At a later stage of growth the Rh particles become
completely facetted and the corresponding number of steps is low. The maximum
dissociation would occur for a size corresponding to very rough and numerous
clusters. Interestingly, when the growth temperature increases, the decline of
dissociation starts earlier (see Figure 15) because the particle become smooth at an
earlier stage due to the increased mobility of surface atoms.

NO Adsorption

As for CO [171,172,176], the adsorption of NO as been studied on Pd supported on
MgO(100) using molecular beam techniques [184]. The scattering of NO on the clean
MgO surface shows that 56% of the NO beam becomes physisorbed while 44% of the
beam is quasi-elastically reflected [184]. When Pd clusters are present on the
substrate, NO becomes becomes chemisorbed on them and, as in the case of CO (see
former paragraph), part of the NO physisorbed on the MgO is caught by the Pd
clusters and becomes chemisorbed [184]. The lifetime of NO molecules chemisorbed
on the Pd clusters has been measured at various temperatures in modulating the
beam by a square wave. At low coverage, the lifetime as a function of temperature
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shows an Arrhenius behavior. Then one can deduce the adsorption energy of a NO
molecule, which for large clusters (at least 10 nm) is around 32 kcal/mol [184]. This
value is higher than for CO (29–30 kcal/mol [171]), and it explains why NO is able to
displace adsorbed CO. However, unlike CO, NO can be dissociated on Pd clusters.
Starting from a fresh sample (never exposed to NO) the dissociation is fairly high
during the first pulse, then from pulse to pulse it decreases, and after the third pulse
the dissociation rate is constant. The dissociation is directly proven by the emission
of N2 during the NO pulse. However, no oxygen is produced during the NO dosing.
In fact, dissociated oxygen cannot desorb at 450 8C (the highest temperature used in
this study). In additional experiments we have dosed by CO the amount of oxygen
adsorbed on the Pd particles, and we have been able to prove that some adsorbed
oxygen diffuses inside the lattice of the Pd particles [185]. The dissociation of NO on
the fresh samples increases when particle size decreases in agreement with other
observations, and it is attributed to the increasing fraction of low coordinated sites
(edges and corners) when cluster size decreases [186,187]. In Figure 16 we have

Figure 15 Dissociation rate of CO on Rh (grown at 90 and 300K) and Ir (grown at 300K)

clusters supported on ultrathin alumina thin films, measured by XPS. The level of dissociation

on extended Rh (111) and (210) surfaces is indicated. (From M. Frank and M. Bäumer [183].)
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plotted the NO dissociation rate, in steady-state conditions, i.e. after the three first
pulses, as a function of temperature for three different cluster sizes. We see that the
dissociation rate increases with temperature. The effect of particle size is not obvious;
the lowest dissociation is observed for the largest particles, while the highest
dissociation is observed for the medium-sized particles. This behavior is again due to
the morphology of the Pd clusters, which we explain ahead.

Oxygen Adsorption

The dissociative adsorption of oxygen on supported Pd, Pt, and Rh clusters has
already been studied by several groups [188–190]. It has been shown by molecular
beam techniques that oxygen can be incorporated in the volume of the Pd clusters
already at 300K [188,190]. It has also been observed that the total coverage of
oxygen incorporated in the metal lattice increases when the particle size decreases
[189]. The incorporation of oxygen is higher for Rh than for Pd and Pt [189]. For Pd
on silica it was suggested that oxygen atoms adsorbed on the metal clusters can
diffuse on the support [177]. Meanwhile, it seems that this phenomenon could also be
explained by diffusion of oxygen from the inside of the particle to their outer surface.

From studies on extended surfaces the oxygen adsorbed on Pd desorbs around
800K [191], meaning that during CO oxidation and NO reduction by CO, in usual
conditions (below 725K), adsorbed oxygen will not desorb from the Pd. It has
recently been shown by several techniques (mainly by XPS) that adsorbed oxygen
can diffuse below the surface for Pd(110) [192] and Pd(111) [193].

Figure 16 Steady-state dissociation rate of NO and Pd clusters of different sizes supported

on MgO(100). (From L. Piccolo and C.R. Henry [216].)
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CO Oxidation

The CO oxidation is certainly the most studied catalytic reaction on supported
clusters since the pioneering work of Ladas, Poppa, and Boudart, 20 years ago, on
Pd/alumina [194]. A detailed review on the work on CO oxidation on supported
model catalysts until 1997 is presented in [6]. Since 1998 still a large number of
papers have appeared for Pd/alumina [190,195,203], Pd/magnesia [199,201,202], Rh/
alumina [198], and Au/titania [196,197,200]. Here we limit our attention to Pd
clusters. Another very interesting metal is gold, for which the reaction mechanism
seems different than for platinum-type metals [124,132] and is reviewed in the
chapter by Wayne Goodman. From the very large number of studies on CO
oxidation on Pd up to 1997 (see [6]), several important differences appear between
extended surfaces and supported clusters. The first one and probably the more
quantitatively important in the reaction kinetics is due to the reverse spillover of CO
from the support to the metal particles. In the regime where the rate-limiting step for
the reaction is the adsorption of CO (at high temperatures) the reaction rate is
proportional to the CO pressure. The capture, by the metal clusters, of CO
physisorbed on the support is equivalent to an increase of the CO pressure and the
reaction rate increases. The model developed to take into account this reverse
spillover effect [179] has allowed us to quantitatively explain the very careful kinetic
measurements by Rumpf, Poppa, and Boudart on Pd/sapphire [204]. Particularly,
the reaction rate increases when cluster size decreases in the temperature range where
the capture zones are nonnegligible and do not overlap. Then if we are interested in a
pure size effect for this reaction, it is necessary to correct the data from this effect.
For Pd/MgO(100) several particles sizes (between 2.8 and 13 nm) have been
investigated [205]. After correction of the reverse spillover effect, for the particles of
13 nm the steady-state TOR (turnover rate) was the same as on an extended Pd
surface. However, for particles smaller than 7 nm, the reaction rate near the
temperature corresponding to the maximum of TOR was higher (about a factor of 2)
than on large particles. At very high temperatures the difference was reduced, and at
low temperatures no significant difference was observed. This is clear evidence of a
size effect. The proposed interpretation was the increase of CO adsorption at low
coverage due to the large proportion of low coordinated sites on small particles. It
has to be noticed that in the conditions for the maximum reaction rate the CO
coverage is very small [6]. For a long time CO oxidation has been considered as
structure-insensitive, but recent experiments have shown that the reactivity of (110)
or stepped surfaces is higher than on (111) or (110) surfaces, but the structure
sensitivity remains weak [206].

It is important to figure out that the structure sensitivity is only important in
the low-CO coverage limit (high temperature, low-CO pressure), and in the high-CO
coverage limit the reaction is truly structure-insensitive, as observed by Goodman’s
group [207]. Another peculiar feature of this reaction on supported Pd clusters was
discovered in the transient regime. Taking the CO pressure constant and sending to
the sample a pulse of CO, the CO2 production shows, at low temperature, a transient
pulse before reaching the steady state but, more surprising, at the end of the pulse
(when the CO beam is shut down) the reaction rate decreases and suddenly increases
to form a second pulse of CO2 [208]. The area of this secondary peak (relative to the
steady-state intensity) was found to increase when cluster size decreased. This
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surprising effect (the occurrence of the second peak) was explained by CO strongly
bound on the edges, which should stay adsorbed on the Pd clusters a long time after
shutting off the CO beam and could diffuse toward the facets, where it readily reacts
with adsorbed oxygen. A microkinetic model based on this mechanism was able to
reproduce the experimental data, but it was necessary to assume a very large barrier
for a CO molecule to diffuse from an edge to a facet (27 kcal/mol) [201]; that is about
3 times larger than the diffusion energy of CO on a smooth, extended Pd surface.
Recently, a new molecular beam experimental setup has been built in Berlin in the
group of Freund; it is based on three independent molecular beams with
simultaneous IRAS measurements [190,203]. With this experiment it has been
possible to reproduce the preceding results [203]. In Figure 17a we see a series of CO2

transients during a CO pulse and a constant O2 beam for increasing ratio (xco) of the
CO pressure to the sum of the CO and O2 equivalent pressures, at 440K. We clearly
see that the second peak of CO2 appears for xco ¼ 0:47 when the steady-state
reaction rate starts to decrease. In fact, the decrease of activity corresponds to the
beginning of the domain of high-CO coverage where the adsorption of oxygen starts
to be inhibited by CO. The IR spectra obtained, every second, during the reaction
show only the presence of linear and bridge-bonded CO, which continuously
decrease in intensity even when the CO beam is turned off [203]. These observations
prove two different things: (1) there is no sharp variation of the populations of CO
adsorbed on the Pd when the CO beam is turned off; (2) the CO responsible for the
secondary peak has the same IR signature as that at steady state.

These observations are not compatible with the edge/facet model [201]. We
have tried to compare the model with a previously developed microkinetic model
based on a single type of site and a strong inhibiting effect for oxygen adsorption
[209]. As we can see in Figure 17b, this model fits the experimental spectra very well.
However, this model, based on one type of site, cannot explain all the experimental
observations. First, the reaction window (reaction rate versus xco) is not correctly
reproduced [203], and the dip observed after the closing of the CO beam is more
intense in the experiments [203,208] (see inset of Figure 17b), but the more important
disagreement is the size dependence observed in the experiments [208,209]. In fact,
the kinetic model is oversimplified; for example, we have not taken into account the
coverage dependence on the adsorption energies and of the reaction barrier. The
origin of the size effect can arise from two reasons: the CO reverse spillover (that has
not been taken into account in the simulations) and the increased diffusion of oxygen
under the surface, when cluster size decreases, that can affect the CO adsorption and
then the blocking of the oxygen adsorption [192a] that is at the origin of this second
CO2 peak.

NO Reduction by CO

The NO reduction by CO is a very important reaction taking place in the car exhaust
catalytic converters. It has received considerable attention on Rh single crystals [210]
and much less on Pd [211,212]. On supported model catalysts many fewer
experiments have been performed than for CO oxidation, and only in recent years
[212–216]. From the work from Goodman’s group it appears that the reactivity of Pd
single crystals decreases when the surfaces become more open, and on supported
clusters it decreases with cluster size [212]. We have studied this reaction by
molecular beam techniques [209]. The steady-state reaction rate as a function of
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temperature shows a bell-shaped curve (see Figure 18) [215]. At low temperatures
(high coverage) the rate-limiting step for the reaction is the dissociation of NO, and
at high temperatures (low coverage) it is the adsorption of CO [216].

In Figure 18 we can see the TOR as a function of sample temperature for
different cluster sizes. Apparently it increases when the particle size decreases.

Figure 17 CO oxidation on Pd/alumina model catalysts. Top: CO2 production versus time

from a pulsed CO beam and a constant O2 beam. Xco is the equivalent CO pressure divided by

the sum of the CO and O2 pressures. Down: Simulation of the experimental data (on top) with

a kinetic model. The inset is an enlargement of part of the figure showing the presence of a

small dip after closing of the CO beam. (From J. Libuda et al. [203].)
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However, in these curves the TOR is not corrected from the reverse spillover effect of
NO (nor for CO), which is important, and as it depends on cluster size the direct
measurement of the TOR can be misleading if we are looking for a size effect. Thus
to study the size dependence on the reactivity it is more suited to calculate the
reaction probability, which takes into account the actual flux of reactant molecules
that joins the particles either by direct impingement from the gas phase or by surface
diffusion on the substrate. In a molecular beam experiment these two contributions
can be directly measured [184,215]. In figure 19 the reaction probability of NO is
represented for the different particle sizes studied [216]. Now we see that the size
effect is less pronounced than on the TOR curves (Fig. 18). Below 350 8C, where the
maximum reactivity occurs, we see that the larger particles are the least active and
the medium-sized ones are the most active. In fact, in this temperature range the NO
dissociation limits the reaction and the reaction probability follows the trends of the
dissociation rate of NO (compare with Figure 16). Meanwhile, we have to
understand why there is no continuous decrease of the reactivity with cluster size
as observed by Goodman (at a higher pressure) [212]. In fact, from the TEM
characterization of the Pd particles, the large particles have coalesced and exposed
mainly (100) facets while the other (smaller) particles had a shape close to
equilibrium and exposed mainly (111) facets. If we recall the fact that the more open

Figure 18 NO reduction by CO on a Pd/MgO(100) model catalyst. Steady-state TOR of

CO2 as a function of sample temperature and for different cluster sizes. (From L. Piccolo and

C.R. Henry [215].)
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a Pd surface is, the less active it is for this reaction [211], we will understand why the
large particles are less active. The decrease of reactivity with size for the other
particles is probably due to the increased fraction of low coordinated edge sites,
which are poisoned by strongly bound nitrogen that cannot recombine to form
dinitrogen [212]. Therefore, for the NO reduction by CO we have seen both an effect
of the particle morphology and an effect of the particle size.

7.6 CONCLUSION AND FUTURE PROSPECTS

In this chapter we have seen that the material gap in heterogeneous catalysis can be
addressed in an efficient way by theoretically and experimentally studying metal
clusters supported on flat, well-ordered surfaces. However, the bottleneck of these
studies is the preparation of a uniform collections of particles with a well-defined
shape. This goal can be reached by epitaxially growing the metal clusters on single
crystals at high temperatures (and low supersaturation). The high-temperature
morphology of nanometer-sized metal clusters depends on the surface energy (which
can be modified by adsorption) and on adhesion energy (which depends on the
presence of strain due to the misfit between the metal and the substrate). The
morphology can be characterized using complementary techniques: STM and AFM
for morphology related to the surface structure and TEM for the morphology

Figure 19 NO reduction by CO on a Pd/MgO(100) model catalyst. NO reaction probability

versus temperature for various particle sizes (same samples as for Fig. 18). (From L. Piccolo

and C.R. Henry [216].)
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related to the internal structure. Molecular dynamics with semi-empirical potentials
are now able to reach the range of size relevant for catalysis, while purely ab initio
calculations are still restricted to very small clusters and extended surfaces. At low
pressures it has been shown that the reactivity on supported clusters differs from
extended surfaces by the intrinsic heterogeneities related to the supported model
catalysts. They are primarily the finite size of the particles, the presence of different
facets (i.e., morphology), and the presence of the support. The size effects are mainly
due to the nonnegligible proportion of low coordinated sites (edges and corners); the
morphology effect takes place for the structure-sensitive reaction but also through
the diffusion of reactants between the different facets. The effect of the support
(beside the effect on the morphology and electronic structure for the very small
clusters) appears through the diffusion of the reactants on the support.

In the future the main point to be addressed will be the pressure gap. Surface-
science studies of catalytic reactions are generally performed at very low pressures
(less than 10�5 Torr) that are about 8 to 10 orders of magnitude below the conditions
used in industrial catalysis. In the last two years this severe problem has been, for the
first time, approached by using new experimental techniques. The surface structure
during adsorption and reaction can be studied in situ by STM [217]. The adsorbed
species can be identified and quantified in situ by sum frequency generation (SFG)
[218]. It will become possible to follow in situ the evolution of the internal structure
of the catalysts during a reaction by the newly developed environmental HRTEM
[219]. These techniques, combined with theoretical calculations, will probably solve
the main problems in heterogeneous catalysis and also will help not only to improve
actual catalysts but also to design new generations of powerful catalysts.
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8. M. Bäumer, H.J. Freund, Prog. Surf. Sci. 61 (1999) 127.

9. S. Giorgio, C. Chapon, C.R. Henry, Langmuir 13 (1997) 2279.

10. C. Duriez, C. Chapon, C.R. Henry, J.M. Rickard, Surf. Sci. 230 (1990) 123.

11. E.F. Wassermann, K.A. Polacek, Surf. Sci. 28 (1971) 77.

12. F. Winkelmann, S. Wohlrab, J. Libuda, M. Bäumer, D. Kappus, M. Menges, K. Al-
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Freund, Catal. Lett. 68 (2000) 19.

32. C.R. Henry, M. Meunier, Vacuum 50 (1998) 157.
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SUMMARY

The electronic structure, morphology, and chemical reactivity of metal nanoclusters
have attracted considerable attention due to their extensive technological impor-
tance. Chemical reactions and their catalytic relevance have been investigated on a
variety of well-characterized, supported model catalysts prepared by vapor
deposition of catalytically relevant metals onto ultrathin oxide films in ultrahigh
vacuum conditions. Such ultrathin film supports are usually prepared by vaporizing
a parent metal onto a refractory metal substrate in an oxygen atmosphere at a high
temperature. These unique model systems are particularly well suited for surface-
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science studies and facilitate the study of many issues crucial to industrial catalysts
such as the intrinsic effect of cluster size, role of the support, and metal–support
interaction. Chemical and spectroscopic/microscopic techniques have demonstrated
that these ultrathin oxide films are excellent models for the corresponding bulk
oxide, yet are electrically conductive (via defects and tunneling to the underlying
metal substrate). This conductivity makes them suitable for various spectroscopic
and microscopic studies such as STM and AFM. Measurements on metal clusters
using these ultrathin oxide model catalysts have revealed a metal to nonmetal
transition, changes in the electronic structures (including band-width, band-splitting
and core-level binding energy shifts), and that changes in catalytic activities do occur
with variation in cluster size.

8.1 INTRODUCTION

The size-dependent electronic structure of metal clusters supported on solid
substrates has been studied extensively for the last two decades [1–20]. This interest
is due to their technological importance particularly in the area of heterogeneous
catalysis, information storage, photographic and electronic imaging, microcircuitry,
and the production of high-quality thin films [9–11,13,21–32]. Changes in energy and
peak width are observed for the core levels and valance bands of metal clusters as a
function of cluster size. These changes have been discussed in terms of initial- and/or
final-state effects because of the differences in charge density and core-hole screening
among bulk metal atoms and atoms in small clusters. For small clusters the metallic
properties diminish and the electronic structure approaches that of an isolated atom
[3,16,20,33–42]. X-ray photoelectron spectroscopy (XPS), ultraviolet photoelectron
spectroscopy (UPS), Auger electron spectroscopy (AES), temperature-programmed
desorption (TPD), and scanning tunneling microscopy/spectroscopy (STM/STS)
have been used to follow this size-dependent electronic structure. STM-STS data
have shown that a metal–nonmetal transition occurs with a decrease in cluster size
[19].

In the bulk form, Au is known to be chemically inert compared to the other Pt
group metals. However, it has recently been shown that Au clusters, deposited as
finely dispersed, small clusters (<5-nm diameter) on reducible metal oxides like
TiO2, Fe2O3, and Co3O4, exhibit catalytic activity with respect to a number of
industrially important reactions; i.e., CO oxidation, hydrogenation, partial
oxidation of hydrocarbons, and selective oxidation of higher alkenes [13,19,25–
28,43–45]. This unusual catalytic activity has been shown to be a function of metal
cluster size.

Since the bulk metal oxides of typical catalytic supports are insulators,
charging makes them unsuitable for electron spectroscopic and STM measurements.
In our laboratory, these difficulties have been circumvented by synthesizing well-
ordered, thin oxide films on refractory metal substrates [46–55]. These films are thin
enough (*2–5 nm) to prevent charging, yet thick enough to exhibit electronic and
chemical properties comparable to the corresponding bulk oxide. Since the
preparation of a thin oxide film on a conducting support is critical to the synthesis
of our model catalysts, the preparation of the thin oxide is discussed in detail. The
effect of cluster size on acetylene cyclotrimerization, the COþNO reaction, and CO
oxidation is also discussed. The ultimate goal of these studies is to establish a
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definitive correlation among cluster size, cluster electronic properties, and cluster
chemical/catalytic properties.

8.2 EXPERIMENTAL

TiO2(110) single crystals (Commercial Crystal Laboratories) become sufficiently
conductive for STM and electron spectroscopic measurements after cycles of Arþ

sputtering and annealing to 700–1000K. Because the preparation of well-ordered,
ultrathin films of TiO2, SiO2, and Al2O3 on refractory metals is crucial to these
studies, particularly for electron spectroscopy and STM, these thin-film preparations
are discussed separately. Deposition of the metal was typically carried out by
resistive evaporation of high-purity metal wire wrapped around a W or Ta filament
in vacuum. Such dosers are a clean, stable metal source after thorough outgassing.
By controlling the filament current, the doser-to-substrate distance, and the substrate
temperature, fine control can be achieved with respect to cluster size and density.
Three different UHV chambers equipped with XPS, AES, high-resolution electron
energy loss spectroscopy (HREELS), low-energy electron diffraction (LEED), STM,
and ion scattering spectroscopy (ISS) were used for these studies.

8.2.1 Preparation and Characterization of Thin Oxide Films

The most commonly used methods for the preparation of ultrathin oxide films are
(1) direct oxidation of the parent metal surface, (2) preferential oxidation of one
metal of choice from a suitable binary alloy, and (3) simultaneous deposition and
oxidation of a metal on a refractory metal substrate. The detailed procedures for (1)
and (2) are discussed elsewhere [7,56,57]; procedure (3) is discussed here in detail.
Preparation of a model thin-film oxide on a refractory metal substrate (such as Mo,
Re, or Ta) is usually carried out by vapor-depositing the parent metal in an oxygen
environment. These substrate refractory metals are typically cleaned by repeated
cycles of Arþ sputtering followed by high-temperature annealing and oxygen
treatment. The choice of substrate is critical because film stoichiometry and
crystallinity depend on lattice mismatch and other interfacial properties. Thin films
of several oxides have been prepared in our laboratories and are discussed below.

Alumina

Well-ordered Al2O3 films have been prepared using an Al deposition rate of
*0.5MLE.min�1 (equivalent monolayer, calibrated on an Mo(110) substrate using
AES and TPD), at a background O2 pressure of 76 10�7 Torr, and an Mo(110)
substrate temperature at 300K [58]. Following deposition, the films were annealed to
1200K in O2 to improve the film order. Figure 1 shows representative AES spectra
of alumina films at two different thicknesses [58]. An AES spectrum of a 2.0-nm film
has a predominant Al3þ (LVV) transition at *45 eV and an O (KLL) transition at
*500 eV. The absence of a peak at 68 eV, characteristic of Al8, indicates that the film
is fully oxidized. Features attributable to the Mo(110) substrate can be seen in the
100–250-eV region. The thickness of the oxide films was calculated from the
attenuation of the AES intensity ratio of the Al3þ (LVV) feature relative to the
Mo(MNN) feature.
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Detailed investigations using low-energy electron diffraction (LEED) and ion
scattering spectroscopy (ISS) of Al2O3 thin films have revealed that the films grow
epitaxially with long-range order on Ta(110) and Mo(110) [55,59]. The LEED
patterns are indicative of a slightly distorted ðb ¼ 117:9�Þ hexagonal lattice
characteristic of close-packed O2� planes. Initially the films grow two-dimensionally
(2D), with a transition from 2D to three-dimensional (3D) growth occurring for films
thicker than 1.5 nm. The initial stages of alumina film growth are governed by strain
relief mechanisms that lead to a Kurdjumov–Sachs (KS) orientational relationship
where the epitaxial overlayer exhibits coherence along one of the close-packed rows
of the bcc(110) substrate [55,59].

Additional support for assignment of stoichiometric Al2O3 to the films was
found by carrying out high-resolution electron energy loss (HREELS). Figure 2
shows HREELS data for two Al2O3 films: (a) 0.44 nm and (b) 2.0 nm thick,
respectively [58]. The fundamental modes of the surface optical phonons are located
below 1000 cm�1. The thick films are characterized by three fundamental modes at
370, 640, and 875 cm�1, while the thin films are characterized by two fundamental
modes at 590 and 860 cm�1. The energies of the three modes for the thick films agree
well with the previously reported vibrational data for Al2O3 [60–63], while the data
for a 0.44 nm film are consistent with those reported by Frederick et al. for Al2O3

[64,65].

Figure 1 AES of Al2O3 films on Mo(110) of thickness (a) 0.44 nm and (b) 2.0 nm. The films

were annealed to 1200K in oxygen ambient to improve their crystalline quality. The spectra

were acquired at Ep ¼ 2:0 keV and a sample current of 5 mA. (From Ref. 58.)
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Silica

Silica thin films were prepared on Mo(110) and Mo(100) substrates at various
temperatures [66–68] where the deposition conditions strongly affect the film
stoichiometry. AES can distinguish silicon and silicon oxide species based on their
AES transition energies and characteristic line shapes. Elemental Si has a strong
LVV feature at 91 eV while SiO2 has three LVV transitions at 76, 63, and 59 eV,
respectively. Figure 3 presents AES spectra for silica thin films deposited at different
O2 deposition pressures. Increasing the oxygen pressure to 16 10�6 Torr during
deposition results in a two-phase film that contained both elemental Si and a new
Si(LVV) feature at 76 eV attributed to SiO2. However, at a deposition pressure of
46 10�6 Torr, the AES data clearly indicate a film composition consistent with
SiO2.

A detailed XPS investigation [66] has shown that a stoichiometric SiO2 film can
be obtained with a Si deposition rate of *0.12 nm/min at an oxygen pressure of
26 10�5 Torr at 300K, followed by an anneal of the film to *1300K. The
representative XP spectra are shown in Figure 4 at three different annealing
temperatures. The absence of any feature near 99.4 eV is indicative of a

Figure 2 HREELS spectra of Al2O3 films grown on Mo(110) of thickness (a) 0.44 nm and

(b) 2.0 nm. The spectra were acquired at Ep ¼ 4:0 eV and at the specularly reflected beam

direction. (From Ref. 58.)
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stoichiometric SiO2 film (with an Si2p binding energy of 103.4 eV) that contains no
elemental Si.

Infrared reflection absorption spectroscopy (IRAS), electron energy loss
spectroscopy (EELS), and LEED studies indicate that SiO2 films deposited at low
temperatures are disordered and likely consist of short-range networks of [SiO4]
tetrahedral units [66–68]. These units become more ordered and convert to a
structure that consists of long-range [SiO4] networks upon annealing to *1300K.

Titania

Well-ordered TiO2 films were prepared by depositing Ti in 2610�7 Torr of O2 onto
Mo(110) or Mo(100) at 600–700K followed by an anneal to 800K in *10�7 Torr
O2. Films prepared in this method [48] showed a very sharp 161 LEED pattern, and
careful analysis confirms that the films are primarily TiO2(100). The Ti LMM and
LMV AES fine structure can also be used to distinguish titanium oxides. For TiO2,
for instance, the Ti LMM Auger transition exhibits a shoulder in the region 410–
415 eV. Figure 5 shows a typical AES spectrum obtained from a *30-MLE oxide
film. The feature near 413 eV matches very well with that found for single-crystal
TiO2.

Titanium oxides of various types exhibit different Ti 2p core-level binding
energies in XPS depending on the formal oxidation state of the Ti cation. In general,
a higher titanium oxidation state exhibits a higher binding energy. In Figure 6 the as-
prepared oxide film clearly shows a Ti 2p3/2 binding energy of 459.1 eV with a spin-
orbit splitting of 5.7 eV, characteristic of TiO2. However, the high-temperature

Figure 3 AES of Si-oxide thin film as a function of O2 adsorption pressure: (A) no

background O2; (B) 1610�6 Torr, and (C) 4610�6 Torr. (From Ref. 66.)
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vacuum annealed film in this figure exhibits Ti oxidation states indicative of reduced
TiO2.

Figure 7 shows the HREELS spectrum acquired at room temperature and at
an incidence angle of 608 from the surface normal for a *30MLE titanium oxide
film prepared as described above. Fundamental phonons of 54meV(n2) as well as
overtone losses and combinations are seen. The loss at 149meV is due to n1 þ n2, and
the loss at 245meV is due to n1 þ 2n2. That TiO2 films prepared in this manner are
anatase and can be ruled out because the anatase phase exhibits fundamental surface
phonons at 44 and 98meV for the h100i face and 48 and 92meV for the h001i face.
The combined use of LEED, AES, XPS, and HREELS has revealed that the thin
TiO2 films prepared via the above procedure are rutile with a surface structural
orientation primarily h100i.

Figure 4 The Si2p XP spectra of silicon oxide films (3.6 nm) on a Mo(100) surface. The films

were prepared by evaporating Si in an O2 atmosphere of 2610�5 Torr with a dosing rate of

*0.12 nm/min. The substrate temperature during the film preparation was *350K. The film

was then annealed to 393K (a), 1023K (b), and 1373K (c). (From Ref. 66.)
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8.3 ELECTRONIC STRUCTURE AND GROWTH OF SUPPORTED
METAL CLUSTERS

8.3.1 Transmission Electron Microscopy (TEM) and TPD

Several simple models for the growth morphologies have been proposed for the
noble and transition metal clusters deposited on various solid substrates [69,70].
These models generally assume that the substrate contains randomly distributed
nucleation sites and that metal cluster size depends on the distribution of these fixed
nucleation sites and the amount of metal deposited [41,71]. For amorphous carbon
substrates the number of nucleation sites is large. Egelhoff et al. [72] have proposed
that on substrates with large numbers of nucleation sites, deposition of a small
quantity of metal will produce isolated ad-atoms initially. These isolated ad-atoms
then diffuse randomly on the substrate until sticking occurs at another ad-atom site
[72,73]. Because the nucleation sites are randomly distributed and the diffusion is
also random, a distribution of cluster sizes at every coverage results. For example,
typical TEM images of Au clusters on amorphous graphite substrate at various
coverages are shown in Figure 8. It can be seen that with an increase in Au coverage,
there is a distinct increase in the cluster size [74]. However, growth of metal clusters
on oxide surfaces could be quite different, it is discussed in Section 8.3.3.

Figure 5 AE spectra (a) Mo(110) surface prior to film growth; (b) *30ML titanium oxide

film on Mo(110). The primary energy was 3 keV; the spectra were collected at 100K. (From

Ref. 48.)
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TPD of the deposited metal clusters is very informative in evaluating the
interaction strength of the metal with the substrate. Figures 9a and b show families
of TPD spectra for Cu/Al2O3 [58] and Au/SiO2 [75] systems. Generally, we see that
the leading edge of the spectra increases continuously with the metal coverage. The
width of the TPD curve is also a measure of the distribution of cluster diameter and
height. An increase in the width of the desorption curve with an increase in metal
coverage is evident, indicating an increase in the cluster size distribution, as seen
earlier (Figure 8) via TEM. The lower desorption temperature at low coverage means
that the substrate–metal interaction is less than the metal–metal interaction in the
bulk metal. The heat of sublimation, Esub, is shown in the inset as a function of metal
coverage (cluster size). For higher coverages the heat of sublimation reaches the
value of the bulk metal, suggesting that the metal–metal interaction is dominant at
the large cluster limit.

8.3.2 Electron Spectroscopy

Electron spectroscopy, particularly photoemission, has been used successfully to
study the electronic structure of small metal clusters deposited on well-characterized
model systems [3–5,8,16,20,34–42,66,71,72,76–86]. The core-level binding energy

Figure 6 Ti 2p XP spectra for 1.5-nm TiO2/Mo(100). (a) As prepared at 600K; (b) annealed

to 1200K. The spectra were collected at 300K. (From Ref. 48.)
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generally decreases, and the splitting or width of the valance band increases with an
increase in cluster size, ultimately reaching the bulk value. These general
characteristics are well accepted; however, the physical origins of these spectral
changes remain in dispute. Core-level binding energy is best expressed as Ec ¼ Efinal

(after photoemission)�Einitial (before photoemission) and therefore is largely
determined by the differences in the electronic charge densities of the initial and
final states of the system. Final-state effects, or changes in Efinal, can arise due to
variabilities in the screening of the core hole created after photoemission. For a solid,
it is convenient to separate the total screening into contributions from intra-atomic
and extra-atomic screening. Intra-atomic screening mainly depends on the element;
however, extra-atomic screening depends on the surrounding environment, i.e.
coordination number, ligand, and substrate. For example, for a cluster, changes in
the extra-atomic screening become very important; a reduction in the extra-atomic
screening compared to that in the bulk metal can lead to an increase in the core-level
binding energy. Initial-state contributions are due to differences in charge density
before photoemission and may arise from a variety of factors such as (1) changes in
the electronic structure of the clusters with respect to the bulk metal, (2) changes in
chemical environment at the interface, (3) surface core-level shift, and (4) defect-
induced metal-substrate interactions.

Figure 7 HREELS spectra at room temperature: (a) titanium oxide film with *30MLE

thickness on Mo(110); (b) TiO2(110) single crystal. Ep ¼ 4:7 eV. (From Ref. 48.)
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Figures 10a and b show changes in the Au4f7/2 core-level as a function of Au
coverage (measure of cluster size) on TiO2(110) and SiO2/Mo(110) [75]. A similar
plot on amorphous graphite is shown in Figure 11. The Au4f7/2 binding energy with
respect to the bulk metal (84.0 eV) decreases with an increase in cluster size, finally
converging to the bulk value at large cluster sizes. It should be noted that the largest
shifts observed on three different substrates are 0.55, 0.8, and 1.6 eV for graphite,
TiO2(110), and SiO2, respectively. Such differences have been explained as due to the
relative abilities of these substrates to screen the core hole after photoemission, i.e., a
final-state contribution. As graphite is the most conductive among the three screens,
it thereby yields the least shift in the core-level binding energy. In general, there is an

Figure 8 TEM micrographs of Au deposited on amorphous graphite at varying coverages.

The bar indicates 20 nm. (From Ref. 74.)
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Figure 9 (A) A family of TPD spectra of Cu deposited as a function of equivalent

monolayers, yCu: (a) 0.16, (b) 0.33, (c) 0.50, (d) 0.67, (e) 0.98, (f) 1.25, (g) 1.55, and (h) 2.09.

The inset shows the heat of sublimation, derived from the leading edge analysis of the spectra,

as a function of Cu coverage in equivalent monolayers. (From Ref. 58.) (B) A set of TPD

spectra of Au (m/e ¼ 197) on a 0.25-nm-thick SiO2 thin film on Mo(100) at Au cluster

coverages ranging from 0.2 to 5.0MLE. The inset shows a plot of Esub determined from the

leading edge analysis. (From Ref. 75.)

Figure 10 Plots of the Au4f7/2 core-level binding energy as a function of Au cluster coverage

(ranging from 0.02MLE to bulk) on TiO2(110)(A) and SiO2(B) surfaces. (From Ref. 160.)
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increase in the FWHM of the core-level XP spectra with a decrease in the cluster size
and likely relates to the unavoidable distribution of cluster sizes.

Figure 11 shows how the Au 5d splitting, Au4f7/2 binding energy, and Au EF

change with a change in cluster size on an amorphous graphite substrate. Wertheim
et al. [87] have explained such changes as due to the poor conductivity of the
substrate leading to an unscreened positive charge after photoemission. However, an
increase in the Au EF could also be due to a metal–nonmetal transition as the cluster
size decreases; this possibility is discussed further in the next section. A decrease in
the Au 5d splitting with a decrease in cluster size could be due to a decrease in the
coordination number as shown by Mason et al. [16] using the Au-Cd alloy system.
DiCenzo et al. [3] have shown how the binding energy of the Au4f7/2 level changes
with the mean coordination number of small clusters (Figure 12). If one assumes that
the unscreened charge of Wertheim et al. [87] is solely responsible for the changes in
binding energy, then the dashed line of Figure 12 follows. The dashed line considers
only the effect of the Coulombic term, e2/2R, where R is the radius of the cluster [3].

Ultraviolet photoemission valance-band spectra with increasing Pd coverage
on Al2O3/Re(0001) have been measured [33] and are shown in Figure 13. A gradual
evolution of metallic valance bands with increasing cluster size is a manifestation of
the increase in density of states near the Fermi level and the appearance of dispersing
bands parallel and perpendicular to the substrate. The latter has been attributed to
the formation of crystallites with a preferred orientation. The appearance of
dispersion may also be used to define the boundary between a metallic and

Figure 11 Coverage dependence plots of the Au4f binding energy, position of the Au Fermi

edge, and Au5d splitting. (From Ref. 87.)
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nonmetallic state of the clusters. In the data presented, this transition appears to take
place at an average cluster size of *2.5 nm.

8.3.3 Scanning Tunneling Microscopy

The growth of metal clusters on TiO2 is quite different from that seen on amorphous
graphite (Figure 8, Section 8.3.1), due primarily to the presence of a relatively low
density of nucleation sites in the former. The constant-current STM micrographs in
Figure 14 show [88] how the size of the clusters changes with respect to the quantity
of Au deposited. At relatively low coverages (0.1MLE) of Au, hemispherical 3D
clusters with diameters of 2–3 nm and heights of 1–1.5 nm are observed to grow
mainly along the step edges. Well-dispersed quasi-2D clusters, having a height of
0.3–0.6 nm and a diameter of 0.5–1.5 nm, can be seen on the terraces. With increasing
Au coverage, the clusters grow larger with little increase in cluster density. However,
even at 4.0MLE, some portions of the TiO2 substrate are still visible. In contrast, on
amorphous graphite substrate, at low coverages (Figure 8) a greater density of
smaller-size clusters without any preferential spatial orientation is apparent.

A constant-current STM micrograph of 0.25ML Au deposited onto single-
crystal TiO2(110)–(16 1) is shown in Figure 15a [15,19]. The deposition was carried
out at 300K, followed by annealing to 850K for 2min to stabilize the clusters. In the
image we only see the Ti cations; the O2� anions are not visible. The interatomic
distance between the [001] rows is *0.65 nm. Three-dimensional Au clusters, imaged
as bright protrusions, have average diameters of *2.6 nm and heights of *0.7 nm
(corresponding to 2–3 atoms thick) and are preferentially nucleated on the step
edges. Quasi-2D clusters are characterized by heights of 1–2 atomic layers. Previous

Figure 12 Au4f7/2 binding energy versus coordination number plot for mass-selected Aun
clusters deposited on amorphous carbon. The open circles are data for the clusters obtained by

vapor deposition on amorphous carbon; the average coordination numbers for these were

determined by correlating their corresponding Au5d splitting with those obtained for mass-

selected clusters. The dashed line shows the binding energies expected for supported Au

clusters allowing only for the Coulomb energy of the positively charged clusters in the

photoemission. (From Ref. 3.)
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annealing studies show that the Au clusters form large microcrystals with well-
defined hexagonal shapes.

Figure 15b shows STS acquired at various clusters on the surface, where the
tunneling current (I) as a function of bias voltage (V) is measured. The length of
the observed plateau at zero tunneling current is a measure of the band gap (along

Figure 13 Normal emission spectra of the valance bands taken at 30 eV photon energy

showing an overview of the growth of the Pd clusters for coverages ranging from 0.08 to

30MLE. The binding energy referred to the Fermi edge of the Re substrate, which is identical

to that of the thick metallic Pd film at a coverage of 30MLE. (From Ref. 33.)
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Figure 14 A set of 50650 nm2 STM images (2.0 V, 1.0 nA) of TiO2(110)–(161) with

different Au coverages: (A) 0.10MLE, (B) 0.25MLE, (C) 0.50MLE, (D) 1.0MLE,

(E) 2.0MLE, and (F) 4.0MLE. With increasing coverage, Au clusters grow and gradually

cover the surface. (From Ref. 88.)
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the bias voltage axis) of electrons tunneling between the valance and conduction
band of the cluster and tip. The electronic character of these clusters varies between
that of a metal and a nonmetal, depending on their size. With an increase in size,
clusters gradually adopt the metallic character with an enhanced density of states at
the Fermi level, consistent with the UPS data presented in the previous section. Note
that the cluster 2.5mm6 0.7 nm in size has a larger band gap than that of a

Figure 15 (a) A constant-current STM image of a 0.25MLE Au deposited onto TiO2(110)–

(161) prepared just prior to a CO:O2 reaction. The sample had been annealed to 850K for

2min; (b) STS data acquired for Au clusters of varying sizes on the TiO2(110)–(161). An STS

of the TiO2 substrate, having a wider band gap than the Au cluster, is also shown as a point of

reference. (From Ref. 19.)

(a)

(b)
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5.0 nm6 2.5 nm cluster. Smaller clusters have a nonmetallic character, resulting in a
significant band gap and a reduced density of states near the Fermi level. A similar
metal–nonmetal transition with respect to cluster size has also been observed for Fe
clusters deposited on GaAs(110) [89]. That the very small clusters are nonmetallic
leads to changes in the electronic and chemical properties, as discussed below.

8.4 SIZE-DEPENDENT REACTIVITY OF SUPPORTED
METAL CLUSTERS

8.4.1 Acetylene Cyclotrimerization on Pd/Al2O3 and Pdn/MgO

The cyclotrimerization of acetylene to benzene on low-index single-crystal Pd
surfaces has received considerable attention since its discovery by Tysoe et al. [90–
98]. This reaction has been shown to be structure-sensitive with the Pd(111) facet
being most active; i.e., the yield of benzene is 10 times larger than that for Pd(100);
essentially no benzene production is observed on Pd(110) [99]. To understand the
cluster-size effect on this reaction, supported Pd clusters of various sizes have been
prepared on model Al2O3/Mo(110) thin films [100]. Figure 16 shows the TPD
corresponding to benzene desorption (m/e ¼ 78) as a function of Pd cluster size.
These TPD data are very similar to the analogous low-index single-crystal results
and reveal distinct cluster-size effects. For the smallest clusters (*1.5–2.0 nm),
benzene desorption primarily occurs above 500K, with very little low-temperature
benzene evolution. As the cluster size increases, the high-temperature peak
attenuates, while the desorption peak at 230K increases in intensity. Both the
high- and low-temperature benzene desorption features have been reproduced by
adsorbing benzene on the Pd(111) surface, consistent with the reaction being
desorption rate-limiting. The benzene desorption near 370K has not been observed
for single crystals and therefore is likely associated with interfacial defect sites. The
lower activity for the smaller clusters has been explained as due to their enhanced
curvatures and the absence of large h111i terraces, rather than a critical cluster-size
effect. The high curvature and absence of h111i structures preclude the formation of
an ordered, compressed overlayer of weakly bound benzene in the tilted
configuration and favor the more strongly bound benzene, bonded parallel to the
surface.

According to the ‘‘template’’ effect, the hexagonal Pd(111) face can correctly
orient both C2H2 and intermediate C2H4 species to form a strongly bound benzene
bonded parallel to the surface. This idea is consistent with benzene synthesis,
requiring the participation of seven contiguous, flat Pd atoms. Indeed, recent studies
using mass-selected Pd clusters deposited on MgO thin film have demonstrated a
minimum requirement of a seven-atom cluster for the synthesis of a strongly bound
flat-laying benzene desorbing at higher temperatures ðTd*430KÞ. Figure 17 shows
TPD data for benzene from Pd/MgO surfaces with varying cluster size
ðPdn; 14n430Þ [101]. In each case, the total coverage of Pd is constant at 0.28%.
It is noteworthy that the production of benzene is observed even for a single
palladium, though producing only weakly adsorbed ðTd*300KÞ benzene in the
tilted configuration. Density functional calculations show that a single Pd atom can
be activated for benzene production by charge transfer when bonded to an oxygen
vacancy site of the MgO substrate.
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8.4.2 NO and CO Reactions on Pd and Cu/Al2O3

Recently there has been considerable interest in identifying alternatives to the
expensive Pt/Rh catalyst used for three-way automobile exhaust gas conversion
[102–106]. CO and NO reaction studies on Pd and Cu single crystals have shown
promising results in terms of catalytic activity. Evidence for structure sensitivity has
also been demonstrated [102–105] in high-pressure COþNO reactions over Pd(111)
and Pd(100), implying a cluster-size effect. In this section the results obtained for the
COþNO reaction with respect to cluster size on model Pd and Cu/Al2O3 catalysts
are discussed. 15NO adsorption experiments were carried out on a Pd/Al2O3/Ta(110)
model catalyst [32] with several different Pd loadings. Clusters were exposed to a
background pressure of 16 10�7 Torr 15NO for 5min at 550K and then cooled to

Figure 16 Desorption of benzene ðm=e ¼ 78Þ following 70 Langmuir acetylene at 150K for

various Pd coverages as indicated. (From Ref. 100.)
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350K prior to 15NO removal. The desorption spectra of 15N2 and
15N2O over several

different Pd loadings are presented in Figures 18a and b, respectively. The behavior
is very similar to that found for single crystals. For recombinative 15N2 desorption
(Figure 18a), a low-temperature feature is observed at *520K, along with a high-
temperature feature above 600K. The desorption temperature of the low-
temperature feature is *70K higher than for single crystals, consistent with the
clusters’ having an increased concentration of strongly binding step/edge defect sites.

Figure 17 Catalytic benzene formation for different Pd cluster sizes obtained from TPR

experiments. The bottom spectrum shows that for a clean MgO(100) film no benzene is

formed. Cluster coverage is 0.28% for a monolayer for all cluster sizes, where one monolayer

corresponds to 2:2561015 atoms/cm2. (From Ref. 101.)
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Studies have shown the following steps to be critical:

15NOðaÞ?
15NO

15NOðaÞ?
15NðaÞ þOðaÞ

15NOðaÞ
15NðaÞ?

15N2O

15NðaÞ þ15 NðaÞ?
15N2

The spectra in Figure 18a show enhancement of the low-temperature Na (that
recombines to N2 or N2O) with increasing cluster size. The peak maximum in each
set of spectra shifts to lower temperature with an increase in cluster size. This trend is
consistent with smaller clusters with higher surface defect sites stabilizing Na to a
greater extent than the large clusters. Figure 18b shows that with an increase in the
cluster size, the N2O desorption feature at *530K appears. Enhancement of the
N2O with increasing cluster size can be understood by comparing the single-crystal
data for the COþNO reaction over (111), (110), and (100) faces of Pd. For these
three Pd orientations, the N2 selectivity follows the order (110) > (100) > (111). This
order is consistent with the fact that the surface concentration of Na is enhanced on
the more open h100i surface.

Arrhenius plots are shown in Figure 19 for CO2 production from a COþNO
reaction mixture for model oxide-supported Pd, Pd single crystals, and Pd/Al2O3

powder catalysts. For the powder and model catalysts, a pronounced increase in
activity is seen with an increase in cluster size or loading. The larger clusters display
the characteristics of the less open h111i plane.

Figure 18 TPD monitoring (a) 15N2 desorption and (b) 15N2O desorption over several

different Pd coverages with the indicated average cluster sizes in a Pd/Al2O3/Ta(110) catalyst

after exposure to 15NO at 550K. (From Ref. 32.)
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The reaction of 15NO with well-characterized Cu clusters deposited on highly
ordered Al2O3 films has also been studied using TPD and HREELS [58]. Figure 20
shows that the 15N2 formed is sensitive to the cluster size in that no 15N2 is detected
until yCu > 0:13 ð*3:5 nm clustersÞ. Desorption of 15N2 was observed at about 130
and 770K; the 770K feature is understood to be due to recombination of atomic
15N(a). The reaction of COþNO has also been examined for this catalytic system.
The results show, in addition to 15N2 and 15N2O, small amounts of CO2 are
produced via reaction between adsorbed CO and adsorbed oxygen.

8.4.3 CO Oxidation on Pd/SiO2/Mo(100) and Au/TiO2

Oxidation of CO on transition metals has been a subject of interest for many years
due to its technological importance in the area of automobile exhaust catalyst and
the preparation of COx-free hydrogen for fuel cells [107–119]. Very interesting
cluster-size effects with respect to the catalytic activity have been observed for certain
catalysts. For example, CO oxidation has been studied over Pd/SiO2/Mo(100) model
catalysts [31,120]. The reaction conditions for the catalysts were 10 Torr CO, 5.0
Torr O2, and reaction temperatures in the range 540–625K. The conversions were
maintained at less than 50% and were monitored using the pressure decrease in a
static reactor of known volume (750 cm3). Figure 21 shows Arrhenius plots of CO
oxidation over three different model Pd/SiO2 catalysts and a 5% loading of Pd on

Figure 19 COþNO reaction Arrhenius plots for single-crystal, model planner-supported,

and Pd/Al2O3 powder catalysts. The powder catalyst data were taken in the flow reaction

mode (4.4/5.2 CO/NO ratio, steady state), and the model catalyst and single-crystal data were

acquired for a batch reaction mode in 1 Torr of each reactant. (From Ref. 32.)
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powdered SiO2. The average cluster sizes shown in Figure 21 were determined by
CO, O2 TPD, and ex-situ STM/AFM. The specific reaction rates were somewhat
higher for the model catalysts than the high-surface-area catalysts; however, the
activation energies are remarkably similar. This is because for a high-surface-area
catalyst, reaction rates are calculated under the steady-state conditions, whereas
initial reaction rates are considered in the case of a model catalyst, and generally the

Figure 20 The integrated 15N2 TPD area (b2 state) plotted as a function of the Cu coverage

in equivalent monolayers. The average sizes of the Cu clusters are also indicated. (From Ref.

58.)

Figure 21 CO oxidation with O2 over a model Pd/SiO2/Mo(100) catalyst and a

conventional 5% Pd/SiO2 catalyst. Reaction conditions were PTorr ¼ 0:5 Torr and

CO=O2 ¼ 0:2. (From Ref. 31.)
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steady-state rates are comparably lower due to poisoning effects. There was no
noticeable dependence of the CO2 formation rate on the Pd cluster size, indicating
that CO oxidation over Pd/SiO2 is structure-insensitive.

Interestingly, a significant correlation between the cluster size and catalytic
activity has been observed for CO oxidation over an Au/TiO2 system
[15,19,45,121,122]. Investigations have been carried out on Au/TiO2/Mo(100) as
well as on Au/TiO2(110)–(161) for comparison. Figures 22a and b show a plot of
CO oxidation activity [TOF ¼ (product molecule/total Au atom)6 sec] at 350K as a
function of Au cluster size supported on TiO2(110)–(161) and TiO2/Mo(100)
substrates. These results show similarities in the structure sensitivity of CO oxidation
with a maximum activity evident at *3 nm Au cluster size on both TiO2 supports.
For each catalyst, the activity and the selectivity of the supported Au clusters are
markedly size-dependent. Although the TiO2-supported Au catalysts exhibit a high
activity for the low-temperature CO oxidation, the catalysts are often rapidly
deactivated. Figure 23 shows a plot of TOF versus time for CO oxidation at 300K
on 0.25ML Au on TiO2/Mo(100). The model catalyst, which exhibited a high initial
activity, deactivated after a COþO2 (1:5) reaction of *120min at 40 Torr. This
deactivation is due to agglomeration of the Au clusters with reaction time and has
been documented by detailed STM measurements [15,19,45,121,122]. The STM data
clearly demonstrate that under reaction condition the Au cluster Ostwald ripens; i.e.,
large clusters grow at the expense of small ones. Such a ripening depends on the
strength of the cluster–support interaction as well as the gas pressure. The TOF for
CO oxidation reaches a maximum with respect to cluster size and correlates with a
metal to nonmetal transition that occurs at cluster size of *3 nm (discussed in
Section 8.3.3).

Figure 22 CO oxidation TOFs as a function of the Au cluster size supported on TiO2.

(A) The Au/TiO2 catalysts were prepared by a precipitation method, and the average cluster

size was measured by TEM at 300K. (B) The Au/TiO2 catalysts were prepared by vapor

deposition of Au on planar TiO2 films on Mo(100). The CO/O2 mixture was 1:5 at a total

pressure of 40 Torr and 350K. (From Ref. 19.)
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8.5 IMPORTANT FACTORS GOVERNING SIZE-DEPENDENT
CATALYTIC PROPERTIES

The preceding sections have described how the structural, electronic, and catalytic
properties are altered with a change in cluster size. The TOF of CO oxidation over
Au/TiO2 goes through a maximum near the onset of a metal to nonmetal transition,
whereas for Pd/SiO2, the same reaction shows little cluster-size dependence. For
acetylene cyclotrimerization, a template effect is apparent whereas the TOF increases
monotonically with cluster size. Therefore, the dependence of TOF on cluster size is
very specific to the catalyst system and chemical reaction. A monotonic increase in
the reaction rate with a decrease in cluster size can relate simply to the fact that the
surface-to-volume ratio increases substantially. The fact that there is a regular lattice
contraction with respect to a decrease in cluster size could amplify the effect of the
increase in surface area. However, those cases where the bulk metals show no
catalytic activity clearly cannot be understood by a simple surface-to-volume change
as a function of cluster size. At the small cluster-size limit, electronic, geometric, and
metal–support interaction effects obviously must be important.

8.6 CONCLUSIONS AND FUTURE PERSPECTIVE

The utility of planar-supported model catalysts, consisting of metal clusters
deposited on metal oxide thin films, as models for high-surface-area industrial

Figure 23 The specific activity for CO conversion as a function of reaction time at 300K on

a model Au/TiO2/Mo(100) catalyst. The Au coverage was 0.25MLE, corresponding to an

average cluster size of *2.4 nm. (From Ref. 123.)
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catalysts has been demonstrated. Indeed the use of thin metal oxide films as supports
makes them suitable for ultrahigh vacuum measurements. Electronic structural
changes shown by core-level binding energy, band splitting, position of the Fermi
level, valance-band dispersion, etc. with respect to the cluster size are understood by
considering both initial- and final-state effects. A metal to nonmetal transition with
respect to the cluster size has been observed by STS and valance-band spectra. Size-
dependent catalytic reactivity has been observed for a variety of industrially
important systems. A critical comparison of acetylene cyclotrimerization on a single
crystal of Pd, Pd/Al2O3, and mass-selected Pd clusters reveal a minimum
requirement of seven Pd atoms for the production of strongly bound, flat-laying
benzene. The COþNO reaction has been found to be size-dependent in terms of
CO2, N2, and N2O production. Very interestingly, low-temperature CO oxidation by
O2 has been found to have a dramatic size dependence for the Au/TiO2 system, the
maximum rate occurring at the onset of the metal–nonmetal transition.
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SUMMARY

In this chapter we review studies, primarily from our laboratory, of Pt and Pt-
bimetallic nanoparticle electrocatalysts for the oxygen reduction reaction (ORR) and
the electrochemical oxidation of H2 (HOR) and H2/CO mixtures in aqueous
electrolytes at 274–333K. We focus on the study of both the structure sensitivity of
the reactions as gleaned from studies of the bulk (bi) metallic surfaces and the
resultant crystallite size effect expected or observed when the catalyst is of nanoscale
dimension. Physical characterization of the nanoparticles by high-resolution
transmission electron microscopy (HRTEM) techniques is shown to be an essential
tool for these studies. Comparison with well-characterized model surfaces have
revealed only a few ‘‘nanoparticle anomalies,’’ although the number of bimetallics
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studied in this manner is still relatively small. Two anomalous or unexpected results
in this chapter: (1) Pt-Co, Ni, and Ru nanoparticles when prepared using certain
(low-temperature) methods appear to have surface compositions very close to that of
the overall stoichiometry of the metals, even though the bulk crystals show strong
surface enrichment in Pt; (2) Pt-Mo nanoparticles when prepared using similar (low-
temperature) methods appear to exhibit an anomalous surface enrichment in Mo
versus surface enrichment in Pt observed with the bulk alloy. It may be that surface
segregation thermodynamics unique to nanoparticles can explain both anomalies in
a consistent manner. At the 2–10-nm dimensionality used in these studies, no
crystallite size effect was observed for the ORR in nonadsorbing electrolytes like
those employed in commercial fuel cells, e.g., perfluoroalkylsulfonic acid polymer
and potassium hydroxide. The H2 and H2/CO oxidation reactions are structure-
sensitive reactions that are expected to exhibit a significant crystallite size effect,
particularly with Pt-Mo. Further experimental studies are needed to confirm this
expectation.

9.1 INTRODUCTION

Decades before the prefix ‘‘nano’’ appeared so prominently in the scientific lexicon,
catalytic chemists had already realized that unique catalytic properties were obtained
by intermixing two metals at the nanometric scale, i.e., bimetallic particles 1–10 nm
in characteristic dimension [1]. The terminology used to describe these types of
materials has changed over the decades, and researchers from different fields
working with the same catalyst may use a different terminology. Sinfelt and co-
workers employed the term ‘‘supported bimetallic cluster’’ to describe the catalysts
developed in his group at Exxon in the late 1960s [2]. More generally in inorganic
chemistry, metallic clusters are aggregates of 2 to perhaps 100 or so metal atoms
freestanding in the gas phase or isolated in a matrix. The characteristic dimension of
metallic clusters is thus generally on the order of a subnanometer. In this scale of
dimension, the aggregates of metal atoms have electronic properties distinct from the
bulk material, e.g., the ionization potentials [3], and are thus distinct states of matter.
It is now known, both experimentally and theoretically, that the electronic properties
of metals converge to the bulk properties at characteristic dimensions above about
1 nm [4], albeit with much greater contributions from surface electronic states in the
1–10-nm (nanoscale) range than in bulk crystals. Metallic aggregates in this size
range contain from 103–105 atoms. Because the electronic properties of metal
aggregates in this size range are not unique, catalyst research with such materials has
focused on the variation in the surface structure of the aggregates with characteristic
dimension, i.e., how the distribution of different types of adsorption sites varies with
dimension for a given structure. Boronin and co-workers [5] in particular pioneered
this approach, which they termed ‘‘mitohedry,’’ to understanding the ‘‘crystallite size
effect’’ in heterogeneous catalysis. The crystallite size effect is, as the term implies,
the variation in reaction rate or selectivity with the characteristic dimension of a
metallic catalyst. Structure sensitivity, a companion property, refers to the
dependence of reaction rate or selectivity on the geometry of the surface [6]. Hence
a structure-sensitive reaction is expected to exhibit a crystallite size effect. In this
chapter we use this same terminology for bimetallic electrocatalysts and focus on the
study of both the structure sensitivity of the reaction and the resultant crystallite size
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effect expected or observed when the catalyst is of nanoscale dimension. For
convenience in this chapter, we refer to all metallic and bimetallic aggregates of 1–10-
nm characteristic dimension as nanoparticles.

Pt and Pt-bimetallic nanoparticle catalysts were employed in commercial
prototype phosphoric acid fuel cells even in the mid-1970s [7], so in fact the concept
of nanoparticle electrocatalysts is not new. Like many industrial catalysts, however,
the catalysts are put into use long before their structure and properties are clearly
understood, and that was certainly the case, for example, for the Pt–Co–Cr air
cathode catalysts used at United Technologies [8]. In this chapter we review studies,
primarily from our laboratory, of Pt and Pt-bimetallic nanoparticle electrocatalysts
for the oxygen reduction reaction (ORR) and the electrochemical oxidation of H2

(HOR) and H2/CO mixtures.

9.2 EXPERIMENTAL METHODS

9.2.1 Methods of Nanoparticle Preparation

Because carbon black is the preferred support material for electrocatalysts, the
methods of preparation of (bi)metallic nanoparticles are somewhat more restricted
than with the oxide supports widely used in gas-phase heterogeneous catalysis. A
further requirement imposed by the reduced mass-transport rates of the reactant
molecules in the liquid phase versus the gas phase is that the metal loadings on the
carbon support must be very high, e.g., at least 10wt.% versus 0.1–1wt.% typically
used in gas-phase catalysts. The relatively inert character of the carbon black surface
plus the high metal loading means that widely practiced methods such as ion
exchange [9] are not effective. The preferred methods are based on preparation of
colloidal precursors, which are adsorbed onto the carbon black surface and then
thermally decomposed or hydrogen-reduced to the (bi)metallic state. This method
was pioneered by Petrow and Allen [10], and in the period from about 1970–1995
various colloidal methods are described essentially only in the patent literature. A
useful survey of methods described in this literature can be found in the review by
Stonehart [11]. Since about 1995, there has been more disclosure of colloidal
methods in research journals, such as the papers by Boennemann and co-workers
[12].

9.2.2 Physical Characterization

The primary method for physical characterization of nanoparticle catalysts is
transmission electron microscopy (TEM). Because the support is electronically
conducting, the materials are free of nuisances like charging, and the samples are
easily prepared for microscopy, e.g., dispersion in alcohol and adsorption onto a
carbon grid full of holes. The large difference in electron scattering cross section
between carbon and the metals used in electrocatalysts makes the metallic phases
easy to distinguish from the carbon support. Essential properties like particle size
and number density are relatively easily obtained and do not require a sophisticated
microscope. However, the nanosize of these particles presents challenges to their
microstructural characterization. Lattice structure characterization can be obtained
by high-resolution electron microscopy (HREM), which can reveal the presence of
defects, such as dislocations and/or twins. The advantages of the application of TEM
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in catalyst characterization are described in several review articles [13–15]. More
specifically, HREM has been extensively used to determine faceting planes,
geometric shapes, the presence of surface steps, as well as the size and distribution
of supported metallic catalysts [16–18].

Conventional image formation in the transmission electron microscope is
achieved by magnifying either the forward-scattered beam, to form a bright field
(BF) image, or one of the Bragg-scattered beams, to form a dark field (DF) image.
Weak beam dark field imaging (WBDF) [15–18] cannot be used for true
nanoparticles because of its well-known limitations if the particle size is less than
10 nm. The mechanisms responsible for contrast in conventional image formation,
called, amplitude contrast, are not limited by instrument resolution and are well
understood. However, high-resolution electron microscopy in the imaging mode
derives information about specimen by phase contrast methods [19–23]. These
methods are based on the theory of microscopic image formation in which an
electron beam of coherent radiation falls on a periodic object, such as a crystal
structure, and passes through an imaging lens, producing a diffraction pattern in the
back focal plane of the objective lens. It actually represents a mapping of the Fourier
transform of the specimen. Maximum information about the specimen, i.e., at
highest resolution, can be obtained by an inverse Fourier transform wherein all the
Fourier coefficients are retained. This can be achieved by including higher-order
reflections in the imaging aperture, which means that high-resolution detail is
provided in the image by allowing the interaction of these higher-order reflections
arising from planes of smaller spacing in the crystal and appearing at higher angles
to the microscope optical axis. Phase contrast is derived from the variations in phase
induced in the incident electron wave by both the specimen and the imaging system,
because the TEM objective lens is imperfect and phase shifts are introduced from
spherical aberration. The relative phase of interacting beams is an important factor
in determining the resultant amplitude. By proper control of phase shifts the exit
wave amplitude can be changed, yielding wide variations in contrast from the
specimen. In order to get interpretable contrast, phase shifts must have a known
relationship to the structure of the specimen. The simplest case is a very thin sample
that behaves as ‘‘weak phase object,’’ whereby high-resolution image contrast is
linearly related to the phase shift. Image interpretation of sample structure in terms
of a projected atomic potential is then rather straightforward. If the sample does not
behave as a ‘‘weak phase object,’’ it implies multiple scattering and attenuation
processes that destroy the linear relationship between phase shifting of the incident
wave and image contrast, and image interpretation is rather difficult. It requires a
full dynamical interpretation of the exit wave function, described in detail elsewhere
[12–22].

Radmilovic et al. [23,24] have used HRTEM image simulation to explore the
changes in images of metallic nanoparticles under various imaging conditions, i.e., to
relate the ‘‘real’’ particle size to its ‘‘apparent’’ size as derived from the HRTEM
image. They demonstrate that even under optimum focusing conditions the spot
intensity distribution does not correspond to the positions of the atoms in the
particle due to the strong influence of Fresnel fringes near the edge of the particle. As
expected, the deviations of the peaks representing atom positions that affect
d-spacing are more pronounced in regions close to the edges of the small particles,
where the potential drop is sharper, producing larger apparent d-spacing, i.e.,
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apparent surface relaxation. Fresnel effects also produce ‘‘ghost’’ atoms outside the
particle, producing an error in particle-size measurement that can be as large as
*20%. The results of this work [23,24] suggest that measurements of size and
‘‘relaxation’’ of outer planes in small particles must be accompanied by image
formation simulation knowing all imaging parameters and taking into account the
strong Fresnel effect.

Special electron microscopes, typically called analytical electron microscopes,
equipped with spectrometers for elemental analysis can also provide information on
the chemical composition of bimetallic nanoparticles. The two most prevalent
spectrometers for this are electron energy loss (EELS) and x-ray emission
spectroscopy. In principle, such analytical microscopes can give the composition
of a single nanoparticle. Quantitation, however, requires careful calibration using
samples of known compositions in a physical form that is as close as possible to that
of the sample being analyzed [25]. This can be a problem in the case of supported
catalysts. Another technique also available only with special microscopes is
microdiffraction. As the name implies, this is the observation of an electron
diffraction pattern from a single nanoparticle. Microdiffraction is especially useful
for identifying twinning, particles with different crystal structures, e.g., phases, and
ordering in bimetallic nanoparticles. In this chapter we present examples of all these
possibilities in bimetallic electrocatalysts of interest.

9.2.3 Electrochemical Characterization

By design, nanoparticle electrocatalysts have a very high metallic surface area, e.g.,
>105 cm2 per g of metal, producing a very high concentration of active sites per unit
volume of electrode. This presents a special set of challenges in obtaining true kinetic
measurements of the rates of electrochemical reactions. This challenge was
recognized some time ago by Stonehart and co-workers [26], who were among the
first to pursue rigorous measurements of electrochemical kinetics with nanoparticle
catalysts. Ross and Stonehart [27] use the effectiveness factor method of analysis to
demonstrate the difficulty in obtaining kinetic-only rates with these types of
catalysts. Briefly, the catalyst layer must be very thin, e.g., 1–10 mm, for the
effectiveness factor to approach unity. As the name implies, the effectiveness factor is
a measure of the ‘‘effectiveness’’ of mass transport within the catalyst layer, and an
effectiveness factor of unity means that all active sites in the layer see the same
concentration of reactant. An effectiveness factor approaching unity is absolutely
essential for analyzing the ‘‘crystallite size effect’’ in electrocatalysis. As the
crystallite size changes, so do the metallic surface area and the concentration of
active sites within the catalyst layer. Using a fixed catalyst layer thickness can
produce an effectiveness factor that decreases with decreasing particle size, resulting
in an apparent ‘‘crystallite size effect,’’ which is nothing more than an an
‘‘effectiveness factor effect.’’ It should be noted that the effectiveness factor effect
produces an apparent crystallite size effect in which the apparent catalytic activity
decreases with decreasing particle size, which as we see later in this chapter is the
most frequently reported type of crystallite size effect in electrocatalysis. In light of
this, all studies of a crystallite size effect in which mass transport within the catalyst
layer is not carefully considered are suspect.
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A breakthrough in methodology occurred with the advent of solubilized
Nafion and the ability to recast catalyst-loaded Nafion films close to the thickness
required, e.g., 1–10 mm [28]. A further refinement by Schmidt et al. [29], wherein 10–
20 mg of supported catalyst is ‘‘glued’’ to a glassy carbon rotating-disk electrode by a
1–2 mm layer of Nafion, is now the most reliable method for kinetic measurements
with nanoparticle catalysts. The total metal area in electrodes of this type is about
1 cm2, or about 5 times the geometric area. Still, there are finite mass-transfer
resistances even at infinite rotation rates, and these appear to come onto play at
current densities above about 0.5mA/cm2 (geo) [30]. There is no simple way to
correct for this resistance in this region of the polarization curve.

9.3 ELECTROCATALYSIS OF THE ORR ON PT AND
PT-BIMETALLIC SURFACES

9.3.1 Structure Sensitivity of the ORR and Implications for a
Crystallite Size Effect

There is no simple ideal structure that will model all the aspects of nanoparticle
catalysts, particularly in the exact configuration they are used in electrolytic cells.
Well-characterized single-crystal surfaces are reasonable models for some types of
nanoparticles, such as highly facetted, crystalline metallic nanoparticles. This is
illustrated in Figure 1. The equilibrium shape of an fcc metal, e.g., Pt, is predicted
from fundamental thermodynamic considerations [31] to be a cubo-octahedral
structure (Figure 1a), consisting of (111) and (100) facets bounded by edge atom
rows that are like the topmost rows in the (110) surface. The surface atoms having
the lowest coordination number are the corner atoms at the vertices of the crystal
surface. HRTEM analysis of Pt nanoparticles close to the edge of carbon support
clearly indicate this structure, as shown by the example in Figure 1c. Simple
geometric considerations indicate that the relative concentration of surface atoms in
edge and corner positions changes dramatically as the crystallite size decreases below
10 nm, i.e., in the 1–10-nm nanoparticle regime (Figure 1b). If these low-
coordination sites are especially active (or inactive), then one should see a dramatic
change in catalytic activity (per unit surface atom or turnover number) in the
nanoparticle regime. This would produce what is now widely known as a crystallite
size effect.

In his pioneering work, Somorjai [32] proposes that one could model the
catalytic properties of the low-coordination edge and corner atoms using Pt single
crystals with a step-terrace structure. However, for electrocatalysis, there has been
and continues to be a concern about the stability of step-terrace surface structures in
the electrochemical environment. Even if single-crystal surfaces cannot be used as
specific one-to-one models of the ideal nanoparticles, studies employing well-
controlled surface geometries can identify the structure sensitivity of the reaction on
that particular catalyst. A structure-sensitive reaction might then be expected to show a
crystallite size effect with nanoparticle catalysts.

The effect of Pt crystallite size on the kinetics of the oxygen reduction reaction
is a long-standing problem in electrocatalysis. An excellent review of experimental
work with carbon-supported Pt was presented by Kinoshita [33] for work prior to
about 1990. Kinoshita concluded that the change in fraction of surface atoms on the
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(100) facets of Pt nanoparticles, which were assumed to be cubo-octahedral, could be
correlated to the specific activity, the activity per unit area of Pt. There have not been
a great number of studies with supported Pt catalysts since 1990. Fundamental
studies have focused on finding the correlating structure sensitivity implied by this
conclusion, i.e., that the (100) surface is much more active than either the (111)
surface or any stepped-terrace structure. Early work (before 1990) on the kinetics of
the ORR with Pt single crystals had been suspect due to concerns about the stability
of the low-index surfaces in the ORR potential region, especially the Pt(111) surface
[34]. In the last few years, however, considerable advances have been made in the
establishment of the kinetics of the ORR on well-characterized Pt single-crystal
surfaces, largely as a result of improvements in experimental techniques. With in-situ
surface x-ray diffraction, it has been possible to determine unambiguously the

Figure 1 (a) A cubo-octahedron of an fcc metal containing approximately 2400 atoms with

an equivalent sphere diameter of about 3 nm, (b) HRTEM image of Pt nanoparticles sitting on

the surface of a carbon black primary particle, (c) distribution of surface atoms in (111) and

(100) facets, and in edge (e) and corner (c) sites of an fcc cubo-octahedron as a function of

equivalent sphere diameter. (From Ref. 33.)
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stability of specific Pt surface structures in electrolyte under ORR reaction conditions
[35]. In addition, a new adaptation of the classical rotating ring-disk electrode
(RRDE) technique has enabled the kinetics of the ORR on Pt(hkl) surfaces to be
examined under well-defined mass-transport conditions [36]. As summarized below,
these new techniques have produced new insight into the structure sensitivity of the
ORR on Pt(hkl) surfaces and further fundamental understanding of possible
crystallite size effects.

Figures 2–4 show a comparison of the ring-disk electrode for the oxygen
reduction kinetic data along with the base voltammetry in oxygen-free solutions for
each Pt(hkl) surface. Clearly, the kinetics of the ORR on Pt(hkl) surfaces vary with
crystal face in a different manner depending on the solution. In perchloric acid
solution, Figure 2, the variation in activity at 0.8–0.9 V is relatively small between the
three low-index faces, with the activity increasing in the order ð100Þ < ð110Þ&ð111Þ.
A similar structural sensitivity is observed in KOH, Figure 3, with the activity

Figure 2 Top: Cyclic voltammetry of Pt(hkl) in oxygen-free 0.1-M HClO4 electrolyte in the

RRDE assembly. Bottom: Disk (ID) and ring (IR) currents during oxygen reduction on Pt(hkl)

(ring potential¼ 1.15V). Insert: Reduction of 1:2 ? 10�3 M H2O2 on Pt(hkl) mounted in the

RRDE assembly. Sweep rate: 50mV/s. Rotation rate: 900 rpm. E versus RHE.
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increasing in the order (100)< (110)< (111), but with larger differences. In sulfuric
acid solution, Figure 4, the variations in activity with crystal face are much larger,
with the difference between the most active and the least active surface being
about two orders of magnitude, and increase in the opposite order, i.e.
(111)<< (100)< (110). To understand the structure sensitivity more clearly, it is
useful to make comparison of the kinetics of the ORR on the same platinum low-
index single-crystal plane but in different solutions, as summarized in Figure 5. The
Pt(111) surface shows the largest variation in activity among the three electrodes,
with the activity in sulfuric acid being nearly three orders of magnitude lower than in
either of the other two solutions. This is consistent with the relatively strong
adsorption of bisulfate anions on this surface [37,38]. The (100) surface has the least
variation (factor of 2 to 3) in activity with electrolyte, while (110) is similar to (100)
with somewhat larger differences with HClO4 and H2SO4 solutions. A summary of
the kinetic parameters for the ORR on Pt(hkl) in aqueous solutions is given in

Figure 4 Top: Cyclic voltammetry of Pt(hkl)

in oxygen-free 0.05-M H2SO4 electrolyte in the

RRDE assembly. Bottom: Disk (ID) and ring

(IR) currents during oxygen reduction on Pt(hkl)

(ring potential¼ 1.15V). Insert: Reduction of

1:2 ? 10�3M H2O2 on Pt(hkl) mounted in the

RRDE assembly. Sweep rate: 50mV/s. Rotation

rate: 900 rpm. Note: E versus SCE (saturated

calomel electrode).

Figure 3 Top: Cyclic voltammetry of

Pt(hkl) in oxygen-free 0.1-M KOH

electrolyte in the RRDE assembly.

Bottom: Disk (ID) and ring (IR) currents

during oxygen reduction on Pt(hkl)

(ring potential¼�1.15V). Insert:

Reduction of 1:2 ? 10�3 M H2O2 on

Pt(hkl) mounted in the RRDE assem-

bly. Sweep rate: 50mV/s. Rotation rate:

900 rpm. E versus RHE.
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Table 1. Results for other anions are not discussed here, but the interested reader is
referred to detailed studies for the effects of Clad [39] and Brad [40] on the ORR
kinetics.

The Pt(hkl)/KOH system is the most direct probe of the effects of OHad on the
rate of the electrode reaction, since no other anions are co-adsorbed with hydroxyl
species. Figure 3 shows that in the potential range where O2 reduction is under
combined kinetic-diffusion control (E > 0.75V), the order of activity of Pt(hkl) in
0.1-M KOH increases in the sequence (100)< (110)< (111). As shown in the insert in
Figure 3, the same order is observed for the reduction of HO�

2 . The shift in half-wave
potential between the least active and the most active surfaces was about 110mV,
which is more than an order of magnitude difference in the kinetic rate. These
differences can be attributed to the structure sensitivity of hydroxyl anion adsorption
on Pt(hkl) surfaces and its inhibiting (site-blocking) effect on both the oxygen and
HO�

2 kinetics. While we do not contend that the two effects can be distinguished
under all conditions on all three surfaces, the weight of experimental evidence favors
the conclusion that the reversible and irreversible forms of OHad affect the ORR in
different ways: the reversible form has little or no measurable effect on the reaction
mechanism, while the irreversible form (‘‘oxide’’) affects both the reaction rate and
the reaction pathway. In perchloric acid, the variation in structural sensitivity is also

Figure 5 Tafel plots for Pt(hkl) electrodes corrected for diffusional resistance. Tafel plots

are derived from the polarization curves shown in Figures 2–5.
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relatively small between the three low-index faces, with activity increasing in the
order (100)< (111)< (110); see Figure 2. The structure sensitivity of the ORR in the
potential region of OH adsorption in HClO4 has the same origin as that in KOH,
namely the structure-sensitive adsorption of the hydroxyl species in the supporting
solution.

A close inspection of Figure 4 reveals that the order of activity of Pt(hkl) for
the ORR in H2SO4 increases in the sequence Pt(111)<Pt(100)<Pt(110). The
simplest and most logical explanation for the higher overpotential for O2 reduction
on the Pt(111) surface is that its activity is reduced by the relatively strong
adsorption of tetrahedrally bonded (bi)sulfate anions on the (111) sites as observed
in FTIR [37] and radiotracer experiments [38]. These differences of (bi)sulfate
adsorption in terms of coverage and bonding between Pt(111) and the other two low-
index faces are also apparent in the significant positive shift in the potential for the
adsorption of oxygen-containing species. In addition, they are consistent with the
significantly lower activity of Pt(111) for oxygen reduction compared to either
Pt(100) or Pt(110) (Figure 4). The most active surface for oxygen reduction,
however, is the Pt(110) plane, as was also found for O2 reduction in 0.1-M HClO4.
The difference in activity between Pt(110) and Pt(100) in sulfuric acid electrolyte may
derive from either subtle differences in (bi)sulfate adsorption or other structure-
sensitive surface processes, such as O–O bond-breaking and/or O–H bond-making.
The fact that the activity of all three low-index platinum planes is significantly higher
in HClO4 does, however, suggest that the major differences in H2SO4 electrolyte
stem from the structure-sensitive adsorption of (bi)sulfate anions. It should be noted
that although bisulfate adsorption onto Pt(hkl) surfaces inhibits the reduction of
molecular O2, probably by blocking the initial adsorption of O2, it does not affect the
pathway of the reaction, since no H2O2 is detected on the ring electrode for any of
the surfaces in the kinetically controlled potential region.

A kinetic analysis is not complete without determination of the temperature
effects and activation energies. Figure 6 summarizes some of the polarization curves
for the ORR recorded at 333K and 298K; for details, see [41]. Clearly, results
obtained at 333K are qualitatively similar to the curves recorded at room
temperature, and the order of activity remains the same as at room temperature,
i.e., Pt(111)<Pt(100)<Pt(110). As expected, currents for the ORR are higher at
elevated temperatures in both the mixed diffusion-kinetic potential region and the
hydrogen adsorption potential region. These higher currents reflect the temperature
dependence of the chemical rate constant, which is approximately proportional to
e�DH0#=RT , where DH0# is the apparent enthalpy of activation at the reversible
potential (hereafter simply termed the activation energy), and T is the absolute
temperature. All kinetic analysis, including extraction of the activation energies on
Pt(hkl), is given below and summarized in Table 1. It is also important to note that
the analysis of the polarization curves recorded for the ORR at elevated
temperatures revealed that the Tafel slopes were directly proportional to the
temperature, with the transfer coefficient, a, for the oxygen reaction being
independent of temperature (see insert b in Figure 6).

The well-defined linear Tafel regions for the ORR on Pt(hkl) can be used to
extrapolate the current to the theoretical equilibrium potential to obtain the
exchange current densities for the ORR on ‘‘oxide’’-free Pt. At the same
temperature, the exchange current density increases in the order
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i0ð111Þ < i0ð100Þ < i0ð110Þ, which gives the order of absolute kinetic activities of three
surfaces. The activation energies for the ORR on each Pt(hkl) face were obtained
from the exchange current density at different temperatures using the Arrhenius
plots

d log i0

dð1=TÞ ¼ �DH0#

2:3R
ð1Þ

Insert c in Figure 6 shows that the same slope, &42 kJ/mol, is obtained for all three
single-crystal surfaces. Thus, while the catalytic activity varies strongly with the
crystal face, essentially the same activation energies are obtained, implying that the
structure sensitivity arises primarily from geometric factors in the pre-exponential
term. As mentioned above, the extrapolation of the Tafel slopes in KOH was more
uncertain than in H2SO4, i.e., depending on the fitting method the extrapolated i0
may vary by about an order of magnitude. Consequently, the energy of activation
for the ORR in alkaline solution falls in the range of &45–55 kJ/mol for all three
surfaces; that is, it is possible to have a variation in activation energy with crystal
face within this range of values.

Figure 6 (a) Disk (ID) and ring (IR) currents during oxygen reduction on Pt(hkl) in 0.05-M

H2SO4 at 298K and 333K. Rotation rate: 900 rpm. Sweep rate: 20mV/s. (b) Tafel plots for

the ORR on Pt(111) in 0.05-M H2SO4 at 298K, and 313K, and 333K. (c) Arrhenius plots of

the exchange current densities at the equilibrium potential for oxygen reduction on Pt(hkl)

electrodes. E versus RHE.

Copyright © 2003 by Taylor & Francis Group, LLC



These observations of structure sensitivity with single crystals do provide
important new insight into particle-size effects reported for the ORR using
supported Pt catalysts. Unfortunately, the observations are not as useful at present
as they might be because the experimental conditions, e.g., temperature and
electrolyte, used in most ORR kinetic measurements with supported catalysts are not
those employed in the RRDE measurements with single crystals. Only one out of the
many particle-size effect studies employed exactly the same conditions as those
typically used for single crystals: the study by Peukart et al. [42], who report results
in dilute sulfuric acid at ambient temperature. Fortunately, this was a very carefully
done study using well-characterized supported Pt catalysts with (average) crystallite
sizes ranging from 11.7 nm to 0.78 nm. As shown by Kinoshita (see Figure 4 in [33]),
the crystallite size dependence in the data of Peukart et al. is essentially perfectly fit
by a model that assumes (1) that the Pt particles are perfect cubo-octohedra and (2)
that only the (100) face is active for the ORR. Below about 6 nm, the fraction of the
surface having (100) facets drops rapidly, and actually goes to zero below 1.8 nm;
particles below 2 nm are formed almost entirely from (111) facets and their
intersections (edges and corners). Our ORR data from single-crystal Pt in sulfuric
acid fully support this model, since we have observed that the (100) face is more
active by two orders of magnitude versus the (111) face (in the model calculations, a
factor of 100 between the two faces is sufficient to fit the data). By inference then, the
crystallite size effect for the ORR on supported Pt in sulfuric acid at ambient
temperature would be due to the structure-sensitive adsorption of (bi)sulfate anions,
this adsorption effectively eliminating the contribution of the (111) facets to the
overall rate.

Kinoshita has also shown that ORR data for supported catalysts in hot,
concentrated H3PO4 (180 8C, 97–98% acid) reported in three different studies were
also fit by this model. Since the physical basis for the crystallite size effect in sulfuric
acid is anion adsorption, it would be a considerable reach to suggest that the same
physical basis applies to this size effect, i.e., structure-sensitive anion adsorption.
There are, nonetheless, indications that this is the case. Anion adsorption in dilute
phosphoric [43] has a very similar structure sensitivity as sulfate adsorption, i.e.,
strongest adsorption on the (111) face, and on poly-Pt anion adsorption and/or
neutral molecule adsorption in dilute phosphoric has a strongly inhibiting effect on
the kinetics of the ORR [43]. Sattler and Ross [16] report a similar crystallite size
dependence of the ORR on supported Pt in dilute phosphoric acid at ambient
temperature as that found in hot, concentrated acid with the same catalysts. But it is
unclear whether similar adsorption chemistry would exist in the extreme conditions
of hot, concentrated phosphoric acid.

With differences in activity between crystal faces of only a factor of five or less
for oxygen reduction in perchloric acid, the particle models of Kinoshita indicate
that there would be little or no crystallite size effect for the ORR in a nonadsorbing
acid, such as trifluoromethane sulfonic acid or closely related derivatives [44]. In
KOH, because the (111) face is the most active, an increase in activity with the
smallest particles (e.g., 1 nm)—ideally (uniform size, perfect geometry) would be
predicted by the Pt(hkl) data—would be by about a factor of five. With real catalysts,
where all particles are neither uniformly sized nor perfectly facetted, the effect might
be much less, perhaps only a factor of two or so. Unfortunately, we do not know of
any studies of crystallite size effects for supported Pt catalysts in either KOH or
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fluorosulfonic acids. Such studies would be of fundamental importance in furthering
the connection between ideal studies with single crystals and the properties of real
catalysts.

9.3.2 Correlation of the ORR Kinetics on Pt–Ni and Pt–Co Bulk Alloy
Surfaces and Pt–Ni and Pt–Co Nanoparticle Catalysts

Recently in our laboratory we made a careful comparison of the kinetics of the ORR
on Pt–Ni and Pt–Co polycrystalline bulk alloy surfaces and the activity relative to
polycrystalline Pt. UHV surface preparation and analysis were used to control the
surface composition. Argon ion sputtering followed by thermal annealing were used
to vary the surface composition. Low-energy ion scattering (LEIS) was used to
measure the surface composition. Both binary alloy systems exhibit strong surface
enrichment of Pt [45]. Some selected results are summarized in Figure 10. The Pt3Co
bulk alloys were the most active, with a Pt-enriched surface produced by thermal
annealing the most active. Curiously, the Pt-enriched Pt3Ni surface was the least
active, having even lower activity than pure Pt. It should be noted that the Pt-
enriched surface produced by thermal annealing for both Pt3Co and Pt3Ni is
essentially pure-Pt outermost layers with Co(Ni)-enriched second layers (>50% Co
or Ni) [45]. The enhanced activity of the Pt–Co alloy surfaces could be attributed to
an electronic effect of the intermetallic bonding between the Pt first-layer atoms and
the Co second-layer atoms. Interestingly, the same intermetallic bonding in the Pt–
Ni case is anticatalytic for the ORR.

In a companion study, we have compared the kinetics of the ORR on Pt, Pt–
Ni, Pt–Co nanoparticle catalysts using the physical electrochemical characterization
techniques described earlier in this chapter. Examples of the physical characteriza-
tion by HRTEM are shown in Figures 7–9. All the catalysts have particle-size
distributions centered about the 2.5–5-nm range. The alloy nanoparticles have the
same cubo-octahedral shapes as the Pt, and elemental analysis of single particles by
micro-XAS indicated uniform ‘‘bulk’’ composition. So we did not expect to find a
significantly different trend in activity between the nanoparticle catalysts and the
bulk alloy catalysts unless there is an unexpected surface composition of the
nanoparticles versus the bulk alloys. The results of the ORR activity measurements
are summarized in Figure 11. The trend in ORR activity was identical to that for the
‘‘sputtered’’ bulk alloys, i.e., surface composition equal to bulk. Interestingly, the
activity of a 50% Co nanoparticle catalyst appeared to exhibit the properties of
the Pt-enriched annealed Pt3Co, which has 50% Co in the second atomic layer. The
significance of this correlation is not clear at present. It is also interesting to note that
the absolute activities of the nanoparticle catalysts and the bulk metals are quite
close. For example, calculating the surface areas of the nanoparticles from the
particle-size distribution, the metallic area in each of the catalysts is about 1 cm2

(þ/� 0.3). The kinetic currents for the bulk metals in Figure 10 are already given
normalized by the (nominal) metallic area, so to a first approximation we can
compare the current scales in the two figures against one another to compare the
absolute activities. The bulk metals have current densities at 0.85V from 5–15mA/
cm2, while the nanoparticle catalysts at 0.85V are 10–20mA/cm2, quite good
agreements for measurements of this kind. This comparison also indicates that there
is no crystallite size effect for the ORR on these Pt-based catalysts in a nonadsorbing
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electrolyte (0.1-M HClO4) for the particle sizes used here, e.g., >2 nm. This is
consistent with the discussion presented in the previous section on the crystallite size
effect. At least for these alloys, Pt–Ni and Pt–Co, for the ORR reaction Pt
nanoparticle forms of the alloys in the <2-nm size range do not appear to exhibit any
anomalous or unexpected properties relative to those of their bulk crystalline form.

9.4 ELECTROCATALYSIS OF THE OXIDATION OF H2 AND H2/CO
MIXTURES ON PT AND PT-BIMETALLIC SURFACES

9.4.1 Structure Sensitivity of the HER and Implications for
a Crystallite Size Effect

The hydrogen reaction on a platinum electrode is among the most widely studied
electrochemical reactions [46]. Early kinetic studies of the HE/OR were carried out
either on a polycrystalline platinum electrode [47] or on platinum single crystals that
had poorly defined surface structures [48]. The first measurements of the kinetics of
the HER on well-ordered, platinum single-crystal electrodes [49] reported that even

Figure 7 Top: TEM images at low resolution showing distribution of Pt nanoparticles on

the carbon black support. Bottom: High-resolution TEM images showing generally facetted

shapes of 3-nm characteristic dimension. Center: Particle-size distribution averaged over about

300 particles.
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on well-ordered Pt(hkl) the kinetics of the HER at room temperature are insensitive
to the crystallography of the surface. The significance of these results was, however,
questionable since it is not clear that true kinetic rates were actually measured in any
of these studies. As emphasized by Vetter [46a], and much earlier by Breiter [50], the
hydrogen reaction on active Pt in acidic solutions is one of the fastest known
electrochemical reactions (with an i0> 10�3A/cm2), and it is experimentally very
difficult to measure anything but diffusion polarization. It becomes obvious,
therefore, that in order to elucidate the true structural sensitivity of the HE/OR on
Pt(hkl), the kinetics of this reaction should be reduced by more than one order of
magnitude from that in acid solution at ambient temperature. Given that the rate of
the HE/OR on a polycrystalline electrode is much slower in alkaline than in acid
solution [51], and that the kinetics of any electrochemical reaction are significantly
hindered at lower temperatures, the accurate measurement of kinetic rates of the

Figure 8 (A) TEM images at low resolution showing distribution of PtCo (3:1) bimetallic

nanoparticles on the carbon black support. (B) Particle-size distribution averaged over about

300 particles. (C) HRTEM image of a single nanoparticle sitting on the surface of a carbon

black primary particle and the corresponding microdiffraction pattern. Inner ring is

diffraction from the carbon layer planes, spots are from (111) reflection from the single

particle showing it is a single nanocrystal.
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HE/OR on Pt(hkl) appears more tractable in alkaline solution or at low temperature
in acid solutions, as we illustrate below. Here we review the results and conclusions
from work in our laboratory [52]. Kinetic results that in our view are not
significantly different were reported by Barber and Conway [53a]. A review of the
mechanism of the HE/OR on Pt(hkl) with a different perspective from that given
here can be found in Conway [53b].

The HER in Alkaline Solution

Polarization curves over a wide range of overpotentials, both anodic and cathodic,
for the hydrogen reaction at 1 atm on rotating Pt(hkl) disk electrodes at 298K are
shown in Figure 12. At low positive overpotentials, the order of activity for the HOR
increased in the sequence (111)&(100) <<(110). These differences in activity with
crystal face can be attributed to the different state of adsorbed hydrogen and to
different effects of these states on the mechanism of the hydrogen reaction [52,53].
The HOR on Pt(111) and (100) in alkaline solution is purely kinetically controlled

Figure 9 (A) TEM images at low resolution showing distribution of PtNi (3:1) bimetallic

nanoparticles on the carbon black support. (B) Particle-size distribution averaged over about

300 particles. (C) HRTEM images of a nanoparticles and the microdiffraction pattern from

the single nanoparticle in the center. Split spots indicate the particle is twinned.
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over a relatively wide potential region, even at rotation rates as low as 400 rpm. It is
under mixed control up to &0:4V of overpotential. On the (110) surface, the
currents are under mixed control up to &0:2V of overpotential, providing a
relatively wide window of overpotential where kinetic analysis can be performed; the
kinetic parameters are summarized in Table 2. At high positive overpotentials, the
activity of the HOR decreases in the sequence ð100Þ5 ð110Þ < ð111Þ. As discussed in
previous sections for the ORR, the effects of surface crystallography on the HOR in
this potential region can be attributed to the structural sensitivity of the adsorption

Figure 10 Bar graphs of the ORR activities of UHV-prepared surfaces of Pt, P3Ni, and

Pt3Co bulk metal surfaces. Current densities are per unit geometric area.
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of OHad on Pt(hkl), with the irreversible form of OHad having an inhibiting effect on
the HOR.

The HER in Acidic Solution

In order to circumvent the problem of the fast kinetics of the HER in acid solutions
at room temperature, the kinetics of these processes can be measured at the lowest
temperatures possible with dilute acid solutions. Figure 13 provides typical examples
by the series of polarization curves for the HER and the HOR at 1 atm H2 in 0.05-M
H2SO4 at 274K. The exchange current densities (i0) inferred from analysis of the
‘‘micropolarization’’ potential region (Figure 12b) plainly revealed that the HER in
the low overpotential region is indeed a structure-sensitive process in acid solution,
the activity increasing in the order ð111Þ < ð100Þ < ð110Þ. While the structure
sensitivity is very pronounced at low temperatures (274–293K), in the temperature
range& 303–333K the variation in the kinetics of the hydrogen reaction between
crystal faces is less pronounced, especially between the (111) and (100) surfaces (for
details, see [52]). This reconciles, at least in part, the absence of structure sensitivity
in all previously published results for the HER on Pt(hkl) at room temperature [49].
For completeness, we should also mention that each crystal face has a unique,
temperature-dependent Tafel slope for the HOR (Table 2), e.g., the transfer
coefficient, a, for the hydrogen reaction being independent of temperature. Using the
values of i0ðhklÞ, assessed over the temperature range 274–333K from either
micropolarization region, the apparent activation energies for the hydrogen reaction
on Pt(hkl) in 0.05-M H2SO4 can easily be determined from the slopes of the
Arrhenius plots (Figure 12c). The apparent activation energy increases in order:
9.5 kJ/mol for Pt(110), 12 kJ/mol for Pt(100), and 18 kJ/mol for Pt(111). The fact
that the most active surface also has the lowest activation energy is a ‘‘classical’’
result for electrocatalytic reactions and indicates that the energy of adsorption of the

Figure 11 Bar graph of the ORR activities of Pt, PtNi (3:1), PtCo(3:1), and (1:1)

nanoparticle catalysts. 0.14mg metal/cm2.
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reactive intermediate plays the dominant role in the kinetics (versus the pre-
exponential terms, which contain the coverage factor) [46c,d]. These differences in
activation energy with crystal face are attributed to structure-sensitive heats of
adsorption of the active intermediate whose physical state is unclear [52,53b].

In acid solution the HER is not strongly structure-sensitive, and thus no
significant crystallite size effect is anticipated. We are not aware of any studies of the
crystallite size effect for Pt nanoparticle catalysts. Given the high exchange-current
density of the reaction even at 274K, it would be difficult to obtain kinetic data free
from mass-transfer effects with such an active catalyst. Even from a fundamental
science perspective, there doers not appear to be a compelling motivation to
undertake such a challenging experiment. In alkaline solution, however, the situation
is quite different. The HER has a strong structure sensitivity, with (110) being about
10 times more active than either of the atomically ‘‘flatter’’ (100) or (111) faces.
Following the classical geometric model for cubo-octahedral particles we discussed
above for the ORR, in alkaline solution we would expect the HER to exhibit a

Figure 12 Polarization curves for the HER and the HOR on Pt(hkl) in 0.1-M KOH at

sweep rate of 20mV/sec. E versus RHE.
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‘‘positive’’ crystallite size effect, e.g., the activity per unit area Pt increases with
decreasing particle size, if indeed it is the case that a (110) crystal face mimics the
activity of edge and corner atoms in nanoparticles. Because the HER on Pt in alkaline
solution is not an ‘‘infinitely fast’’ reaction, there is both a practical and scientific
motivation to pursue measurements of the crystallite size effect in alkaline electrolyte.

The electro-oxidation of H2/CO mixtures is a very complicated reaction with
many variables, e.g., temperature, CO concentration, and pH. From a practical
standpoint, the structure sensitivity is not so interesting, since at any realistic level of
CO, e.g., >10 ppm CO, and temperature the pure-Pt surface is highly poisoned by
adsorbed CO, and the electrode polarization is impractically large. It is, however,
still of fundamental importance to know the structure sensitivity of the reaction on
pure Pt in order to understand the properties of Pt-based alloy catalysts that are not
so highly poisoned by the CO, i.e., so-called CO-tolerant catalysts. For our purposes
here, we discuss only one characteristic measure of the structure sensitivity, shown in
Figure 14. For a wider range of results, we refer the interested reader to [54] and
references therein. Figure 14 shows the current for H2 oxidation at 50-mV

Figure 13 (a) Polarization curves for the HER and the HOR on Pt(hkl) in 0.05-M H2SO4 at

274K and 333K. Sweep rate: 20mV/sec. Rotation rate: 900 rpm. (b) Tafel plots of mass-

transfer corrected currents for the HOR on Pt(hkl) in 0.05-M H2SO4 at 274K. (c) Arrhenius

plots of the exchange current densities (i0) for the HER on Pt(hkl) over the full range of

temperatures (274–333K). E versus RHE.
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polarization (298K) versus the amount of CO removed oxidatively for Pt(111) and
(100). In these experiments no CO is present in solution, the CO is preadsorbed from
CO-saturated solution by holding the potential at 50mV, the CO is purged from
solution with argon, the coverage by CO is then adjusted by sweeping the potential
positively, the oxidation charge is recorded, and the potential is returned to 50mV.
The solution is then saturated with H2 and the kinetics of H2 on the CO-poisoned
surface recorded. For a given amount of CO removed, the H2 current is substantially
higher on (100) than on (111). For example, after removing 30 mC/cm2 of COad, the
rate is about 50 times higher on the (100) surface. Thus, the oxidation of H2 on a
CO-poisoned Pt surface is a strongly structure-sensitive reactive, and the oxidation
of H2/CO gas mixtures on Pt should be considered, in general, a structure-sensitive
reaction. In our opinion, the reaction is too complicated to make any predictions of
what the crystallite size effect might be, other than that one is expected.

9.4.2 Correlation Between the Kinetics on Pt–Ru and Pt–Mo Bulk
Alloy Surfaces and Corresponding Nanoparticle Catalysts

The electro-oxidation of H2 and H2/CO mixtures has been studied extensively by our
group using polycrystalline bulk alloys with surface compositions well-characterized
using UHV surface analytical techniques [55]. These studies have produced the
following general conclusions. The pure-polycrystalline Ru surface has a much lower
activity for H2 oxidation than Pt, but a much higher activity for CO oxidation than
Pt. In both reactions, the differences in activity stem from the same property, a
stronger interaction of Ru with water, leading to OHad formation at very low
potential, i.e., close to the H2 equilibrium potential. Because OHad is an intermediate

Figure 14 Correlation between the rate of the HOR (at 0.05V versus RHE) and the

stripping charge for the oxidative removal of COad preadsorbed (at 0.05V versus RHE) on

Pt(100) and (111) surfaces in 0.5-M sulfuric acid.
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in the rate-determining step for CO oxidation,

COad þOHad ¼ CO2 þHþ þ 1e�

this stronger interaction leads to enhanced catalysis for CO oxidation. On the other
hand, OHad is not an intermediate in H2 oxidation and is thus an inhibiting species
for this reaction. With respect to the oxidation of pure CO, the addition of Pt to the
Ru surface does not produce any enhancement in the reaction rate. However, for H2/
CO mixtures Pt–Ru alloy surface are much more active than either pure-Pt or pure-
Ru surfaces, with the optimum surface composition being about 50% (for mixtures
containing less than 0.1% CO). These conclusions are largely captured in the results
of Figure 15, which is taken from [55b]. The mechanism for this enhancement is
easily rationalized from the properties of the pure elements: Pt is needed to oxidize
the H2, Ru is needed to oxidize the CO at a rate that is higher than the rate of
adsorption of CO, thus lowering the steady-state COad coverage on the Pt sites. The
optimum composition of 50% can also be rationalized by simple intuition: Pt–Ru
pair sites, which are maximized at 50%, should have the maximum rate of COad

removal from the Pt sites.

Figure 15 Potentiodynamic (1mV/s) oxidation current densities for 0.1% CO/H2 on

sputter-cleaned Pt and Pt-Ru RDEs at 2500 rpm in 0.5-M sulfuric acid at 62 8C. Prior to

electrochemical measurements, the electrode potential was held at 0.05V at 2500 rpm for

about 300 s. (a) Magnification of the low-current density region for the positive going sweeps.

(b) Comparison of the potentiodynamic and potentiostatic (1000-s) oxidation current

densities. (c) Potentiodynamic (20mV/s) oxidation of pure H2 on CO-poisoned Pt (Pt–CO/

H2); CO was adsorbed at &0:05V, and then the electrode was cycled between &0:05 and

0.22V in CO-free solution (Pt–CO/no H2); the voltammetry of the unpoisoned Pt surface at

the same conditions is added for reference.
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Like the Pt–Co and Pt–Ni, the Pt–Ru binary system exhibits very strong
surface segregation of Pt, but for fundamentally different reasons [45]. The
thermodynamic driving forces for surface enrichment in Pt come from different
components of the total energy. In all three systems, the heat of mixing is small, and
actually even endothermic in the case of Pt–Ru. In Pt–Co(Ni), the heats of
sublimation of the elements are not very different, so that the strain energies become
determinant, i.e., the surface is enriched in the larger atom [56], in this case Pt. The
surface-strain energy is minimized primarily by just exchange of atoms in the first
two layers. In the Pt–Ru case, the heats of sublimation are very different, and the
driving force is the classical one of enrichment in the element with the lower heat of
sublimation (usually also the lower melting point). The endothermic heat of mixing
actually drives the segregation of Pt even further, and the miscibility gap in the Ru-
rich end of the bulk phase diagram is a further complication. The consequence is that
it is very difficult, and possibly even impossible thermodynamically, to produce an
equilibrium surface on a Pt–Ru bulk alloy that is 50% Ru [57]. And, in fact, we could
only produce a 50% Ru surface by argon ion etching the thermally annealed surface
of a 50% Ru alloy.

Fortunately for fuel-cell technology, Pt–Ru bimetallic nanoparticle catalysts
can be prepared with nonequilibrium surfaces, or the thermodynamics of surface
enrichment in Pt–Ru nanoparticles is fundamentally different. At the present time, it
is not clear which of these is the case. It is nonetheless certain that Pt–Ru
nanoparticle catalysts can be prepared whose catalytic properties for the oxidation of
CO and H2/CO mixtures mimic those of the sputtered surfaces Pt–Ru bulk alloys,
i.e., nanoparticles having the same surface composition as the overall stoichiometry.
This result is beautifully illustrated in Figure 16 from the study by Schmidt et al. [58].
Gasteiger et al. [55c] show that the the anodic stripping voltammetry of COad on Pt–
Ru alloy surfaces is unique to each surface composition. The stripping voltammetry
for a Pt–Ru nanocluster with a 1:1 stoichiometry is compared to that of the 50% bulk
alloy in Figure 16. The agreement is clearly excellent. The oxidation of a series of H2/
CO mixtures on the same 1:1 Pt–Ru nanoparticle catalyst is shown in Figure 17.
Although the same H2/CO mixture is not shown in Figure 15 for the bulk alloys,
clearly the behavior of the 1:1 Pt–Ru nanoparticle catalyst is much closer to that of
the 50% alloy than to a Pt-rich surface (>80%), which would be expected from the
segregation thermodynamics. As with the ORR on Pt–Co and Pt–Ni alloys, the Pt–
Ru nanoparticle catalysts, as prepared in the studies cited here, appear to exhibit the
electrocatalytic properties of particles whose surface compositions are close to that
of the overall stoichiometry of the metals present.

A different conclusion is reached, however, in the case of Pt–Mo catalyst. Bulk
alloys of Pt–Mo were found to be even better electrocatalysts for the oxidation of
H2/CO mixtures than the 50% Pt–Ru alloy surface [59]. The optimum surface
composition is on the Pt-rich side, close to 75% Mo. The Pt–Mo system exhibits a
much smaller equilibrium segregation of Pt [59] to the surface than any of the other
alloys discussed here. This alloy has a larger heat of mixing that counterbalances the
lower heat of sublimation of Pt. The atomic sizes are also close, which reduces
another of the segregation driving forces [56]. Interestingly, posttest analysis of
immersed Pt–Mo bulk alloy surfaces by low-energy ion scattering (LEIS) did not
indicate any oxidation-induced segregation of Mo to the surface [59]. More recently,
we made a careful comparison [60] of the kinetics of oxidation of H2/CO mixtures on
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the bulk alloys versus a series of Pt–Mo nanoparticle catalysts with stoichiometries
of 1:1 (Pt:Mo) to 5:1 using the methods of characterization described earlier in this
chapter. The preparation procedure used was essentially the same as used for the
other bimetallics, although the final temperature of hydrogen reduction was higher.
A key result is shown in Figure 18, which shows that the nanoparticles behave as if
the surfaces were enriched in Mo relative to the overall stoichiometry.

Figure 16 Comparison of the CO-stripping voltammetry on (a) glassy carbon supported

PtRu clusters ð&30 mg= cm2Þ and (b) a UHV-prepared PtRu bulk alloy (polycrystalline) with a

surface concentration of 46% (evaluated via low-energy ion scattering [55c]); solid curve CO-

stripping, dashed-curve base voltammogram. CO adsorption from CO saturated solution at

0.1V for 60 s; 20mV/s, 25 8C, 0.5-M sulfuric acid. Note that the current density scale in (b) is

magnified by a factor of 10 compared to (a). (From Ref. 58.)

Figure 17 Potentiodynamic (0.1V/s) oxidation current densities for several H2/CO mixtures

on a PtRu-colloid/Vulcan electrode (7 mg/cm2) at 608C and 2500 rpm. The upper abscissa gives

the kinetic current density while the lower uses a scale-up factor of 143 to simulate the

performance of a fuel-cell electrode. The electrooxidation of pure H2 at the same electrode is

shown for reference. (From Ref. 58.)
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We have been pursuing an explanation for this apparently anomalous result.
The first possibility we sought to rule out was that the distribution of Mo in the
nanoparticles was not uniform. In the most extreme case, if a significant fraction of
particles had no Mo, then of course the particles that did have Mo would have
concentrations greater than the overall stoichiometry. We were able to determine by
use of analytical electron microscopy that this was, in fact, not the case. A sample
result is shown in Figure 19 for the Pt:Mo (3:1) catalyst studied in [60], which shows
both the secondary electron image and, from the same region, the energy-filtered Pt
and Mo characteristic x-ray emission. It is clear that all particles in this region
(approximately 30) contain both Pt and Mo. Point-to-point analysis revealed that all
particles contained essentially the same amounts of Mo, so that the nonuniform
distribution of Mo could not be the reason for the unexpected optimum
concentration of Mo.

In work that is still ongoing and preliminary, there are indications that the
explanation does lie in equilibrium segregation chemistry that is unlike that in bulk
crystals and unique to nanoparticles. A hint of these phenomena can be seen, for
example, in the Monte Carlo simulations pioneered by King and co-workers [61]. An
example of the Monte Carlo simulation method applied to the Pt–Mo system is
shown in Figure 20. We know that the Pt–Mo are highly facetted with the cubo-
octahedral particle shapes seen for pure Pt and the other alloy systems discussed
here. Figure 19 shows the expected atomic distribution of Pt and Mo in a particle
containing approximately 2400 atoms with approximately 800 surface atoms. The
bulk stoichiometry is Pt3Mo. The equivalent sphere diameter is about 3 nm. The
physical dimensions of the particle in the simulation are very typical of that in the
real catalyst. The Monte Carlo simulation following the method of King [61]
indicates that the total energy of the particle is minimized nearly entirely by the
exchange of Mo atoms on the (100) facets with Pt atoms on the (111) facets rather

Figure 18 Polarization curves for the electrooxidation of H2 containing 0.1% CO on the

PtMo—4:1 and 3:1 catalyst RTLEs normalized by the alloy-specific surface area in the layer

and compared to the curves for the bulk alloy RDEs. T¼ 333K.
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than between the first two atomic layers, as occurs in the bulk crystal. The result is
that the (100) facets are pure Pt and the (111) facets are 33% Mo (!), but the total
surface composition is about 80% Pt, the same (small) overall enrichment we
observed for the bulk crystal [59]. Note that for the H2/CO reaction, the (100) facets
are totally poisoned by adsorbed and the reaction is catalyzed only by the (111) facet.
Thus, judging from the reactivity alone, it appears that the nanoparticle surface is
enriched in Mo, when in fact it is not. Minimization of the total energy by exchange
of atoms between the (100) and (111) facets may be unique to the cubo-octahedral
structure and would probably not occur in particles smaller than about 3 nm, as the
fraction of surface atoms on (100) facets decreases rapidly below this size. In
complete Monte Carlo simulations, one would want to vary the bimetallic particle
geometry in this size regime to ensure that a true minimum energy structure is
achieved for a given number of atoms of each metal. The simulation shown in Figure
20 appears to apply well to the size regime of interest here, the >3-nm particle, and
provides at least a rationalization for the experimental results obtained with these
nanoparticles.

Figure 19 Top left: Secondary electron image from a region of a Pt–Mo nanoparticle

catalyst. Bottom left: Energy-filtered image from Mo Ka x-ray emission from same region.

Right: Energy-filtered image from Pt La x-ray emission from same region, top and bottom use

reverse contrast for background. Note there is both Pt and Mo x-ray emission from all

particles.
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9.5 FUTURE DIRECTIONS

Careful studies of Pt bimetallic nanoparticle catalysts using a toolkit of modern
physical characterization techniques and well-characterized model systems have
revealed only a few ‘‘nanoparticle anomalies,’’ although the number of different ad-
atoms studied in this manner is still relatively small. Generalizations to other
bimetallic nanoparticle systems are undoubtedly risky, particularly to systems that
do not have fcc structures. The anomalies are, however, of fundamental significance,
and much is to be gained from understanding the underlying phenomena. We have
discussed only two anomalous or unexpected results in this chapter: (1) Pt–Co, Ni,
and Ru nanoparticles when prepared using certain (low-temperature) methods
appear to have surface compositions very close to that of the overall stoichiometry of
the metals, even though the bulk crystals show strong surface enrichment in Pt; (2)
Pt–Mo nanoparticles when prepared using similar (low-temperature) methods
appear to exhibit an anomalous surface enrichment in Mo versus surface enrichment
in Pt observed with the bulk alloy. It may be that surface segregation
thermodynamics can explain both anomalies in a consistent manner. It is clear
that Monte Carlo simulations will play an important role in understanding the
structure of bimetallic nanoparticles. It is also clear that we need new surface
analytical tools to determine the surface composition of nanoparticles, not only the
overall composition, but also the composition of individual facets. Here some type of
scanning probe microscopy (SPM) appears attractive together with new synthetic
methods to better control the structure of the particles on inert substrates so that an
SPM can be used.

Figure 20 Left: High-resolution transmission electron micrograph image of a single PtMo

(3:1) nanoparticle on the edge of a carbon black primary particle; (111) and (100) factes are

clearly resolved. Right: Distribution Pt (light) and Mo (dark) atoms in an fcc cubo-octahedral

particle containing 1806 Pt atoms and 600 Mo atoms from classical Monte Carlo simulation at

550K.
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SUMMARY

This chapter elaborates on the methods and incentives for using nanomaterials as
precursors to electrocatalysts. This ‘‘precursor’’ method facilitates tailoring of
precursors with controlled structures and control of the interface between two
metals. By use of this method homogeneous alloys, segregated alloys, layered
bimetallics, and ‘‘decorated’’ paticles are all readily accessible. The incentive for the
use of this concept is that we can preprepare and thoroughly characterize the active
components of electrocatalysts with the application of modern analytical techniques,
including synchrotron radiation, electron microscopy, X-ray diffraction, and
electrochemical examination of the surface.
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10.1 INTRODUCTION

Interest in the application of nanostructured catalysts stems from the unique
electronic structure of the nanosized metal particles and their extremely large surface
areas. Nanostructured metal colloids can be defined as isolable particles between 1
and 50 nm that are prevented from agglomerating by protecting shells. They can be
prepared to be redispersed in both water (‘‘hydrosols’’) and organic solvents
(‘‘organosols’’). Here we hope to provide a synopsis of the wet chemical syntheses of
these materials and their application as ‘‘precursors’’ of electrochemical catalysts.

A great deal of knowledge has been acquired about these materials through the
efforts of several leading scientists [1,2]. Although highly dispersed mono- and
bimetallic colloids have been used as precursors for a new type of catalyst that is
applicable in both the homogeneous and heterogeneous phases, this contribution
focuses only on those applications relevant to electrochemical catalysis and fuel cells
[3,4].

An obvious advantage of the precursor concept over the conventional salt-
impregnation method is that both the size and the composition of the colloidal metal
precursors may be tailored independent of the support. The so-called precursor
concept for manufacturing heterogeneous metal colloid catalysts was developed on
this basis in the 1990s [2c,2d,2f,3c,5]. Further, the metal particle surface may be
modified by lipophilic or hydrophilic protective shells and coated by intermediate
layers, e.g., of oxide. The modification of the precursor by dopants such as SnO2 and
WO3 is also possible. Preprepared nanometal colloids can easily be deposited on
supports to give heterogeneous catalysts. As a result, so-called eggshell catalysts were
obtained that contain the active metal particles as a thin layer (<250 nm) on the
surface of the support. The catalyst is manufactured by dipping the supports into
organic or aqueous media containing the dispersed precursor at ambient
temperature to adsorb the preprepared particles. This has been demonstrated for
supports such as charcoal, various oxidic support materials, and even low-surface
materials, such as quartz, sapphire, and highly oriented pyrolitic graphite (HOPG).
It is important to note that no subsequent calcination is required (see Figure 1).

A combination of X-ray and microscopy techniques including AFM, STM, and
XPS [6] has been applied to reveal the interaction of platinum hydrosols with oxide
(sapphire, quartz) and graphite single-crystal substrates (Figure 2). When dipped into
aqueous Pt colloid solutions at 20 8C the metal core is immediately adsorbed onto the
support surface. The carpetlike coat formed over the particles by the protecting shell
and the support surface cannot be removed from the particle surface even by intense
washing with solvent. Upon annealing at 280 8C and above in UHV, the organic
protecting shell decomposes. By monitoring the thermal degradation by XPS and
STM up to 800 8C it was shown that the Pt particles remain virtually unchanged up to
about 800 8C, after which sintering processes are observed.

‘‘Fuel-cell technology’’ allows the direct conversion of chemical energy into
electricity [7]. The fuel cell is an electrochemical reactor where the catalyst systems
are an important component. Among the wide-ranging applications of fuel cells are
low-emission transport systems, stationary power stations, and combined heat and
power sources. The classical studies were carried out in the early 1900s, and major
innovations and improvements have been achieved over the last few years. The first
‘‘new electric cars’’ are expected to roll onto the market around the year 2005, but
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further developments are still needed, notably in the catalyst sector. Hydrogen fuel-
cell catalysts rely on pure Pt, whereas Pt–alloy electrocatalysts are applied for the
conversion of reformer gas or methanol into electricity. The active component in
the latter cases are small Pt-containing bi- or trimetallic particles of 1–3-nm size
that scatter X-rays as nearly perfect ‘‘single crystals.’’ These systems offer
improved efficiency and tolerance against certain contaminations, especially CO
in the anode feed [8]. It was clear from patents filed in the early 1970s that finely
particulated colloidal platinum sols should be the ideal precursors for the
manufacture of fuel-cell electrodes [8a]. The six main types of fuel cell are
described in [9]. Since an average car fuel cell would need to generate about
70KW, requiring about 19 g of Pt, the question has been raised of whether enough
platinum reserves are in the ground to meet the future needs of fuel-cell vehicles
[9b]. More than 95% of the platinum from a fuel-cell stack can be recovered, so
that at most 5% of the platinum content of the average vehicle would require
topping up in the recycling process. It has been estimated that the annual
maintenance requirement for 1 billion automobiles would be less than 2 million
troy ounces per year. This should be compared with the worldwide demand for
catalytic converters in 1998, which required on the order of 1.4 million troy ounces
[9c]. It is presently not completely clear what type of fuel will be the best to supply
the cells in future vehicles. The three options are hydrogen, methanol, and
synthetic fuel [9d]. In the long term (around the year 2030), engineers and clean-air
experts in the petroleum industry favor hydrogen itself, pressurized in steel bottles
at 700 bar. For the first fuel-cell cars that should enter the markets around 2005,
automakers are banking on methanol because liquids are easier to distribute at
conventional filling stations. The methanol can be either converted to hydrogen
(and CO) in efficient on-board reformers or fed directly to methanol fuel cells. In
present fuel-cell car prototypes the ‘‘tank to wheel efficiency’’ reaches about 30%,
which is still economically insufficient. Before fuel-cell cars can begin to become a
realistic alternative to the present combustion engines, their ‘‘tank to wheel
efficiency’’ must be raised to 40–45%, the output of the membrane electrodes

Figure 1 The precursor concept. (From Ref. 3c.)
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Figure 2 (a) AFM investigation of a sulfobetaine-12 stabilized Pt hydrosol (3 nm) absorbed

on highly oriented pyrolytic graphite (HOPG) after dipping (left) and after additional washing

(right). (b) Scheme of the Pt hydrosol adsorbation on HOPG derived from a combined STM

and XPS study. (From Ref. 6b.)

(a)

(b)
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should reach 700mV at 1A/m2, and the cost of the catalyst has to drop below
30USD/m2.

10.1.1 Bimetallics

Bimetallic colloids are readily accessible by the controlled co-reduction of two
different metal ions [2c,2d,3c,10m,11a–d,12,13]. The structural characterization and
some catalytic aspects of bimetallic colloids have been recently reviewed [2g].
Nanostructured bimetallic colloids catalysts have opened the possibility for the study
of the mutual influence that two different metals have on catalytic properties. Recent
advances in the preparations of bimetallic colloids have provided catalysts of several
compositions. By successive reduction of mixed-metal ions, bimetallic particles have
been prepared that have composition gradients from the core to the shell [14b,15–
18]. Truly layered particles consisting of, for example, a gold core plated by
palladium or vice versa [10m] have also been synthesized. The difference between the
electronegativities of Pd and Au together with the combination of the partially filled
d-band of Pd and the completely filled d-band of Au result in a novel electronic
structure [19]. Bimetallic particles having a gradient metal distribution or a layered
structure are most interesting for catalytic applications.

Bimetallic particles with layered structures have opened fascinating prospects
for the design of new catalysts. Schmid et al. [10m] have applied the classical seed-
growth method [20] to synthesize layered bimetallic Au/Pd and Pd/Au colloids in the
size range of 20–56 nm. The sequential reduction of gold salts and palladium salts
with sodium citrate allows the gold core to be coated with Pd. This layered bimetallic
colloid is stabilized by trisulfonated triphenylphosphane and sodium sulfanilate.
More than 90% metal can be isolated in the solid state and is redispersable in water
in high concentrations.

Colloidal catalysts have been prepared in different particle sizes by the
reduction of platinum tetrachloride with formic acid in the presence of different
amounts of alkaloid.

The most active of these sol-gel entrapped Pd catalysts had a considerably
higher activity than the commercially available Pd/Al2O3 samples. The preparation
of a fully alloyed Pd–Au colloid of 3.0-nm particle size, by a modified sol-gel
procedure using THF as the solvent, from the co-reduction of Pd and Au salts with
tetraalkyl-ammonium-triethylhydroborate [2c], and its embedding in a silica have
been described (21d). The integrity of the incorporated Pd–Au alloy particles
remained virtually untouched. After the removal of the protecting surfactant, a
mesoporous texture with a comparatively narrow pore distribution remained.
According to the physical characterization by a combination of techniques, the SiO2-
embedded Pd–Au colloid preserves the size and the structural characteristics of the
colloidal metal precursor. The material exhibits excellent catalytic properties in
selective hydrogenation test reactions.

10.2 WET CHEMICAL PREPARATION METHODS

10.2.1 Wet Chemical Reduction

Nanostructured metal colloids have been obtained by both ‘‘top-down’’ and
‘‘bottom-up’’ methods. The so-called top-down method is generally accomplished by
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‘‘tearing down’’ bulk samples and stabilizing the resulting smaller structures. An
example of a top-down process would involve the mechanical grinding of bulk
metals and subsequent stabilization of the resulting nanosized metal particles by the
addition of colloidal protecting agents [22]. Another variation of this principle is the
metal vapor technique [23], which has provided chemists with a very versatile route
for the production of a wide range of nanostructured metal colloids on a preparative
laboratory scale [24]. Metal vapor techniques have, however, been hindered by some
difficulties. The installation of the metal vapor apparatus is demanding and it is
difficult to adjust to obtain a narrow particle-size distribution. The bottom-up
methods of wet chemical nanoparticle preparation basically rely on the chemical
reduction of metal salts, electrochemical pathways, or the controlled decomposition
of metastable organometallic compounds. A large variety of stabilizers, e.g., donor
ligands, polymers, and surfactants, are used in order to control the growth of the
primarily formed nanoclusters and to prevent them from agglomeration. The
chemical reduction of transition metal salts in the presence of stabilizing agents to
generate zerovalent metal colloids has become the most powerful synthetic method
in this field [2g,h,25b]. This approach was first published in 1857 by Faraday [25a].
The first reproducible standard recipes for the preparation of metal colloids (e.g., for
20-nm gold by reduction of [AuCl4

�] with sodium citrate) were established by
Turkevich [1]. In addition, he proposed a mechanism for the stepwise formation of
nanoclusters based on nucleation, growth, and agglomeration [1a], which, in essence,
is still valid. Data from modern analytical techniques and more recent thermo-
dynamic and kinetic results [26,27] have been used to refine this model as illustrated
in Figure 3 [28].

The metal salt is reduced to give zerovalent metal atoms in the embryonic stage
of nucleation [26], which can collide in the solution with further metal ions, metal
atoms, or clusters to form an irreversible ‘‘seed’’ of stable metal nuclei. The diameter
of the ‘‘seed’’ nuclei can be well below 1 nm but is dependent on the strength of the
metal–metal bonds, the difference of the redox potentials between the metal salt, and
the reducing agent applied. It has been experimentally verified that stronger reducing
agents produce smaller nuclei in the ‘‘seed’’ for silver [26].

These nuclei grow during the ‘‘ripening’’ process to give colloidal metal
particles in the size range of 1–50 nm that have a narrow size distribution. It was
assumed that the mechanism for the particle formation is an agglomeration of
zerovalent nuclei in the ‘‘seed’’ or—alternatively—collisions of already formed nuclei
with reduced metal atoms. Henglein et al. [27a] have followed the stepwise reductive
formation of Ag3

þ and Ag4
þ clusters by spectroscopic methods. Their results

strongly suggest that an autocatalytic pathway is involved in which metal ions are
adsorbed and successively reduced at the zerovalent cluster surface.

More recently Henglein has shown that Ag(CN)2
� is reduced at a low rate by

radiolytically generated hydroxy methyl radicals [27e]. It was shown that the
reduction is much faster when colloidal silver seed particles are present in the
solution, resulting in larger silver particles with a narrow size distribution. The
reduction occurs on tiny nuclei formed by hydrolysis in solution. The mechanism
proposed here involves CH2OH radicals, which transfer electrons to the seed
particles, and the stored electrons reduce the Ag(CN)2

� directly on the surface of the
seeds. Ag(CN)2

� was also shown to be rapidly reduced by the organic radicals in the
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Figure 3 Formation of nanostructured metal colloids via the ‘‘salt-reduction’’ method.

(From Ref. 42a.)
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presence of colloidal platinum. In this way bimetallic particles of the PtcoreAgshell
type with a rather nonsymmetric shape of the shell are formed.

The formation of colloidal Cu protected by cationic surfactants (NR4
þ) was

investigated by in-situ X-ray absorption spectroscopy showing the formation of an
intermediate Cuþ state prior to the nucleation of the particles [27d]. Although the
processes during nucleation and particle growth cannot be analyzed separately, it is
now generally accepted that the size of the resulting metal colloid is determined by
the relative rates of nucleation and particle growth.

The main advantages of the method of salt reduction in the liquid phase are
that it is easily reproduced and allows colloidal nanoparticles to be prepared on the
multigram scale, which has a narrow size distribution. For example, the classical
Faraday route via the reduction of [AuCl4]

� with sodium citrate is still used to
prepare standard 20-nm gold sols for histological staining applications [1a,29]. In the
last decades wet chemical reduction procedures have been applied to combine
practically all transition metals with the different types of stabilizers and the whole
range of chemical reducing agents successfully.

The ‘‘alcohol reduction process’’ by Hirai and Toshima [2g,11] is widely
applicable for the preparation of colloidal precious metals stabilized by organic
polymers such as poly(vinylpyrrolidone) (PVP), poly(vinyl alcohol) (PVA), and
poly(methylvinyl ether). During the salt reduction, alcohols having a-hydrogen
atoms are oxidized to the corresponding carbonyl compound (e.g., methanol to
formaldehyde). The method for preparing bimetallic nanoparticles via the co-
reduction of mixed ions has been evaluated in a recent review [2g]. Hydrogen is an
efficient reducing agent for the preparation of electrostatically stabilized metal sols
and of polymer-stabilized hydrosols of Pd, Pt, Rh, and Ir [30].

Using CO, formic acid, or sodium formate, formaldehyde, and benzaldehyde
as reductants, allowed colloidal Pt in water [31,1b] to be obtained [32]. Silanes were
found to be effective for the reductive preparation of Pt sols [33]. Duff, Johnson, and
Baiker have successfully introduced tetrakis(hydroxymethyl)phosphoniumchloride
(THPC) as a reducing agent, which allows the size- and morphology-selective
synthesis of Ag, Cu, Pt, and Au nanoparticles from the corresponding metal salts
[34]. Furthermore, hydrazine [35], hydroxylamine [36], and electrons trapped in, for
example, Kþ [(crown)2K]� [37] have been applied as reductants. In addition, BH4

� is
a powerful and valuable reagent for the salt-reduction method. However, a
disadvantage is that transition metal borides are often found along with the
nanometallic particles [38]. Tetraalkylammonium hydrotriorganoborates
[2c,2d,2f,3c,5] offer a wide range of applications in the wet chemical reduction of
transition metal salts. In this case the reductant [BE3H

�] is combined with the
stabilizing agent (e.g., NR4

þ). The surface-active NR4
þ salts are formed immediately

at the reduction center in high local concentration and prevent particle aggregation.
The advantage here is that trialkylboron is recovered unchanged from the reaction
and no borides contaminate the products.

MXv þNR4(BEt3HÞ?Mcolloidþ nNR4Xþ nBEt3 þ n=2H2:

M=metals of the groups 6–1; X=CI, Br; n=1,2,3; and R=alkyl, C6–C20

ð1Þ
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As synthesized, the NR4
þ-stabilized metal ‘‘raw’’ colloids typically contain 6–

12 wt.% of metal. ‘‘Purified’’ transition metal colloids containing about 70–85 wt.%
of metal are obtained by workup with ethanol or ether and subsequent
reprecipitation by a solvent of different polarity (see Table 9 in [2c]). The
prepreparation of [NR4

þ BEt3H
�] can be avoided when NR4X is coupled to the

metal salt prior to the reduction step. NR4
þ-stabilized transition metal nanoparticles

can also be obtained from NR4X-transition metal double salts. Because the local
concentration of the protecting group is sufficiently high, a number of conventional
reducing agents may be applied to give Eq. (2) [2d,3c].

ðNR4ÞwMXvYw þv Red?Mcolliod þv RedXþw NR4Y

M ¼ metals; Red ¼ H2;HCOOH;K;Zn;LiH;LiBEt3H;NaBEt3H;KBEt3H;

X;Y ¼ Cl;Br;

v;w ¼ 1–3 and R=alkyl, C6–C12 ð2Þ

The scope and limitations of this method have been evaluated in a recent
review [2h]. Isolable metal colloids of the zerovalent early transition that are
stabilized only with THF have been prepared via the [BEt3H

�] reduction of the
preformed THF-adducts of TiBr4 [Eq. 15], ZrBr4, VBr3, NbCl4, and MnBr2 [Eq. (3)].

x ? [TiBr4 ? 2THF+x ? 44K[BEt3H� THF; 2h; 208C
������������?

Ti ? 0.5 THF]x+x ? 4 BE t3 þ x ? 4 KBr ;+ x ? 4H2: ð3Þ

Table 1 summarizes the results.

Detailed studies of [Ti ? 0.5 THF] [39] show that it consists of Ti13 clusters in
the zerovalent state, stabilized by six intact THF molecules (Figure 4).

M+R4N
þR0CO2

� 50 – 908C
��������?M0ðR4NR0CO2Þxþ CO2 þR0–R0

R ¼ octyl;R0 ¼ Alkyl;Aryl;H ð4Þ

By analogy, [Mn ? 0.3 THF] particles (1–2.5 nm) were prepared [40] and the
physical properties have been studied [41]. The THF in Eq. (3) has been successfully

Table 1 THF-Stabilized Organosols of Early Transition Metals

T T Metal content Size

Product Starting material Reducing agent (8C) (h) (%) (nm)

[Ti ? 0.5THF] TiBr4 ? 2THF K[BEt3H] rt 6 43.5 (<0.8)

[Zr ? 0.4THF] ZrBr4 ? 2THF K[BEt3H] rt 6 42 —

[V ? 0.3THF] VBr3 ? 3THF K[BEt3H] rt 2 51 —

[Nb ? 0.3THF] NbCl4 ? 2THF K[BEt3H] rt 4 48 —

[Mn ? 0.3THF] MnBr2 ? 2THF K[BEt3H] 50 3 70 1–2.5
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replaced by tetrahydrothiophene (THT) for Mn, Pd, and Pt organosols; but attempts
to stabilize Ti and V this way led to decomposition [3c].

A survey of the [BEt3H
�] method is given in Figure 5.

The advantages of the method (Fig. 5) may be summarized as follows: the
method is generally applicable to salts of metals in groups 4–11 in the periodic table;
it yields extraordinarily stable metal colloids that are easy to isolate as dry powders;

Figure 4 Ti13 cluster stabilized by 6 THF–O atoms in an octahedral configuration.

Figure 5 Nanopowders and nanostructured metal colloids accessible via the [BEt3H
�]-

reduction method [Eqs. (3), (5)] (including the mean particle sizes obtained). (From Ref. 2d.)
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the particle-size distribution is nearly monodisperse; bimetallic colloids are easily
accessible by co-reduction of different metal salts; and the synthesis is suitable for
multigram preparations and easy to scale up. A drawback to this method is that the
particle size of the resulting sols cannot be varied by altering the reaction conditions.
Highly water-soluble hydrosols, particularly those of zerovalent precious metals,
were made accessible using betaines instead of NR4

þ salts as the protecting group in
Eq. (1). In Eq. (2) a broad variety of hydrophilic surfactants may be used [5b,2d,3c].

A new method for the size- and morphology-selective preparation of metal
colloids using tetraalkylammonium carboxylates of the type NR4

�R0CO2
� (R ¼

octyl, R0 ¼ alkyl, aryl, H) both as the reducing agent and as the stabilizer [Eq. (4)]
was reported by Reetz and Maase [42].

The resulting particle sizes were found to correlate with the electronic nature of
the R0 group in the carboxylate with electron donors producing small nanoclusters
while electron-withdrawing substituents R0, in contrast, yield larger particles. For
example, Pd particles of 2.2-nm size are found when Pd(NO3)2 is treated with an
excess of tetra(n-octyl)ammonium-carboxylate-bearing R0 ¼ (CH3)3CCO2

� as the
substituent. With R0 ¼ Cl2CHCO2

� (an electron-withdrawing substituent) the
particle size was found to be 5.4 nm.

The following bimetallic colloids were obtained with tetra(n-octyl) ammonium
formate as the reductant: Pd/Pt (2.2 nm), Pd/Sn (4.4 nm), Pd/Au (3.3 nm), Pd/Rh
(1.8 nm), Pt/Ru (1.7 nm), and Pd/Cu (2.2 nm). The shape of the particles was also
found to depend on the reductant, e.g., with tetra(n-octyl) ammonium glycolate
Pd(NO3)2, a significant amount of trigonal particles in the resulting Pd colloid was
detected.

Organoaluminum compounds have been used for the ‘‘reductive stabilization’’
of mono- and bimetallic nanoparticles, presenting an interesting new method for the
preparation of these colloids [see Eq. (5) and Table 2] [43].

M= metals of groups 6–11 PSE

X ¼ halogen; acetylacetonate; n ¼ 2–4

R ¼ C1–C8 alkyl

Particle sizes 1–12 nm ð5Þ

Colloids of zerovalent elements of groups 6–11 of the periodic table (and also
of tin) may be prepared in the form of stable, isolable organosols as shown in Eq. (5).
The analytical data available suggest that a layer of condensed organoaluminum
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species protects the transition metal core against aggregation as visualized in Eq. (5).
However, the exact ‘‘backbone’’ of the colloidal organoaluminum protecting agent
has not yet been completely established.

Quantitative protonolysis experiments have detected that unreacted organoa-
luminum groups (e.g., Al–CH3, Al–C2H5) from the starting material are still present
in the stabilizer. These active Al–C bonds have been used for a controlled
protonolysis by long-chain alcohols or organic acids (‘‘modifiers’’) to give Al–
alkoxide groups in the stabilizer [Eq. (6)].

Modifiers: alcohola, carbonic acids, silanols, sugars, polyalcohols,

polyvinylpyrrolidone, surfactants, silica, alumina, etc. ð6Þ

This ‘‘modification’’ [Eq. (6)] of the organoaluminum protecting shell can be
used to tailor the dispersion characteristics of the original organosols. A vast
spectrum of dissolubilities of the colloidal metals in hydrophobic and hydrophilic
media (including water) has been achieved this way.

10.2.2 Electrochemical Synthesis

This very versatile preparation route for nanostructured mono- and bimetallic
colloids has been further developed by Reetz and his group since 1994 [2e,12a,b]. The
overall process of electrochemical synthesis [Eq. (7)] can be divided into six elemental
steps (see Figure 6).

Anode: bulk ? Mnþ þ ne�

Cathode : Mnþ þ ne� þ stabilizer?Mcoll=stabilizer

Sum Mbulk þ stabilizer ? Mcoll=stabilizer
ð7Þ

1. Oxidative dissolution of the sacrificial Metbulk anode
2. Migration of Metnþ ions to the cathode
3. Reductive formation of zerovalent metal atoms at the cathode
4. Formation of metal particles by nucleation and growth
5. Arrest of the growth process and stabilization of the particles by colloidal

protecting agents, e.g., tetraalkylammonium ions
6. Precipitation of the nanostructured metal colloids
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The advantages of the electrochemical pathway are that contamination with
byproducts resulting from chemical reduction agents are avoided and that the
products are easily isolated from the precipitate. The electrochemical preparation
also provides a size-selective particle formation. Reetz et al. have conducted several
experiments using a commercially available Pd sheet as the sacrificial anode and the
surfactant as the electrolyte and stabilizer. Analysis of the (C8H17)4N

þ Br-stabilized
Pd(0) particles produced have indicated that the particle size depends on such

Figure 6 Electrochemical formation of NRþ4 Cl� stabilized nanometal. (From Ref. 2e.)
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parameters as solvent polarity, current density, charge flow, and distance between
electrodes, and temperature can be used to control the size of Pd nanoparticles in the
range of 1.2–5 nm [12a,j]. Similar experiments involving Ni particles are also
reported.

The electrochemical synthesis yields almost monodisperse Pd(0) particles with
sizes between 1 and 6 nm according to the parameters above. It has also been shown
that the size of NR4

þ-stabilized Ni(0) particles [12c] can be adjusted at will. Using
the electrochemical method, a number of monometallic organosols and hydrosols
including Pd, Ni, Co, Fe, Ti, Ag, and Au have been successfully prepared on a scale
of several hundredmg (yields >95%) [Eq. (19)] [12]. Using the electrochemical
pathway, solvent-stabilized (propylene carbonate) palladium particles (8–10 nm)
have also been obtained [12f]. When two sacrificial Metbulk anodes are used in a
single electrolysis cell, bimetallic nanocolloids (Pd/Ni–, Fe/Co–, Fe/Ni) are
accessible [12g]. Anodically less readily soluble metals such as Pt, Rh, Ru, and
Mo have been prepared using the corresponding metal salts, which were
electrochemically reduced at the cathode (see lower part of Figure 6 and Table 3).

Tetraalkylammonium-acetate was used as both the supporting electrolyte and
the stabilizer in a Kolbe electrolysis at the anode [see Eq. (8)] [12h].

Cathode : Pt2þ þ 2e� �?Pt0

Anode : 2CH3CO
�
2 �?2CH3CO2 þ 2e� ð8Þ

By combining the electrochemical methods in Eqs. (19) and (20), bimetallic
nanocolloids can be prepared (see Table 4) [12h].

Layered bimetallic nanocolloids (e.g., Pt/Pd) have been synthesized by
modifying the electrochemical method [12c,i]. Finally, the preparation of bimetallic
colloids (Pt/Pt) electrochemically using a new strategy based on the use of a
preformed colloid, e.g., (n-C8H17)4N

þBr� stabilized Pt particles and a sacrificial
anode, e.g., Pd sheet, has recently been reported [12j] (Figure 7).

Table 3 Metal Salts

Metal salt d (nm) EA1

PtCl2 2.52 51.21% Pt

PtCl2 5.03 59.71% Pt

RhCl3 ? x H2O 2.5 26.35% Rh

RuCl3 ? x H2O 3.5 38.55% Ru

OsCl3 2.0 37.88% Os

Pd(OAc)2 2.5 54.40% Pd

Mo2(OAc)4 5.0 36.97% Mo

PtCl2þRuCl3 ? xH2O 2.5 41.79% Ptþ 23.63% Rh4

1 Based on stabilizer-containing material.
2 Current density: 5.00mAcm-2.
3 Current density: 0.05mAcm-2.
4 Pt–Ru dimetallic cluster.
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Table 4 Bimetallic Nanocolloids

Anode Metal salt d (nm) Stoich. (EDX)

Sn PtCl2 3.0 Pt50Sn50
Cu Pd(OAc)2* 2.5 Cu44Pd56
Pd PtCl2 3.5 Pd50Pt50

* Electrolyte: 0.1-M [(n-octyl)4N]OAc/THF.

Figure 7 Modified electrolysis cell for the preparation of layered bimetallic Pt/Pd

nanocolloids. (From Ref. 12c.)

Copyright © 2003 by Taylor & Francis Group, LLC



The preformed Pt core may be regarded as a ‘‘living-metal polymer’’ on which
the Pd atoms are deposited to give ‘‘onion-type’’ bimetallic nanoparticles (5 nm), the
structure of which has been characterized by a combination of analytical methods.

10.2.3 Decomposition of Low-Valent Transition Metal Complexes

Short-lived nucleation particles of zerovalent metals can be generated in solution by
the decomposition of low-valent organometallic complexes and several organic
derivatives of the transition metals. This decomposition is usually induced by heat,
light, or ultrasound, resulting in zerovalent metal particles, which may then be
stabilized by colloidal protecting agents. For example, thermolysis [44] leads to the
rapid decomposition of cobalt carbonyls to give colloidal cobalt in organic solutions
[44a,b]. Colloidal Pd, Pt, and bimetallic Pd/Cu nanoparticles have been obtained by
thermolysis of labile precious metal salts in the absence of stabilizers [44c]. The
resulting particles, however, showed a broad size distribution. These results were
much improved when the thermolysis was performed in the presence of stabilizing
polymers, such as PVP [44d]. Microwave heating in a simple household oven was
recently used to prepare nanosized metal particles and colloids [44e–h]. The
electromagnetic waves can heat the substrate uniformly, leading to a more
homogeneous nucleation and a shorter aggregation time.

Recent work by Lukehart et al. has demonstrated the applicability of this
technique to fuel-cell catalyst preparation [44g,h]. Through the use of microwave
heating of an organometallic precursor that contains both Pt and Ru, PtRu/Vulcan
carbon nanocomposites have been prepared that consist of PtRu alloy nanoparticles
highly dispersed on a powdered carbon support [44g]. Two types of these
nanocomposites containing 16 and 50 wt.% metal with alloy nanoparticles of 3.4
and 5.4 nm, respectively, are formed with only 100 or 300 s of microwave heating
time. The 50 wt.% supported nanocomposite has demonstrated direct methanol fuel-
cell anode activity superior to that of a 60 wt.% commercial catalyst in preliminary
measurements.

The energy induced in the sonochemical decomposition of metal salts and
organometallic complexes [45] is produced by the formation, growth, and implosive
collapse of bubbles in a liquid. Sonochemical preparations have been successfully
developed by Suslick [45a] and Gedanken [45b–d]. Using this method Fe, Mo2C, Ni,
Pd, and Agnanoparticles in various stabilizing environments have been prepared.
Within certain limits, the sonochemical decomposition also allows size control,
which has been observed in the case of Pd nanoparticles immobilized on alumina
[45e].

The growth of very clean colloidal metals has been achieved by the photolysis
of organometallics and metal salts [46]. Henglein et al. [47a–i,k] and Belloni [47j]
have studied the g-radiolytic decomposition of metal ions to give nanostructured
metal colloids. During this process short pulses of high-energy photons are applied
to metal ions in solution, allowing the reduction process in the whole reaction
medium to be ‘‘switched on’’ instantaneously. The process of nucleation and growth
of the metal particles in solution can be monitored by spectroscopic methods. In the
case of silver, the detailed mechanism of nucleation has been compared with the
photographic process [47b]. Nanostructured Cd colloids [47] and even bimetallic
systems [47e–g] have also been studied. In the case of gold, it has even been possible
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to control the particle size. Bimetallic Aucore Ptshell and Ptcore Aushell colloids have
also been obtained [47k]. Using laser ablation the size-selective formation of silver
colloids has recently been reported [48]. Radiolytic preparations of platinum
nanoparticles have also been recently reported in which H2PtCl4 is reduced in the
presence of protective water-soluble polymers [48c]. The limitation of photo-, g-
radiolysis, and laser irradiation methods lies in the restriction to low-metal
concentrations in solution, rendering them unsuitable to prepare nanostructured
metal colloids on a preparative scale.

Upon the addition of CO or H2 in the presence of appropriate stabilizers, the
controlled chemical decomposition of zerovalent transition metal complexes yields
isolable products in multigram amounts [49]. The growth of metallic Ru particles
from Ru(COT) (COD) (COT¼ cyclooctatetraene, COD¼ cycloocta-1,5-diene) with
low-pressure dihydrogen was first reported by Ciardelli et al. [49a]. This material
was, however, not well characterized, and the colloidal aspect of the ill-defined
material seems to have been neglected in this work. Bradley and Chaudret [49b–l]
have demonstrated the use of low-valent transition metal olefin complexes as a very
clean source for the preparation of nanostructured mono- and bimetallic colloids.

Organometallic complexes of the type [M(dba)2] (dba¼ dibenzylidene acetone,
M¼Pt, Pd) decompose under low-carbon monoxide pressure in the presence of
polyvinylpyrrolidone (PVP) to give nanosized colloidal Pt or Pd particles having an
fcc structure. Remarkably, the surface of the resulting particles undergoes no
measurable interaction with the stabilizing polymer or with the solvent. Nanopar-
ticles of Ru, Au, and Cu were obtained analogously from Ru(COT)(COD),
(THT)AuCl (THT¼ tetrahydrothiophene), and (C5H5)Cu(Bu

tNC). Colloidal
molybdenum, silver, and bimetallic Cu/Pd colloids were also reported, where a
polymer matrix of PVP¼ polyvinylpyrrolidone, PPO¼ dimethylphenylene-oxide, or
NC¼ nitrocellulose was used as the stabilizing agent [49b–f]. Chaudret and Bradley
have described platinum and palladium nanoparticles stabilized by donor ligands
such as carbonyl and phosphines in which the structure of the particles is influenced
by the ligands [49g–i]. The cleavage of the complexed olefins from the coordination
sphere of the metals and the simultaneous formation of nanosized colloidal particles
have been shown to occur very smoothly. The hydrogenolysis of zerovalent
organometallic olefin complexes has been established in the literature as a very clean
and elegant method, e.g., for the manufacture of monometallic colloids via the
decomposition of Fe(COT)2, Ru(COT)(COD), Co(C8H13)(COD) (C8H13¼ Z3-
cyclooctenyl), and Ni(COD)2 under H2. The hydrogenolysis method has been used
to obtain a number of nanostructured Au, Pd, and Pt colloids and of bimetallic
systems (Pt/Ru, Pt/Co, and Cu/Pd) in a polymer matrix [49j–l]. Ultrafine cobalt
particles have been obtained by the hydrogenolytic decomposition of Co(Z3–
C8H13)(Z

4C8H12) in the presence of polyphenylphenylenoxide to give particles of 4.2-
nm size; when the same procedure was carried out with polyvinylpyrrolidone, the
size of the resulting particles was 1.4 nm. It is clear from these results that a close
relationship exists between the synthesis conditions and the structure of the resulting
particles [49m].
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10.2.4 Preparation in Micelles, Reverse Micelles, and Encapsulation

Colloidal assemblies have widely been used as templates in order to ‘‘preform’’ the
size, shape, and polydispersity of nanosized metal particles [50]. Surfactant micelles
may enclose metal ions to form amphiphilic ‘‘microreactors’’ Figure 10a) or water-
in-oil reverse micelles (Figure 10b), or larger vesicles may function in similar ways.
On the addition of reducing agents nanosized metal particles are formed with the size
and the shape of the products appearing to be ‘‘imprinted’’ by the constrained
environments in which they are grown. Recently Chen et al. reported the preparation
of bimetallic nanoparticles of Au/Pt (monodisperse 3–4.5 nm) by the co-reduction of
chloroauric and chloroplatinic acid with hydrazine in the water in oil microemul-
sions of water/AOT/isooctane [50q]. Here the particle composition was found to be
consistent with the feeding solutions, and XPS studies revealed that these
nanoparticles had a structure of AucorePtshell. Pileni [50a] was the first to grow
cobalt rods with a length of 300–1500 nm and a diameter between 10 and 30 nm in
colloidal micelles (Figure 8a). Colloidal metals have also been grown in reverse
micelles (Figure 8b).

10.2.5 Colloidal Nanostructured Metal Oxides

This contribution focuses primarily on those metal oxides that are viewed as
immediately relevant to electrocatalysis, but for additional information on the
subject the reader is directed to a recent review article [2j]. It has been shown that
after exposure to air, nanosized (e.g., 3–5 nm) colloidal Fe(0), Co(0), and Nl(0)

particles cannot be redispersed because they are immediately oxidized both in
solution and in powder form. When the addition of oxygen is precisely controlled,
e.g., by using stoichiometric amounts of O2 diluted in large excess of argon, an

Figure 8 Intraparticle preparation of colloidal metals in (a) surfactant oil in water micelles

or (b) water-in-oil reverse micelles as microreactors. (Reproduced after [2b], Figs. 6–10, p.

481.)
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organic solution of a 3-nm iron(0)-sol stabilized by N(octyl)4
þBr� is transformed to a

rusty brown solution of colloidal Fe3þ -oxide that is redispersible in THF [2d].
N(octyl)4

þBr�-stabilized Co(0) particles were oxidized in air to give colloidal
CoO nanoparticles that have been characterized by HRTEM [51a]. This process has
also been followed by UV-visible spectra and magnetic susceptibility measurements.
The resulting CoO particles were supported on alumina. Small CoO and Co3O4

particles have been obtained in a polymer matrix dispersion by solid-state oxidation
of 1.6-nm Co(0) particles. The structural changes that occur during the oxidation
process were monitored using physical analytic methods, and it was shown that air
oxidation at room temperature leads to surface passivation. The resulting particles
have a metallic core surrounded by an oxide surface layer [51b]. The particle size of
nanosized Pt dispersed on g-Al2O3 is markedly influenced during the oxidation by O2

[51c]. A new process was recently reported for the manufacture of a water-soluble
PtO2 colloid that is applicable as a water-soluble ‘‘Adams catalyst’’ [see Eq. (9)]
[51d,e].

PtCl4
H2O=base
����������������������������?
Stabilizer

PtO2colloid

Stabilizer : C12H25ðCH3Þ2NþðCH2ÞnCO�
2

C12H25ðCH3Þ2NþðCH2Þ3SO�
3 ð9Þ

Using the simple hydrolysis/condensation of metal salts under basic aqueous
conditions in the presence of carbo- or sulfobetaines, respectively, colloidal PtO2 was
obtained, the analytical data of which correspond to pure a-PtO2 and to commercial
samples of Adams catalyst. Bi- and trimetallic colloidal metal oxides as precursors
for fuel-cell catalysts, e.g., colloidal Pt/RuOx and Pt/Ru/WOx, have also been
prepared this way [51f].

10.3 PARTICLE-SIZE CONTROL

In general, metal colloid sols are referred to as ‘‘monodisperse’’ when the particle size
deviates by less than 15% from the average value, and histograms with a standard
deviation s from the mean particle size of approximately 20% are described as
showing a ‘‘narrow size distribution.’’ The kinetics of the particle nucleation from
atomic units and of the subsequent growth process cannot be observed directly by
current physical methods. The tools of the preparative chemist to control the particle
size in practice are size-selective separation [50c,52] and size-selective synthesis
[42,12a,50,53].

The size-selective precipitation (SPP) was predominantly developed by Pileni
[50c]. One example (SPP) is monodisperse silver particles (2.3 nm, s¼ 15%), which
are precipitated from a polydisperse silver colloid solution in hexane by the addition
of pyridine in three iterative steps. Recently, Schmid [52a] has reported the two-
dimensional ‘‘crystallization’’ of truly monodisperse Au55 clusters. Chromatographic
separation methods have thus far proven unsuccessful because the colloid
decomposed after the colloidal protecting shell had been stripped off [42a]. The
size-selective ultracentrifuge separation of Pt colloids has been developed by Cölfen
[52b]. Although this elegant separation method gives truly monodisperse metal
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colloids, it still provides only milligram samples. Turkevich described the first size-
selective colloid synthesis [1a,b]. Using the salt-reduction method, he was able to
vary the particle size of colloidal Pd between 0.55 and 4.5 nm by altering the amount
of the reducing agent applied and the pH value. According to the literature on the
process of nucleation and particle growth the essential factors that control the
particle size are the strength of the metal–metal bond [11d], the molar ratio of metal
salt, colloidal stabilizer, and reduction agent [1a,32,34e,46f,53], the extent of
conversion or the reaction time [32], and the temperature applied [1a,53b,m], and the
pressure [53b]. The preparation of near-monodisperse nanostructured metal colloids
using the salt-reduction pathway is well documented in the literature. In practice,
however, the ‘‘control,’’ e.g., the variation of particle sizes (and shapes), in wet
chemical colloid synthesis is left to the intuition and imagination of the chemist.

The electrochemical synthesis developed by Reetz and co-workers offers at
present the most rational method for control of particle size. Researchers have
obtained at will almost monodisperse samples of colloidal Pd and Ni between 1 and
6 nm using variable-current densities and suitable adjustment of further essential
parameters [12]. For thermal decomposition methods the resulting particle size has
been found to depend on the heat source [44f]. Size control has also been reported
for the sonochemical decomposition method [45e] and g-radiolysis [48].

Preparation methods using constrained environments have enabled scientists
to control the metal particle shape via the preformation of size and the morphology
of the products in nano-reaction-chambers [50]. The controlled temperature-induced
size and shape manipulation of 2–6-nm gold particles encapsulated in alkanethiolate
monolayers [50n] has recently been reported. An enormous increase in the size of
thiol-passivated gold particles up to about 200 nm has been induced by near-IR laser
light [50n]. A new medium-energy ion scattering (MEIS) simulation program has
successfully been applied to the composition and average particle-size analysis of Pt–
Rh/a–Al2O3 [50o].

10.4 MODES OF STABILIZATION

Protective agents are required for the stabilization of nanostructured metals and to
prevent their coagulation. Two basic modes of stabilization have been distinguished
that meet these requirements by different means [25b] (Figure 9).

Electrostatic stabilization (see Figure 9a) employs the Coulombic repulsion
between the particles caused by the electrical double layer formed by ions adsorbed
at the particle surface (e.g., sodium citrate) and the corresponding counterions. An
example is gold sols prepared by the reduction of [AuCl4

�] with sodium citrate [1].
Steric stabilization (Figure 9b) is achieved by the coordination of sterically

demanding organic molecules that act as protective shields on the metallic surface.
The nanometallic cores are thus separated from each other, preventing coagulation.
The main classes of protective groups selected from literature are polymers (11) and
block copolymers (50); P, N, S donors (e.g., phosphines, amines, thioethers)
[3c,10,49f–i,54], solvents such as THF [3c,39], THF/MeOH [55] or propylene
carbonate [12f], long-chain alcohols [50,56], surfactants [2c–f,3c,3d,5,12,57];
organometallics (43,58,59). Lipophilic protective agents yield metal colloids that
are soluble in organic media (‘‘organosols’’) while hydrophilic agents yield water-
soluble colloids (‘‘hydrosols’’). In Pd organosols stabilized by tetraalkylammonium
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halides, the metal core is protected by a monolayer of the surfactant coat (Figure 10)
[60].

Metal hydrosols stabilized with zwitterionic surfactants able to self-aggregate
are enclosed in organic double layers. After the application of uranylacetate as a
contrasting agent, the TEM micrographs show that the colloidal Pt particles
(average size¼ 2.8 nm) arem surrounded by a double-layer zone of the zwitterionic
carboxybetaine (3–5 nm). The charged metal surface interacts with the hydrophilic
head group of the betaine. The lipophilic tail is associated with the tail of a second
surfactant molecule. As a result, a hydrophilic outer sphere is formed (see Figure 11)
[61].

Figure 9 (a) Electrostatic stabilization of nanostructured metal colloids. (b) Steric

stabilization of nanostructured metal colloids. (From Ref. 25b.)
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Pt or Pt/Au particles have also been hosted in the hydrophobic holes of
nonionic surfactants, e.g., polyethylene monolaurate [46a,62]. The structure and
diffusive dynamics of a colloidal palladium aggregate sol have been studied under
dilute and semidilute conditions by high-resolution small angle X-ray scattering and
X-ray photon correlation spectroscopy. When the sizes of the aggregates determined
in the static structure and as derived from the diffusive dynamics at low
concentration are consistent with each other.

The aggregates tend to overlap at high concentration. While the system
remains in a liquidlike state, the apparent diffusion constant decreases. The
structural features obtained by comparison of static and dynamic data are not
accessible solely by one technique [63].

10.5 FUEL-CELL CATALYSTS

This survey focuses on recent catalyst developments in phosphoric acid fuel cells
(PAFC), proton exchange membrane fuel cells (PEMFC), and the previously
mentioned direct methanol fuel cell (DMFC). A PAFC operating at 160–220 8C uses
orthophosphoric acid as the electrolyte; the anode catalyst is Pt and the cathode can

Figure 10 Differential TEM/STEM study of a Pd organosol showing that the metal core

(size¼ dTEM) is surrounded by a monolayer of the surfactant (thickness D¼ (dTEM� dSTM 2).

(From Ref. 60.)
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be, e.g., Pt/Cr/Co [9]. For this application a trimetallic colloidal precursor of the
composition Pt50 Co30 Cr20 (size 3.8 nm) was prepared by the co-reduction of the
corresponding metal salts [64]. According to XRD, the trimetallic particles are
alloyed in an ordered fct structure. The electrocatalytic performance in a standard
half-cell was compared with an industrial standard catalyst (trimetallic crystallites of
5.7-nm size) manufactured by co-precipitation and subsequent annealing to 900 8C.
The advantage of the trimetallic colloid catalysts lies in its improved durability,
which is essential for PAFC applications. After 22 h it was found that the potential
had decayed by less than 10mV [65].

PEM fuel cells use a solid proton-conducting polymer as the electrolyte at 50–
125 8C. The cathode catalysts are based on Pt alone, but because of the required
tolerance to CO a combination of Pt and Ru is preferred for the anode [8]. For low-
temperature (80 8C) polymer membrane fuel cells (PEMFC) colloidal Pt/Ru catalysts
are currently under broad investigation. These have also been proposed for use in the
direct methanol fuel cells (DMFC) or in PEMFC, which are fed with CO-
contaminated hydrogen produced in on-board methanol reformers. The ultimate
dispersion state of the metals is essential for CO-tolerant PEMFC, and truly alloyed
Pt/Ru colloid particles of less than 2-nm size seem to fulfill these requirements
[4a,b,d,8a,c,66]. Alternatively, bimetallic Pt/Ru PEM catalysts have been developed
for the same purpose, where nonalloyed Pt nanoparticles <2 nm and Ru particles
<1 nm are dispersed on the carbon support [8c]. From the results it can be concluded
that a Pt/Ru interface is essential for the CO tolerance of the catalyst regardless of
whether the precious metals are alloyed. For the manufacture of DMFC catalysts, in

Figure 11 (a) TEM micrographs of colloidal Pt particles (single and aggregated, average

core size¼ 2.8 nm) stabilized by Carboxybetaine 12 (3–5 nm, contrasted with uranylacetate

against the carbon substrate). (b) Schematic model of the hydrosol stabilization by a double

layer of the zwitterionic Carboxybetaine 12 (¼ lipophilic alkyl chain; -o¼ hydrophilic,

zwitterionic head group.) (From Ref. 61.)

Copyright © 2003 by Taylor & Francis Group, LLC



contrast, Pt/Ru nanopowders of 3–5-nm size or thin films are used as the precursors
[8d–f]. For the electrocatalytic methanol oxidation a Pt metal or a Pt metal alloy
catalyst has been developed where a Ru phthalocyanine complex is added as a
dopant to reinforce the catalytic effect substantially [64c]. For comparison, the
electrocatalytic activity was compared to that of a bimetallic Pt50/Ru50–N(Oct4)Cl
colloid prepared by the salt–co-reduction method [2c,5] toward the oxidation of CO
and a CO/H2 gas mixture (simulated reformer gas) [4a]. According to high-
resolution transmission electron microscopy (HRTEM) the mean particle diameter
was 1.7 nm. The alloyed state of the particles was verified by point-resolved energy
dispersive X-ray (EDX) analysis.

A preparation and characterization of new PtRu alloy colloids that are suitable
as precursors for fuel-cell catalysts have been reported [43c]. This new method uses
an organometallic compound both for reduction and as colloid stabilizer leading to a
Pt/Ru colloid with lipophilic surfactant stabilizers that can easily be modified to
demonstrate hydrophilic properties. The surfactant shell is removed prior to
electrochemical measurements by reactive annealing in O2 and H2. This colloid was
found to have nearly identical electrocatalytic activity to several other recently
developed Pt/Ru colloids as well as commercially available Pt/Ru catalysts. This
demonstrates the potential for the development of colloid precursors for bimetallic
catalysts especially when considering the ease of manipulating the alloy composition
when using these methods.

Recently Pt/Ru alloy catalysts were examined by X-ray absorption near edge
structure spectroscopy (XANES) [125e]. An industrial (DMFC) alloy catalyst black
and a carbon-supported Pt/Ru catalyst were both found to be predominantly in the
form of Pt and Ru oxides. Both catalysts were reduced to the metallic form upon
introduction into an electrochemical cell and brought to the potential region where
methanol oxidation occurs. Glassy carbon-supported Pt50/Ru50–N(Oct4)Cl colloids
were examined by CO-stripping voltammetry and the data were found to be
essentially identical with those found in well-characterized bulk alloy electrodes. In a
rotating disk electrode, the activity of the colloid toward the continuous oxidation of
2% CO in H2 was determined at 25 8C in 0.5-M H2SO4, and the results led to the
conclusion that these Pt/Ru colloids are very suitable precursors for high-surface-
area fuel-cell catalysts [4d]. Structural information on the precursor was obtained by
in-situ XRD via Debye function analysis. In addition, the XANES data support the
bimetallic character of the particles. In-situ XRD has revealed the catalytic function
of the alloyed Ru in the CO oxidation: surface oxide species are formed on the Ru
surface at 280 8C which slowly coalesce to RuO2 particles. After re-reduction the
catalyst shows a pure-hcp ruthenium phase and larger platinum-enriched alloy
particles [67]. Scanning probe microscopy (SPM) has been applied in order to
characterize the real-space morphology of the electrode surfaces of supported
nanostructured metal colloids on the nanometer scale [68]. Colloidal Pt50/Ru50
precursors (<2 nm) raise the tolerance to CO, allowing higher CO concentrations in
the H2 feed of a PEMFC without a significant drop in performance [4b,d]. A
selective Pt/Mo oxidation catalyst for the oxidation of H2 in the presence of CO in
fuel cells comprises PtxMoy particles where x is 0.5–0.9 and y is 0.5–0.1 [69a]. The
colloid method was found to be a highly suitable exploratory approach to finding
improved formulations for binary and ternary anode electrocatalysts. The metals
used include Pt, Ru, W, Mo, and Sn [4c]. Results of electrochemical measurements
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have demonstrated that the introduction of a transition metal oxide (WOx, MoOx,
VOx) leads to an improvement of catalytic activity toward methanol oxidation [4f].
The combinatorial screening method has successfully been applied to electrocatalysts
[69b], and it is an obvious step to include colloids in these experiments. As an
alternative to the reductive metal colloid synthesis, the so-called metal oxide concept
was developed, which allows the fabrication of binary and ternary colloidal metal
oxides as electrocatalyst precursors [Eq. (10)] [51d–f].

PtCl4 þRuCl3 ������������?PtRu0xcolloid ð10Þ

Colloidal Pt/RuOx. (1,5+ 0.4 nm) stabilized by a surfactant was prepared by
co-hydrolysis of PtCl4 and RuCl3 under basic conditions. The Pt:Ru ratio in the
colloids can be between 1:4 and 4:1 by variation of the stoichiometry of the
transition metal salts. The corresponding zerovalent metal colloids are obtained by
the subsequent application of H2 to the colloidal Pt/Ru oxides (optionally in the
immobilized form). Additional metals have been included in the ‘‘metal oxide
concept’’ [Eq. (10)] in order to prepare binary and ternary mixed metal oxides in the
colloidal form. Pt/Ru/WOx is regarded as a good precatalyst especially for the
application in DMFCs. Main-group elements such as Al have been included in
multimetallic alloy systems in order to improve the durability of fuel-cell catalysts.
Pt3AlC0.5 alloyed with Cr, Mo, or W particles of 4–7-nm size has been prepared by
sequential precipitation on conductant carbon supports such as highly disperse
Vulcan XC721 [70]. Alternatively, colloidal precursors composed of Pt/Ru/Al allow

Figure 12 Scheme of the preparation of colloidal Pt/Ru/Al PEMFC anode catalysts (>20%

metal on Vulcan XC721) via the ‘‘precursor concept.’’ (From Ref. 66.)
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the manufacture of multimetallic fuel-cell catalysts (1–2 nm) having a metal loading
of >20%. The three-step catalyst preparation is summarized in Figure 12.

The colloidal Pt/Ru/Al precursor is preprepared via the organoaluminum
route. In the absence of stabilizers, the co-reduction of organic Pt and Ru salts using
Al(CH3)3 gives halogen-free, multimetallic Pt colloids, e.g., Pt50Ru50/Al (size
1.2+ 0.3 nm). When the stoichiometric ratio of the metal salts is changed, the ratio
of Pt to the second metal in the colloid can be adjusted. The addition of alcohols or
suitable surfactants allows the dispersivity of the colloidal precursor in organic
media or water to be tailored without affecting the particle size. In the second step
the Pt/Ru/Al colloid is adsorbed on high-surface-area carbon by treatment at 40 8C
for 24 h. In the third step (conditioning) the dried Pt/Ru/Al Vulcan catalyst powders
are exposed to O2 and H2 for 30 min each at 250–300 8C to remove the surfactants
completely. The particle size of the Pt/Ru/Al colloid adsorbed on the support was
found to be virtually untouched (1.3+ 0.4 nm) and after the thermal treatment only
a moderate growth was determined (1.5+ 0.4 nm). The aluminum was found to be
present on the Pt/Ru surface in an oxidized form. This accounts for the size
stabilization observed in the Pt/Ru particles and for the improved durability of the
resulting electrocatalysts. Recently, a fuel cell for generating electric power from a
liquid organic fuel (‘‘synfuel’’) was described. It comprises a solid electrolyte
membrane directly supporting the anode and cathode layers, which contain 7–10%
Pt and Ru, 70–80% of perfluorovinyl ether sulfonic acid and 15–20% polytetra-
fluoroethylene [66d]. In conclusion, nanostructured metal colloids are very
promising precursors for manufacturing multimetallic fuel-cell catalysts that are
truly nanosized (i.e. <2 nm) and have high metal loadings (20 wt.% of metal).
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Bönnemann, Langmuir 13, 1997, 2591–2595.

(b) EP 09 24 784 Al (June 23, 1999), E. Auer, W. Behl, T. Lehmann, U. Stenke (to

Degussa AG).
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(b) H. Bönnemann, W. Brijoux, R. Brinkmann, E. Dinjus, T. Joussen, B. Korall,

Angew. Chem. Int. Ed. 30, 1991, 1344–1346.

(c) U.S. Pat. 849,482 (Aug. 29, 1997), H. Bönnemann, W. Brijoux, R. Brinkmann, J.
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(d) J.A. Becker, R. Schäfer, W. Festag, W. Ruland, J.H. Wendorf, Pebler, S.A.

Quaiser, W. Helbig, M.T. Reetz, J. Chem. Phys. 103, 1995, 2520–2527.

(e) M.T. Reetz, S.A. Quaiser, C. Merk, Chem. Ber. 129, 1996, 741–743.

(f) M.T. Reetz, G. Lohmer, Chem. Commun. (Cambridge) 1996, 1921–1922.

(g) M.T. Reetz, W. Helbig, S.A. Quaiser, Chem. Mater. 7, 1995, 2227–2228.

(h) M.T. Reetz, S.A. Quaiser, Angew. Chem. 107, 1995, 2461–2463; Angew. Chem.

Int. Ed. Engl. 34, 1995, 2240.

(i) U. Kolb, S.A. Quaiser, M. Winter, M.T. Reetz, Chem. Mater. 8, 1996, 1889–

1894.

(j) M.T. Reetz, M. Winter, R. Breinbauer, T. Thurn-Albrecht, W. Vogel, Chemistry—

a Eur. J. 7, 2001, 1084.

13. G. Schmid, A. Lehnert, J.-O. Malm, J.-O. Bovin, Angew. Int. Ed. Engl. 30, 1991, 874–

876.

14. N. Toshima, T. Yonezawa, K. Kushihashi, J. Chem. Soc., Faraday Trans. 89, 1993,

2537.
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SUMMARY

Controlling the primary structures of metal nanoparticles (i.e., size, shape, crystal
structure, and composition) is one of the most important missions for colloid science,
especially for nanoparticle science and technology because these structures determine
the chemical and physical properties of metal nanoparticles. Here, chemical methods
are dealt with to control the compositions and structures of various bimetallic
nanoparticles by making use of the difference in the reduction (decomposition) rate
or the reduction sequence of two kinds of metal species. When two kinds of metal
ions are simultaneously reduced, the reduction rates of metal ions usually determine
the final structure of bimetallic nanoparticles (i.e., a core/shell structure or an alloy
structure). The successive reduction of two kinds of metal ions, however, generally
gives bimetallic nanoparticles with a core/shell structure. As a representative of the
chemical properties of such bimetallic nanoparticles, their catalytic properties for
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hydrogenation of olefins, hydration of acrylonitrile and photo-induced hydrogen
generation are described, while the magnetic properties are presented as a novel
physical property of bimetallic nanoparticles.

11.1 INTRODUCTION

11.1.1 Definition and Historical Aspects

Metal nanoparticles have attracted a great deal of interest in scientific research and
industrial applications due to their unique properties based on large surface-to-
volume ratio and quantum size effect [1–5]. Metal nanoparticles larger than a few ten
nms in size show physical and chemical properties similar to the corresponding bulk
metals. The upper limit of the size of metal nanoparticles that hold interesting
properties different from those of bulk metals could be 20 nm at most. Therefore, the
size of metal nanoparticles on which current scientists are focusing is restricted
between 1 and 20 nm, consisting of 10 to 106 atoms. Speaking strictly from the
viewpoint of the electronic structure, the metal nanoparticles smaller than 5 nm
(often called clusters or nanoclusters) are the target materials, because it has been
found from vigorous studies on metal nanoparticles that binding energies of metal
nanoparticles consisting of less than 1000 atoms vary periodically due to the
quantum size effect [6], meaning that metal nanoparticles are not just aggregates of
metal atoms. In this size range metal will still hold secrets of the genesis. In this
chapter, we deal with metal nanoparticles from 1 to 20 nm in size.

From not only the scientific but the technological point of view, bimetallic
nanoparticles composed of two different metal elements are of greater interest and
importance than monometallic nanoparticles [7,8]. Scientists have especially focused
on bimetallic nanoparticles as catalysts because of their novel catalytic behaviors
affected by the second metal element added. This effect of the second metal element
can often be explained in terms of an ensemble and/or a ligand effect in catalyses.
Such effects appear in bimetallic catalysts composed of both zerovalent metal atoms
and another metal ions [9,10]. In this case, however, metal ions do not construct
nanoparticles but are located close to them to exhibit an ensemble effect. This
chapter covers the bimetallic nanoparticles composed of only zerovalent metals in
homogeneous systems; the supported or heterogeneous systems of metal nanopar-
ticles are not covered.

Before we come to the current investigation on the bimetallic nanoparticles, let
us pause here to look briefly at the history of (bi)metallic nanoparticles. Since old
times gold nanoparticles have been used for colored glass (stained glass) and red
ceramics in Europe. The dawn of metallic nanoparticle science was brought by
Michael Faraday in the mid-nineteenth century [11]. He prepared ruby red solutions
of gold nanoparticles by the reduction of [AuCl4]

� solutions by using phosphorous
as a reducing agent. In 1988 J.M. Thomas revealed by electron microscopy that these
gold nanoparticles were in the 3- to 30-nm size range [12].

In the mid-twentieth century, an important paper was reported by Turkevich
et al. [13]. Gold nanoparticles were prepared with various methods involving
phosphorous and carbon monoxide reductions of [AuCl4]

� in solution and
characterized by electron microscopy. It is noteworthy that gold nanoparticles
with quite narrow size distributions and small mean diameters in the range of 10 to
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20 nm could be produced by citrate reduction of [AuCl4]
� in solution; this method is

adopted by many scientists even at present. Later, Pd/Au bimetallic nanoparticles
with three different microstructures—alloyed Pd/Au particles (ca. 25 nm), Pd-coated
Au particles (ca. 22 nm), and Au-coated Pd particles (ca. 30 nm)—were prepared by
the simultaneous reduction of the corresponding metal salts and reductive deposition
of a metal on a preformed core of another nanoparticle in the presence of citrate or
hydroxylamine as a reducing agent, although precise structures were not
characterized [14,15].

Miner et al. [16] describe the syntheses of Au/Pt and Pd/Pt alloys as
monodispersed sols by simultaneous reduction of the corresponding salt mixtures at
various molar ratios. They assert that Au/Pt alloys are formed at any atomic ratio,
even if the two metals show a broad miscibility gap between 2 and 85wt.% Au [17].
The homogeneous character of the various Au/Pt alloys has been proven by means
of optical spectra, sedimentation measurements, and electron microscopy investiga-
tions.

Sinfelt has greatly contributed to the catalyses of bimetallic nanoparticles [18].
His group has thoroughly studied inorganic oxide-supported bimetallic nanoparti-
cles for catalyses and analyzed their microstructures by an EXAFS technique [19–
22]. Nuzzo and co-workers have also studied the structural characterization of
carbon-supported Pt/Ru bimetallic nanoparticles by using physical techniques, such
as EXAFS, XANES, STEM, and EDX [23–25]. These supported bimetallic
nanoparticles have already been used as effective catalysts for the hydrogenation
of olefins and carbon-skeleton rearrangement of hydrocarbons. The alloy structure
can be carefully examined to understand their catalytic properties. Catalysis of
supported nanoparticles has been studied for many years and is practically
important but is not considered further here.

The precise control of the size, shape, composition, and crystal structure of
bimetallic nanoparticles is one of the goals for the scientists of this field. In the last
two decades quite a few preparative methods of bimetallic nanoparticles have been
developed for this purpose. The development of the preparative methods enables us
to elucidate the novel chemical and physical properties of bimetallic nanoparticles
depending on their structures.

11.1.2 Current Focus

Intense research in the field of metal nanoparticles by chemists, physicists, and
materials scientists is motivated by the search for new materials that hold novel
physical (electronic, magnetic, optical) and chemical (catalytic) properties. Recently,
the research on monometallic nanoparticles has been carried out in order to further
miniaturize electronic devices [26–28] as well as to elucidate the fundamental
question of how electronic properties of molecular aggregates evolve into novel
properties with increasing size in this intermediate region between a molecule and a
bulk [3,29–33]. Possible future applications include the areas of ultrafast commu-
nication and a large quantity of data storage [3,31,32,34].

On the other hand, bimetallic nanoparticles are very important as catalysts
because of their high surface-to-volume ratios [29] and their novel catalytic behavior
induced by the second metal element. The addition of a second metal can drastically
change the catalytic properties of catalysts, even when the second metal is inactive
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for the reaction. Many industrial catalysts are bimetallic or multicomponent. Small
amounts of additives (acting as promoters or inhibitors) are added to the catalysts in
order to improve the catalytic performance. Details are presented in Section 11.3.1.

The second attractive feature of bimetallic nanoparticles is their magnetic
property. In addition to the fact that the size control of bimetallic nanoparticles
composed of noble and 3d-transition metals is easier than that of 3d-transition
monometallic nanoparticles, recent technology makes it possible to control the
compositions and crystal structures of such bimetallic nanoparticles. Some examples
are provided in Section 11.3.2.

The last important feature of bimetallic nanoparticles is their optical property,
including the change of surface plasmon resonance absorption [35–38]. Because
nanoparticles of alkali metals, such as sodium, and coin metals (i.e., copper, silver,
and gold) have broad adsorption bands in the visible region of the electromagnetic
spectra, their optical properties have been thoroughly studied [39–47]. Solutions of
these metal nanoparticles show very intense colors, which are absent for bulk
materials as well as for atoms although alkali metal nanoparticles require
nonaqueous solvents, of course. Their origin is attributed to the collective oscillation
of the free conductive electrons induced by an interacting electromagnetic field.
These resonances are also denoted as surface plasmons. When bimetallic
nanoparticles composed of these metals are prepared, the solutions of alloy
nanoparticles show a tunable single absorption peak between two wavelengths at
which the solution of each monometallic nanoparticle shows an absorption peak, as
shown in Figure 1 [36,37,40,48–51], and the solutions of core-shell bimetallic
nanoparticles have two distinct plasmon absorption bands, whose relative intensities
depend on the thickness of the shell [40,47,49,52,53]. These bimetallic nanoparticles
will be applicable to the nonlinear optical devices, optical data storage devices [3,54],
and surface-enhanced Raman scattering substrates [55].

11.2 PREPARATION AND CHARACTERIZATION OF BIMETALLIC
NANOPARTICLES

11.2.1 Preparative Aspects

In principle, the preparations of metal nanoparticles could be classified into two
categories: physical and chemical techniques. Evaporation [48,56–58] or laser
ablation [59–62] from metal bulk samples is utilized to generate nanoparticles in the
physical methods, while reduction of metal ions to neutral atoms, followed by
particle growth, is the common strategy in chemical syntheses, including conven-
tional chemical (one- or two-phase systems) [37,63–69], photochemical [70,71],
sonochemical [72,73], electrochemical [74,75], and radiolytic reductions [76,77]. In
general, the chemical methods have the significant advantage of being easily able to
control the primary structures of nanoparticles, such as size, shape, and composition,
as well as to achieve mass production. Preparative methods used for monometallic
nanoparticles can be applied to the preparation of bimetallic nanoparticles. Because
bimetallic nanoparticles are composed of two metal elements, preparations of
bimetallic nanoparticles could be classified into two categories: simultaneous and
successive reductions (or decompositions) of two metal salts. These approaches often
give the different sizes and structures to the resulting bimetallic nanoparticles.
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11.2.2 Simultaneous Reduction or Decomposition

Bimetallic Nanoparticles Composed of Noble Metals

Because the noble metal ions can be easily reduced to the corresponding zerovalent
metal atoms, research on the bimetallic nanoparticles consisting of two kinds of
noble metals has been thoroughly investigated, with the goal of developing novel
catalysts and optical materials. A simultaneous reduction of two noble metal ions
with alcohol according to Eq. (1) is a simple and useful technique to prepare
bimetallic nanoparticles:

x Mmþ
1 þ y Mnþ

2 þ ðmxþ nyÞ=2 RCH2OH?

M1xM2y þ ðmxþ nyÞ=2 RCHO þ ðmxþ nyÞ Hþ ð1Þ

Pd/Pt bimetallic nanoparticles can be prepared by refluxing the alcohol-water (1:1,
v/v) mixed solution of palladium(II) chloride and hexachloroplatinic(IV) acid in the
presence of poly(N-vinyl-2-pyrrolidone) (PVP) at *958C for 1 h [78–80]. During the
preparation, the color of the solution drastically changed from pale yellow to dark
brown due to the reduction of precursors and the formation of nanoparticles. Thus,
UV-vis spectroscopy is useful to confirm both the degree of consumption of
precursors by monitoring their ligand-to-metal or metal-to-ligand charge-transfer
transitions and the formation of band structures of nanoparticles by monitoring the
broad tailing absorption in the range from UV to visible region derived from the
inter- and intraband charge-transfer transitions. In the preparation of Pd/Pt
bimetallic nanoparticles, an absorption peak at*260 nm assigned to ligand-to-metal
charge-transfer transitions of ½PtCl6�2� and PdCl2 completely disappeared, and the

Figure 1 (a) UV/vis absorption spectra of dodecanethiol-stabilized Au-Ag bimetallic

nanoparticles in n-hexane with nominal formulae of (i) Au, (ii) AuAg(3/1), (iii) AuAg(1/1), (iv)

AuAg(1/3), and (v) Ag. (b) Position of the surface plasmon band is plotted with respect to the

mole fraction of Au atoms in bimetallic nanoparticles. (Reprinted with permission from Ref.

36. Copyright 1998 Academic Press.)
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broad tailing absorption was observed in the UV-vis region after 1 h of refluxing. The
resulting brownish dispersions of Pd/Pt nanoparticles are quite stable against
aggregation over several years. The size and shape of the resulting nanoparticles are
easily determined by transmission electron microscopy (TEM). Preparation of a
specimen forTEM is carried out by placing a drop of the solution of nanoparticles onto
a carbon-coated copper grid, followed by evaporating the solvent. A particle size is
controllable by the amount of protective polymer, PVP. When Pd/Pt nanoparticles
were prepared in the presence of 40-fold molar amounts of PVP to metal ions, about
1.5 nm nanoparticles were produced [78–80], whereas when prepared in the presence of
an equimolar amount of PVP, nanoparticles of about 2.5 nm in size were obtained [81].
The coordination of nitrogen and/or oxygen atoms of PVP to the surface Pd and/or Pt
atoms of bimetallic nanoparticles was confirmed by FT-IR and XPS measurements.
Therefore, the addition of a large amount of PVP prohibits the nanoparticles from
growing, resulting in the production of small particles.

The composition of Pd/Pt nanoparticles can be controlled by the initially
added amounts of two different metal ions. Thus, one can obtain Pd/Pt
nanoparticles of arbitrary molar ratios of Pd/Pt from 1/0 to 0/1. Then our interests
are focused on whether these Pd/Pt bimetallic nanoparticles have a core/shell
structure or an alloy structure. A powerful spectroscopic method for structural
analysis, which has been extensively applied to the problem of structure
determination in nanoparticles, especially in bimetallic nanoparticles, is extended
x-ray absorption fine structure analysis, or EXAFS analysis [82–85]. The technique is
element-specific and structure-sensitive and gives information on the number and
identity of neighboring atoms and their distances from the absorbing atom. The
information most usually sought in an EXAFS experiment comprises the number of
scattering atoms of each type and their distances from the absorbing atom. In other
words, EXAFS experiments give information on the composition of the mean
coordination sphere around the absorbing atom. If plural kinds of elements are
involved, they can be analyzed both as an absorbing atom and as a scattering atom.
Concentrations of up to 50% or more can be realized in dispersions of polymer-
stabilized bimetallic nanoparticles, and much higher metal concentrations are
accessible when ligand or surfactant-stabilized nanoparticles are used. Let us adopt
EXAFS measurement to our samples, the PVP-protected Pd/Pt(4/1) and Pd/Pt(1/1)
bimetallic nanoparticles prepared by a simultaneous reduction of PdCl2 and H2PtCl6
with a mean diameter of *1.5 nm, each nanoparticle composed of 55 metal atoms
(magic number) [78]. In the case of Pd/Pt(4/1) bimetallic nanoparticles, the
coordination number of Pt atoms around the Pt atom suggests that the Pt atom
coordinates predominantly to the other Pt atoms. Moreover, the coordination
numbers are quite different from those calculated for the random model [Figure
2(b)], where 42 Pd atoms and 13 Pt atoms are located completely at random. If 42 Pd
atoms are located on the surface and the other 13 Pt atoms are at the center as a core
of the fcc-structured nanoparticles [Figure 2(a)], then the Pd/Pt ratio is almost 4/1
and the coordination numbers calculated on the basis of the Pt-core model are quite
consistent with the values observed from EXAFS. EXAFS analysis of Pd/Pt(1/1)
also suggests not the random [Figure 3(b)] and separated models [Figure 3(c)] but the
Pt-core/Pd-shell structure [Figure 3(a) and (d)]. Au/Pd [86,87], Au/Pt [88], Pd/Rh
[89–91], and Pt/Rh [92] bimetallic nanoparticles can be prepared and characterized in
a similar manner.
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Liu and co-workers also used PVP as a protective agent to prepare Pt/Ru and
Pd/Ru bimetallic nanoparticles by NaBH4 reduction of the corresponding mixed
metal salts at room temperature [93]. These bimetallic nanoparticles were more
stable than the PVP-protected Ru monometallic nanoparticles. Chaudret and co-
workers report that the reaction of Pt(dba)2 (dba¼ dibenzylidene acetone) with
Ru(COD)(COT) (COD¼ 1,5-cyclooctadiene, COT¼ 1,3,5-cyclooctatriene) in var-
ious proportions under H2 in the presence of PVP led to the formation of Pt/Ru
bimetallic nanoparticles of definite compositions resulting from the relative
concentration of the two complexes in the initial solution [94]. The progressive
incorporation of ruthenium into the platinum matrix led to a structural change from
face-centered cubic packing (fcc) for high-platinum contents to hexagonal close-
packing (hcp) for high-ruthenium contents. The most interesting observation has
been made for the composition Pt/Ru¼ 1/3: a twinning is observed in the particles

Figure 2 Cross section of the Pd/Pt(4/1) bimetallic nanoparticle models: (a) Pt core model

and (b) random model. (Reprinted with permission from Ref. 78. Copyright 1991 American

Chemical Society.)

Figure 3 Cross section of the Pd/Pt(1/1) bimetallic nanoparticle models: (a) modified Pt core

model, (b) random model, (c) separated model, and (d) the three-dimensional picture of the

modified Pt core model. (Reprinted with permission from Ref. 78. Copyright 1991 American

Chemical Society.)
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(Figure 4) and is accompanied by a quasi-perfect monodispersity of the particle size
(1.1 nm), suggesting a definite structure. As shown in Figure 4, high-resolution TEM
(HRTEM) provides the atomic-resolution real-space images of nanoparticles using
an accelerating voltage larger than 200 kV [95,96]. Crystal structures can be
determined by x-ray, electron, and neutron diffraction. In addition, HRTEM is
indispensable for the characterization of nanoparticles, particularly when the particle
shape and composition are important. Today’s TEM is a versatile tool that provides
not only atomic-resolution lattice images but also chemical information at a spatial
resolution of 1 nm or better, allowing direct identification of a single nanoparticle
[97–100]. With a finely focused electron probe, the structural characteristics of a
single nanoparticle can be fully clarified.

Figure 4 HRTEM micrograph (300 kV) of Pt/Ru(1/3) showing the twinning (a) and image

simulation (b). (Reprinted with permission from Ref. 94. Copyright 1999 American Chemical

Society.)

Copyright © 2003 by Taylor & Francis Group, LLC



PVP was also used as a stabilizer by Esumi et al., who prepared Ag/Pd
bimetallic nanoparticles by UV irradiation (253.7 nm) of silver perchlorate and
palladium acetate in mixed solutions of acetone and 2-propanol in the presence of
PVP [101]. An important feature of UV-vis measurement is to provide the
information about the formation processes and the final structures of bimetallic
nanoparticles. Au, Ag, Cu, and Hg nanoparticles have intense and rather sharp
plasmon absorption bands in the visible range. The structure of bimetallic
nanoparticles containing such metal(s), an alloy or a core-shell structure, can affect
the appearance of the dispersions and the position of the plasmon absorption peak,
as described in Section 11.1.2. The Ag/Pd nanoparticles, having an average size of
about 1–4 nm, show the sharp optical absorption band, which shifts to longer
wavelengths with increasing molar ratio of silver, indicating that these Ag/Pd
bimetallic nanoparticles have alloy structures. Henglein and Brancewicz succeeded
in preparing Ag/Hg bimetallic nanoparticles by the simultaneous reduction of
corresponding ions with NaBH4 in the presence of poly(ethyleneimine) as a
stabilizer [38]. These nanoparticles were suggested to have an alloy structure,
because their plasmon absorption band is blue-shifted with increasing mercury/silver
ratio. The Ag/Hg alloy nanoparticles are stable up to a mercury-to-silver molar ratio
of 2.

Other one-phase preparations of bimetallic nanoparticles include
NOct4(BHEt3) (Oct¼ octyl, Et¼ ethyl) reduction of platinum and ruthenium
chlorides to give Pt/Ru(1/1) nanoparticles by Bönnemann et al. [102–104], sono-
chemical reduction of gold and palladium ions to provide Au/Pd nanoparticles by
Mizukoshi et al. [105,106], and NaBH4 reduction of PtCl2�4 - and PdCl2�4 - dendrimer
complexes to give dendrimer-stabilized Pd/Pt nanoparticles by Crooks et al. [107].

In 1994 a noteworthy preparative technique of alkanethiol-protected Au
nanoparticles using a two-phase (toluene/water) reaction with a phase transfer
catalyst was reported by Brust and co-workers [63]. The strategy of their method
consists of growing the metal nanoparticles with the simultaneous attachment of self-
assembled ligand monolayers on the growing nuclei. In order to allow the surface
reaction to take place during metal nucleation and growth, nanoparticles are grown
in a two-phase system. In this method, AuCl4

� ions are transferred from an aqueous
solution to a toluene phase using tetraoctylammonium bromide as a phase transfer
reagent and reduced with aqueous sodium borohydride in the presence of a long-
chain thiol as a protective agent. Using this two-phase reaction, Hostetler et al.
synthesized Au-based Ag, Pt, Pd, and Cu alloy bimetallic nanoparticles protected by
dodecanethiol or didodecyl disulfide, whose thermal, optical, and electronic
properties can be systematically altered [108]. Han et al. also prepared dodeca-
nethiol-protected Ag/Au bimetallic nanoparticles with an average size of *4 nm via
a two-phase synthetic route in water/toluene mixtures [36]. The position of the
surface plasmon band was found to vary linearly between 419 and 522 nm as a
function of mole fraction of Au (or Ag) content, which indicates that Ag/Au
nanoparticles have an alloy structure. Decanethiol-protected Au/Pt alloy bimetallic
nanoparticles of about 2.5 nm in size were prepared in a similar manner [109]. The
preparations of Pd/Pt [110] and Au/Pd [111] bimetallic nanoparticles by using water-
in-oil (w/o) microemulsions can be included in the two-phase reaction system,
although a surfactant molecule itself, involved in the microemulsions, works as a
stabilizer for nanoparticles in these cases as well.
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Bimetallic Nanoparticles Composed of Noble and
3d-Transition Metals

Transition metals with 3d electrons, such as iron, cobalt, nickel, and copper, are of
great importance for catalysis, magnetism, and optics. Although the reduction of 3d-
metal ions to zerovalent metals is quite difficult because of their lower redox
potentials than those of noble metal ions, a production of 3d-transition metal/noble
metal bimetallic nanoparticles is not so difficult. In 1993 we successfully set up a new
method for the preparation of PVP-protected Cu/Pd bimetallic nanoparticles
according to Eq. (2) [112–114].

PVPþ Cu2þ þ Pd2þ
ðiÞ NaOH aq:

PH ¼ 9� 11
> PVP-protected Cu/Pd bimetallic

ðiiÞ 198 �C in glycol

N2 flow
> PVP-protected Cu/Pd

This method is characterized by the formation of bimetallic hydroxide colloid in the
first step by adjusting the pH value with a sodium hydroxide solution before the
reduction process, which is designed to overcome the problems caused by the
difference in redox potentials. Thus, the bimetallic species are completely reduced by
a polyol process [115] resulting in Cu/Pd bimetallic nanoparticles, as shown in Figure
5. One can adapt this method to the formation of Cu monometallic nanoparticles,
but the size of Cu nanoparticles becomes larger than 100 nm, whereas that of Cu/Pd
nanoparticles is smaller than 2 nm, indicating the formation of bimetallic
nanoparticles. Auger electron spectroscopy (AES) and XPS proved Cu0 species in
Cu/Pd nanoparticles. The improved polyol method has an advantage of being
possibly applied to the preparation of Cu-rich Cu/Pd nanoparticles. In the UV-vis
spectrum of PVP-protected Cu/Pd(2/1) bimetallic nanoparticles, the absorption peak
at about 560 nm, due to the plasmon resonance of Cu surface [116,117], was not
detected, suggesting the formation of bimetallic nanoparticles. In the case of
bimetallic nanoparticles, XRD is important to confirm their structures. Since the x-
ray diffraction peaks of PVP-protected Cu/Pd(2/1) nanoparticles appeared between
the corresponding diffraction lines for Cu and Pd nanoparticles, as shown in Figure
6, the bimetallic alloy phase was clearly found to be formed in Cu/Pd(2/1) bimetallic
nanoparticles. As a result of an investigation on the Raman scattering behavior of
several molecules adsorbed on the surface of Cu/Pd(4/1) bimetallic nanoparticles, the
significant band shifts in the ring modes of p-aminobenzoic acid, thiophenol, and
bis(3-carboxy-4-nitrophenyl) disulfide were observed, and the Raman signal
intensities of the molecules were about 10–102-fold more intense than normal
Raman scattering in an aqueous solution [55]. PVP-protected Ni/Pd bimetallic
nanoparticles could also be prepared in a similar manner by using nickel sulfate and
palladium(II) acetate as precursors [118–120].

Uniform Cu/Pd bimetallic nanoparticles were prepared by thermal decom-
position of mixtures of the corresponding acetates in high boiling solvents such as
bromobenzene, xylenes, and methyl iso-butyl ketone in the absence of stabilizers
[121]. The resulting agglomerated bimetallic nanoparticles often contained CuO in
addition to the zerovalent metals. Smaller particle sizes and narrower size

hydroxide colloid

bimetallic nanoparticles (2)
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distributions without oxide formation were reported by Bradley et al. as a result of
an analogous reaction in 2-ethoxyethanol in the presence of PVP [122]. This method,
however, could provide Cu/Pd bimetallic nanoparticles containing less than 50mol%
of copper.

The reaction of Co(Z3–C8H13)(Z
4–C8H12) and Pt2(dba)3 under H2 in the

presence of PVP led to Co/Pt bimetallic nanoparticles smaller than 2 nm in size [123].
It was found that platinum-rich particles adopted an fcc crystalline structure while
cobalt-rich particles adopted a nonperiodic polytetrahedral arrangement.

11.2.3 Successive Reduction or Decomposition

Successive reduction (or decomposition) includes the reduction of the first metal ions
followed by the reduction of the second metal ions. The second metal is usually
deposited on the surface of the first metal due to the formation of the strong metallic
bond, resulting in the preferable generation of core-shell structured bimetallic
nanoparticles, as shown in Figure 7.

Our first attempt of a successive reduction method was adopted to PVP-
protected Au/Pd bimetallic nanoparticles [87]. UV-vis spectroscopy and EXAFS
measurement showed that an alcohol reduction of palladium ions in the presence of

Figure 5 Transmission electron micrographs of PVP-protected (a) Cu/Pd bimetallic

nanoparticles (Cu/Pd¼ 2); (b) Cu/Pd bimetallic nanoparticles (Cu/Pd¼ 1); (c) Pd nanopar-

ticles; and (d) Cu nanoparticles. (Reprinted with permission from Ref. 112. Copyright 1993

The Chemical Society of Japan.)
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Figure 6 X-ray diffractograms of PVP-protected metal nanoparticles: (a) PVP-protected

Cu/Pd (Cu/Pd¼ 2) bimetallic nanoparticles; (b) PVP-protected Pd nanoparticles; (c) PVP-

protected Cu dispersion; (d) physical mixture of (b) and (c) (Cu/Pd¼ 2). (Reprinted with

permission from Ref. 112. Copyright 1993 The Chemical Society of Japan.)

Figure 7 Schematic illustration of formation process of bimetallic nanoparticles prepared

by a successive reduction method.
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Au nanoparticles gave the mixtures of distinct Au and Pd monometallic
nanoparticles, while an alcohol reduction of gold ions in the presence of Pd
nanoparticles provided Au/Pd bimetallic nanoparticles. Unexpectedly, these
bimetallic nanoparticles did not have a core-shell structure, which had been taken
by the bimetallic nanoparticles prepared by a simultaneous reduction of the
corresponding two metal ions. This difference in the structure may be derived from
the redox potentials of palladium and gold ions. When gold ions are added in the
solution of Pd nanoparticles, some palladium atoms on the Pd particles reduce the
gold ions to gold atoms to form Pd ions. The oxidized palladium ions are then re-
reduced by an alcohol to deposit on the particles. This process may form the particles
with a cluster-in-cluster structure and does not produce Pd-core/Au-shell bimetallic
nanoparticles. On the other hand, the formation of PVP-protected Pd-core/Ni-shell
bimetallic nanoparticles proceeded by a successive alcohol reduction [124].

Schmid and co-workers succeeded in preparing ligand-stabilized Au-core/Pt-
or Pd-shell bimetallic nanoparticles by a successive reduction [125–127]. Gold
nanoparticles with a diameter of 18 nm [13,128] can be covered by platinum or
palladium shells when an aqueous dispersion of Au nanoparticles is added to a
solution of H2PtCl6 or H2PdCl4 and H3NOHCl. The resulting nanoparticles were
stabilized by water-soluble p-H2NC6H4SO3Na. The original red color of the gold
nanoparticles then changes to brown-black due to the formation of a Pt- or Pd-shell
on the surface of Au nanoparticles. In the case of Au/Pt nanoparticles, a gold core
was surrounded by platinum crystals of about 5 nm, while in the case of Au/Pd
nanoparticles, a gold core was surrounded by the shell of well-ordered palladium
atoms. Energy-dispersive x-ray (EDX) analysis as well as electron energy-loss
spectroscopy (EELS) analysis of nanoparticles are attractive methods for assessing
the compositions and the valence states on constituent metal elements [125]. These
core-shell structures were investigated by the EDX microanalysis, as shown in Figure
8. Analysis of the peripheral part of the particle gives a spectrum of almost pure
palladium, while the central part of the particle consists of both palladium and gold.
Applying this successive reduction method to large Pd nanoparticles produced the
reverse Pd-core/Au-shell bimetallic nanoparticles as well, although addition of Au
ions to fine Pd nanoparticles under reduction conditions did not produce the core/
shell-structured bimetallic nanoparticles but cluster-in-cluster-structured ones.

Pd-core/Ag-shell bimetallic nanoparticles were prepared via the reduction of
silver ions on the surface of Pd nanoparticles (mean radius: 4.6 nm) with
formaldehyde by Michaelis and Henglein [129]. The particles became larger and
the deviations from the spherical shape became more pronounced with the increasing
ratio of the shell to the core. As shown in Figure 9, these Pd/Ag bimetallic
nanoparticles possess a surface plasmon absorption band close to 380 nm when more
than 10 monolayers of silver are deposited. When the shell thickness is less than 10
atomic layers the absorption band is located at shorter wavelengths. The band
disappears when the thickness of the shell is below about three atomic layers.

For an improvement of catalytic and electronic properties of small bimetallic
nanoparticles, a certain technique is required to control core-shell stuructures.
However, some difficulties have to be overcome in order to obtain controllable core-
shell structures. For example, the oxidation of the preformed metal core often takes
place by the metal ions added for making the shell when the added metal ions have a
high redox potential, and the production of large islands of shell metal proceeds on
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the surface of preformed metal core. Recently, we developed a so-called hydrogen-
sacrificial protective strategy, which enables us to prepare the bimetallic
nanoparticles in the size range of 1.5–5.5 nm with controllable core-shell structures
[130]. As illustrated in Figure 10, noble metals like Pd, Pt, and many others have the
ability to adsorb molecular hydrogen and split it to form metal hydrides on the metal
surface. Hydrogen atoms adsorbed on noble metals have a very strong reducing
ability, implying a very low redox potential. So, the second metal ions are easily
reduced to metal atoms by the hydrogen atoms adsorbed on the first noble metal
nanoparticles, and the obtained second metal atoms are deposited on the surface of
the first metal nanoparticles to form bimetallic nanoparticles with a core-shell
structure. With this strategy we obtained Pd-core/Pt-shell and Pt-core/Pd-shell
bimetallic nanoparticles with various metal compositions. One of the methods for
analyzing the surface composition of small bimetallic nanoparticles is IR
measurement of carbon monoxide (CO) adsorbed on the metal surface (IR-CO
probe measurement). CO is adsorbed on metals not only in on-top sites but also in
twofold or threefold sites, depending on the variation of metal and surface structure.
The wavenumber of adsorbed CO changes dramatically with the binding geometry
[131–135]. We performed IR-CO probe measurement on core-shell Pd/Pt bimetallic
nanoparticles and determined their structures [130]. Figure 11 represents the IR-CO
probe spectra of Pd-core/Pt-shell bimetallic nanoparticles with different Pd/Pt ratios.
In Figure 11a (Pd/Pt¼ 1/2) and 11b (Pd/Pt¼ 1/1), only the spectral feature of CO
adsorbed on the Pt nanoparticles, i.e., a strong band at 2068 cm�1 and a very weak
broad band at about 1880 cm�1, can be observed, while that derived from CO

Figure 8 Left: HRTEM image of a ‘‘polycrystalline’’ Au/Pd particle recorded at 400 kV and

with the corresponding optical diffractogram inserted. Right: A comparison of EDX spectra

recorded from an Au/Pd particle. The counting time of the EDX spectrum recorded with the

beam touching the edge of the particle is 10 times longer than the centered case. Dashed line:

particle edge, solid line: particle center. C¼ count rate, R¼measuring range, L andM signify

electron transitions into theL andM shells, respectively, from higher states, not distinguish-

able if a or b. (Reprinted with permission from Ref. 125. Copyright 1991 Wiley-VCH.)
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adsorbed on Pd at 1941 cm�1 is completely absent, proving that the Pd core has been
completely covered by a Pt shell. The Pd-core/Pt-shell structure thus constructed is
reverse in the order of elements in the core and shell to the Pt-core/Pd-shell structure,
which is taken by Pd/Pt bimetallic nanoparticles prepared by simultaneous alcohol
reduction of Pd and Pt ions in the presence of PVP [78]. Because the latter (Pt-core/
Pd-shell) structure can be prepared by the simultaneous reduction, it is considered to
be thermodynamically stable. In contrast, the former inverted core/shell structure
can be constructed by a kinetically controlled technique, which means that it can be
thermodynamically unstable. This is suggested by the observed change of catalytic
properties of inverted core/shell-structured bimetallic nanoparticles by heat
treatment.

11.3 PROPERTIES OF BIMETALLIC NANOPARTICLES

11.3.1 Catalytic Properties

Bimetallic nanoparticles are of great importance as catalysts because of their high
surface-to-volume ratios and their novel catalytic behavior caused by the second
metal element. The addition of a second metal can drastically change the catalytic
property of nanoparticles, even when the second metal is inactive as a catalyst for the

Figure 9 Absorption spectrum of the Pd nanoparticles before (0) and after deposition of

various amounts of silver. m: number of monolayers of silver. (Reprinted with permission

from Ref. 129. Copyright 1994 American Chemical Society.)
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reaction. Many industrial catalysts are bimetallic or multicomponent in order to
improve the catalytic properties. Industrial catalysts are generally used in
heterogeneous systems, i.e., the nanoparticles are immobilized on certain supports,
such as activated carbon, silica, alumina, and so on, prior to use for the sake of
profits in processing and improvement in catalytic properties [136–138]. In this
section, however, we focus on the catalysis of homogeneous dispersions of bimetallic
nanoparticles in three examples. Other catalyses of homogeneous nanoparticles are
reviewed elsewhere [8,139–141]. A homogeneous dispersion system can provide an
advantage for cyclic usage of metal nanoparticles as catalysts. Usually metal
nanoparticles are unstable during catalytic performance. Segregation and atomic
rearrangement of metal nanoparticles can change the catalytic activity. In the
homogeneous system, however, heat produced by the chemical reaction so easily
diffuses into the solution that the structural changes of polymer-protected metal
nanoparticles scarcely occur during the catalytic reaction. In other words, a
homogeneous system provides such mild reaction conditions and the protection by
polymers is so strong that the polymer-protected metal nanoparticle catalysts can
usually be reused without loss of the activity.

Hydrogenation

Hydrogenation reactions have been the most extensively studies for measuring the
catalytic activities of nanoparticles. Noble monometallic (Pd, Pt, Rh) nanoparticles
protected by linear polymers like PVP or polyvinylalcohol have high catalytic
activities for hydrogenation of olefins [142–144]. We applied PVP-protected Pd/Pt
[79,80] and Au/Pd [86] bimetallic nanoparticles prepared by the simultaneous

Figure 10 Hydrogen-sacrificial protective strategy for the preparation of bimetallic

nanoparticles with a core/shell structure. (Reprinted with permission from Ref. 130.

Copyright 1997 American Chemical Society.)
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reduction of the corresponding metal salts with various compositions to the selective
hydrogenation of 1,3-cyclooctadiene to cyclooctene. In both cases, without
considering the particle size, the bimetallic nanoparticles with a Pd content of
80mol% showed the highest activity, which is greater than that of Pd monometallic
nanoparticles. Such bimetallic nanoparticles are found to have Pt- or Au-core/Pd-
shell structures and Pt- or Au-cores are completely covered with a Pd monolayer.
This improvement of catalytic activity can be interpreted only by a ligand effect of
the core elements on the surface Pd.

To take the effect of particle size into consideration, the catalytic activity was
normalized by the surface area, calculated from the mean diameters of Pd/Pt
nanoparticles measured by TEM. The dependence of normalized activity on the
metal composition shows a similar result. Because catalytic activity of palladium in
hydrogenation of diene is high, while that of platinum is low, the selective existence
of Pd atoms on the surface of bimetallic nanoparticles, confirmed by EXAFS and
IR-CO, may account for the high catalytic activity. Figure 12 shows the relationship
between the Pd composition and the catalytic activity of the surface Pd atoms. The
activity of surface Pd atoms is almost constant for Pd/Pt bimetallic nanoparticles
containing between 50–95mol% of palladium. The normalized activity of surface Pd
atoms in the nanoparticles is larger than that of monometallic Pd nanoparticles. As
the work function of palladium (5.55 eV) is slightly smaller than that of platinum

Figure 11 FTIR spectra of CO adsorbed on PVP-protected Pd-core/Pt-shell nanoparticles

having a Pt shell: (a) Pt/Pd¼ 2; (b) Pt/Pd¼ 1; (c) Pt/Pd¼ 0.25. [Pd]: 0.1mmol in 10mL of

CH2Cl2. (Reprinted with permission from Ref. 130. Copyright 1997 American Chemical

Society.)
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(5.64 eV), the electronic interaction between the Pt core and the surface shell Pd
atoms results in the Pd atoms’ being deficient in electron density. Since substrates
with C55C bonds may favor the electron-deficient catalytic sites, the Pd atoms
deficient in electron density have higher catalytic activity than normal surface Pd
atoms. This is a practical example of the ligand effect of the Pt atom in the core upon
the Pd atoms in the surface layer. The selectivity of diene to monoene produced by
Pd/Pt and Au/Pd bimetallic nanoparticles was almost 100%. Pd/Rh bimetallic
nanoparticles showed the highest catalytic activity for hydrogenation of cis-1,3-
cyclopentadien to cyclopentene at a composition of Pd:Rh¼ 1:2 [90].

Bronstein and co-workers have studied catalytic properties of Pd/Pt(4/1), Au/
Pd(1/4), and Pd/Zn(4/1) bimetallic nanoparticles, prepared by the simultaneous
reduction in block copolymer micelles derived from polystyrene-block-poly-4-
vinylpyridine (PS-b-P4VP), for dehydrolinalool (3,7-dimethylocten-6-yne-1-ol-3,
DHL) hydrogenation [145]. It was found from IR-CO probe measurement and
XPS that the Au/Pd bimetallic nanoparticles formed Au-core/Pd-shell structures,
while Pd/Pt and Pd/Zn nanoparticles formed cluster-in-cluster structures, and that
the second metal (Au, Pt, or Zn) acted as a modifier toward Pd, changing both its
electronic structure and its surface geometry. This change provides higher catalytic
activity of these bimetallic nanoparticles formed in PS-b-P4VP micelles than that of
Pd nanoparticles, which can mainly be explained by the number of active sites on the
particle surface. High selectivity of DHL hydrogenation (99.8% at 100% conversion)
to linalool (3,7-dimethyloctadiene-1,6-ol-3) was achieved by all the bimetallic
nanoparticle catalysts, the surface of which was chemically modified by pyridine
units.

Figure 12 Normalized catalytic activity (inmmol-H2 permmol-surface Pd per s) as a

function of metal composition of PVP-stabilized Pd/Pt bimetallic nanoparticles. The

normalization was determined by the number of Pd atoms on the surface of the nanoparticle,

assuming that Pd atoms exist selectively on the surface. (Reprinted with permission from Ref.

80. Copyright 1993 Royal Society of Chemistry.)
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Ni/Pd alloy bimetallic nanoparticles, prepared by the improved polyol
reduction method at high temperature, were applied to the catalysis for
hydrogenation of nitrobenzene [119] and its derivatives [120]. They were proved to
be excellent catalysts with a considerable air-resistance property for hydrogenation
of nitrobenzene to aniline. Among the bimetallic nanoparticles with various Ni/Pd
ratios, Ni/Pd(2/3) nanoparticles were found to be the most active catalyst for
hydrogenation of nitrobenzene, as shown in Figure 13, whereas Ni/Pd(1/4)
nanoparticles showed the highest activity for the hydrogenation of nitrobenzene
derivatives. Two types of effects may be predicted for the hydrogenation of
nitrobenzene and its derivatives on bimetallic Ni/Pd particles: (1) an increase of
nickel on the surface may decrease the amount of palladium hydride (Pd-H) on the
surface and consequently decrease the activity. (2) Since it is easier to form a charge-
transfer complex of a benzene ring with nickel than with palladium, the increase of
palladium on the surface may decrease the interaction between the substrate and the
particle surface, and consequently decrease the activity. Thus, although the catalytic
property of an alloy cannot be deduced from the sum of those of the two metals
forming it, a combination of the above two effects may result in the present outcome.

Hydration of Acrylonitrile

From a catalytic point of view, bimetallic nanoparticles composed of 3d-transition
metal and noble metal with specific structures will provide a great number of new
candidates of catalysts for various chemical reactions, since the catalytic properties
of bimetallic nanoparticles can be potentially tailored by both the ligand effect and

Figure 13 Relationship of catalytic activity of the Ni/Pd bimetallic nanoparticles for the

hydrogenation of nitrobenzene, normalized by the surface area of the nanoparticles, versus Ni/

Pd composition ratio. (Reprinted with permission from Ref. 119. Copyright 1999 American

Chemical Society.)
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the ensemble effect. Of particular interest are the excellent catalytic properties of Cu/
Pd alloy bimetallic nanoparticles for both the selective hydration of acrylonitrile
[112–114], an important industrial process, and the hydrogenation of carbon–carbon
double bonds under mild conditions. The rate of the catalytic hydration of
acrylonitrile by the PVP-protected Cu/Pd(2/1) bimetallic nanoparticle catalyst is
about seven times higher than that of the PVP-protected Cu monometallic
nanoparticles. The activity increases with increasing Cu content within the range
of Cu/Pd ratio from 1 to 3. The lack of cyanohydrine formation during the catalytic
process suggests a nearly 100% selectivity for the amide [Eq. (3)].

CH255CH-CNþH2O ! CH255CH-CONH2 ð3Þ

A preliminary idea about the acceleration effect of Pd atoms on the surface on the
hydration of acrylonitrile is shown schematically in Figure 14. The coordination of
the C–C double bond of the acrylonitrile to the palladium atom in the bimetallic
nanoparticles places the C–N triple bond close to the Cu species, thus facilitating the
hydration catalyzed by the Cu species. This is a good example of the ensemble effect
of bimetallic nanoparticles. The electronic effect of the neighboring atoms in the
bimetallic nanoparticles upon the catalytic activity may also be important in this
process.

Photo-induced Hydrogen Generation from Water

Conversion of solar energy is a very important theme for human beings. One of the
potential methods for solar energy conversion is to construct an artificial
photosynthetic system by mimicking natural photosynthesis. One of the most
important and simplest concepts is visible light-induced decomposition of water to
produce oxygen and hydrogen. Noble metal nanoparticles can work as a catalyst for
visible light-induced hydrogen generation from water in the system like EDTA/tris-
(bipyridine)ruthenium(II)/methyl viologen/nanoparticle catalyst as shown in Figure
15 [146–148], where metal nanoparticles work as electron mediators to accept

Figure 14 Schematic diagram of the acceleration effect of Pd on the hydration of

acrylonitrile. (Reprinted with permission from Ref. 114. Copyright 1994 Wiley-VCH.)
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electrons from methyl viologen cation radicals and donate them to protons to
produce hydrogen molecules. Pt nanoparticles have been considered to be the best
catalyst for this purpose. Recently five monometallic (Au, Pd, Pt, Ru, Rh)
nanoparticles were investigated as electron mediators together with four core/shell
bimetallic (Au/Pd, Au/Pt, Au/Rh, Pt/Ru) nanoparticles [149–152]. The linear
relationship was observed between the electron transfer and the hydrogen generation
rate constants, as shown in Figure 16. The bimetallic nanoparticles were generally
more active than the corresponding monometallic nanoparticles. The highest
catalytic activity was observed for Au/Rh and/or Pt/Ru bimetallic nanoparticles.
In this reaction, it was found that the electron transfer from methyl viologen cation
radicals to nanoparticles was a rate-determining step. Electron deficiency of surface
metal atoms of core/shell bimetallic nanoparticles caused by the difference in the
work functions of consisting metals might make it easier to transfer electrons from
methyl viologen cation radicals to bimetallic nanoparticles than to monometallic
ones.

11.3.2 Magnetic Properties

The bimetallic nanoparticles have long been investigated to optimize and maximize
the activity and specificity of catalysts. One of the novel physical properties that the
bimetallic nanoparticles show is the magnetic property. The bimetallic nanoparticle
with a good magnetic property usually contains 3d-transition metal, such as iron,
cobalt, and nickel, as one of the elements. Progress in ultrahigh-density magnetic
recording is due in part to the development of metal thin-film media with smaller
particles, narrower size distributions, and optimized compositions [153]. In principle,
the size control of noble metal nanoparticles is relatively easy, while the formation of
the uniform size of 3d-transition monometallic nanoparticles is quite difficult
because of easy oxidation. So there are two approaches to prepare the small
magnetic bimetallic nanoparticles with narrower size distributions. One is a
successive reduction method including the formation of small noble metal
nanoparticles, followed by the reduction of 3d-transition metal salts. The other
includes the simultaneous reduction or decomposition of noble and 3d-transition

Figure 15 Schematic illustration of the mechanism of visible light-induced hydrogen

generation catalyzed by Au/Pt bimetallic nanoparticles and the electron flow mechanism of

the reaction. (Reprinted with permission from Ref. 8. Copyright 1998 Royal Society of

Chemistry.)
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metal salts. Let us consider two examples of magnetic nanoparticles prepared by
these procedures.

Ni/Pd Bimetallic Nanoparticles

Pd is an attractive element from the viewpoint of magnetism, because Pd does not
polarize magnetically in bulk metal but has a giant magnetic moment in the presence
of a small amount of a ferromagnetic 3d-transition metal. The appearance of the
giant magnetic moment was first found by the measurements of paramagnetic
susceptibility and ferromagnetic saturation magnetization [154–157]. For example,
1mol% of Fe induces a strong polarization of Pd in a Pd/Fe alloy, resulting in a giant
magnetic moment of about 10 mB per Fe atom [158] and the polarized region of about
1 nm around the Fe atom [159]. This magnetic enhancement can be investigated in
detail by using bimetallic nanoparticles. Research on the Pd/3d-transition bimetallic
nanoparticles is just at a starting point. The Pd/Fe [160], Pd/Ni [161,162], and Pd/Cu
[112–114,134,163–166] nanoparticles have been prepared by the conventional gas
evaporation method [160], the sol-gel method [161], simultaneous alcohol reduction
of the corresponding metal salts in the presence of the linear polymer [162–165], and
decomposition of metal salts [160]. For an accurate measurement of the giant
magnetic moment induced on the Pd atoms by the 3d-metal impurities, it is
important to prepare a series of the Pd/3d-metal nanoparticles of various
compositions without changing their sizes, although this is quite difficult to achieve
with previously reported techniques.

We have recently developed a novel synthetic route to produce a series of
monodispersed Pd/Ni nanoparticles of similar size by using a successive reduction
technique [124]. Nickel atoms were deposited on 2.5-nm Pd nanoparticles
corresponding to the ‘‘magic number’’ of 561 atoms with a 5-shell structure [66] at
various Ni/Pd molar ratios (1/561, 2/561, 10/561, 15/561, 38/561, 168/561, 281/561,

Figure 16 Relationship between electron transfer-rate constant ke and hydrogen generation

rate constant kH2. (Reprinted with permission from Ref. 149. Copyright 2000 IUPAC.)
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and 561/561) by 1-propanol reduction of nickel acetate in the presence of PVP-
protected Pd nanoparticles to produce Pd-core/Ni-shell bimetallic nanoparticles. The
size distributions and mean diameters of Pd/Ni nanoparticles are very similar to
those of Pd nanoparticles, indicating that the size of Pd nanoparticles was
maintained by PVP in 1-propanol under reflux and that the Ni atoms were
uniformly deposited on every Pd nanoparticle. In the magnetization measurements
of a series of Pd/Ni nanoparticles, the remarkable threshold of the enhancement on
the magnetic moment is observed at Ni/Pd¼ 38/561, and a large enhancement of the
magnetic moment corresponding to a giant magnetic moment effect is found above
this threshold, as shown in Figure 17 [124,167–169]. The XPS spectra near the Fermi
level provide valuable information about the band structures of nanoparticles.
Figure 18 shows the XPS spectra near the Fermi level of the PVP-protected Pd
nanoparticles, Pd-core/Ni-shell (Ni/Pd¼ 15/561, 38/561) bimetallic nanoparticles,
and bulk Ni powder. The spectra of the nanoparticles become close to the spectral
profile of bulk Ni, as the amount of the deposited Ni increases. The change in the
XPS spectrum near the Fermi level, i.e., the density of states, may be related to the
variation of the band or molecular orbit structure. Therefore, the band structures of
the Pd/Ni nanoparticles at Ni/Pd > 38/561 are close to that of the bulk Ni. The
appearance of the giant magnetic moment induced on the Pd nanoparticles by the Ni
additives is considered to be closely related to the change in the band structure of the
Pd/Ni nanoparticles. Fabrication of two-dimensional superlattices of these Pd/Ni
nanoparticles would provide a novel magnetic recording device.

Fe/Pt Bimetallic Nanoparticles

Fe/Pt alloys are an important class of materials in permanent magnetic applications
because of their large uniaxial magnetocrystalline anisotropy ½Ku&76106 J=m3�
[170] and good chemical stability. As the magnetic stability of individual particles
scales with the anisotropy constant, Ku, and the particle volume, V, small Fe/Pt

Figure 17 Saturation magnetization of a series of Pd/Ni nanoparticles. The dashed line

shows a saturation magnetization of bulk Ni. (Reprinted with permission from Ref. 124.

Copyright 1999 American Chemical Society.)
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nanoparticles may be suitable for future ultrahigh-density magnetic recording media
applications [171].

In 2000, Sun and co-workers succeeded in the synthesis of monodispersed iron-
platinum (Fe/Pt) nanoparticles by the reduction of platinum acetylacetonate and
decomposition of iron pentacarbonyl in the presence of oleic acid and oleyl amine
stabilizers [34]. The Fe/Pt nanoparticle composition is readily controlled, and the size
is tunable from 3 to 10 nm in diameter, with a standard deviation of less than 5%.
These nanoparticles self-assemble into three-dimensional superlattices. Thermal
annealing converts the internal particle structure from a chemically disordered face-
centered cubic phase to the chemically ordered face-centered tetragonal phase and
transforms the nanoparticle superlattices into ferromagnetic nanocrystal assemblies.
The coercivity of these ferromagnetic assemblies is tunable by controlling annealing
temperature and time, as well as the Fe:Pt ratio and particle size. The thin film of Fe/
Pt nanoparticles is one of the most promising candidates for future ultrahigh-density
magnetic recording device at areal densities in the terabits-per-square-inch regime.

Figure 18 XPS spectra near the Fermi level of the PVP-Pd, PVP-Pd/Ni (Ni/Pd¼ 15/561, 38/

561) nanoparticles, and bulk Ni powder. The broken line indicates Fermi level. (Reprinted

with permission from Ref. 124. Copyright 1999 American Chemical Society.)
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11.4 PROSPECTS

The 21st century is the age of nanotechnology. Because nanoparticles are applicable
to a number of areas of technological importance, this research field will attract great
scientific attention. It is certain that controlling the primary structures of metallic
nanoparticles, i.e., size, shape, crystal structure, and composition, still provides one
of the most important areas of research, because these structures determine the
physical and chemical properties of metallic nanoparticles. Techniques are now
readily available for detailed structural and spectroscopic analyses. Thus, the current
interests of this field are focused on the fabrication of superlattices of metallic
nanoparticles, which will give the promising materials especially for nanomagnetic,
nano-optical, and nano-electronic devices. Bimetallic nanoparticles could be
excellent materials to develop these physical properties as well as chemical
properties. Development of the methodologies both to control the primary structure
of bimetallic nanoparticles for further improvement of catalytic activity and
selectivity and to assemble these bimetallic nanoparticles in desired patterns for
fabricating the novel nanodevices will be the key to not only nanotechnology but
also green chemistry in the 21st century.
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SUMMARY

Preparation of carbon-supported noble metal catalysts (Me/C) is usually based on
supporting metal precursors on carbon followed by their transformation into the
metal particles. Design of an appropriate catalyst implies an optimal selection of
both the support and the method of synthesis of the active component, which
requires understanding the following issues:

1. Which physicochemical properties of the support determine its interaction
with the metal particles?

2. How do the initial metal compounds interact with the carbon surface?
3. What are the state of the supported precursors and the manner of their

fixation on the support?
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4. What are regularities of the transformations of these precursors to the
metal particles during calcining and reduction steps?

Knowledge in the field of preparation of carbon-supported metal catalysts is
expanded as experimental data are collected and physicochemical techniques for
studying catalysts are developed, but it remains insufficient. Whereas development of
catalytic compositions, even though based on some general empirical approaches
(see e.g., [1,2]), is still a matter of skill, the answers to the above-stated questions are
often treated as secrets (‘‘know-how’’) of the catalyst preparation. This is, evidently,
the reason for the availability of only fragmentary and sometimes contradictory
information regarding these aspects of synthesis of Me/C. In this connection the
authors of this chapter see their goal not only as providing a survey of the published
data on the problem of the catalyst preparation but also as creating model concepts
to consolidate these data and to account for some existing contradictions.

12.1 PHYSICOCHEMICAL PROPERTIES OF CARBON SUPPORT
AND INTERACTION OF METAL NANOPARTICLES WITH
THE SUPPORT SURFACE

12.1.1 Factors Affecting Stabilization of Metal Particles on the
Surface of Quasi-Graphitic Carbon Supports

The main role of support is to prevent recrystallization of metal particles, which
usually proceeds via sintering, but sometimes by changing their shape or
microstructure. Several approaches are currently in use to perceive how metal
particles are attached to the surface of carbon support: (1) visualization of
nanoparticles and/or their migration using high-resolution transmission electron
microscopy (HRTEM) or scanning tunneling microscopy (STM); (2) quantum-
chemical calculations of the interaction between the particles and the support; and
(3) studies of the variation of metal dispersion upon high-temperature treatment.

It should be kept in mind, however, that the third approach is rather indirect
and can give valuable information only provided that the following requirements are
met. First, the migration of supported metal particles should be the limiting step of
the sintering process. Second, it is of crucial importance that the initial state of the
metal or its precursor (size distribution of the particles, distribution through the
support grain and in the pores, as well as the surface concentration) in the series of
samples to be compared is similar if not the same. (See ahead in this section for
particle-size distribution as an independent factor determining sintering and Section
12.2 for the influence of the nature of supported precursors on the dispersion of
Me/C.)

Several mechanisms of interaction between particles of solids are known [3].
Mechanical adhesion is achieved by flowing a metal into the support pores. The
molecular mechanism of adhesion is based on the Van der Waals forces or hydrogen
bonds, and the chemical mechanism—on the chemical interaction of the metal
particles with the support. The electric theory relates adhesion to the formation of an
electric double layer (EDL) at the adhesive–substrate interface. Finally, the diffusion
mechanism implies interpenetration of the molecules and atoms of the interacting
phases, which results in the interface blurring. These insights into the nature of
adhesion can be revealed in the papers about the interaction of transition metal
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nanoparticles with the surface of quasi-graphitic carbon materials and are discussed
below.

Influence of Textural Characteristics

The Role of Textural Properties of Carbons

Physical characteristics of a support, namely porosity and specific surface area, have
long been understood to play a key role in stabilizing active components of the
catalysts in dispersed state. Explicitly or implicitly, they reflect topological properties
of the carbon surface, namely the nature and quantity of (1) ‘‘traps’’ (potential wells
for atoms and metal particles), which behave as sites for nucleation and growth of
metal crystallites and (2) hindrances (potential barriers) for migration of these atoms
and particles [4,5]. An increase in the specific surface area and the micropore volume
results, as a rule, in a decrease in the size of supported metal particles. Formal kinetic
equations of sintering of supported catalysts always take into consideration these
characteristics of a support [6].

The most effective mechanical trapping of a metal particle at a micropore
mouth can be achieved only at a rather high temperature as a result of metal flowing
into the pore. A similar type of particle trapping may also be observed for metals on
nonmicroporous supports upon exposing them to a chemically reactive atmosphere
(H2, air, water vapor) at about 5008C. Catalyzing carbon gasification, metal particles
can ‘‘dig’’ small pits in the carbon support surface, where they are then trapped [7,8].

The Role of Surface Nanotexture

A carbon matrix is built up by quasi-graphitic crystallites; fragments of both basal
and edge planes can be exposed to the surface. A surface built up solely by basal
planes is rather uniform energetically and is considered homogeneous. Otherwise, it is
heterogeneous. Both quantum chemical calculations [9,10] and experimental
observations [8,11–17] indicate that heterogeneous surfaces can better stabilize
metal in a highly dispersed state. Metal particles are arranged on carbon surfaces
along the edges of graphene networks at intercrystalline boundaries or at steps. Each
step comprises fragments of both basal and edge planes of carbon crystallites.
Stabilization of metal nanoparticles at steps is also supported by the fact that, other
conditions being equal, dispersion of Pd/C catalysts increases with an increase in the
carbon surface heterogeneity [14–16].

The strength of metal particle bonding to the support surface can be described
by the adhesion work (Wa), which in the first approximation is related to the surface
tension at the support–gas (gs/g), metal–gas (gm/g), and support–metal (gs/m) interface
and to the particle–support contact area (S) [18]:

Wa ¼ gs=g þ gm=g � gs=m
� �

S ð1Þ

Hence, the higher the surface tension of both the metal and the support and the
lower the interface tension, the stronger the metal–support bonding is. Surface
tension of quasi-graphite crystallites is anisotropic, being much higher at the basal
plane than at the edge plane, since the former stems from the chemical interaction of
carbon atoms within the graphite network, while the latter stems from the weaker
Van der Waals interaction between these networks. Thus, from the first two terms of
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Eq. (1) one might expect stronger bonding of metal particles to the basal than to the
edge plane. However, the above-cited experimental data point to the opposite fact,
suggesting that the gain in the particle–support interaction is provided by the last
term of Eq. (1) namely by a considerable decrease in the surface tension at the metal–
carbon interface and by an increase in the contact area due to the lateral interaction
of the particle with the steps at the support surface.

Basically, the effect of the surface nanotexture on the strength of metal–carbon
bonding may occur as a result of epitaxy or interdiffusion of atoms in the contact
region of a metal crystallite and carbon support. However, information concerning
these aspects of the metal–carbon interaction is scarce. Graphite-supported Pd and
Pt crystallites are oriented their f202g for Pd [19] and f111g or f110g for Pt [20–22]
planes parallel to the basal plane of graphite substrate, but this epitaxial interaction
is relatively weak [19–21,23]. In contrast, Pd particles supported on amorphous
carbons are in random orientation [19,25]. Hence, heterogeneous support surfaces
comprise structurally different sites for metal-particle stabilization.

An influence of the interdiffusion of atoms in the contact region between metal
and carbon crystallites has not been studied much. Based on HRTEM data [26], it
has been proposed that Ru atoms in Ru/C catalysts percolate into the carbon matrix
at the metal–carbon interface, so that metal particles become mechanically bonded
by adjacent graphene layers. On the contrary, incorporation of carbon atoms into
the metal crystallite lattice is characteristic, for example, of Pt and Pd, which may
ultimately be transformed into carbidelike MeCx (x4 0.15) structures detected by
the XRD method [27–29]. Similar changes in the structure of Pt and Pd crystallites
supported on carbon were observed in [30–33] as a result of heating the catalysts. A
number of reasons may be responsible for the appearance of mobile carbon atoms on
the carbon surface. They can be generated at temperatures as high as 900–1000 8C
[34]. Indeed, PtCx is observed under these particular circumstances [30]. However,
PdCx has been detected at far lower temperatures: from 30 8C [31] to 300 8C
[32,33,35]. This is likely due to high reactivity of either amorphous carbon, formed
upon decomposition of Pd organometallic precursor [32,33,35], or disordered
fragments of carbon support [31,33,35]. Aliphatic species are known to be present on
disordered carbon surfaces [34,36,37]. Under heating they may be decomposed
catalytically on the metal surface to form carbon atoms [27–29]. Comparative data
on the stability of Me/C and MeCx/C samples to sintering are not available.

Influence of Chemical State of the Support Surface

Oxygen-Containing Groups as Anchors for Metal Nanoparticles

The ability of carbon supports to stabilize dispersed metals is often ascribed to the
presence of the acidic oxygen-containing groups at the edges of graphene networks in
analogy with anchoring metal particles (Lewis bases) to zeolite surfaces by means of
acid–base interaction [38]. The results of [39,40] might indeed be taken as an
argument in favor of this hypothesis. Thus, dispersion of Pd has been found to fall
abruptly (by a factor of 5) [40] upon heating the catalysts supported on oxidized
carbons (Cox) in H2 above the temperature of thermal decomposition of carboxyl
groups (300–400 8C), as if these groups were indeed anchors of metal particles at
temperatures below 300 8C. However, surprisingly the effect of any oxygen-
containing groups on stabilization of carbon-supported Pd particles in the range
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between 150 and 300 8C is negligible (see Table 1). It is worth mentioning that
carboxylic groups decompose catalytically in the presence of supported Pd (or Pt)
particles and hydrogen, starting with 100–150 8C [40,42]. Hence, the opinion about
their ability to prevent migration of the metal particles at higher temperatures
appears to be controversial.

Taking into account the low thermal stability of carboxylic groups, Prado-
Burguete et al. [43], to explain the experimental data on Pt/C catalysts sintering,
attribute the dominant role in the interaction with Pt particles to phenol (weak
acidic) and quinone (neutral) groups, which are more stable. Thus, Pt/Cox prepared
via adsorption of H2PtCl6 on oxidized active carbon and following reduction in H2

at 350–500 8C demonstrated higher dispersion as well as higher stability to sintering
than the catalysts supported on nonoxidized carbon. However, this study does not
clarify how Pt particles may be fixed by these groups. First, according to the
commonly accepted mechanism [38], an expected efficiency of these groups in
preventing sintering of metal particles is low due to their low acidity. Second, the
surface concentration of phenol and quinone groups attained in [43] was about
0.5mmol/1000m2 (i.e., less than one group per 26 2 nm2). This means that a 1–2-
nm Pt particle is coordinated by no more than one to four surface groups, which is
obviously not sufficient to prevent its migration above 350 8C. Third, for Pt/C
prepared using the same procedure, the effect of the concentration of the surface
groups on platinum dispersion may be opposite [44] or volcanolike [46], or there may
be none [45].

Table 1 Influence of the Chemical State of the Carbon Surface on Dispersion of Pd Particles

Obtained by Reduction of Adsorbed PdCl2 with H2 at 250 8C/2 h (S1-series)* and 150 8C and

300 8C/1 h (A-series){

Carbon Support Metal Dispersion

(After the Reduction

by H2 at Different

Temperatures)
Pd/C

catalyst1
SBET

(m2/g)

Surface Oxygen Groups

Content2 (mmol/g)

Acidic Phenolic Quinonic Basic HRTEM CO Adsorption

250 8C 250 8C

1%Pd/S1 410 0.048 0.180 0.072 0.066 0.72 0.36

1.1%Pd/S1ox�1 (H2O2) 380 0.060 0.258 0.132 0.030 0.76 0.34

1%Pd/S1ox�2 (KMnO4) 380 0.228 0.212 0.070 0.010 0.73 0.46

1%Pd/S1ox�3 (KMnO4) 360 0.304 0.084 0.235 0.00 0.71 0.45

1%Pd/S1ox�4 (KMnO4) — 0.334 0.006 0.230 0.00 0.79 0.46

150 8C 300 8C

2.1%Pd/AHT 660 0.065 0.035 0.260 0.450 0.64 0.20

2.1%Pd/A 630 0.155 0.200 0.535 0.400 0.58 0.19

2.1%Pd/Aox (O2, 380 8C) 650 0.560 0.380 0.490 0.300 0.73 0.20

1 S1¼ Sibunit (activated pyrolytic carbon), A¼Anthralur (active carbon). Subscript ox means oxidized
support (with the oxidant indicated in the brackets); HT the support calcined in inert atmosphere at 1000 8C.
2 Determined from Na2CO3, NaOH, NaOEt, and HCl consumption in accordance with Boehm’s method.
* Source: Ref. 16.
{ Source: Refs. 41 and 42.
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Discrepancies between the results of [43–46] are mainly accounted for by the
influence of the oxygen containing groups on the ratio between the amounts of
different metal precursors adsorbed on the carbon surface from H2PtCl6 solutions
rather than on the mobility of Pt particles in the final Pt/C catalysts (see Section
12.2.1). Although the ability of the oxygen-containing groups to stabilize noble metal
nanoparticles on a carbon surface has been under discussion for the last dozen years,
we have not found any direct evidence of this point of view, such as a direct
observation (for example, by XPS or FTIR spectroscopy) of the metal particles
interacting with the surface groups. Many conclusions about the nature of the metal–
support interaction are based on the indirect observations, such as a decrease in the
metal dispersion under the reduction of Me/C catalysts in H2. However, the initial
state of the metal precursors was not thoroughly specified. The latter makes it difficult
to correctly interpret the observed differences in sintering of metal supported on
different carbons.

In this connection the data of Table 1 appear to be more appropriate to deduce
a possible role of the surface groups in the stabilization of metal particles, since the
state of the adsorbed PdCl2 is well established [54–57]. Indeed, surface PdCl2
complexes evenly distributed over the support surface are the only precursors for all
catalysts of the Pd/S1 series, with no less than 90% of the precursors in the same
state. Taking these data into account, we infer that the surface oxygen-containing
groups seem to be incapable of stabilizing the highly dispersed state of the supported
palladium via interaction with its particles. Furthermore, destruction of the oxygen-
containing groups in Pd/C catalysts upon heating [16,39–42,47,48] may simply
coincide with the metal sintering within the same temperature range or is a side effect
of the sintering process (but not vice versa). It should be mentioned that
anomalously high hydrogen uptake is observed for Pd/C catalysts heated in H2

and attributed to hydrogen spillover [40,49–51]. For the catalysts on oxidized
supports, it starts at 100 8C simultaneously with the decomposition of carboxylic
groups [40] and at about 400 8C in the catalysts on nonoxidized carbons [49–52].
Heating of freshly prepared Pd/Sibunit catalysts in hydrogen at 250 8C and above
results in an irreversible uptake of hydrogen, which is consumed, in particular, for
hydrogenation of surface >C55C< bonds of the carbon support matrix (Table 2). In
this connection a question about the role of unsaturated C–C bonds of the support in
anchoring metal nanoparticles arises.

p-Sites on Carbon Surface as Anchors for Metal Nanoparticles

Noble metals, both in zerovalent and in ionic states (in particular in the low-
oxidation state), are prone to form stable p-complexes with multiple C–C bonds of
organic compounds [53]. The stability of the p-complexes increases if the ligand
contains electron acceptor groups (for example, oxygen-containing or aryl) in close
proximity of the >C55C< bond.

Fragments containing >C55C< bonds compose the most numerous class of
functional groups of carbons. However, methods for identification and quantifica-
tion of these surface p-sites have not been adequately developed. Chemisorption of
PdCl2 on powdered carbon from aqueous H2PdCl4 [54–57] can, in principle, be
adapted for this purpose. This method, based on data of mathematical simulation of
equilibria of PdCl2 adsorption on various carbon materials from H2PdCl4 solutions
as well as XPS studies and eluent analysis of adsorbed PdII compounds, allows us to
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distinguish p-sites of three types differing in the strength of their complexes with
PdCl2. These are sites of weak ðA1Þ, strong ðA2Þ, and very strong—or irreversible—
ðA3Þ adsorption. Comparative studies [54–57,60,141] of a number of carbons
(graphite, active carbon, carbon black, Sibunit, filamentous, onionlike carbon, and
fullerene C60) including also chemically modified (treated with oxidants, Cl2 or H2)
samples revealed that an A1 site is a hexagon in a graphene layer, which can be
considered as a fragment of basal plane of carbon crystallite. A2 sites belong to
surface steps, being composed of >C55C< fragments of both basal and edge planes,
and can be considered a chelating macroligand. A3 sites are localized in micropores:
their amount is an order of magnitude lower than that of A1 and A2.

It has been already mentioned that the metal nanoparticles contacting the
edges of graphene networks are most strongly bound to the support. One can further
assume that peripheral metal atoms of the metal particles form p-complexes with
>C55C< ligands of A2 sites. These coordinated ligands can be destroyed in the
presence of H2 (or O2) at high temperatures through hydrogenation (or oxidation),
which results in weakening of the metal–support bonds and favors migration of
metal particles. So far, the arguments in favor of this hypothesis are available only
for Pd/C catalysts [16,57–59] and are considered below. First, the electron structure
of Pd clusters on the surface of polycrystalline graphite can be adequately described
in terms of mixing Pd 4d and p* states of graphite [58]. Direct similarity with the
formation of Pd-olefin p-complexes can be noticed: a p-bond in such a complex is
formed between an occupied 4d orbital of the metal atom and an unoccupied
molecular p*-orbital of the C55C fragment [53]. Second, sintering of supported
palladium is accompanied by a considerable decrease in the concentration of A2 sites
due to hydrogenation of >C55C< bonds (Table 2).

Third, the average size of palladium particles and the width of their size
distribution decrease as the content of A2 sites on the support increases (Table 3).

Fourth, for a set of heterogeneous carbon supports that show nearly the same
surface densities of A2 sites, the average size of Pd particles and the width of the
particle size distribution decrease with increasing the strength of A2 sites measured as
the value of the PdCl2 adsorption equilibrium constant (Figure 1). This correlation
between the strength of bonding catalyst precursor to the support surface and the
mobility of Pd0 particles is quite appropriate, since the stability of olefinic p-
complexes of Pd0 is known to vary along with that of PdII [53]. The strength of A2

sites increases as the size of quasi-graphitic crystallites constituting the support
matrix decreases [56]. Since finer carbon crystallites are stronger electron acceptors,

Table 2 Concentration of p-Sites of A2 Type on the Surface of Sibunit (S1)

#

Carbon

Sample Treatment in H2

SBET

(m2/g)

H2 Chemisorbed

(mmol/g)

Acidic

Groups1

(mmol/g)

A2 Sites

(mmol/g)

1 S1 No 410 — 0.048 0.21

2 S1 350 8C, 5 h 400 0.075 0.020 0.18

3 2% Pd/S1 250 8C, 3 h — 0.170 — 0.132

1 From Na2CO3 consumption.
2 After Pd removal by washing of Pd/C with hot 4M HCl in air.
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the strength of the metal–support interaction may be further assumed to increase
with the efficiency of the charge redistribution between the metal particle and the
coordinated >C55C< fragments of the support surface. (For example, the strength
of p-complexes of Pt0 with polycyclic aromatic molecules increases as these ligands

Table 3 Influence of Carbon Surface Nanotexture and Surface Concentration of A2 Sites on

the Average Size of Pd Particles1

Carbon Support Characteristics Mean Particle

Size (HRTEM,

nm)
Catalyst

Sample

SBET

(m3/g)

Vmi

(cm3/g)

Surface

Nanotexture2

Number

of A2 Sites

(mmol/m2) dn ds dv

Pd/Corax 3 graph 63 0.024 Basal planes 0.17 2.89 3.08 3.27

Pd/PM-105 110 — Surface steps 0.92 1.62 1.73 1.83

Pd/CFC-2 85 0.028 Edge planes 1.57 1.09 1.12 1.15

1 1% Pd/C catalysts were prepared by reduction of PdCl2/C in H2 at 150 8C/1 h followed by sintering at

250 8C/3 h. (Source: Ref. 16.)
2 Predominant orientation of fragments of quasi-graphitic crystallites planes at the support surface.

(Source: Refs. 56 and 60.)

Figure 1 Relationship between the average size ðdn; dvÞ of Pd particles in Pd/C catalysts and

the equilibrium constant (K2) of formation of the metal precursors (surface p-complexes of

PdCl2 with the A2 sites). (From Ref. 16.) Pd/C catalysts are prepared by reduction of PdCl2/C

in flowing H2 at 250 8C for 3 h; the metal loading is *1mmol/m2 (Sphenol). Supports. Active

carbons: Eponit 113H (1), PN (2), AR-D (3). Activated pyrocarbon: Sibunit (4,6,7). Carbon

blacks: PME-800 (5), PM-105 (8).
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become more electron-deficient due to a decrease in the number of hexagons in the
molecules [61].)

Chemical Admixtures in Carbons as Anchors for Metal Nanoparticles

Introduction of multivalent metal cations, for example, Zr4þ [62], Pr3þ [63], Al3þ

[64,65], or La3þ and Th4þ [65], into Pd/C catalysts hinders sintering of Pd. These
cations may, in principle, play a double role. They can form islands of corresponding
oxides, which provide a stronger stabilization of the noble metal particles than the
carbon surface [66]. On the other hand, they are Lewis acids, which are able to
interact with the metal nanoparticles (Lewis bases) to make them more electron-
deficient [67]. In general, charging of supported metal particles results in an increase
in their stability to sintering. Among Ru/C catalysts promoted with mono- (Kþ) and
divalent (Ba2þ) cations, the highest stability of Ru particles to heating is observed for
Ba-Ru/C [68]. At variance, introduction of alkali or earth metals into Pd/C catalysts
has a detrimental effect on the stability of Pd particles to sintering [65] for unknown
reasons.

In this context it is worth mentioning that the influence of the natural ash
content of the support on the dispersion of Me/C catalysts is rather ambiguous. It
was proposed [69] that ‘‘the inorganic matter of the carbon plays an important role in
the stabilization of the average platinum particle size by making sintering more
difficult.’’ However, an inverse effect was observed for Pd/C [70]. An increase in the
ash content in most cases leads to faster catalysts poisoning but only sometimes to
the useful modification of their properties. Thus, inorganic impurities present in
carbons are often washed off with acids (HCl, HF).

Role of Electrophysical Properties of the Carbon Matrix

Equalizing Fermi levels in two conductors brought in contact gives rise to the
contact potential ðVkÞ, which is proportional to the work function difference of these
materials. Based on the work functions (F) of corresponding metals and quasi-
graphitic carbons (Table 4), one would expect, for example, Fe, Au, and Ag particles
to acquire a positive charge in contact with carbon, while Ir and Pt would get a
negative. However, these are quite rough estimates. It should be mentioned that
charging of metal particles is strongly dependent on the carbon nature. The value of
F depends also on the type of crystalline plane, the presence of impurities adsorbed
thereon, and the crystallite size as well. Because the values of F can vary for different
surface fragments of the support, the sign and value of Vk will also be determined by
the localization of the metal nanoparticles on the support.

Nevertheless, Mössbauer spectroscopic data demonstrate that Fe particles
contacting carbon become electron-deficient [71]. There is numerous evidence that Pt
particles may acquire either a negative [22,24,72,73] or positive [74,75] charge, with
its value depending on the localization of the particles on the support surface [22].
XPS studies of Pd/C catalysts prepared by Pd vapor deposition on an amorphous
carbon show a charge transfer from Pd clusters to the carbon support, the average
charge of a metal atom in the cluster increasing with a decrease in the surface
concentration of supported palladium [76]. (For Pd/C prepared by this method, a
decrease in Pd loading leads to a decrease in the cluster size [19].) Furthermore,
quantum-chemical calculations predict positive charging of silver clusters in contact
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with a model carbon support (naphthalene frame), but, at variance, negative
charging of palladium clusters [9].

The contact potential between metal particles and the support is thought to
influence considerably the processes of migration and coalescence of the particles. To
account for the observed phenomena of coalescence and repulsion of Pt particles, as
well as particle disintegration into smaller crystals, Chen et al. [82] suggest an
equation describing the force ðFÞ of the interaction between two metal particles of
radii R1 and R2 on a carbon substrate at a distance r (edge to edge). This force is
produced by a combination of repulsive forces due to the like charges and attractive
forces due to the image charges:

F ¼ 1:1610�4 V
2
k

r20

R2
1R

1
2

r2
� R4

1R2r

ðr2 � R2
2Þ

2
� R1R

4
2r

ðr2 � R2
1Þ

2

" #

ðdynÞ ð2Þ

where r0 is the interatomic metal–carbon distance at the metal–carbon interface.
According to this equation, two metal particles approaching each other will stick
together if the energy barrier proportional to V2

k is transpassed. The closer the
particles are in size ðR1&R2Þ, the higher and wider the barrier is. This might be one
of the reasons of the known phenomenon of higher stability of monodispersed
catalysts to sintering in comparison to polydispersed. It is remarkable that the
conclusions, which follow from [82], are surprisingly similar to those predicted by the
theory of stability and coagulation of lyophobic dispersed systems by B.V.
Derjaguin, L.D. Landau, E.J.W. Verwey, J.T.G. Overbeek (DLVO theory) [3].

Table 4 Work Function (eV) for Some Metals,* Graphite,{

and Carbon Materials{

Metals Polycrystals Single Crystals {plane index}

Fe 4.31

Au 4.25–4.3 4.02 {100} 4.12 {111}

Ag 4.3 4.6–4.8 {100} 3.98 {111}

Ru 4.6–4.71 5.4 {0001} 4.52 {11�224}
Os 4.7–4.8 5.59 {0001} 5.34 {10�110}
Pd 4.8–4.99 — —

PdC0.2 4.5 — —

Rh 4.75–4.8 — —

Ir 4.7–5.4 5.2–5.5 {100} 5.7 {111}

Pt 5.32–5.39 5.79 {111} 5.1 {201}

Graphite and Quasi-Graphitic Carbons}

Graphite (basal plane) 4.7–4.8

Graphitized carbon black (pH *10) *4.5

Polycrystalline carbon 4.2–5.2

Oxidized carbons ðpH ¼ 6:8 ! 2:5Þ 4.3 ! 4.7

Basic carbons ðpH ¼ 7:2 ! 10:3Þ 4.35 ! 4.55

* Source: Refs. 77–79.
{ Source: Refs. 78 and 79.
{ Source: Refs. 78, 80, and 81.
} pH values of aqueous suspensions of carbons are given in parentheses.
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Hence, there is some similarity in terms of the electrophysical approach between the
stability of supported metal nanoparticles to coalescence and stability of sols of these
metals to coagulation in solutions.

A phenomenological description of this kind of metal-active carbon interaction
is given in [71] in the framework of the model of point diode. According to this
model, ‘‘the charge transfer [from a metal to the support] will be roughly equal in
value to the number of surface states in the energy gap of the surface of the
semiconductor [carbon support].’’ In turn, ‘‘the number of surface states at a perfect
semiconductor surface is of the order of the number of surface atoms.’’ It can be further
deduced that the charge transfer from a metal particle to the support (and
consequently the stability of metal particles to sintering) will increase with the
number of surface carbon atoms with uncompensated bonds (for example, those at
the edges of carbon networks) or, other conditions being equal, with an increase in
the specific surface area of the support.

Electrophysical properties of quasi-graphitic carbons are directly related to
their structure and chemical state of their surface [34,80,81,83–87]. Hence, the above
conclusions [71,82] bring one to the understanding of the effect of bulk (i.e.,
substructural) properties of the carbon matrix on the state of the supported metal.
Thus, the electrophysical approach to describing the stability of supported metal
particles to coalescence is based on the collective effect of substructural properties of
carbons, nanotexture, and the chemical state of their surface.

12.1.2 Blocking of Metal Nanoparticle Surface by Fragments
of the Carbon Network

Blocking means making the surface of a metal particle inaccessible to adsorbates due
to steric reasons and leads to a decrease in the catalytic activity. Its extent depends
both on the specific orientation of the fragments of the support matrix relative to
the metal particle surface and on the size of the adsorbate molecules. As a result, the
apparent size of the particles (determined by chemisorption) is much higher than
the true size (determined by physical methods, e.g., HRTEM). Chemical poisoning of
metal particles with sulfur, iron, or other impurities, which are often present in carbon
materials, leads to the same consequences. However, unlike blocking, the effects of
poisoning can be diminished by chemical precleaning of the support surface.

Effect of Microporosity

If a metal particle resides in a pore of a similar size, a considerable part of its surface
is in intimate contact with the pore walls and, therefore, inaccessible to adsorbates
[6]. For Pd/C catalysts dispersed uniformly over the surface of a microporous
support, the true ðdsÞ and apparent ðdÞ sizes of Pd particles may indeed be very
different (Table 5, nos. 1–6; Table 1). The influence of micropores is much lower
when metal particles are stabilized in wider pores or in the form of rather coarse
particles (Table 5, nos. 9, 10, 12, 14, 15). The same happens if the metal is
nonuniformly distributed through the grain of microporous support (nos. 12–15),
which is achieved, for example, by adsorption of colloidal catalyst precursors.

However, microporosity is not the only reason for blocking of the active
component surface in Me/C catalysts. A relatively high blocking effect may be
observed for some carbon supports almost free of micropores (nos. 7–9, 12). This
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phenomenon seems to result from specific features of their rather imperfect
microstructures (cf. no. 11).

The Role of Amorphous Carbon in the Metal Surface Blocking

Amorphous carbon is characterized by a highly imperfect structure and high
reactivity. This shows by a considerable amount of mobile carbon atoms at a
surprisingly low temperature. Besides, a vast number of defects and small sizes of
graphene sheets make the carbon matrix very labile. As a result, it may be deformed
under the action of adsorbates. For example, granules of amorphous carbon swell
[88,89] in water with concomitant changes in the carbon substructure and porosity
[90,91]. These properties of the support weaken rapidly as its crystal structure
becomes more perfect. The labile structure of amorphous carbon is responsible for at
least two mechanisms of blocking of the surface of supported metal particles.

‘‘High-Temperature-Condensation’’ Mechanism

Carbon atoms released by the support upon heating contaminate the surface of Pd
particles to make them inaccessible to adsorbates [31–33,35]. At temperatures as high
as 600–730 8C, carbon ad-atoms aggregate into extended graphitelike crystallites,
which build up capsules around metal particles and prevent further sintering of the
catalyst. Aggregation of carbon ad-atoms into graphite clusters at the Pt surface is
observed at 630–930 8C in [73] and at 1100 8C in [30].

In order to remove these carbon contaminants, it was proposed to heat Pd/C
catalysts at 300 8C and then to cool down to room temperature in Heþ4%(vol) O2

flow [33]. However, further heating of these samples in H2 again causes
contamination of the metal surface with carbon. For Pt/C catalysts, as well as for
Pd/C, O2 treatment (160 Torr, 350 8C) also leads to carbon removal from the metal
surface [92]. Similar changes in the apparent metal dispersion upon similar
treatments were reported in [42] for Pd/C and Pt/C. However, the authors attribute
them to the known phenomenon of redispersion of supported metals in the oxygen-
containing atmosphere [8,93], although HRTEM was not applied to validate the
hypothesis.

‘‘Shrinkage-Following-Swelling’’ Mechanism

Sometimes HRTEM reveals graphitelike structures around metal particles prepared
below the temperature of carbon ad-atom aggregation at metal surfaces. Thus,
encapsulation of some platinum particles ð&4 nmÞ into the support matrix has been
observed in Pt/Vulcan XC-72 catalysts [34]. The carbon networks were oriented
parallel to the metal surface in the vicinity of the metal particle but more randomly
farther away from it.

Similar observations were reported for Pd/C [57]. A typical HRTEM image of
encapsulated Pd particles is shown in Figure 2. Pd particles are arranged on the
support in such a manner as if some force ‘‘pressed’’ them inside the carbon matrix.
On closer inspection one may see a graphitelike capsule with a particular V-necked
droplike shape. Formation of the graphitelike envelope seems surprising and
improbable given the fact that Pd particles have been obtained as a result of
spontaneous reduction of H2PdCl4 by the carbon surface at 20 8C in the liquid phase
[94]. Such a phenomenon of ‘‘graphitization’’ and blocking of the surface of Pd
particles, which may result in their encapsulation, is more pronounced the more
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disordered the carbon structure is. According to RDF (radial distribution function
method), XRD, and low-temperature nitrogen adsorption data [16,57], disordering
of the support structure reveals a distortion of the structure and packing of the
graphene sheets, a decrease in the carbon crystallite size, as well as an increase in the
specific surface area and micropore content.

A likely reason for the encapsulation of the metal particles under mild
preparation conditions is hydrostatic overpressure, called ‘‘disjoining pressure’’* [3].
The latter arises in the pores when the support grains are impregnated with the metal
salt solution and is higher the smaller the size of the pores is. This likely results in a
considerable widening of the necks of the pores surrounded by the most disordered
fragments of the carbon matrix [91], while the structure of the carbon matrix may
become more perfect due to the induced matrix contraction [90,91]. Thus, carbon
crystallites and separate carbon networks are thought to reorient in such a manner
that extended graphitelike layers are formed along the pore walls [Figure 3(a)]. Then
the solvent is evaporated and metal particles are formed inside the micropores.
However, if the particles are larger in size than the diameter of the ‘‘dry’’ pore, full
relaxation of the carbon structure is not possible. This leads to blocking particle
surface and some ordering of the carbon structure in the vicinity of nanoparticle
visualized in Figure 3(b).

Figure 2 HREM image of a Pd0 particle captured by the support matrix. The particle is

formed via spontaneous reduction of aqueous H2PdCl4 by the surface of carbon black Vulcan

XC-72 at 20 8C.

*These forces arising in the pores and cracks result, in particular, from repulsion of double electric layers

of their walls, as well as from disruption of the water structure. Besides, osmotic pressure may also

contribute because the ion concentration inside the pores increases due to adsorption relative to that in

the outside solution [3].
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Note that the farther away the electric potential of the carbon surface is from
the potential of zero charge point ðjPZCÞ, the higher the disjoining pressure is. In
principle, this may result in a systematic variation of the support pore size in Me/C
catalysts with potential (similar to the electrocapillary curve [96,97]) and
consequently the efficiency of metal particle blocking by the pore walls. Such
behavior of porous carbons obviously can influence the measurements of the
electrochemically active surface area and might be one of the reasons for the
observed correlation between the apparent dispersion of Pt/C catalysts, measured by
cyclic voltammetry, and pHpzc of the supports [95], whereas no noticeable difference
in the particle size has been observed with HRTEM. Undoubtedly, this problem
needs further investigation.

12.1.3 Conclusions

Fine metal particles are poorly stabilized by the homogeneous surface of graphitized
carbons. Strong stabilization requires a considerable amount of structural defects in
the carbon matrix. However, a very high concentration of defects results in a strong
propensity of the carbon matrix to deformation and a high mobility of carbon atoms
that favors encapsulation of the metal particles in the support body and
contamination of their surface with carbon atoms under relatively mild conditions.
As a result, a decrease in the apparent metal dispersion as determined by gas
chemisorption is observed. Therefore, disordering of the carbon support structure
must be optimal: that is, it must be appropriate for the formation and stabilization of
metal particles of a required size but should not have a detrimental effect on the
accessibility of the particle surface to reactants. An influence of chemisorbed oxygen
(in the form of surface oxygen-containing species) on the mobility of supported
metal particles (Pt, Pd) seems to be negligible in comparison to that of
>C55C< fragments at the edges of graphene layers.

A number of interrelated factors determining the interaction of metal
nanoparticles with the support and, consequently, affecting their stability to
sintering may operate. Evidently there is a hierarchy of these factors in the extent

Figure 3 Probable mechanism of evolution of Pd particle blocking by the carbon support

fragments: (a) enlargement of the pore space in the carbon matrix put into an electrolyte

solution and (b) contraction of the pore size during drying to cause capsulation of the metal

particle.
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of their influence depending on the temperature and chemical environment of the
Me/C catalysts. A simplified version of the hierarchy (without considering the role of
electrophysical and microstructural properties of carbon supports) is given elsewhere
[26]. It highlights a decrease in the influence of the chemical factors and an increase
of mechanical factors regarding stabilization of metal particles on the surface of the
carbon support along with an increase of temperature. The development of more
consistent hierarchic models will undoubtedly stimulate further progress in
mathematical modeling as applied to the theory of sintering of Me/C catalysts.

12.2 INTERACTION OF METAL COMPLEXES AS CATALYST
PRECURSORS WITH CARBON SUPPORTS AND ITS
INFLUENCE ON THE STATE OF SUPPORTED METAL
NANOPARTICLES PRODUCED

The conventional method for synthesis of Me/C catalysts is supporting the active
component precursors on the surface of a carbon material followed by transforma-
tion of the precursors into metal particles. Deposition is usually performed from the
liquid phase, but sometimes (mainly with the flat supports) from the gas phase. The
carbon surface may play either an active or passive role with respect to the metal
compounds dissolved. In the former case the adsorption, resulting in removal of the
metal ions from the solution, takes place. Adsorption maybe driven by physical (Van
der Waals, electrostatic) forces, but in most cases it is of the chemical nature. The
catalysts prepared this way are called adsorbed [99]. Solutions in contact with the
‘‘passive’’ supports do not undergo noticeable changes. Hence, physicochemical
parameters of the whole system must be varied in such a way as to initiate deposition
of the catalyst precursors on the carbon surface. The traditional procedure is
evaporation of the solvent, leading to the so-called impregnated catalysts [99].
Otherwise, the deposition is achieved by varying temperature and the solvent
composition, as well as by electrolysis or adding chemical compounds, which gives
rise to the deposited catalysts.

Thus, Me/C catalysts can be classified* as adsorbed, impregnated, and deposited
depending on the physicochemical nature of the processes used to support the
precursors. This is a conventional classification, since in most cases support is not
completely inert toward the solution.

Depending on the volume ratio between the solution ðVsÞ and support pores
ðVpÞ, the preparation methods can be divided into two groups:

*Notice that the term ‘‘impregnation’’ often relates exclusively to the technological approach to the

catalyst preparation without any consideration of the nature and intensity of the processes of interaction

of the solution constituents with the support. As a result, the same term is referred to catalysts, whose

preparation is based on processes different in nature. G.K. Boreskov [99] imparts chemical sense to the

term ‘‘impregnation’’, which makes it quite definite and usable along with the other terms, such as ‘‘ion

exchange’’, ‘‘hydrolysis, electroless plating’’, etc., which imply the method for the catalyst preparation

based on the chemical nature of the precursor and the mechanism of its interaction with the support.

Unfortunately, comprehensive classification of the preparation has not been developed so far, though

some attempts have been made [99–102].
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1. Excess solution ðVp<VsÞ is used for synthesis of powdered and granulated
supported catalysts, if the adsorption is very intense, as well as for the
preparation of powdered deposited catalysts.

2. Incipient wetness impregnation ðVp&VsÞ is appropriate for the preparation
of granulated catalysts but can also be used for preparation of powdered
catalysts on the laboratory scale.

A significant difference between these methods is a different contribution of the
gas phase to the surface chemical processes of formation of supported catalyst pre-
cursors, which has practically not been taken into consideration before. However, this
may considerably affect the properties of the target Me/C catalysts (Section 12.2.1).

12.2.1 Me/C Catalysts Prepared by Adsorption
of Metal Compounds

Discovery of redox, cation-, and anion-exchange properties of porous carbon
materials dates back to the early 20th century. Two theories, chemical and
electrochemical, were suggested shortly after in order to explain these properties.
In terms of the chemical theory, carbon surface is considered as a set of fragments,
whose structure and reactivity are considered similar to those of the functional
groups of polycyclic organic compounds [37,98,103]. Cation-exchange properties of
carbons are attributed to the presence of oxygen-containing acidic groups, while
anion-exchange properties are attributed to chromene- or g-pyronelike structures.
Surface carbon atoms, as well as quinone and hydroquinone groups, are thought to
bear responsibility for the redox properties of carbons. The studies in this field have
traditionally focused on the chemical nature of surface oxygen-containing groups
and on their influence on properties of the Me/C catalysts. Little attention has been
paid to the graphene network fragments comprising unsaturated C–C bonds.

Carbons are typically ampholytes: they adsorb both anions and cations,
depending on the pH of the electrolyte solution. An important characteristic of
carbon is, therefore, the pH value of its isoelectric point (IEP). Anions are preferably
adsorbed at pH< pHIEP and cations at pH> pHIEP, while the charge of the carbon
surface changes from positive to negative. These concepts have been extensively
applied in the last years to explain the observed regularities of formation of Me/C
catalysts [44,102,104–107]. Unfortunately, the discussion is usually limited to the
pHIEP of the initial support and Coulomb interaction of the metal ions with it.
However, numerous data indicating redox transformations of these ions and
formation of their surface complexes are available. These processes can not only be
independent of the ionic exchange regularities but also induce changes in the pHIEP

value of the support.
According to the electrochemical theory, when graphitelike carbons, as well as

inert metals (Pt, Au), are immersed into an electrolyte solution, they reach
thermodynamic equilibrium with the solution through establishing redox equili-
brium of the system constituent compounds. In particular, carbon can behave as a
gas (oxygen or hydrogen) electrode, the value and sign of its surface potential being
dependent on the gas medium composition and pH of the solution [108]. As this
takes place, the electrolyte ions are adsorbed in the electric double layer (EDL) at the
carbon–electrolyte interface [37,108]. As a result, the solution can become strongly
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depleted with the ions, because porous carbon materials typically have high surface
areas. This behavior of carbon can be schematically illustrated by Eqs. (3) (for acidic
electrolytes) and (4) (for basic electrolytes),* which show an accumulation of ions at
the interface to compensate the charge at the carbon surface (+ or 7), induced by
the redox reactions:

2Cþ 1=2O2 þ 2X� þ 2Hþ?2X�=C+ þH2O ð3Þ
Cþ 1=2H2 þMeþ þOH� Ð Meþ=C7 þH2O ð4Þ

Here, C stands for a site at the carbon surface.
In a chemically inert atmosphere, EDL is formed via establishing redox

equilibriums of electrolyte ions [94,108–110], for example:

Cþ Fe3þ þX� Ð X�=C+ þ Fe2þ E�
Fe3þ=Fe2þ ¼ 0:771V ð5Þ

Reaction (5) and similar ones may occur at a relatively low redox potential of
metal ions [109] (typically, the electrode potentials, Eo, should not exceed 0.7V).
Thermodynamically favored oxidation of carbon to form surface oxides, CO or CO2,
does not occur as yet under these conditions, probably because of a considerable
overvoltage of the carbon corrosion. Metal ions with higher oxidation potentials
may oxidize a support surface to produce various oxygen-containing carbon
compounds. The latter is always accompanied by a pH shift, while the pH is
practically constant in the former case [109,111].

Assuming carbon to behave as an ideally polarizable electrode, the free charge
(DQ) at the interface can be expressed as

DQ ¼ �FV
X

i

ziDCi ¼ S

ð

j

jPZC

CEDLdj ð6Þ

where F is the Faraday, V is volume of the solution, Ci and zi are the concentration
of a compound involved in establishing redox equilibrium and the number of
electrons consumed in its redox transformation, respectively, S is specific surface
area of carbon, j is the electric potential of the carbon surface, jPZC is the potential
of zero (free) charge, and CEDL is the differential capacitance of EDL. The value of
CEDL is a complex function of j, temperature, carbon nanotexture, and porosity,
nature and concentration of electrolyte ions, type of the solvent, as well as the
potential of zero charge (jPZC), which, in turn, depends on the chemical state of the
carbon surface [34,83,108,110].

EDL can be generated not only via redox interactions (path 1), exemplified by
schemes (3)–(5), but also via physical adsorption of polar molecules (path 2), specific
adsorption of surfactant ions (path 3), and chemisorption of heteroatoms or polar
compounds (path 4). Thus, the electrochemical theory also takes into account
chemical aspects of surface phenomena, even though they are not as detailed as in
the chemical theory. When the adsorption processes occur according to paths 2–4,

*Note that Eqs. (3), (4) and those that follow in the next paragraphs do not make a distinction either

between the type of adsorption (specific or nonspecific) or spatial charge distribution in the solid or liquid

phase.
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the value of jPZC is shifted and, correspondingly, CEDL is changed. For this reason
the level of the redox transformations of electrolyte ions [Eq. (6)] or their adsorption
through the ion exchange in EDL appears dependent on the efficiency of all
enumerated processes of the EDL formation.

Catalysts Synthesized from Ammonia Complexes of Metals

Adsorption of cations and cationic complexes of transition metals on carbons is
usually accounted for by the presence of surface carboxyl or phenol groups [37]. The
number of adsorbed Agþ [112,113] or ½PtðNH3Þ4�2þ [12,114–116] ions indeed
increases with the concentration of these acidic sites. The ion exchange on acidic sites
(&C –OH) occurs via substitution of protons by cation complexes:

z&C�OHþ ½MeðNH3Þn�Xz Ð ½MeðNH3Þn�zþð&C�O�Þz þ z HX ð7Þ

Obviously, the number of ½MeðNH3Þn�zþ complexes adsorbed depends both on the
concentration of the acidic sites and on the nature of the X� anion. Hence, solutions
of ammonia complexes of metal hydroxides and oxidized carbon supports ðCoxÞ are
used to prepare catalysts via adsorption [12,24,64,65,114,117–120]. Equilibrium (7) is
significantly shifted to the left in the case of the adsorption of metal salts,
½MeðNH3Þn�Xz ðX ¼ Cl�;NO�

3 Þ, due to releasing strong acids HX. For this reason,
the most frequently used method for supporting these salts is incipient wetness
impregnation [41,42,121–127]. The completeness of the adsorption processes usually
is not stated in this case, which makes it difficult to classify the prepared Me/C
specimens as ‘‘impregnated’’ or ‘‘adsorbed’’ catalysts.

However, adsorption of the ammonia complexes seems more intricate than
outlined above as evidenced by their ability to interact with the carbon surface
deficient of acidic groups. Thus, the authors of [128] reached rather high Pd content
(about 5wt.%) in the catalysts prepared using both oxidized and initial active
carbons through adsorption of [Pd(NH3)4]Cl2 thereon. The amount of silver
adsorbed from [Ag(NH3)2]

þ solutions increased as the carbon surface became more
heterogeneous [113], which allowed the authors to conclude that ‘‘in this case . . . the
fixation of the cations is not a true ion-exchange but rather an adsorption followed by
the decomposition of the adsorbed species.’’ STM studies of Pt/graphite catalysts
prepared by adsorption of [Pt(NH3)4](NO3)2 [129] demonstrated very different states
of platinum precursors when supported on the initial and oxidized graphite surface.
Thus, it may be supposed that different adsorption mechanisms coexist at a shortage
in surface acidic groups with respect to the number of supported metal ions. Hence,
the ratio of the number of the supported metal ions (Menþ) to the number of surface
acidic groups (AG) may be an important parameter in the synthesis of Me/C catalysts
from ammonia complexes of metals. The Menþ/AG ratio is assumed to determine the
relationship between different species of the supported precursors, thus affecting the
state of the active component in the target catalyst.

Preparation of Me/C by Adsorption of Metal Hydroxide Ammoniates

This method requires an excess of ion-exchange groups compared to the number of
the supported metal ions and thus relies on the utilization of oxidized carbon
materials. Reduction of adsorbed precursors in H2 at 100–300 8C results in the
generation of very fine metal particles, their size being 1.5–2.5 nm for
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[Pd(NH3)4](OH)2 precursor [64,118,119]; 0.8–1.8 nm for [Pt(NH3)4](OH)2
[12,24,117]; subnanometer in size for [Ru(NH3)6](OH)2; 1.5–2 nm for [Ir(NH3)5Cl]
(OH)2; and 2–3 nm for [Rh(NH3)5Cl](OH)2 [119]. Monomodal particle-size
distribution is characteristic of these Me/Cox catalysts [24,64,119,120]. Moreover,
the average size of Pt particles formed on oxidized graphite (300m2/g) or on active
carbon (1400m2/g) is independent of the support type and of the metal loading in the
range between 1.1 and 11.4wt.% [24]. This phenomenon has also been observed for
oxidized graphitized carbon black Vulcan XC-72 containing 3–20wt. % of platinum
[114].

Preparation of Me/C by Supporting Salts of Ammonia Metal Complexes

As mentioned above, complex ammonia salts of noble metals are usually supported
by incipient wetness impregnation. From literature data on Pd/C catalysts prepared
by this method [41,42], complex changes in the metal dispersion are observed as the
surface concentration of acidic oxygen-containing groups (AG) increases (Table 6).
The dispersion first increases (nos. 1–6) to reach a maximum at the molar ratio
Pd/AG¼ 1.3–1.5 (nos. 6, 7), which may result from an increase in the proportion of
PdII adsorbed through ion exchange. At a considerable excess of the acidic sites over
Pd ions, Pd dispersion appears somewhat lower than the maximal but changes very
little with the Pd/AG ratio (nos. 8–14). The same range of dispersion variations is
observed with *5% Pd/C catalysts prepared by adsorption of [Pd(NH3)4]Cl2 on
oxidized carbons, whereas an extremely low dispersion (DCO/Pd¼ 0.01–0.03) is
characteristic of the catalysts prepared by the same method on nonoxidized carbons
[128]. The mechanism of interaction of [Pd(NH3)4]

2þ with the support responsible
for formation of the coarse metal particles is not clearly understood in the latter case.

As to Pt/C catalysts prepared by treating supported salts [Pt(NH3)4]X2 (X¼Cl,
NO3) with H2, the particles formed are very coarse whether oxidized (DH/Pt¼ 0.03–
0.07 [124,126]) or nonoxidized (DH/Pt¼ 0.02–0.12 [121,124–127]) carbons are used. A
higher dispersion of Pt is achieved through predecomposition of the precursors in He
or vacuum at 350–400 8C (DH/Pt¼ 0.2–0.7 [124–126]), as well as in air at 260 8C
(D¼ 0.3–0.5 [122,123]). However, dispersion of Pt catalysts prepared by this method
on oxidized carbon (Pt/Cox) is usually two or three times lower than on nonoxidized
[116,121,124,126,130]. This may be explained by observed [116,117,126,129]
differences in states of platinum precursors on the surface of oxidized (Cox) and
initial (C) carbons.

Rodrı́guez-Reinoso et al. [121,124,125] claim that the necessity of decomposing
supported precursor ammonia complexes stems from the fact that in the presence of
H2 they produce an intermediate labile hydride [Pt(NH3)4]H2 [131], which leads to Pt
agglomeration. However, the existence of that on a carbon surface is to a large extent
speculative. In addition, this interpretation does not explain the fact that the
calcination procedure is not needed to form fine Pt particles from adsorbed
hydroxide [Pt(NH3)4](OH)2 and does not cause any changes if protons of the surface
acidic sites are substituted by Ca2þ ions prior to supporting [Pt(NH3)4]Cl2 [126].

Catalysts Synthesized from Metal Chloride Complexes

Mechanism of Adsorption of Metal Chloride Complexes

Both simple Ru, Rh, Pd, Ir chlorides and complex chlorides of Au, Ru, Rh,
Pd, Os, Ir, Pt are used for the catalyst preparation [100]. Adsorption of HAuCl4
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[111,132–134], H2PdCl4 [16,54–57,59,94,111,135,136–144], H2PtCl6 [43–
46,102,111,115,116,126,143–156], and H2PtCl4 [111,144,146,151] and their corre-
sponding salts on carbon materials has been studied most comprehensively. Only a
few publications are available on the adsorption of RuCl3 [157], RuCl4 [142], and
RhCl3 [142,158–160]. The extent of the metal adsorption in acidic solutions varies
approximately as follows: AuIII>PdII & PtII>PtIV5RuIV>RhIII.

The diversity of opinions regarding the mechanism of the interaction of metal
chloride complexes with the carbon surface is amazing. The suggested mechanisms
may be classified as follows:

1. Redox mechanism, that is, oxidation of carbon by PtIV or PtII

[44,46,111,115,116,126,143,144,146–148,150,151], PdII [16,59,94,111,136–
144], AuIII [111,132,133], which results in the formation of gaseous and/or
surface carbon oxides [44,54,116,132,133,136–140,143,144,146–148,150] or
chlorination of the carbon surface [16,59,94,111], deposition of Pt0 (Pd0,
Au0), and adsorption of PtII and PdI chloride complexes

2. Acid–base interaction to form saltlike compounds of H2PtCl6 with the
surface Lewis bases (Oxygen-containing groups [45] or Cp-sites on the
basal planes of carbon crystallites [44,102,149] may behave as Lewis bases.)

3. Coordination mechanism, which implies substitution of oxygen-containing
groups of the support for Cl� ions in the coordination spheres of PtIV and
PtII chloride complexes [43] as well as formation of p-complexes with
>C55C< ligands of the Cp-sites [161], for example, Cp–MeCl3

� and Cp–
MeCl2 for Pt

II [111,143,146,147] and PdII [16,54–57,59,135] or Cp–Me2Cl2
for PdI [139,143]

4. Ion-exchange mechanism, that is, substitution of Cl� ions adsorbed on
intrinsic cationic sites of the support by complex chloride anions of PtIV

[111], PtII [111,146], or PdII [16,59,111]
5. Physical adsorption of the metal compounds [134,150]

However, some of the above-mentioned mechanisms of H2PdCl4, H2PtCl4, and
H2PtCl6 adsorption are hypothetical as they are based on a very restricted number of
observations. To select a more adequate mechanism of the adsorption it is necessary
to take into account the following well-established facts. First, the adsorption of
these compounds proceeds mainly through transformations of metal complexes but
does not depend on the pH of the solutions [54,136,145–147] or change its value
[54,94,111,115,148] in the pH range between �1 and 2. This means that those
mechanisms, which according to their stoichiometry should bring about strong
variation in pH (oxidation of carbon to gaseous and surface carbon oxides, acid–
base interaction, physical adsorption of molecules), must be excluded. Second, the
adsorption of the metal ions decreases when oxidized [46,54,111,136,147] or
graphitized [56,111] carbons are used instead of nonoxidized or heterogeneous
materials, thus suggesting that the surface oxygen-containing groups and the basal
planes of carbon crystallites play a minor role in this process. Third, XPS and
chemical analysis data show that the reduction of these compounds ultimately leads
to adsorption of chloride anions [16,59,94,111], while the adsorbed ionic metal
species tends to form complexes with oxygen-free sites on the carbon surface
[54,56,111,139,146]. Eventually, the electrochemical mechanism was suggested to
describe adsorption of these compounds [16,111]. This mechanism combines (1)
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redox transformations of metal ions (8)–(10) and other compounds including
ambient gases (3), (2) formation of complexes with the Cp-sites (11), and (3) ion
exchange in the ionic part of EDL (12).

1. Reduction of the metal ions involves free electrons of the carbon matrix (C)
and takes place immediately after carbon is brought in contact with the solution,
giving rise to the ionic EDL. This can be illustrated by simplified equations (8)–(10)
[see footnote following Eq. (5)]

2Cþ ½PtCl6�2� Ð 2Cl�=C+ þ ½PtCl4�2�; E�
PtCl2�6 =PtCl2�4

¼ 0:72V ð8Þ

3Cþ ½MeCl4�2� �?Me0=Cþ 2Cl�=C+ þ 2Cl�;

E�
MeCl2�4 =Me0

¼ 0:73VðPtÞ; 0:64VðPdÞ ð9Þ
4Cþ ½AuCl4�� �?Au0=Cþ 3Cl�=C+ þ Cl�; E�

AuCl�4 =Au0
¼ 1:00V ð10Þ

where Me¼Pt, Pd.
Reactions (8)–(10) are mainly localized at the periphery of the support grain

(even if it is not larger than 0.2mm) since the electron transfer is faster than the metal
ion diffusion inside the grain. Gold is adsorbed only in the form of Au0 [111,133].
Reaction (10) is the first, fast step of this process and occurs without essential
changes in the solution pH. Slow adsorption of HAuCl4 implies chemical corrosion
of the carbon matrix to form carbon oxides and surface oxygen-containing groups
and results in a strong acidification of the solution. No considerable change in the
pH of the carbon suspension is observed during the adsorption of H2PdCl4, H2PtCl4,
and H2PtCl6 [54,94,111,115,148].

2. Along with the reactions (8) and (9), formation of p-complexes of PdII and
PtII with the surface fragments, which comprise unsaturated C–C bonds (called A-
[54,146] or Cp- [161] sites), can take place:

Cp þ ½MeCl4�2� Ð Cp �MeCl�3 þ Cl� Ð Cp �MeCl2 þ Cl� ð11Þ

Complexes Cp–PdCl3
� predominate at a considerable Cl� excess ð>0.5MÞ [54,55].

Three types of Cp-sites differing in the strength of their complexes with PdCl2
can be distinguished [54–57,60,135]. These are sites of weak ðA1Þ, strong ðA2Þ, and
very strong—or irreversible—ðA3Þ adsorption. For most unoxidized carbons used as
catalyst supports, the concentration of A1 and A2 sites increases linearly with the
surface area determined by phenol adsorption, with their surface densities being 1.27
and 1.06 mmol/m2, respectively. Not obeying this rule is graphite, graphitized
carbons, and fullerene or onionlike carbons, which show mainly A1, and some types
of filamentous carbons, which are usually rich in A2 sites. The content of A3 sites is
determined by the micropore volume (about 0.23mmol/cm3). The concentration of
all these sites decreases upon destruction of the surface >C55C< bonds (hydro-
genation, chlorination, or oxidation), the sites of weak adsorption ðA1Þ being more
resistant to chemical treatment than the sites of strong adsorption (A2 and A3). In
most cases A2 sites play a major role in the synthesis of 0.5–5% Me/C catalysts, since
their concentration is higher by at least one order of magnitude than that of A3 sites.

Processes (11) affect the whole carbon surface and are competitive to processes
(8) and (9) if at certain conditions all supported metal ions can quickly access the
carbon surface (for example, during incipient wetness impregnation of the granules
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with the metal compound solutions), formation of the metal phase is considerably
suppressed. The reason is that chemisorbed metal chloride complexes are oriented in
such a manner at the carbon–solution interface that give rise to the dipole potential
jump of the same sign as that produced by process (8) or (9). In contrast, the yield of
the metal phase increases when adsorption is achieved from the excess solvent. In
this case the rate of process (11), which is governed by the internal diffusion, is slow,
but its contribution to the whole adsorption process increases as soon as the rate of
the metal ions’ reduction drops down [due to an increase in the work function ðFÞ
when the carbon surface acquires a positive charge]. Moreover, the other paths of
EDL formation, which impart a positive potential jump to the carbon surface, have
a detrimental effect on the reduction of metal ions, but the common trend at
increasing the total amount of the adsorbed species is that the content of the metal
component among them rapidly reaches some constant value under given adsorption
conditions [16]. Factors affecting the ratio of the metal and ionic adsorbed species
have been most thoroughly analyzed for the system H2PdCl4—carbon support—
atmosphere [16,94] and are listed in Table 7. Many of them have a similar effect on
the reduction of gold and platinum chloride complexes.

In addition to data of Table 7, the PdII:Pd0 ratio in the adsorbed compounds
increases if the suspension is allowed to be stored long in air that leads to dissolving
of Pd0 particles under the action of O2 and free HCl followed by re-adsorption of
palladium in the form of PdCl2.

3. Cl� ions, accumulated in the EDL due to reactions (3), (8), or (9) can be
subsequently substituted by complex anions such as [MeCln]

2� or [MeCln�1(H2O)]�

(Me¼Pd, n¼ 4; Me¼Pt, n¼ 4, 6) via ion exchange, for example:

2Cl�=C+ þ ½MeCln�2� Ð ½MeCln�2�=2C+ þ 2Cl� ð12Þ

It should be emphasized, however, that a considerable number of primarily formed
ionic pairs Cl�=C+ can be rapidly transformed through the charge transfer into
covalently bonded Cl—C [94,111]. For this reason not all chemisorbed chlorine can
take part in the ion exchange with [PdCl4]

2� according to reaction (12) [16]. The
quantity of [PtCl4]

2� and [PtCl6]
2� adsorbed through the ion exchange in the

presence of air was found to increase, like the case of [Au(CN)2]
� [162], with the

amount of the surface basic oxides.
Although the overall adsorption processes for these noble metal compounds

are dissimilar at a first glance, they appear to have common grounds. This
conclusion is supported by the similarity of the adsorption isotherms plotted in the
canonical coordinates regardless of the type of carbon and the compound adsorbed
Figure 4. This can be tentatively explained by the fact that different processes [e.g.,
(3), (5), and (11)] lead to formation of the double layers of similar structure:
C+ � � �Cl� or Cp—Menþ � � �Cl�n . The 0.5–1.0 y region of these isotherms is assigned
to the so-called weak adsorption [54], which apparently comprises reactions (10)–
(12) on the fragments of basal planes of quasi-graphitic crystallites. The 0–0.5 y
region corresponds to the strong adsorption on the edge planes of carbon crystallites
in reactions (8)–(10) or (11) and results in the transfer of most of the metal from the
solution to the support. The limiting value of the strong adsorption ðAstrongÞ is
roughly constant for a given support (for example, in the case of H2PdCl4 [16],
Astrong ¼ A2 þ A3&A2), although the ratio of the reduced to oxidized species
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adsorbed on the support may vary depending on the adsorption conditions (Table
7). The ratio of the total amount of metal to be supported (Meads) to Astrong at
otherwise identical conditions will dictate the ratio of different supported precursors

Table 7 Factors Determining PdII:Pd0 Ratio in the Compounds Adsorbed on Carbons from

H2PdCl4 Solutions*

High /� PdII : Pd0ratio �? Low

1. Low temperature 1. High temperature

2. Fast penetration of PdII ions into

support pores:

powdered support;

high concentration of H2PdCl4
(incipient wetness impregnation or

adsorption from excess solution under

vigorous stirring)

2. Diffusive retardation of the process of

formation of the surface PdCl2
complexes:

granulated support;

low concentration of H2PdCl4 (solvent

in large excess)

3. High degree of the support surface

coverage with the adsorbed palladium

compounds

3. Low degree of the support surface

coverage with the adsorbate

4. The presence of ligands diminishing the

value of E
Pd2

þ
=Pd

(e.g., excess HCl)

4. The absence of the said ligands in the

solution of H2PdCl4
5. The presence in the electrolyte solution

of background with lyophilic anions

(e.g., SO2�
4 , etc.), which are incapable of

the specific adsorption onto carbon

surface

5. The presence of extraneous electrolytes

with surfactant anions, e.g., ClO4
� (path

3)

6. The presence of extraneous oxidants,

which may impart a positive charge to

the surface of carbon being involved to

side redox processes (paths 1):

adsorption of acids on the support in

the presence of O2, H2O2, etc. before

contacting the H2PdCl4 solution;

introduction of oxidants directly to the

H2PdCl4 solution

6. Absolute absence of the foreign oxidants

in the system under consideration

(degassed carbon, inert atmosphere)

7. Polar organic solvents as acetone,

alcohol, etc. (path 2)

7. Water as the solvent

8. Low value of the electric capacitance of

the EDL:

low specific surface area of carbon;

homogeneous surface (fragments of

the basal planes of carbon crystallites

are primarily exposed);

solvents with a low dielectric constant

(point 7);

prechlorination or pre-oxidation of the

surface of carbon (high content of the

acidic groups) (path 4)

8. High electric capacitance of the EDL:

high specific surface area of carbon;

predominating contribution of the

edge planes fragments to the support

surface nanotexture;

high dielectric constant of solvents

(point 7);

thermal destruction of surface acidic

groups (high concentration of the basic

groups)

* The paths of formation of EDL at the carbon surface are indicated.
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of the Me/C catalyst. Therefore, properties of the active component (dispersion,
distribution through the support grain) may be a function of the Meads/Astrong ratio.

For the family of carbons similar in nature, the Astrong value increases with the
specific surface area ðSÞ but decreases to reach the value far lower than 0.5 y when
the support is subjected to oxidation [54–57,111,135]. For example, the Astrong value
falls down linearly with increasing number of oxygen-containing groups [57]. The
above speculations can be expressed in the simplest form as follows:

Astrong&ðaostrong � aOchemÞS ð13Þ

where a is a coefficient, Ochem is the surface concentration of oxygen-containing
groups, aostrong is the specific value of the strong adsorption at Ochem¼ 0. Dependence
of astrong on textural parameters of nonoxidized carbons is demonstrated in Table 8.

Thus, the electrochemical mechanism of adsorption of noble metal chloride
complexes combines a large set of different surface processes and establishes a
relationship between them; the processes involving components of the gas medium are
also included. Analysis of the mechanism allows the following conclusions, which are
essentially different from the commonly accepted ideas:

First, the surface oxygen-containing groups affect the redox behavior of the
support [16,94,111,136,147] and the ability of coordination of the surface
>C55C< fragments by noble metal ions [54,55,57,59]. Hence, they influence

Figure 4 Canonic isotherms of adsorption of H2PdCl4 (1–6), H2PtCl4 (7), HAuCl4 (8), and

H2PtCl6 (9–16) on chemically unmodified carbon supports. Some of the isotherms are

reproduced from literature data (9 [152], 10 [147], 11 [46], 14–16 [153]) and the others are

obtained by the authors of the present review.
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the interaction of gold, palladium, or platinum chloride complexes with the
carbon surface in an indirect way, while their direct interaction with these
metal compounds is negligible [54,56,111,139,146].

Second, the influence of the solvent nature and the surface oxide’s content on
distribution of the adsorbed species through the support grain may be
accounted for by variations in the redox behavior of carbons and solutes,
which determine the ratio of rates of different adsorption processes, but not
by difference in the surface wettability (as commonly accepted [155,156]),
since no differences in wettability of the initial and oxidized active carbons
have been found [163].

Influence of the Nature of Adsorbed Precursors on Properties of Me/C

We shall try here to apply the electrochemical mechanism of adsorption for
interpreting available literature data on metal dispersion and its distribution through
the support grains in Me/C catalysts prepared by adsorption of metal chloride
complexes. It is difficult to use earlier ideas on the mechanisms of formation of these
catalysts [102,164] since newly obtained experimental data are inconsistent with these
mechanisms: in particular, it is assumed that, in comparison with heterogeneous
carbon surface, a more homogeneous one interacts more strongly with Pt particles or
their precursors, which favors formation of more dispersed Pt/C catalysts [44,104],
but the other concepts state otherwise [22,23,165]. This contradiction could be
relieved to some extent if we suppose that the heterogeneous supports can comprise
chemisorbed oxygen in different amounts, the influence of which was not taken into
account before [23,165]. It was accepted later that the oxygen-containing groups
behave as anchors for Pt particles or their precursors, and an increased dispersion of
platinum supported on the oxidized carbons was explained this way [43,116,166].
However, some data indicate an antipodal effect [44,126], the absence of any effect
[45], as well as a volcanolike dependence of the Pt dispersion on the concentration of
chemisorbed oxygen [46]. One cannot relieve these contradictions even if one takes
into account that the oxygen-containing groups favor a better wetting of the support
surface with a solution of metal compound or make the value of pHIEP lower. In the
former case, the precursor is supposed to distribute more uniformly over the carbon
grains to provide a higher dispersion of the metal on oxidized supports [43,166];

Table 8 Concentration of the Sites for the Strong Adsorption of Noble Metal Ions

Textural Properties Strong Adsorption, mmol/m2 (SBET),

for Noble Metals Compounds

Carbon Sample SBET (m2/g)

Surface

Nanotexture Vmi (cm
3/g) HAuCl4* H2PdCl4 H2PtCl4 H2PtCl6

Corax 3 (graphitizied) 72 Basal planes 0.00 1.41 0.17 0.40 0.13

CFC-2 85 Edge planes 0.028 5.97 1.57 1.58 1.01

Mogul L 107 Steps 0.00 2.30 0.78 0.75 0.46

PM-105 112 Steps — 2.58 0.92 0.86 0.48

Eponit 113H 850 Steps 0.15 2.18 0.80 0.82 0.37

4GV-K (Japan) 1680 Steps 0.35 1.40 0.57 — 0.19

* The given values relate to the fast adsorption of HAuCl4.
Adsorption conditions: inert atmosphere, 20 8C, 20 h (HAuCl4, H2PdCl4), 120 h (H2PtCl4, H2PtCl6),
powdered (<0.09mm) carbons.
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however, it remains as yet unclear why the high dispersion is observed for Pt
supported on pregraphitized carbons [44,104], which typically are more hydro-
phobic. In the latter case, electrostatic attraction of metal-containing anions to the
carbon surface is suppressed, that is considered [102,126] to be the reason for the
formation of coarse metal particles in the Pt/Cox catalysts, but, if so, it becomes
difficult to explain the above-mentioned results [43,116,166]. In our view, the above
models are incomplete because they are based on assigning the key role in genesis of
the supported metal to only one precursor while at least two kinds (metal and ionic)
of the adsorbed platinum species have already been known [44,115].

The electrochemical mechanism of interaction of platinum (or palladium)
chloride complexes with the carbon support implies multiplicity of states of adsorbed
metal precursors, the relationship between them determined, on the one hand, by
conditions of adsorption of the initial metal compounds and, on the other, by the
Meads/Astrong ratio (see above). According to this mechanism, two origins of metal
particles may occur in the Me/C catalyst [16]. Some particles, called the former Me0,
are generated at the early stage of the process of the catalyst preparation as a result
of reactions (8) and (9). Rest particles (the secondary Me0) are formed at the final
stage under the action of a reducing agent on the surface p-complexes of MeII (11)
and on adsorbed complex anions (12).

Processes (9) and (10) produce very rough, micrograined particles of the former
Pd0 and Au0 (from 10 nm to several micrometers in size) with nonuniform, egg-shell
distribution through the catalyst grain [16,94,133,138,140]. Variations in the
substructural properties of these particles obey regularities of electrolysis of metal
salts including mechanisms of metal particle’s nucleation and growth. For example,
the average size of the former Pd0 particles increases sharply with the temperature of
H2PdCl4 adsorption, with an increase in the carbon grain size or O2 partial pressure
in the gas phase, and as a result of de-ashing of the support with mineral acids.
Heating in H2 at 250 8C leads to annealing of intercrystallite boundaries in these Pd
particles but does not affect the average particle size [16]. On the contrary, the former
Pt0 particles much finer in size (2–4 nm and about 8 nm after their formation at 20
and 100 8C, respectively) are formed during the adsorption of H2PtCl6. They are
usually grouped together (by 6 to 15 particles in one ‘‘nestle’’), which results further
in their fast sintering. When loaded in an amount no greater than 0.5wt.%, the
active component of Pd/C or Pt/C catalysts is often composed mainly of the former
Me0 (especially for the nonoxidized granulated supports with a high specific surface
area). In the special case that preliminary grinded or oxidized carbons are used for
the catalysts preparation, the contribution of the former Me0 particles to the total
number of supported metal particles decreases (Table 7), so that the dispersion of the
obtained catalysts increases. An increase in the metal dispersion with increasing
oxidation degree of the support surface (Pd/C [41], Pt/C [43,116,166]) may be
associated with this fact.

Unlike the former Me0 particles, p-complexes MeCl2?A (11) are distributed in a
more uniform manner through the support surface [94]. At a certain combination of
conditions of metal supporting (see, e.g., Table 7), p-complexes can be the only
precursor of the Me/C catalysts. Their reduction in H2 at 150–400 8C generates the
secondary Me0 particles, which are typically 1–5 nm in size for Pd
[15,16,57,59,111,167] (see also Figure 5) and 1–3 nm for Pt. The average size is
practically independent of the metal loading within the range of 1 to 10wt.%.
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Dispersion of Pd/C catalysts synthesized from these precursors is also independent
of the presence of oxygen-containing groups (Table 1) and of the former Pd0

particles [16]. The dispersion increases as the surface concentration of A2 sites (Table
3) or the constant of PdCl2 ?A2 complexes formation (Figure 1) increases. These
characteristics of A2 sites depend on the support surface nanotexture and on
disordering of the carbon crystallites’ structure [55–57]. Hence, these microstructural
properties of carbons are key factors determining dispersion of palladium particles
prepared by reduction of PdCl2 adsorbed. The active component of these catalysts
suffers from the blocking effect in the most cases [16,57,59] (see, e.g., Tables 1 and 5),
in particular, due to localization of a part of its particles in fine pores.

Figure 5 Dependence of metal dispersion on metal loading in Pt/C and Pd/C catalysts

(compiled from the literature data and obtained by the authors of the present review). Pt/C

catalysts were prepared by supporting platinum precursors from aqueous H2PtCl6 on the

carbon surface followed by evaporation of water, drying and reduction in flowing H2 at

250 8C/1 h (22–29), 350 8C/12 h (1–15, 24–26), 400 8C/2 h (16), 500 8C/4 h (20), 500 8C/10 h (21).

Pd/C catalysts were prepared in the same way, the conditions of carbon impregnation with

aqueous H2PdCl4 were chosen to prevent formation of the ‘‘former’’ Pd0; supported PdCl2 was

then reduced in flowing H2 at 250 8C/3 h (curves 30 and 31). Powdered carbon supports

(original marks are used): (1) C (carbon black CC-40-220), (2) C (treated in He, 2273K), (3) C

(H2, 1223K), (4) T (carbon black T-10157), (5) T (He, 2273K), (6) T (H2, 1223K), (7) W

(active carbon), (8) W (H2, 1223K), (9) C (He, 1873K), (10) C (He, 2073K), (11) C (He,

2473K), (12) C2OxT (He, 773K) [43,44,104,166]; (13) A (carbonized phenolformaldehyde

polymer resin), (14) A4 (N2, 800K) [126]; (15) C3 (active carbon) [124]; (16) BAU (active

carbon) [168], (17–19) Sibunit [111], (20) HI(A) (furnace black Vulcan XC-72) [45], (21) Vulcan

3G (graphitized carbon black, after activation to 48% burn-off) [165], (22,23) Sutcliffe AR-2,

(24,25) Norit SGM (active carbons) [169]; (26) Sutcliffe AR-2, (27) Anthralur STA, (28) Norit

SGM, (29) Sibunit [47]; (30) Sibunit, (31) Eponit 113H (active carbon) [unpublished data].
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The adsorbed ionic compounds (12) usually are impurities to the two main
adsorbed species. They bear responsibility for generation of comparatively coarse
secondary Me0 particles. For example, 5–10 nm Pd particles are obtained under the
action of H2 on ½PdCl4�2�=2C+ at 250 8C [16], which may be due to the nonuniform
distribution of the precursors through the carbon surface because C+ sites are
located at the outer rim of the carbon grain [94].

Coexistence of different paths (8)–(12) of formation of the metal precursors
results in a wide particle-size distribution (up to a bimodal one) in final Me/C
(Me¼Pd, Pt) catalysts, as well as in the nonuniform distribution of the active
component through the support grain [16,111]. The main reason for a lower
dispersion of these catalysts is the appearance of the former Me0 particles (8)–(9) and
co-adsorbed metal-containing anions (2.10) among the catalyst precursors at a low
and a high coverage of the support surface with the precursors, respectively.
p-Complexes MeCl2 ?A2 are main precursors of the finest metal particles. Their
contribution to the total amount of the adsorbed precursors is predominant when an
intermediate value of the carbon surface coverage with the adsorbed precursors is
attained. This phenomenon is responsible for the volcanolike dependence of the
apparent dispersion of Pt/C catalysts on metal loading (Figure 5). However, such
dependence becomes very weak or practically absent as soon as the adsorption
conditions allow only the surface p-complexes to be formed (Figure 5, Pd/C).

The whole set of the above-discussed data [43–46,126,166] leads us to deduce
that there is a volcanolike relationship between the apparent dispersion of the Pt/Cox

catalyst and the areal density of the oxygen-containing groups provided that the
metal content is the same for all catalysts. Unfortunately, only the qualitative version
of the dependence can be seen from the data of [46].

It is emphasized in Section 12.2.1 that metal dispersion for an Me/C catalyst
may depend on the Meads./Astrong ratio, which governs the mass ratios between all
supported catalyst precursors. With account of Eq. (13), one can easily see both
curves (Pt dispersion versus metal loading and Pt dispersion versus number of
surface oxides) to be special cases of this dependence. Hence, the well-defined
(optimal) value of the Meads./Astrong ratio corresponds to the position of the maximum
of the catalyst dispersion. In other words, a decrease in the carbon ability to reduce
metal ions, for example, due to oxidation of the carbon surface, will make the
maximum shifted toward a lower metal loading, and vice versa. Thus, numerous
isolated and, at first glance, contradictory literature data on dependencies of
dispersion of Me/C catalysts on textural and chemical properties of the support can
be combined into a general dependence in the context of the above-discussed model
for formation of supported precursors followed by their transformation into the
active component of the catalyst.

12.2.3 Catalysts Me/C Prepared by Impregnation

This method for preparation of Me/C catalysts includes the following stages: (1)
evacuation of gas from the support pores (often skipped); (2) supporting of a metal-
containing solution (soaking, showering, spraying); (3) evaporation of the solvent;
(4) final drying and calcination; (5) gas-phase reduction of the supported species. The
support can be hydrophilic or hydrophobic depending on the surface nanotexture
and on the content of chemisorbed oxygen, which usually influences the rate and
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depth of penetration of aqueous solutions into the support pores. This is the
determining factor for choosing the solvent, especially in the case of homogeneous
carbon surfaces. Supports with a heterogeneous surface seem to be more tolerant in
respect to wetting with water. Thus, Knijff [163] studied the process of water
elimination (50 8C, flowing N2) from pores of Norit R3A peat-based, steam-
activated extrudates and concluded that ‘‘comparison of the drying behavior of the
oxidized and the non-oxidized carbons indicated that the hydrophilic character of the
investigated carbon was already appreciable without additional oxidation.’’

The support porous structure and the rate of solvent removal from the pores as
well as the nature of solvent and metal compound dissolved can considerably
influence both the distribution of the active component through the support grain
and the catalyst dispersion [163,170–173]. As a rule, the resulting particles size of the
active component will be smaller, the more liquid-phase ruptures caused by
evaporation of the solvent from the support pores are attained before the solution
saturation. Therefore, supports with an optimal porous structure are needed to
prepare ‘‘impregnated’’ Me/C catalysts with the finest metal particles. As a result,
carbon supports appropriate for synthesis of such catalysts are very limited in
number. Besides, these catalysts will strongly suffer from the blocking effect (see
Section 12.1.2) because some of the metal particles are localized in fine pores.

At otherwise identical conditions, the average size of metal particles in Me/C
catalysts prepared with the use of RuCl3/water [174,175], RuCl3/acetone [176],
PdCl2/benzeneþethanol [8], Pd3(OAc)6/acetone [41], Pt(NH3)2(NO2)2/water [114],
H2PtCl6/benzeneþethanol [165,177], H2IrCl6/water [178] solutions is very sensitive
to the metal loading and increases rapidly as it increases. Certain of these
dependencies built up in the logarithmic coordinates to produce linear anamor-
phoses are shown in Figure 6 (a)–(f). It is interesting to note that similar
anamorphoses can also be observed with catalysts prepared by condensation of
vaporized metal on the carbon surface [179,180]. Analytically, these anamorphoses
can be easily obtained assuming that the whole mass (M) of the supported metal
occurs as particles of diameter d that arise (without regard for sintering) from the
crystallites of supported metal precursor, and their number (N) equals the number of
special sites on the support surface where the precursors have been crystallized:

M ¼ Nprd3=6 or logðM=rÞ ¼ log p=6þ logN þ 3 log d ð14Þ

where r is the metal density. Correlation of this type usually indicates the presence of
these sites in limited amounts. Any kind (structural or chemical) of surface defects
can, in principle, behave as these sites. It is common knowledge that nucleation of a
new phase is the easiest when its molecules exhibit chemical affinity to the support
surface. Therefore, the most dispersed catalysts are synthesized when a quantity of
the dissolved precursor is adsorbed on the support to behave as the sites for its
following crystallization. This is probably an additional reason for an increase in the
metal dispersion in 1% Pt/C catalysts [23,165] (H2PtCl6/benzeneþethanol, graphi-
tized carbon black Vulcan 3G) with an increase in the carbon surface heterogeneity.
Other reasons may be the evolution of a more optimal porous structure or
strengthening of the metal–support interaction in the target catalyst as the carbon
surface becomes more and more heterogeneous under the burn-off, as was supposed
earlier [23,165]. Partial adsorption of metal salt also may be responsible for an
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increase in the dispersion of 1% Pd/Sibunit catalysts [39] [Pd3(OAc)6/benzene] when
the concentration of acidic groups at the carbon surface increases [Figure 6(g)].
However, some data [41] argue the existence of the inverse dependence for the Pd/C
catalysts prepared by supporting Pd3(OAc)6 from the acetone solutions onto
chemically modified active carbons Anthralur and Sutcliffe. This effect may be
caused either by the nature of the chosen solvent or by the textural properties of the
support (unlike Sibunit, Anthralur and Sutcliffe are predominantly microporous
carbons).

Sometimes the use of the impregnation procedure can even provide a high
dispersion of the active components at unusually high values of the metal loading.
This is especially true for the Pd/C catalysts synthesized from H2PdCl4. The reason is
the formation of PdCl2 clusters on the carbon surface in the course of drying
[16,57,181]. The clusters are 1.8+ 0.2 nm in size, which is practically independent of
the nature of the carbon support and, over a very wide range, on the weight
percentage of the supported palladium. The clusters are fixed at surface steps
through both epitaxial and chemical interaction. The latter means formation of the
surface p-complexes of PdCl2 [16]. When reduced by H2 at 250 8C, they originate
metal particles 1–3 nm in size. This phenomenon was used to prepare high-dispersed
catalysts based on platinum, a chemical analog of palladium. Electrocatalysts
Pt/HOPG were prepared by supporting H2PtCl4 on the etched basal plane of HOPG

Figure 6 Dependence of the mean size ðdÞ of the active component particles in Me/C

catalysts on the total volume ðM=rÞ of the supported metal (a–e) and the concentration of the

surface acidic sites on the support (g). Literature data are used: (a,b) 0.5–10% Ru/C [175];

(d) 2.0–11.4% Ru/C [176]; (c) 1–10% Pd/C [8]; (e) 1–10% Pt/C [177]; (f) 0.9–6.1% Ir/C [178];

(g) 1% Pd/C [39].
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followed by reduction of the supported PtCl2 in H2 at 300 8C. The metal loading in
these catalysts reached about 75 mmol/m2 (i.e., approximately 100 times as high as
the carbon adsorbability with respect to H2PtCl4, Table 8), the particle size (ds)
determined by HRTEM being 3.4 nm [182]. A strong influence of the carbon matrix
structure on the electrocatalyst dispersion was discovered later: an increase in the
concentration of intercrystallite boundaries and in disordering of the mutual
orientation of the carbon crystallites led to the particle shrinkage to ds¼ 1.3 nm. This
was attributed to an increase in the concentration of the strong adsorption sites for
H2PtCl4: binding PtCl2, they behaved then as sites of PtCl2 crystallization during
evaporation of the solvent. On the contrary, the use of H2PtCl6 led to coarse Pt
particles (10–50 nm plus spongelike aggregates) [182]. H2PtCl6 was found incapable
of forming p-complexes with the ligands containing >C55C< bonds [53], so as the
low dispersion of Pt particles in the prepared samples could be only attributed to the
low affinity of PtIV chloride complexes to the carbon surface. The relatively high
metal dispersion independent of the metal loading (1.5–12%) was observed with
Ru/C (H/Ru* 0.7) [183] or Rh/C (H/Rh *0.12) catalysts [184] prepared by
impregnation of the supports with MeCl3 solutions, but the reason was not
investigated.

Thus, dispersion of Me/C catalysts prepared by impregnation is in many
respects dependent on the probability of side processes such as the metal compounds
adsorption, even though their intensity is low that makes the proportion of the
adsorbed species negligible among the supported precursors. In the general case, the
detrimental effect on the metal dispersion caused by deficit of the sites for
crystallization of the metal precursors can be compensated by means of repeated
impregnation with low-concentrated salt solutions. An example is the preparation of
Pt/C from Pt(NH3)2(NO2)2 [185].

12.2.4 Catalysts Me/C Prepared by Deposition

Deposition of Metal Hydroxides

Even though all noble metals can form insoluble hydroxides, this method is mostly
employed for synthesis of Pd/C catalysts. Any water-soluble salts of PdII are
appropriate [186–188], but the most usable are H2PdCl4 or Na2PdCl4. Hydroxides,
carbonates, and bicarbonates of alkali metals and nitrogen-containing bases, most
often Na2CO3, are used as alkali agents. The metal hydroxide deposited on the
support is usually reduced in an alkali medium (H2CO, NaOOCH, N2H4, KBH4)
and more rarely in a close-to-neutral medium (NaH2PO2, KBH4). There are three
basic versions of the deposition process:

1. An alkali solution is added to the support suspension in a PdII salt solution.
2. A PdII salt solution is added to the support suspension in an alkali

solution.
3. Solutions of a PdII salt and an alkali agent are mixed in such a proportion

to produce soluble PdII compounds of the colloidal nature, the so-called
polynuclear hydroxocomplexes (PNHC), to make them contacting carbon.

These methods are practiced for preparation of powdered catalysts. Method 3
is also appropriate for supporting palladium on granulated carbons by incipient
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wetness impregnation. Although the idea of the method under consideration is to
deposit metal hydroxide species formed in the solution on the carbon surface, in
actual practice the process is never the only one. Adsorption of the initial PdII

compounds to be hydrolyzed on the support surface takes place either before
formation of PNHC in the solution (synthesis of Pd/C according to 1 and 2) or
concurrently with deposition of PNHC (synthesis of Pd/C according to 3)
[167,189,190]. Therefore, to understand the regularities of genesis of these catalysts
it is necessary to distinguish primary processes (i.e., adsorption of initial PdII

compounds followed by transformations of the adsorbed species upon variations in
pH of the medium) and secondary ones (i.e., formation of PNHC in the solution and
deposition of PNHC on the support) among all chemical processes taking place in
the ‘‘PdII salt–alkali agent–carbon’’ system. Discussion of these processes is
exemplified below.

Formation of Polynuclear Hydroxocomplexes of Pd(II).

Structural properties, as well as specific features of formation and aging of PNHC,
are discussed in detail elsewhere [59,187,189,191–194]. Complexes [PdCl4]

2� and
[PdCl3(H2O)]� are predominantly detected in the initial solutions of H2PdCl4 (pH
0.5–1.5). Addition of NaOH results first in the formation of Na2PdCl4 (pH 2.5–4.0)
and in shifting the equilibrium of these PdII complexes toward predomination of
[PdCl3(H2O)]� [191]. Further addition of the alkali leads to generation of PNHC
particles [191,193]. Little changes in the pH of the solutions are observed with the
ratio w¼NaOH/Na2PdCl4 because the added alkali is completely consumed for the
formation of PNHC. The concentration of PNHC increases with w, the proportion
of PdII involved in PNHC particles being 0.5w, but their size distribution remains
practically unchanged [189,194]. The data obtained by pH measurements, UV,
NMR (17O, 23Na, 35Cl, 133Cs), and EXAFS spectroscopic techniques [193,194],
allowed the conclusion that the interaction of NaOH and Na2PdCl4 is intermediated
by complex [PdCl2(OH)2]

2�, which readily enters the reaction of polycondensation
to release Cl� ions and to form polymer threads formulated as [Pd(OH)2]:

The thread can roll up into a ball due to the Coulomb attraction between some
of its fragments and Naþ cations, as well as through oxygen bridges. Thus formed,
the PNHC particle is generally formulated as {Pd(OH)2}nmNaCl ðm4 nÞ. It is free
of Cl� ions directly bonded to palladium, while hydrated Cl� ions are arranged at
the edge rims of the particle and compensate the positive charge induced by Naþ ions
occluded in the particles. Emergence of this kind of EDL on the surface of the
PNHC particles makes these colloids resistant to coagulation. They are mainly
detected as fine particles 0.8–1.2 nm ðn* 107 20Þ and 2.0–2.4 nm ðn* 100Þ in size,
with coarser particles formed by associated fine particles also observed [194]. PNHC
particles comprising 10 to 1000 palladium atoms were also observed. [191]. RDF and
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XRD studies of freshly prepared PNHC solutions [189] reveal a very disordered
structure of these particles.

In long storage of PNHC solutions, slow chemical processes proceed inside the
colloidal particles that lead to a decrease in their size [194]. Aging of a fine PNHC
particle causes rearrangement of the threadlike structure of {Pd(OH)2}n into a tighter
three-dimensional structure of palladium oxide that is accompanied by the release of
Hþ and, partly, Naþ ions into the solution. In turn, aging of a PNHC associate leads
to destruction of the solvate sheath of the involved particles and to closer contacts
between them. In the first case this takes approximately 2.5 h at room temperature,
whereas a longer period of time (a day or longer) is needed in the second one.

Analysis of data available from literature allows us to assume that both the pH
region of resistance of PNHC colloids to coagulation and the rate of their aging
depend on a number of not clearly understood factors, including the solution
temperature, the nature of the alkali agent, the PdII concentration, and the presence
of foreign electrolytes and surfactants. For example, formation of PNHC was
observed at pH 3–3.5 [191], somewhat higher than pH 4 [189], or at pH 5.3–5.9 [187].
When the PNHC solutions are aged at pH 3, sedimentation is observed in 24 h [191],
whereas pre-addition of NaCl shifts the sedimentation point toward pH 6 [192] or
6.8 [128]. It is recommended not to prepare PNHC solutions at a temperature higher
than 30 8C [187]. Unfortunately, data on the formation of colloidal Pd(OH)2
particles in the alkali medium (when the solution of a PdII compound is added to
excess alkali) are practically unavailable.

Anyway, the PNHC solutions prepared by slow addition of aqueous NaOH or
Na2CO3 to H2PdCl4 at room temperature are stable enough for them to be
appropriate for synthesis of Pd/C catalysts in 2–4 h from the moment of their
preparation [59,187].

Formation and Properties of Pd/C Catalysts

Method 1 includes three main stages. These are addition of the H2PdCl4 solution to
the aqueous suspension of the support, hydrolysis of PdII compounds with an
introduced alkali agent, followed by reduction. As pointed out at the beginning of
Section 12.2.4, when Pd/C is synthesized by any of these methods, addition of the
PdII solution to carbon slurry results in adsorption of a portion of PdII compounds
on the support. Figure 7 (a) shows mononuclear PdII complexes to be better
adsorbed from the acidic medium (method 1) than from the alkali one (method 2).
Therefore, the above-mentioned primary processes will mostly affect the catalysts
prepared by method 1. Hence, analysis of the literature data concerned with this
method of the Pd/C catalysts preparation should be based on the data on studying
the adsorption of H2PdCl4 on carbon materials.

In the case of carbons traditionally used as the supports, adsorption of
H2PdCl4 is comparatively rapid [16], and the concentration of the strong adsorption
sites ðA2þA3Þ is higher than that of the supported metal. Hence, most of palladium
transfers from the solution onto the support prior to the introduction of the alkali
agent and forms there the former Pd0 particles (9) and PdII chloride complexes (11).
These surface compounds are chief precursors of the active component in the
catalysts containing no more than 5%wt. Pd. A remarkable contribution of the
deposition of PNHC particles from the solution is only observed for catalysts with a
very high Pd loading or when supports with a very low specific surface area are used.
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As a cumulative result of all these processes, a bimodal Pd particle-size distribution is
often observed in the target catalysts (Table 9): there are both coarse crystallites of
the former Pd0 generated as early as the stage of H2PdCl4 adsorption and round-
shaped fine Pd0 particles formed in the course of hydrolysis followed by reduction of
the surface and solute palladium chloride complexes.

Emergence of x-ray-detectable Pd crystallites (larger than 10 nm in size) upon
contact of the support with the solution of H2PdCl4 is a well-established feature of
preparation of Pd/C [16,70,94,111,137–140,143,146,157,168,190] and, probably, the
main reason for a decrease in the efficiency of these catalysts and the difference
between the available data on the metal dispersion in the Pd/C catalysts prepared by
method 1 (Table 9). The proportion of the coarse metal component among the
supported precursors is determined by the carbon nature and the combination of
conditions to achieve the contact between the support and the solution of H2PdCl4
(Table 7). In fact, the authors of numerous papers used some tricks enumerated in
Table 7 [such as introduction of excess HCl [195] or NaCl [196,197] or addition of an
oxidant (H2O2 [195]) to the H2PdCl4 solution, pre-oxidation [40,190,198] or
treatment of the support surface with an acid solution [70,195], a longer contact
of the solution with the support in air [190], the use of the support with certain
textural properties [199,200], and grain size [199]] but often interpreted the obtained

Figure 7 Adsorption of PdII compounds from aqueous solutions (obtained by mixing

H2PdCl4 and an alkali agent) on carbon supports of the Sibunit family at 20 8C. (a)

Distribution of PdII between the solution and the support surface (SBET¼ 270m2/g) during

preparation of 0.5mmol Pd/C catalyst: PdII adsorbability from 0.025M solution as a function

of the Na2CO3/H2PdCl4 ratio. (According to Ref. 167.) (b) Dependence of adsorption

capacitance of the support (SBET¼ 450m2/g) in respect to PdII on the Na2CO3/H2PdCl4 ratio.

(According to Ref. 189.)
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results in other ways that did not encompass the whole set of the available literature
data on this method for preparation of Pd/C.

The properties of these catalysts also are strongly dependent on the nature of
the alkali agent, its concentration in the solution, and the manner of adding to the

Table 9 Comparative Analysis of Methods 1–3 for Preparation of Pd/C Catalysts. The

Influence of the Nature of the Carbon Support and Preparation Conditions on the State of the

Active Component of the Catalysts

Pd/C Preparation Mode 1 2 3

1. Particle-size distribution for palladium

(a) On active carbon, carbon

black or Sibunit

Bimodal1: fineþ coarse

components2

[70,120,190,202]

Uniform1 [14]

(b) On oxidized carbon Uniform [40,190] Uniform [190] Uniform1 [203]

2. Palladium distribution through the support grain

(a) On active carbon, carbon

black or Sibunit

At the grain

circumference or on

the surface of wide

pores3 [190], eggshell

[70,167]

At the grain

circumference [190]

Eggshell5 20m [204],

eggshell [167]

(b) On oxidized carbon Wide, penetration of Pd

into micropores [190]

3. Average size of palladium particles, nm (by gas chemisorption)

(a) On graphitized carbons 5–6 [70,190] 6 [190] 2–3 [203]

(b) On active carbon, carbon

black, Sibunit etc.

1.4–1.7 [16,167], 2.5–3.5

[70,118], 4–6 [190],

1.5–61

4–8 [190], 4–10 [186] 1.1–2.0 [128], 2.1–2.4

[167], 2.4–3.2

[14,16,203]

(c) On oxidized carbon 1.5 [190] 1.4–1.7 [190] 2–3 [203], 2.5–3.2 [128],

4–51,4

4. Variations in the dispersion of Pd/C catalysts

(a) At elevation of

temperature of deposition

of PdII compounds on the

support

Volcanolike, maximum

at 40 8C for active

carbons or at 20–30 8C
for graphitized carbons

[190], a decrease [188]

A very weak dependence

in comparison with

method1 [190], a decrease

[186]

(b) With an increase in the

specific surface area of

carbon (SBET)

No effect [196]

(730–2700m2/g)

Slight [128] (500–

1500m2/g), no effect

[201,204] (15–240m2/g,

70–700m2/g)

(c) With an increase in the

metal weight

concentration on the

support2 (the limits of Pd

loading variations are

indicated)

An increase1 (1–5%) Slight1 (2–5%), slight

volcanolike

dependence (1–17%)

with a gently sloping

plateau5 at 2.5–13%

[128]

(d) With an increase in the

degree of oxidation of the

carbon surface

A strong increase1

[190,198]

A strong increase [190] A decrease [128], no

effect [203]

1 Observed (or confirmed) by the authors of the review but not published before.
2 Prewashing of the support with aqueous HCl results in an increase in the dispersion of Pd due to a

decrease in the amount of the former Pd0. (From Refs. 16 and 70.)
3 If the carbon was in long contact with H2PdCl4 before NaOH was added, the metal distribution becomes

more uniform [167], and palladium penetrates into micropores [190].
4 Formalin was used for reduction that may cause coarse palladium particles. (Source: Ref. 120.)
5 The range of relative constancy of Pd dispersion depends on the type of carbon.
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carbon suspension [199,201]. A number of processes occur at this stage of Pd/C
synthesis, including hydrolysis of PdII compounds (both adsorbed and dissolved),
adsorption of produced PNHC from the solution, aging of palladium hydroxide
particles on the support surface, as well as dissolution of these particles under the
action of excess alkali and PdII transfer back to the solution. Evidently, the
relationship among rates of these processes is affected by numerous factors. That is
why a lot of different ‘‘optimal’’ procedures of the hydrolysis (especially in the patent
literature) can be found, but most likely no universal one exists. Generally, it seems
necessary to comply with the following:

1. The optimal rate of alkali feeding at the earliest stage of the catalyst
synthesis, which allows maintenance of a higher rate of adsorption of generated
PNHC in respect to the rate of their coagulation in the solution, thus suppressing
formation of large spongelike Pd particles in the final catalyst.

2. The optimal period and temperature of aging of the supported palladium
hydroxide particles at a pH close to the neutral point in order to suppress dissolution
of these particles upon the further alkali addition before reduction, thus preventing
enlargement of Pd particles. However, palladium hydroxide should not be aged too
long, since in the course of this process its particles gradually lose the ability to be
completely reduced in the liquid phase at mild conditions that, in turn, may result in
desorption of palladium species when the final catalyst is washed with water to
remove the salts produced during its synthesis.

Conditions of reduction of the supported palladium have a strong influence on
the catalyst dispersion. The high dispersion is achieved by reduction with solutions
of NaOOCH [196], NaBH4 [118], and NaH2PO2 [128] in a moderately basic medium.
The use of CH2O needs a stronger basic medium and leads to comparatively coarser
palladium particles [118,186,190], the bimodal particle-size distribution being
possible due to the mass transfer and slow reduction of PdII [120]. Gas-phase
reduction in H2 produces a good result at 100–250 8C [14,16,118,167] but leads to
remarkable metal sintering at 300–400 8C [40,196,203].

The briefly discussed specific features of the stages of hydrolysis and reduction
of palladium compounds are in many respects coincided for all three versions of Pd/
C synthesis discussed in the present section.

Method 2 is only scantily discussed in the literature, which makes it difficult to
compare with methods 1 and 3 (see Table 9). There is only a slight dependence of the
dispersion of these catalysts on the nature of the alkali agent (except hydro-
carbonates) [186]. It goes through a maximum at elevation of the hydrolysis
temperature [186,190]. However, the data on the maximum position are contra-
dictory (ca. 30–40 8C [186] or 75 8C [190]). Although close dispersion may be
observed with catalysts synthesized by methods 1 and 2, the catalytic activity of the
latter is much higher. That is attributed to different distribution of the metal through
the catalyst grain [190]: according to method 2, PdII is predominantly hydrolyzed in
the solution, and PNHC particles are deposited on the external surface of the carbon
grains.

Method 3 implies competitive adsorption of PNHC particles and mononuclear
PdII complexes on the support [189], since PNHC solutions resistant to coagulation
contain the initial monomer. Sorbability of PNHC is higher by approximately an
order of magnitude than one of H2PdCl4 [189,204] [see also Figure 5 (b)]. Just
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adsorbed PNHC particles are practically of the same composition and size as the
PNHC particles in the solution [189]. They do not tend to decorate the carbon
surface and are uniformly distributed through the surface even in the case of
graphitized carbon [189,201]. Properties of the Pd/C catalysts synthesized by this
method reveal the lowest sensitivity to the nature of the carbon support (Table 9). A
narrow eggshell distribution through the catalyst grain (even though the grains are as
small as 0.1mm) is always observed with these catalysts. In general, an increase in
the proportion of PNHC among the adsorbed precursors of Pd/C results in
narrowing of the active component distribution through the catalyst grain [167,204]
as well as in weakening of the effect of blocking the metal surface by pore walls to
make it inaccessible to the reactants [16,167] (see, e.g., Table 5).

12.3 CONCLUSIONS

The state of the active component in Me/C catalysts (dispersion, substructural
properties of its particles, size distribution, and the localization on the support
surface) is governed by the state of supported precursors, mechanisms of formation
of these precursors, and their further evolution into the metal phase. In turn, the
state of the catalyst precursors if often determined by the nature of the carbon
support and initial metal compound dissolved, as well as by conditions of supporting
the latter. For the Me/C catalysts prepared by adsorption, predomination of one
type of adsorbed precursor species and the presence of a sufficiently large number of
surface sites for their fixation favor generation of high-dispersed catalysts with their
particle size slightly dependent on the metal loading and on the support surface
nature. In the case of a deficiency of these sites, Me/C catalysts are prepared by
impregnation or deposition. For the impregnated catalysts, the average size of the
metal particles usually increases with the metal loading and depends on the
physicochemical properties of the support affecting the concentration of these sites.
However, these methods also allow the highly dispersed catalysts to be prepared over
a very wide range of metal loading if the precursors formed from the initial metal
compounds on the carbon surface are stable clusters of a certain size. In the case of
co-existence of several routes to generation of the supported precursors, the catalyst
dispersion is a complex function of some set of physicochemical properties of the
support and conditions of the metal compound supporting, with a kind of
volcanolike dependence on the metal loading usually observed.

The capacity of carbon support for behaving as a gas electrode and the ability
of dissolved or supported metal ions, as well as the metal particles, to interact with
the carbon surface through a charge transfer indicate the considerable influence of
the atmosphere composition and of electrophysical properties of the carbon (the
latter are determined both by the surface and bulk properties of the carbon matrix)
on genesis of the supported metal catalysts. Surprisingly few papers deal with these
aspects of scientific basis for preparation of Me/C catalysts. Undoubtedly, this gap
should be bridged in the near future.
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121. F. Coloma, A. Sepúlveda-Escribano, J.L. Fierro, F. Rodrı́guez-Reinoso, Appl. Catal. A

150, 165 (1997).

122. F.S. Kemp, M.A. Georg, U.S. Patent 3,857,737, Dec. 31, 1974.

123. J.A. Bett, K. Kinoshita, P. Stonehart, J. Catal. 35, 307 (1974).

124. F. Rodrı́guez-Reinoso, I. Rodrı́guez-Ramos, C. Moreno-Castilla, A. Guerrero-Ruiz,
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SUMMARY

Solid-state nuclear magnetic resonance (NMR), a canonical technique of chemistry
and physics, possesses many versatile features such as, for example, elemental
specificity and local structural, electronic, and motional sensitivity. In particular,
NMR can characterize samples in most types of condensed matter, be it liquid or
solid, single crystal or amorphous. Given adequate sensitivity it has, therefore, the
unique ability of providing metal surface and adsorbate electronic and structural
information on a molecular level and allows one to access motional information of
adsorbate over a time range unattainable by any other single spectroscopic
technique. In addition, solid-state NMR is nondestructive, technically versatile,
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and very applicable to oxide- as well as conducting carbon-supported high-surface-
area transition metal catalysts of practical importance. It is also easily amendable
under controlled environment close to real-world operating conditions. As such,
metal NMR of supported metal catalysts has historically played an important role in
illustrating many fundamental aspects relevant to gas-phase, heterogeneous catalysis
at transition metal surfaces. In particular, the elemental specificity of NMR enables
the catalytically relevant transition metal surfaces to be characterized either directly
by NMR of transition metals themselves (if the surface signal is discernible) or, in
more general cases, indirectly by NMR of adsorbates used as a molecular probe
providing a unique flexibility in designing specific experiments. The most extensively
investigated pair thus far has been the 195Pt and 13C NMR of platinum metal and
adsorbed carbon monoxide. Fundamentally, the ability to access the (surface) Fermi
level local density of states via metal NMR offers a promising approach to bridge the
conceptual gap between widely used localized chemical descriptors (e.g., the active
site or the surface bond) and the delocalized descriptors of condensed matter physics
(e.g., the band structure of the metal surfaces). In this chapter, NMR investigations
of heterogeneous and electrochemical catalysts will be discussed in the light of our
current understanding of the matter.

13.1 INTRODUCTION

The scope of NMR applications to catalysis is probably as wide and variant as the
field itself, as is illustrated, e.g., by the collection of articles under the title of NMR
Techniques in Catalysis [1] or by the reflections on applications of NMR in surface
chemistry and catalysis by Ken Packer [2], which are quite instructive to answer
questions such as ‘‘why NMR’’ and ‘‘what kind of useful information is obtainable
by NMR’’ in catalysis. A recent exciting development is the NMR of electrocatalysts
in an electrochemically controlled environment [3,4].

Modern NMR spectrometers give access to (nearly) the whole Periodic Table,
offering unmatched chemical specificity. The low-mass detection sensitivity of NMR
is now less problematic, thanks to higher magnetic fields and improved electronics.
In the catalytic context, NMR can work close to real-world conditions such as high
pressure and high temperature, or active electrode potential control in an
electrochemical environment. NMR can study both the catalytic metal itself and
its adsorbates; the typical pair is platinum and carbon monoxide.

Slichter, Sinfelt, and co-workers have opened this line of research some two
decades ago by discovering several unique features of the 195Pt NMR of oxide-
supported small platinum particles [5]. Specifically, they found that the overall 195Pt
NMR lineshape for supported catalysts is extremely broad, of the order of
40,000 ppm, extending downfield from the position of bulk platinum. They were able
to correlate the intensity of the low-field feature in the 195Pt spectrum with the
dispersion (the fraction of atoms in the surface) of their particles. Later, these
observations were confirmed by van der Klink and co-workers [6], who also
determined that the signal from clean-surface Pt atoms was centered at about
34,000 ppm to low field from the bulk platinum signal. Most recently, Tong
and co-workers have observed that nanoscale Pt particles on conducting carbon
also show these very typical spectral characteristics, even in an electrochemical
environment [7].
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Interestingly, clean metal surface atoms have a Knight shift close to zero. This
experimental observation has been confirmed in calculations by Weinert and
Freeman [8]. They show that the surface shift results from a gradual drop in the d-
like Fermi level local density of states (Ef -LDOS) on moving from the inside of the
particle to the surface. This dominant Ef -LDOS effect discriminates the surface
from bulk Pt atoms, making 195Pt NMR unique in investigating the surface physics
and chemistry of nanoscale platinum particles. While Pt is a favored catalytic
material, it may also be the only transition metal showing such NMR surface
specificity.

Chemisorption of CO has been widely used as a paradigm of metal surface
reactivity, and 13CO NMR has been extensively studied [9]. The 5s forward- and 2p*
backward-donation scheme proposed by Blyholder [10] provides an intuitive,
molecular orbital-based framework for the discussion of metal–adsorbate bonding.
Some quite remarkable results of 13CO NMR are the direct evidence for metallic
characteristics of chemisorbed CO [11], and the correlation with the vibrational
properties of chemisorbed CO and with the clean metal surface Ef -LDOS as
determined from 195Pt NMR [7,12]. These NMR observations are relevant to
frontier-orbital theories [13] for chemisorption on metals [14,15]. The original theory
for molecular reactivity [13] highlights the decisive role played by the highest
occupied and the lowest unoccupied molecular orbitals (HOMO and LUMO, the
frontier orbitals) in determining the reactive sites. On metal surfaces the closest
equivalents to molecular HOMO and LUMO are the orbitals just below and just
above the Fermi energy Ef. The density of these electrons on a given site is measured
by the local density of states at Ef, or Ef -LDOS for short. This quantity can, in
principle, be measured by metal NMR.

Several earlier review articles are relevant to our subject. Slichter reviews the
work done in his laboratory [16], most of it concerned with atoms or molecules
adsorbed on the metal clusters, and the experimental techniques used in such studies
[17]. Duncan’s review [9] pays special attention to the 13C NMR of adsorbed CO.
Most recently, one of us has given a rather detailed review of the field, in particular
on metal NMR of supported metal catalysts [18]. While the topics and examples
discussed in this chapter will inevitably have some overlap with these previous
reviews, particular emphasis is directed toward highlighting the ability of metal
NMR to access the Ef -LDOS at both metal surfaces and molecular adsorbates. The
Ef -LDOS is an attractive concept, in that it contains information on both a spatial
(local) and energy (electronic excitations) scale. It can bridge the conceptual gap
between localized chemical descriptors (e.g., the active site or the surface bond) and
the delocalized descriptors of condensed matter physics (e.g., the band structure of
the metal surfaces).

This chapter is organized as follows: Section 13.2 gives a discussion of a
multitude of concepts in this field between physics and chemistry: band structure,
chemical bond, Ef -LDOS, ad-atoms, chemisorption, and metal surface reactivity.
The next section presents a brief description of metal NMR theory, with which the
values of Ef -LDOS can be deduced. In Section 13.4 selected examples from 195Pt
NMR are presented, and in Section 13.5 those for 13CO. Section 13.6 offers brief
conclusions.
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13.2 CONCEPTS

The classic text on the N-electron system is Theory of the Inhomogeneous Electron
Gas [19], and for our purposes specifically the chapter on atoms, molecules, and
solids [20] and that on surfaces and adsorbates [21]. For general solid-state physics
we refer to Ashcroft and Mermin [22], and for physical chemistry to Atkins [23].

By definition, the Hamiltonian of a system of identical particles is invariant
under the interchange of all the coordinates of any two particles. The wavefunction
describing the system must be either symmetric or antisymmetric under this
interchange. If the particles have integer spin, the wavefunction is symmetric and the
particles are called bosons; if they have half-integer spins, the wavefunction is
antisymmetric and the particles are fermions. Our discussion will be restricted to
electrons, which are fermions.

A single electron has three variable properties: position, momentum, and spin.
A system of many electrons has as only observable ground-state properties the
resulting charge density, momentum density, and magnetization density. Roughly,
these three can be probed by elastic x-ray scattering, inelastic Compton scattering,
and magnetic neutron scattering.

The density-functional theory formulated by Hohenberg and Kohn (1964) can
be seen as a formal completion of the statistical theory of Thomas, Fermi, and Dirac
for the inhomogeneous electron gas [19,24]. That theory attempts to find the electron
number density nðrÞ for a gas of N electrons moving in a common potential VðrÞ,
without having recourse to the computation of wavefunctions. Hohenberg and Kohn
have shown that the ground-state properties of the N-electron system are functionals
only of the number density. This holds, e.g., for the energy, so that the electron
distribution in the ground state of a molecule or a solid can be obtained from a
variational type of calculation, where the number density is the varied quantity. The
subsequent work by Kohn and Sham has shown that the exact ground-state charge
density can be found from a set of single-particle Schrödinger equations. Formally,
these ‘‘single particles’’ are nothing more than intermediaries in a calculation of the
physically observable quantities, but many authors have pointed out that the Kohn–
Sham orbitals are perfectly legitimate tools in the construction of orbital theories of
chemistry [24–27].

Many experimentally important excited-state properties measure changes in
energy, rather than in electron distribution. In certain special cases there is a one-to-
one relation between these excitation energy spectra and the orbital eigenenergies of
the (ground-state) Kohn–Sham theory. The theory for metals shows resemblances
[20, p. 280] with Landau’s theory of Fermi quasi-particles [22, p. 348]. In quasi-
particle theory it is argued that, while neither the ground state nor the excited state
can be described in terms of the independent uncorrelated electrons of the simplest
Hartree theory, the difference between the two states can for many (but certainly not
all) systems be so described [22, p. 345]. The most elementary requirement of the
Pauli principle, that the occupation of any independent-electron state must be either
0 or 1 and that therefore its thermal average must be between these bounds, is
expressed by applying Fermi–Dirac statistics to the orbital eigenenergies ei of the
one-electron states.
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13.2.1 Bands and Bonds

It is often said that the band description of one-electron states is in terms of itinerant
electrons and is mainly useful for solids, while the bond description looks at localized
electrons and is appropriate for molecules. Since our subject concerns interactions
between molecules and solid surfaces, we need to establish our vocabulary clearly.
We will consider an electron as localized if it cannot participate in (electrical)
transport phenomena; otherwise it is itinerant. This is not the same as describing the
one-electron orbitals by localized functions (such as the Wannier functions,
introduced below) respectively by extended functions (such as the Bloch functions,
see below). Nor is it simply a distinction between tight-binding orbitals constructed
from (so-called localized) d-orbitals as opposed to those derived from (so-called
extended) s-orbitals.

It is a basic consequence of the translational symmetry of a solid that its
Kohn–Sham eigenfunctions can be uniquely labeled by four ‘‘quantum numbers,’’
the band index n and a wavevector k, as in cn;k. The diagram eðn; kÞ that represents
the n, k dependence of the corresponding eigenenergies is called the band structure.
The Bloch theorem asserts that the cn;kðrÞ can be written in the form of a Fourier
series

cn;kðrÞ ¼ N�1=2
X

N

a¼1

fnðr� RaÞ expðik ?RaÞ ð1Þ

where the Ra; a ¼ 1 � � �N, are the Bravais lattice vectors, which coincide with the
nuclear positions in the case of a monatomic Bravais lattice. The r� Ra is a position
vector in the unit cell at the origin. The cn;k is called a Bloch function, and the fn a
Wannier function.

The inverse series of Eq. (1) gives a Wannier function in terms of Bloch
functions. This is perfectly general; but in the tight-binding (or LCAO, or extended
Hückel) method we identify the fn with an (approximate) atomic wavefunction
ðn ! s; p; dÞ centered at the origin. It can be shown that the Wannier functions are
normalized and mutually orthogonal. However, they are not quasi-particle states in
the sense of Fermi–Dirac statistics, since in general they are not eigenfunctions of the
Kohn–Sham problem. But if the index n refers to a completely filled or completely
empty band (as in molecules or in insulating solids) the distinction becomes
unimportant and the electron density nðrÞ (do not confuse with the band index n) can
be described at will in terms of localized or extended functions. This is no longer true
when band n is partially occupied, because in that case the inverse Fourier transform
of Eq. (1) has no physical meaning (the Wannier function is a superposition of
Kohn–Sham eigenfunctions with different energies).

In the tight-binding method, the wavefunctions are constructed of localized
atomic levels, but an electron in such a level will be found with equal probability in
any cell of a monatomic crystal [22, p. 185]. Nevertheless, these freely moving
electrons do not necessarily contribute to electric conduction, since in the
semiclassical picture of a filled band half the electrons move ‘‘to the right’’ and
half ‘‘to the left’’; and this remains true even if an electric field is applied. For
partially filled bands, the exact half/half-symmetry is broken by an electric field, and
a current will flow. Note that half-filled bands can give an electric current but cannot
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be described with Fermi–Dirac occupation of localized Wannier functions; the
opposite holds for filled bands.

In chemical usage [23, Section 14.11] an electron is said to be delocalized if its
molecular orbital cannot be ascribed to a two-center bond; otherwise it is localized.
It is, however, always possible, but perhaps rarely convenient, to describe the
electron distribution in a molecule with delocalized orbitals only. The situation in a
covalent insulator such as diamond is similar to the molecular case. There are four
valence electrons per atom, and four neighbors. Therefore, it is possible to describe
the structure with four two-center, two-electron bonds, and localized Wannier
orbitals. But keep in mind that the only physical reality is the resulting charge
distribution. This reality can also be described by freely moving Bloch electrons.

It will be useful to reserve the word ‘‘bond’’ to characterize the spatial
arrangement of atomic nuclei and the electron distributions that keep them in place.
A bond, therefore, is a spatial concept related to the topology of the electron
distribution corresponding to a certain arrangement of nuclei. Bonding, on the other
hand, will mean the comparison of the energy requirements for different
arrangements. Thus, a heterogeneous catalytic process can be portrayed as a game
of bonding in order to find the energetically most favorable bond.

In chemistry, solids are customarily classified according to the perceived nature
of the cohesion or bonding, rather than by using features of the electronic charge
distribution (but see [22, Ch. 19]), which is often a better descriptor in defining active
sites in heterogeneous catalysis. Apart from the van der Waals interaction and
hydrogen bonding, one usually distinguishes electrostatic-ionic, covalent, and
metallic bonding. The standard physical classification of solids as insulators,
semiconductors, or metals is based on their electrical conductivity, which is,
however, a property that is not completely determined by the ground state [22,
p. 396]. In this sense, a ground-state ‘‘metallic bond’’ may be impossible to define.
Pauling [28, Section XI-55] considered the metallic and covalent bonds as similar in
nature, and he suggested that all substances might possibly be classified on a linear
scale, based on bond type, going from the extreme ionic first to the covalent and then
to the metallic bond. The more general idea is the van Arkel–Ketelaar triangle [29],
reproduced in Figure 1, that classifies compounds in terms of all three types of
bonding. Recent discussions of this triangle again assert that there is no ground to
consider bonding in metals as specifically different from covalent bonding [30,31].

Apart from the pictorial intuition traditionally expressed by stick-and-ball
models in chemistry, how can we recognize a bond? The electronic charge
distribution can (in principle) be measured by X-ray scattering [32]. Usually, the
electron density in a bonded system is very similar to the superposition of free atomic
densities. Their difference [33], called the deformation density, is widely used [32,
p. 95] as a criterion to locate the bonds; where this density accumulates, there are the
bonds. A more recent method, known as the atom in a molecule (AIM) approach
[34], is based on an analysis of the Laplacian (the divergence of the gradient field) of
the total electron density nðrÞ. A Laplacian is a second derivative, and therefore the
method requires very good values for nðrÞ. Another technique, extending an idea of
Lennard-Jones [35], analyzes an electron localization function, ELF, related to the
two-particle density distribution n2ðr; r0Þ [36], which is the probability to find an
electron in the volume dr around r and at the same time another in the volume dr0

around r0. A general discussion of ELF analysis of the bonds in bulk metals is given
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in [37]. To obtain the ELF, it is in practice necessary to have a one-electron orbital
representation for the total charge density (e.g., from a Kohn–Sham calculation).
Clearly then, the basic physical quantity is the local electron number density nðrÞ,
while its Kohn–Sham representation allows us to construct both a theory of
bands and a theory of bonds, unified by the theory of the inhomogeneous electron
gas [19].

13.2.2 Three Views of Ad-Atom Bonds

An understanding of the bonding between an overlayer and a substrate is crucial in
many fields besides catalysis. We are mainly interested in chemisorption and
electrochemical adsorption of a monolayer of simple molecules on a metal substrate.

Since the pioneering work of Lang and Williams [38] the archetypical
adsorbate atoms are Na (or sometimes Li), Cl, and Si. That paper considered
single-atom adsorption on a jellium; later the same trio has been studied on a ‘‘real’’
Al substrate [39], and recently these ad-atom/jellium systems have been investigated
using the electron localization function ELF [40].

Except in the ad-atom’s vicinity, the metal screens out the effects of the
ad-atom on the total charge density and on the Kohn–Sham potential, even though
the disturbance in the individual Kohn–Sham single-particle wavefunctions is not
short-ranged [38, p. 618]. That result is reproduced in Figure 2, together with the

Figure 1 The van Arkel–Ketelaar triangle that classifies compounds in terms of three types

of bonding: ionic, covalent, and metallic. (From Ref. 29.)
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deformation density dnðrÞ ¼ nmaðrÞ � nmðrÞ, where the index ma stands for the metal
plus adsorbate system, and m for the bare metal. In a more formal way, this charge
distribution can be characterized by its multipole moments: the point charge, the
dipole moment, the quadrupole moment, etc. The variation of dipole moments with
distance is shown in Figure 3. This plot suggests that in some way a negative charge
is associated with adsorbed Cl, a positive charge with Na, and hardly any charge
with Si. Going back to Figure 2, the cases of Cl and Si are easy to recognize, but the
alkali (Li in this figure) is somewhat more complicated: it is not simply the mirror
image of the halogen.

The physical description of the alkali charge transfer has been the subject of
heated debate [39,41]. According to the Langmuir–Gurney model for low-coverage
alkali adsorption, there should be partial transfer of charge from the atom to the
substrate, followed by metallic screening of the ion so created. The other viewpoint
[42,43] is that the bond contains important covalent contributions. It has been
argued [38,39] that in the discussion additional information from the DOS curves
should be used. With this additional information [which is not included in the nðrÞ by
itself] the charge transfer and screening picture is favored. These metallic-or-covalent

Figure 2 Electron-density contours for chemisorption. Upper row: contours of constant

electron density in (any) plane normal to the metal surface containing the ad-atom nucleus

(indicated by þ). The metal is to the left of the solid vertical line. Center row: deformation

charge density. The polarization of the core region, shown for Li, has been deleted for Si and

Cl because of its complexity. Bottom row: The bare-metal electron-density profile, shown to

establish the distance scale. (From Ref. 38.)
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disputes cannot be resolved by inspection of the charge density alone, and we refer
back to Section 13.2.1, where Pauling’s ideas on the subject are mentioned.

The third theoretical study of these adsorption systems avoids the use of
deformation density maps, but discusses the ELF directly derived from nma

2 ðr; r0Þ [40].
For Si, a directional bond is found, with some sharing of charge. This fits with the
idea from the earlier work of a mainly covalent bond. For Cl, the ELF graph points
out that there are two charge regions in this system: the basin of electronic charge in
the metal, and an almost closed region around the Cl, the latter suggesting a
negatively charged ion with 0.38 excess electrons in its charge basin. The case of Li is
again found to be somewhat more complicated. The electronic charge between the Li
ad-atom and the surface is highly localized, whereas on the vacuum side of the
ad-atom it is spread out, different from that in the isolated Li atom.

13.2.3 Chemisorption

Several energy scales are necessary when describing the formation of a surface bond
between an incoming molecule and the metal surface. The typical picture of so-called
strong chemisorption is the formation of a bonding–antibonding pair of surface
orbitals, starting from an electron level on the atom and another in the surface. It is
not immediately obvious, however, what the common zero of the energy scales

Figure 3 Dipole moment as a function of metal–ad-atom distance d for Na, Si, or Cl atom

chemisorbed as in Figure 2. (From Ref. 38.)
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should be when drawing such an interaction diagram. We will illustrate this on the
example of a CO molecule and a platinum surface.

Let us begin by inspecting the ionization energies. In a Kohn–Sham type of
calculation, these are given by the energy (w.r.t. e.g. the vacuum) of the highest
occupied single-particle level; electron affinities are the ionization energy of the
corresponding negatively charged entity. The Kohn–Sham energy of the HOMO 5s
level in CO is &�13 eV, in good agreement with the experimental ionization
energy, &14 eV. As expected, there is no relation between the Kohn–Sham 2p*
LUMO energy of �7.5 eV and the electron affinity: the experimental ionization
energy of CO� is �1.5 eV, indicating that the ion has a tendency to break up
(experimentally, into C þ O�). For a metal surface, the ionization energy and the
electron affinity are both equal to the workfunction, in the case of polycrystalline Pt
approximately 5.65 eV. With these numerical values, no two-electron bonding
interactions between the LUMO of a CO molecule and occupied metal orbitals are
expected; but there may be a stable bonding interaction between the HOMO of CO�

and some empty metal orbitals, resulting in a CO with a fractional charge between 0
and �e. Such fractional charges must be interpreted in a statistical way, and
therefore some chemical potential must be considered. The simplest image is that of
two initially isolated reservoirs of electrons, the CO (or CO�) and the sufface, that
are connected by an imaginary ‘‘thin metal wire’’ so that they can exchange
electrons.

When a contact is made between the neutral molecule and the surface,
electrons will flow from the Pt Fermi level into the CO; and if it is between CO� and
the surface, the electrons will flow toward the Pt Fermi level. The energy of the Fermi
level does not change, because the metal is a perfect source and sink of electrons. A
simple linear interpolation says that we will end up with CO�0:51. We have not yet
considered a true chemical interaction: we have just supposed that we have two
‘‘reservoirs of electrons,’’ that have been brought in diffusive contact and therefore
exchange particles. For a given total (integer) particle count for the two reservoirs
together, their common chemical potential will determine the average number of
particles in each reservoir, a number that does not need to be an integer.

Usual orbital-mixing diagrams can now be drawn starting from this situation,
where the adsorbate energy levels are said to be renormalized by the ‘‘weak
chemisorption’’ interaction (the flow of electrons in our picture). For CO interacting
with transition-metal surfaces, the renormalized 2p* and 5s levels are estimated to
lie at þ2.5 and �7 eV with respect to the common Fermi level [44]. The following
step of ‘‘strong chemisorption’’ will cause additional changes of the excess charge on
the CO, but we expect it to remain between zero and one electron. And since the
(gaseous) CO� is unstable with a tendency to yield negatively charged oxygen ions,
we expect the C–O bond in the adsorbate to be weakened, and the CO dipole to have
its negative end on the oxygen (while the free CO dipole has its negative end on the
carbon).

After this simple energetic analysis, let us see if we can give some spatial reality
to that imaginary ‘‘thin metal wire.’’ The electron charge density at the metal surface
does not fall abruptly to zero, but decreases exponentially with a characteristic
length proportional to W�1=2, with W the workfunction [45,46]. At some distance
outside the metal surface, only the Fermi-level electrons contribute [47] to this so-
called spill-out charge. Now, although the absolute value of nðrÞ in the spill-out
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region is very small, all these electrons can be spatially rearranged at low energetic
cost, which means that they are very reactive. The incoming molecule has a small
number of discrete HOMO/LUMO energy levels, and electrons may hop back and
forth between these levels and those in the far spill-out tail of the metal. As a result
the molecular levels shift up in energy (the electrostatic part of the electrochemical
potential increases) and broaden (due to lifetime effects of an electron temporarily
residing on the CO). The rising of the energy levels can be seen as a barrier to be
crossed before the formation of the ‘‘strong’’ chemisorption bond. In the barrier, the
closed-shell molecule behaves as a noble gas atom [48]. Once the barrier has been
crossed, the natural reference level of the energy scale is no longer the vacuum, but
the common Fermi level for metal and molecule.

Upon closer approach of the metal surface, the renormalized levels start their
bond-forming interaction, each yielding a bonding–antibonding pair of ad-atom–
metal levels. Very schematically, the 2p* now participates in a broadened ad-atom–
metal bonding level that is at least partly below Ef , and the 5s takes part in a
broadened ad-atom–metal antibonding level that is at least partly above Ef . The
result can be thought of as the molecular 5s having lost a fraction of an electron, and
the 2p* having gained some (possibly different) fraction, which is Blyholder’s model
[10]. According to an early extended-Hückel calculation [49] the balance of this
forward and backward donation is an increase of 0.36 electrons on the CO.

A typical more complete correlation diagram is shown in Figure 4 [27]. A
recent review of theoretical treatments of molecule–metal surface interactions has
been given in [50].

Figure 4 Bonding interaction diagram between a transition-metal surface band and CO

molecular orbitals. (From Ref. 27.)
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13.2.4 Local Density of States

From perspectives of metal NMR and its application in heterogeneous and
electrochemical catalysis, it is important to distinguish the electron distribution in
real space n(r) and the distribution of electrons according to their energy. The special
situation of bond formation on a metal, as compared to in a molecule, is of course
that a very large number of metal orbitals is available in any energy interval, while
only a spatially small part (near the surface) of the orbitals is directly involved.
Therefore, the chemisorption bond should be analyzed not only in terms of single-
orbital energies, but also considering the spatial characteristics of these orbitals.

The result of a Kohn–Sham calculation is a collection of one-electron orbitals
ciðrÞ and one-electron energies ei. Most physically interesting properties of an
ordered, crystalline solid are determined by the periodicity of the crystal lattice, and
then it is useful to arrange the results such that the index i expresses the Bloch
character of the wavefunctions: i ! ðn; kÞ. An integral representation of the
bandstructure diagram eðn; kÞ is the density of states curve DðeÞ, that says how
many ðn; kÞ combinations have their energies in an interval de around e. Note that,
following a well-established convention, we call this a ‘‘density,’’ but it is not
something ‘‘per unit volume,’’ but ‘‘per unit energy interval.’’ One step further, the
local density of states Dðe; rÞ actually is something per unit volume and per unit
energy interval: it gives the electron density in point r, nðrÞ, broken up along the
energy axis. In the rest of this paper we will frequently need to refer to the local
density of states at the Fermi energy Ef on a given site, and write Ef -LDOS for short.
While the band structure eðn; kÞ of the metal describes the one-electron energy
distribution in reciprocal space, the local density of states Dðe; rÞ gives that
distribution in real space. The integral of Dðe; rÞ over all r in the sample brings back
the density of states DðeÞ, while the integral over all e up to the Fermi energy Ef

again yields the number density n(r).
A very clear distinction between the total DOS DðeÞ and the LDOS Dðe; rÞ is

shown by calculations on binary alloys [51]. Look, e.g., at the (partly hypothetical)
series of isoelectronic 1:1 alloys TcTc, MoRu, NbRh, ZrPd, YAg, where the alloying
partners have nominal valence differences between 0 (for pure Tc) and 8 (for YAg).
As shown in Figure 5, the overall density of states curves look more or less alike for
all five alloys, but the partial densities on the sites of the individual partners are very
different. Such curves also show why the so-called collective electron model does not
work for catalytic activity [52, p. 458], or even for alloy properties in general.

In some specific situations, it may turn out that all one-electron wavefunctions
of the system at energy Ef have intensity zero in a certain site Ra. From the
definition, the Ef -LDOS on that site then is zero, and NMR people say that the site is
not metallic; but note that this implies nothing about the total charge density at this
site. Furthermore, from this LDOS argument alone, it is impossible to subdivide the
‘‘nonmetallic’’ sites into ionic, covalent, etc. In our language, therefore, an adsorbate
can be simultaneously ionic (as seen from the total charge distribution, including
the electrons of all energies) and metallic (considering its Ef -LDOS, i.e., only the
electrons in the highest occupied levels). Such situations are also found on the
Ketelaar triangle of Figure 1.

The Ef -LDOS is not simply a mathematical aid in the theory of metal surfaces
or of magnetic resonance. It has a physical sense wherever quasi-particle theory is
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valid (and that is the case for nearly all metals used in catalysis), and it can, in a
certain approximation, even be pictured. In the Tersof–Hamann description, the
tunneling conductance in STM experiments is directly proportional to the Ef -LDOS
of the metallic substrate at the center position of the STM tip. For a review of this
model, and STM on metals in general, see [53].

Figure 5 Total and partial DOS curves for the (partly hypothetical) series of isoelectronic

alloys TcTc, MoRu, NbRh, ZrPd, YAg, where the alloying partners have nominal valence

differences between 0 (for pure Tc) and 8 (for YAg). The overall DOS curves look more or less

alike for all five alloys, but the partial densities on the sites of the individual partners are very

different. (From Ref. 51.)
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13.2.5 Reactivity Theory

It is intuitively clear that the ‘‘reactivity’’ of a molecule, however defined, is unlikely
to be a ground-state property in the Hohenberg–Kohn sense: it probably cannot be
deduced from the ground-state charge density alone. So for all these things that
Atkins [23] has under the heading ‘‘change’’ (including the change from atoms to
molecules), knowledge of the ground state alone is not sufficient. Indeed, in the
pioneering paper on the reactivity of aromatic hydrocarbons [13], it is pointed out
that site-specific reactivities cannot be understood from a consideration of the total
charge density of p symmetry, since this is the same on all sites. The new idea
introduced in that paper was to consider only the highest occupied p-orbital. Fukui
et al. [13] actually compare not only the relative intensity of the frontier orbital on
different sites of the same molecule, but also the absolute intensities in (slightly)
different molecules. They observe, e.g., that triphenylene is more stable to oxidation
than naphtacene, and phenantrene more than anthracene; they conclude that, at a
constant number of carbons and p-electrons, the more reactive molecule has the
higher absolute value of frontier-orbital intensity.

We have proposed an analogy for metal surface reactivity: among metal
particles with similar surfaces (made of the same metal, with comparable sizes, etc.)
those that have the higher local density of states at the Fermi energy on their surface
sites will be the more reactive [54,55]. This is a weaker statement than the sometimes-
heard proposal that the Ef -LDOS is a useful yardstick to compare more widely
different systems, e.g., a series of transition metals.

As described in Section 13.2.3, the Ef -LDOS (together with the workfunction)
determines the intensity of the far tail of the metal’s surface charge, which plays an
important role in the ‘‘renormalization’’ of the HOMO/LUMO energies of the
reactant molecule and is also involved in the barrier formation between some
physisorbed and some weakly chemisorbed state. However, the subsequent
formation of pairs of molecule-surface bonding–antibonding levels (‘‘strong
chemisorption’’) involves a range of metal surface electron energies of 10 eV or so
[27]. The variation of the electronic structure in such an energy range may be poorly
parameterized by changes in the Ef -LDOS alone. Our main interest in this review is
the restricted Ef -LDOS effect, when relatively small modifications are made to a
given metal surface, since the NMR technique allows us to measure it for a favorable
metal, platinum.

13.3 NUCLEAR MAGNETIC RESONANCE

In its simplest form, NMR can be thought of as a technique to measure the magnetic
field that is present at the nucleus. In ‘‘nonmagnetic’’ substances in zero applied field,
the magnetic field at the nucleus is zero as well. But in general, the field at the nucleus
is not exactly equal to the applied field, and even if the applied field could be made
perfectly homogeneous over the sample volume, the resulting field would remain
inhomogeneous at the molecular or atomic level. It is useful to treat separately the
orbital and the spin magnetism of the sample. All liquids and all solids show orbital
magnetism to some extent, but many have zero spin magnetism. Spin magnetism is
important in metals, but it can also occur in liquids, a simple example being liquid
oxygen.
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The origin of the chemical shift is orbital magnetism. It is best understood
through the additional magnetic field created by a current distribution, induced in
the electronic charge distribution of the sample by the vector potential of the
externally applied field. The usual expression for this additional field consists of a
sum of two terms, one negative (diamagnetic) and one positive (paramagnetic).
Although it is often convenient to discuss the two terms separately, the separation is
not unique and only their sum is a physical observable. For metals, it is usual to take
as reference state the chemical shift originating from the filled electron bands (the
ionic cores). The chemical shift resulting from the partially filled bands (the
conduction electrons) is often called the orbital Knight shift.

The Knight shift (in the narrow sense) is the response to electron spin
magnetism. The original theory of spin magnetism in ‘‘nonmagnetic’’ metals is the
Pauli theory, which provided the first explanation for the temperature independence
of the susceptibility. At a closer look, however, the numerical value of the
susceptibility according to the original theory does not fit very well to experiment,
even for the alkali metals. The required refinement is to take the ‘‘molecular field’’
into account: inside the metal the total field sensed by a given electron spin is the sum
of the externally applied field plus the magnetic field created by all other electron
spins. (The same molecular field is used to explain ferromagnetism in Stoner theory.)
A formal theory in terms of Kohn–Sham orbitals within the local density
approximation of density functional theory has been proposed in [56,57]. The
corresponding theory for metal NMR, including the orbital Knight shift, has been
given in [58]; we will use results from that paper in the form appropriate for
transition metals.

It is useful to separate the total density of states at the Fermi level of transition
metals into contributions DlmðEfÞ of different orbital angular momentum l, m inside
a Wigner–Seitz cell (approximated by a sphere). We restrict ourselves to cubic
metals. Under certain approximations [58] the equations for the spin susceptibility,
the Knight shift, and the relaxation rate can be written as sums over ðl;mÞ-like parts,
with l ¼ 0; 1; 2 . . . corresponding to s; p; d . . . in a tight-binding picture. The
derivation of the equations itself, however, does not use the tight-binding
approximation such as [58].

The expression for the uniform spin susceptibility takes the form

w ¼ m0m
2
BO

�1
X

l

X

l

m¼�l

DlmðEfÞ
1� al

¼
X

lm

wlm ð2Þ

where the last equality defines the partial susceptibilities wlm for later use. O is the
atomic volume. The enhancement of the susceptibility with respect to the Pauli value
is given by the l-like partial Stoner factor al ¼ IlDlðEfÞ, where the Il is the l-like
exchange integral. For a paramagnetic system we should have 04al41.

The Knight shift K can be written as

K ¼
X

lm

wlm
OBhf ;l

m0mB
¼

X

lm

Klm ð3Þ

where the effective l-like hyperfine field Bhf ;l can be nonzero also for non-s electrons,
l 6¼ 0, and its value may be negative. In the formalism [58] these effective hyperfine
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fields can be given a precise meaning in terms of a generalized nonlocal susceptibility.
That formalism is not suitable for computations, however, and in practice the values
of hyperfine fields are obtained by fitting to experimental data. When comparing
shifts of the same nucleus in different environments, it is usually assumed that the
hyperfine fields are (more or less) atomic quantities, independent of environment,
whereas the susceptibilities change, through changes in the DlmðEfÞ. The exchange
integrals Il are also treated in practice as atomic quantities, which do not change
when the atom is placed in different environments.

The equation for the relaxation rate T�1
1 can be brought to the form

SðT1TÞ�1 ¼
X

lm

klK
2
lm ð4Þ

where the partial contribution to the Knight shift Klm have been defined in Eq. (3),
and where the kl are called ‘‘disenhancement factors.’’ The Korringa constant S is
given by

S ¼ ð2mBÞ2=ð4ph�kg2Þ ð5Þ

where g is the gyromagnetic ratio of the nucleus under consideration. If w is
independent of temperature, then so is the product T1T . This latter result was
derived by Heitler and Teller in 1936 [59], well before the discovery of NMR. In the
Pauli approximation, where all al ¼ 0 and all kl ¼ 1, for simple metals where l ¼ 0 is
the most important contribution, Eq. (4) leads to the Korringa [60] relation

SðT1TÞ�1 ¼ K2 ð6Þ

Note that Eq. (6) can be applied only when there is one (dominant) term in Eq. (3),
and susceptibility enhancement effects in Eq. (2) can be neglected. Therefore, it
cannot be used for transition metals.

For the transition metals, contributions with l ¼ 0; 1; 2 are considered, and
usually the s and p are combined together. In cubic metals, the five values of m
corresponding to l ¼ 2 come together in a triplet t2g and a doublet eg. So instead of

DdðEfÞ ¼
X

2

m¼�2

D2mðEfÞ ð7Þ

we should write

DdðEfÞ ¼ Dt2gðEfÞ þDegðEfÞ ð8Þ

and similarly for the sum of squares that occurs in the expression for the relaxation
rate

X

2

m¼�2

D2
2mðEfÞ ¼ 3ðDt2gðEfÞ=3Þ2 þ 2ðDegðEfÞ=2Þ2 ¼ RdD

2
dðEfÞ ð9Þ

where the last equality defines the ‘‘orbital reduction factor’’ Rd . There is a similar,
but slightly differently defined, reduction factor Rorb that appears in the expression
for the orbital relaxation rate [the last term in Eq. (14)], which is associated with
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fluctuations in the orbital Knight shift. We will not go into the details of its
derivation [61], but we mention for reference

Rd ¼
2D2

t2g þ 3D2
eg

6D2
d

ð10Þ

Rorb ¼ 2Dt2gðDt2g þ 6DegÞ
9D2

d

ð11Þ

In the above paragraphs, we have already introduced several approximations in the
description of the shift and relaxation rates in transition metals, the most severe
being the introduction of the three densities of states DspðEfÞ;Dt2gðEfÞ, and DegðEfÞ.
The advantage is that these values can be supplied by band structure calculations
and that the d-like hyperfine field can sometimes be found from experiment. We have
no reliable means to calculate the effective Stoner factors al that appear in Eq. (2),
and the disenhancement factors kl in the expression for the relaxation rate, Eq. (4),
are also unknown. It is often assumed that kl can be calculated from some l-
independent function of the Stoner parameter kðaÞ, thus kl ¼ kðalÞ. A few models
exist to derive the relation kðaÞ, all of them for simple metals [62–65]. For want of
something better they have sometimes been applied to transition metals as well
[66–69]. We have used the Shaw–Warren result [64], which can be fitted to a simple
polynomial in a. There is little fundamental justification for doing so, but it leads to a
satisfactory description of, e.g., the data for bulk Pt and Pd.

The equations used to analyze the 195Pt NMR in catalytic particles are

w ¼ m0m
2
BO

�1ðDspðEfÞ
1� asp

þDdðEfÞ
1� ad

Þ þ worb ¼ wsp þ wd þ worb ð12Þ

K ¼ ðwspBhf ;sp þ wdBhf ;d þ worbBhf ;orbÞO=ðm0mBÞ ¼ Ksp þ Kd þ Korb ð13Þ
SðT1TÞ�1 ¼ kðaspÞK2

sp þ kðadÞK2
dRd þ ðmBDdBhf ;orbÞ2Rorb ð14Þ

ai ¼ IiDiðEfÞ ð15Þ
kðaiÞ ¼ ð1� aiÞð1þ ai=4Þ ð16Þ

where only DspðEfÞ and DdðEfÞ are supposed to be site-dependent. It is usual
practice to simplify the index sp to s. The terms with index orb come from the orbital
susceptibility.

A set of parameters fitted to experimental data for bulk platinum has been
given in Table 7 of [58]. There are two typographical errors in that table. The value
of Rorb ¼ 0:39 and wtotal ¼ wexp ¼ 325610�6. The experimental susceptibility has
been corrected for an estimated diamagnetic contribution of 41610�6; for the Pd
data in Table 8 a similar correction of 57610�6 has been applied.

Metal NMR is interesting in catalysis because of the relation of the (spin)
Knight shift with the Pauli susceptibility, which in turn is related to the local density
of states at the Fermi energy at the site of the nucleus. In practice, a detailed analysis
of spin-shift-related effects requires that the orbital shift be relatively weak. This is
not the general case for transition metals, but fortunately it applies to the
catalytically important metal platinum. This is the subject of the next section.
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13.4 NMR OF THE CATALYTIC METAL

The catalytic metal most widely studied by NMR is platinum; the first observation of
oxide-supported 195Pt was made by Slichter and co-workers 20 years ago. Nearly all
of the metal-NMR results in this review are concerned with this nucleus. Some data
for 103Rh will be discussed also. Recently, 99Tc NMR spectra have been published of
small Tc particles (average diameter 2.3 nm, but a rather wide size distribution) on
alumina [70]. The spectra were taken between 120 and 400K. While bulk technetium
has the hcp structure, these small particles are cubic, and their 99Tc shift (around
7400 ppm) is about 600 ppm larger than the isotropic part of the bulk shift. The
linewidth varies with support material and method of preparation, but remains
amazingly small (15–75 ppm). This linewidth/shift ratio of about 0.5% is much less
than that found for small particles of rhodium or platinum and is comparable to that
found for silver [71]. It is unlikely, however, that the linebroadening mechanisms in
small particles of silver and of technetium are the same.

13.4.1 Lineshape

For reasons that have to do with the penetration of radiofrequency fields, most
NMR experiments on ‘‘bulk’’ metals actually use powders with grain sizes of a few
tens of microns. At that kind of size the overwhelming majority of atoms still is in
the same electronic environment, and they have the same NMR shift and relaxation
rate. This is no longer the case when the grain size comes down in the nanometer
range. Imagine that we build up a face-centered cubic (fcc) metal by starting with a
single atom, and adding successive layers to it, to form particles of a cubo-octahedral
shape. The smallest such particle contains 13 atoms; the next-larger ones 55, 147, and
so on. To characterize the size of such particles, it is usual to give the diameter of the
sphere that has a volume of 13; 55; 147 . . . times the atomic volume of the bulk. For
platinum, these diameters are 0.72, 1.165, 1.617 . . . nm. Therefore, a particle of
1.6-nm diameter has about 60% of its atoms in the surface. Slichter and co-workers
were the first to show experimentally a size dependence in the NMR of such small
metal particles, using alumina-supported platinum [5]. They found that with decreas-
ing particle size, the NMR intensity decreases at the field/frequency ratio (the inverse
of the ‘‘effective’’ gyromagnetic ratio) 1.138G/kHz typical of bulk metal platinum,
while a new feature at 1.10G/kHz appears and increases in intensity. Later it was
shown that these size-dependent spectral shapes were independent of the kind of
oxidic support (alumina, silica, titania) used [72]. The same spectral shapes have been
found for platinum particles on conducting carbon black [4], as shown in Figure 6.

A simple parameterization of these spectral shapes is provided by the
‘‘exponential healing’’ [73] or ‘‘NMR layer’’ model [74]. The size of the metal
particles (or, more precisely, their size distribution) can be measured by electron
microscopy. Using the cubo-octahedral model, we can then calculate what fraction
of atoms is in the surface layer, in the subsurface layer, and so on. The local density
of states in all sites of the surface layer is not quite the same, but nevertheless clearly
different from those in the subsurface layer, and so on. Therefore, the spectrum is
decomposed as a superposition of (for convenience) Gaussians, each representing the
collection of sites in a layer. The integrals must be proportional to the fraction of
atoms in the layer. The maximum of the Gaussian corresponding to the nth layer
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(where layer 0 is the surface, and n increases when going inwards) is assumed to
occur at a Knight shift Kn given by

Kn � K? ¼ ðK0 � K?Þ expð�n=mÞ ð17Þ

where the parameter m gives the healing length in units of a layer thickness, K0 is the
Knight shift at the surface, and K? that of the bulk.

Figure 6 195Pt NMR spectra as a function of the size of Pt particles supported on insulating

oxides, left-side panels, and on conducting carbon black, right-side panels. The arrows

indicate the surface and bulk resonance positions.
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Two examples [74] of such a deconvolution are shown in Figure 7, where
m ¼ 1:35 and K0 ¼ 0. The same model can be applied to the 195Pt spectra for
electrochemically cleaned Pt/carbon immersed in an electrolyte [7] in Figure 8, with
m ¼ 2:0 and K0 ¼ 0. The change in m says that the change from oxidic to
conducting support is not only sensed by the Pt atoms in the surface of the metal
particle, but also deeper inside. In a similar way, the important change of spectral
shape that occurs in the 195Pt/oxide NMR spectrum upon hydrogen chemisorption
can be parameterized by m ¼ 2:6 and K0 ¼ 2400 ppm [74]. Again, the presence of
hydrogen is sensed deeper inside the particle than that of the clean surface; we may
also think of this as saying that the hydrogen forms bonds not only with the
platinum surface atoms, but also with those in the deeper layers. The chemisorption
effect is not limited to hydrogen: as an example we show in Figure 9 a Pt/carbon
sample, covered with CO by methanol electrodecomposition and immersed in
electrolyte [7].

The signals occurring at K ¼ 0 raise an interesting question. If the Knight shift
is zero, can we speak of a metallic NMR signal? The answer is given by the spin-
lattice relaxation: if the Heitler–Teller product T1T is independent of temperature
[59], then the NMR is metallic. The Knight shift of platinum has a positive
contribution from the s-like LDOS, and a negative from the d-LDOS. They may
accidentally sum up to zero, but the relaxation rate is proportional to a sum of
squares and is therefore nonzero. Even after chemisorption of hydrogen or carbon
monoxide, this T1T criterion says that the surface platinum atoms retain their

Figure 7 Point by point 195Pt NMR spectra, under clean-surface conditions, for oxide-

supported samples with average diameter of (a) 2.7 and (b) 1.7 nm, and the corresponding

NMR layer model deconvolutions.
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Figure 8 Point-by-point 195Pt NMR spectrum, (A), and its layer model deconvolution,

(B), for electrochemically cleaned Pt particles supported on conducting carbon and immersed

in electrolyte. The average particle size is 2.5 nm.

Figure 9 Change in the spectrum shown in Figure 8 when CO is adsorbed from

electrochemical decomposition of methanol. The high-field intensity diminishes, and a rather

sharp feature appears at low field.
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metallic character. We stress that this conclusion is purely experimental, very
different in character from assertions based on calculated electron densities, Section
13.2.1, and close to the intuitive idea that a metal must conduct electricity. Usual
metallic conduction is related to a nonzero density of states at the Fermi energy,
which also causes the relaxation rate T�1

1 to be proportional to T. Calculations for a
five-layer platinum slab in a magnetic field [8] also find a value close to zero for the
Knight shift in a clean platinum surface. There are three distinct sites in such a slab,
and the shift changes in a monotonic (rather than oscillatory) way when going into
the slab. This supports the use of an exponential function in the layer model,
although just three points cannot prove it, of course.

As we have seen in Figure 5 the local densities of state in ordered 1:1 alloys AB
are different on the two different sites (one site for constituent A, the other for B). It
is easy to understand that in a disordered alloy of the same overall composition,
there will be many different sites for each of the constituents, depending on, e.g., the
composition of the surrounding layer of atoms. Indeed, the NMR lines in alloys are
always broader than those in pure metals. A further complication is added when we
make small particles of disordered alloys. The catalytic activity of Pt1�xPdx
protected by films of poly(N-vinyl-2-pyrrolidone) (PVP) varies strongly with
composition [75]. One would like to study both metals by NMR, but unfortunately
105Pd NMR is very difficult and has not been attempted on small particles. Some
information on small palladium particles is available from susceptibility measure-
ments on catalysts [76] and on cluster molecules [77]. In both cases it was concluded
that the susceptibility of the surface atoms is less than that of the bulk, just as is
found for platinum particles from their NMR data. It is then reasonable to assume
that in these systems the Pd susceptibility ‘‘heals back’’ when going from the surface
to the interior, and that also for Pt1�xPdx particles an expression like Eq. (17) is
valid.

In the pure Pt/PVP, the 195Pt NMR spectrum and relaxation times are
practically the same as those in Pt/oxide samples of similar dispersion. The
spectrum predicted by using the layer distribution from Figure 10 and the
Gaussians from Figure 7 shows qualitative agreement with the observed spectrum
in Figure 11(a). This implies that the interaction of the polymer with the surface
platinums is weak and/or restricted to a small number of sites. The layer
distributions for the three samples in Figure 10 are very similar, and therefore the
differences between the 195Pt spectra in Figure 11 must be due to the alloying. The
rightmost arrows in that figure give the average resonance position in the
corresponding bulk materials (the disorder broadens the bulk resonance lines
considerably). The high-field edges of the small-particle spectra follow these
positions very well, as would be expected from Eq. (17) for layers with n > 2m, and
the spin-lattice relaxation rates tend to the bulk values as well. This shows that on
the scale of one or two healing lengths the composition of the interior of the
particles corresponds to the bulk formula.

The 103Rh NMR of small rhodium particles evolves in a different way when the
particle size is changed. The spectra in Figure 12 are approximately centered at the
bulk resonance position, and they broaden rather symmetrically when the particle
size decreases. Such results have been found for several systems (Rh/titania, Rh/
alumina, Rh/PVP) [78]. There is no well-defined surface region in the spectrum, and
chemisorption of hydrogen has a measurable, but small effect (see Figure 13). There
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are two reasons for this different behavior: one in the NMR of Rh metal, the other in
the electronic structure of the Rh surface. There is no generally agreed set of
parameters to describe bulk 103Rh NMR. The approximate analysis given in [79]
contains numerical errors and is inconsistent. A consistent set of parameters has
been proposed in [78]. According to this set, the Knight shift and the relaxation rate
are dominated by the orbital parts, with additional contributions from the spins of
the d-like electrons and nearly negligible s-like parts. This is very different from Pt or
Pd, where the d-like spin part dominates, and the orbital parts are nearly negligible
[58]. In small particles of Pt (and presumably also of Pd) the magnetic behavior can
be reasonably well described by considering only the site-to-site variation of the
d-like spin part, and as it happens this part of the susceptibility is measurably smaller
on surface sites than in the bulk. For that reason, a healing model as in Eq. (17) is
successful for Pt (and probably would also be in Pd, if the experiment could be
done). From calculations for a rhodium slab [80] it can be concluded that the site-to-
site variation of the (spin) Knight shift is rather small: therefore, the spectral shapes
in Figure 12 are probably dominated by competition between (positive) orbital shifts
and (negative) spin shifts. On some surface sites the net result is negative, on others
positive; and no clear surface signal can be found in the spectra.

When going to metals further to the left of Rh in the periodic system, the
importance of the orbital parts in shift and relaxation rate grows further. It is
therefore very likely that 195Pt NMR will remain the most interesting nucleus for
catalytic studies.

Figure 10 Layer statistics according to the NMR layer model for PVP protected Pt1�x Pdx
samples with x ¼ 0, 0.2, and 0.8. The solid curve represents the layer statistics of a hypothetic

sample with a mono-dispersed size of 2.35 nm.
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13.4.2 Densities of State at Ef on Different Atomic Sites

The extraction of numerical values for the local densities of state at the Fermi energy
from NMR resonance position and relaxation rate requires of course a number of
hypotheses. Some of them (such as knowledge of the resonance position
corresponding to zero total shift; the breakup of the density of states into parts of
different symmetry, etc.) already come into play when we try to parameterize data
for the bulk metal [58]. Here we mention only the additional ones used to go to the
local version of the equations. It is assumed that the hyperfine fields and exchange
integrals are a kind of atomic properties that do not vary when the atom is put in one
environment or another, whether it is deep inside the particle or on its surface. The
approximation is probably reasonable when the atomic volume stays approximately

Figure 11 195Pt NMR spectra and spin-lattice relaxation times across the spectra for the

three Pt1�x Pdx samples whose layer statistics are shown in Figure 10. Since the size

distributions are nearly identical, all differences must be due to alloy formation. (a–c) Spectra.

The rightmost arrow is the resonance position in the bulk alloy. The left arrow is the center of

the spectra (divides the integral in halves). The surface peak does not seem to shift with

composition. (d–f ) The product T1T across the spectrum at two temperatures (open symbols).

The 195Pt are in a metallic environment. The full curve sketches the values found for Pt/TiO2

catalysts. The open symbols extrapolate well to the filled circle in each panel, which is the

corresponding bulk value.
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the same: but, e.g., under heavy hydrostatic compression, the hyperfine field in a
bulk metal can change considerably [58]. We neglect the shift due to dipole–dipole
coupling between the electronic and nuclear spins. This coupling vanishes by
symmetry in a cubic environment, but not, e.g., on a surface. In the case of Pt (but
not for Rh), the site-to-site variation of the orbital susceptibility is neglected. The
remaining local variables are the densities of state of different symmetry DlmðEfÞ. The
site-to-site variation in the ratios of D2m, as expressed by the R-factors in Eq. (10)
and Eq. (11), are neglected. This leaves only Dsp and Dd as local variables. As an
illustration of how to solve the equations, Figure 14 shows curves of constant
resonance position and of constant relaxation rate in a ðDsp;DdÞ-plane. Measure the
relaxation rate at a certain resonance position, look up the intersection of the two
corresponding lines in Figure 14, and you have the local densities of state for the
nuclei you have measured. A further combination with the layer model in Figure 7
says how deep in the interior these nuclei are.

While the different contributions to the shift may not always be easy to
estimate, one expects the relaxation rate in any transition metal to be dominated by
Dd. From relaxation-rate measurements across the spectrum, as, e.g., in Figure 11
for 195Pt in platinum/palladium alloys, we can immediately say that Dd is higher in

Figure 12 Point-by-point 103Rh NMR spectra for oxide-supported, clean-surface Rh

samples, taken at 80K. The remarkable result is that the spectrum broadens in both directions

and not only to low field, as for platinum. The broadening is more important for the sample

with smaller particles. (From Ref. 78.)
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the bulk (rightmost points) than in the surface (leftmost points). Such a simple
argument is especially useful when the relaxation curves are nonexponential: it is
often easy to see that one nonexponential decay curve is ‘‘faster’’ than another. As is
immediately clear from Figure 14, a range of different relaxation rates, correspond-
ing to different atomic sites, may be found at one and the same resonance position. If
this happens indeed, the experimental relaxation curves are nonexponential. From
measurements at different temperatures and by using time/temperature scaling, it
can nevertheless be checked that the individual components still have a temperature-
independent T1T , confirming the metallic character of all contributing sites. A lack
of such scaling, as has been found for a part of the 195Pt relaxation curves for
Pt/carbon immersed in electrolyte [7], shows that some of the signal comes from
‘‘nonmetallic’’ platinum sites. This fraction of the signal is not modified by
adsorption of CO (from electrochemical decomposition of methanol), which suggests
that it is related to the Pt–carbon interface. The rest of the Pt signal has the metallic
signature, and its T�1

1 drops by a factor of two going from the clean surface to the
CO-covered one. This drop shows that after the adsorption the Dd on the platinum
surface sites has lowered. If we want to give a numerical value for the change, we
need the additional hypotheses listed above, which may or may not lead to accurate
values; but the direction of the change is qualitatively clear from the relaxation-rate
behavior. Therefore, we believe that, while in general the numerical values for local
densities of state derived with this procedure must be treated with some caution, the
trends will usually be correct.

Figure 13 Point-by-point 103Rh NMR spectra for an oxide-supported Rh sample with

(open squares) and without (solid circles) hydrogen. Chemisorption of a monolayer of

hydrogen has a measurable, but much smaller effect than on Pt surface. It mainly shifts the

whole line slightly upfield. (From Ref. 78.)
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The drop in Dd on the platinum surface sites upon adsorption has also been
found when CO is chemisorbed on ‘‘dry’’ Pt/alumina [17] and for Pt/titania after
hydrogen chemisorption [69]. There are no calculations of the effect of chemisorp-
tion on the densities of state in a platinum surface, but there are results for hydrogen
on palladium [81,82] and rhodium [82]. For Pd, the clean-surface density of states at
the Fermi energy is lower than that of the bulk, and it drops further upon hydrogen
chemisorption [81]. Exactly this behavior is found experimentally from NMR for Pt.
The calculated effect of chemisorption of hydrogen on Rh is much smaller than that
on Pd [82] (see Figure 15), and experimentally the effect on the 103Rh spectrum in
Figure 13 is negligible as compared to what is found in the 195Pt spectrum (the effect
of hydrogen on Pt looks very much like that of CO in Figure 9). Remarkable is the
inverse result from 1H NMR: the shift of the proton NMR line on Rh is much larger
than it is on Pt or Pd [18]. This may be related to the higher calculated density of
states at the Fermi energy in the H/Rh layer, as compared to the H/Pd layer, in
Figure 15.

13.4.3 Frontier-Orbital Reactivity Theory

Using the methods described in the previous section, we can deduce values for the
Ef -LDOS on the platinum sites of clean or adsorbate-modified surfaces from NMR

Figure 14 Contours of constant (spin) Knight shift (dashed) and of constant relaxation rate

(full lines) for 195Pt, as a function of the s-like and d-like Ef -LDOS. The relaxation curves are

marked in units of 10�6, the shift in units of 10�2 (percent). The relaxation contour marked

‘‘10’’ corresponds to T1T&0:57 sK.
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data. As explained in Section 13.2.5, the metal frontier-orbital model predicts that,
among a series of similarly prepared, but slightly different surfaces, the most
‘‘reactive’’ will be the one that has (before the reaction) the highest Ef -LDOS. A
rather generally used yard stick of reactivity is carbon monoxide chemisorption. If
the chemisorption is strong, the intramolecular carbon–oxygen bonding is weak; and
if that bonding is weak, the frequency of the infrared stretching frequency is low.
Ideally, we should have a series of clean Pt surfaces, measure the 195Pt NMR, next
chemisorb a single CO molecule on each of them, and measure the stretching
frequencies. If the clean-surface Ef -LDOS was low, the stretching frequency will be
high.

The restriction to a single molecule in this idealized case guarantees that there
is no macroscopic change in the surface LDOS upon chemisorption and that there is
no dipole–dipole interaction in the infrared result. Experimentally, this is
approximated by measuring the stretching frequency at a number of coverages y
and extrapolating to y ¼ 0.

Such 195Pt NMR and the CO infrared experiments were performed on five
Pt/zeolite catalysts with varying zeolite acidity. It was checked that varying the
dispersion of the platinum particles in the same zeolite did not change the NMR
data. Qualitatively, it was found that the spin-lattice relaxation rate in the surface

Figure 15 Layer-resolved density of states (DOS) for hydrogen-covered metal slabs of

palladium and rhodium. Top: DOS on the hydrogen layer; middle: on the metal surface layer;

bottom: on the metal subsurface layer. (From Ref. 82.)
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region of the NMR spectrum is slower when the zeolite acidity increases [83]. It is
known (although not necessarily understood) that when the acidity increases, the
stretch frequency of the CO chemisorbed on the platinum particles increases, as was
also found for these particular samples [12]. Therefore a lower clean-surface
Ef -LDOS is correlated to a higher CO frequency. The numerical values obtained are
shown in Figure 16. The result can be related immediately to the frontier-orbital
interpretation of the Blyholder model [10] in which a higher Ef -LDOS means that
more metal electrons are available to dump into the antibonding LUMO of the CO
molecule, and also that more metal holes can pull electrons out of the bonding
HOMO. The result is an increased weakening of the molecule. Indeed, the elongation
of the C–O bond after chemisorption has been determined by 13C17O double
resonance [84].

This difference in reactivity is often described not in terms of Fermi-level
quantities, but in terms of total charge. If the metal particle is ‘‘electron-deficient,’’ it
has fewer electrons available for the Blyholder mechanism. Initially, the expression
referred to the experimental fact that catalysts of platinum or palladium in zeolites,
when compared to the same metals on oxides, often seemed to behave as their left-
hand neighbors in the periodic system, iridium and rhodium. In a rigid-band picture

Figure 16 Ef -LDOS on the clean metal surface and (extrapolated) infrared stretch

frequency of CO adsorbed on those same surfaces. The samples are Pt/zeolite with different

zeolite acidity. This plot says that the C–O intramolecular bond after chemisorption will be

weaker if the initial clean-surface Ef -LDOS is higher.
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the principal difference is that these have one electron less available to fill the band,
and it was thought that Pt or Pd somehow lost an electron through particle–support
interactions. The idea of sizable charge transfers between metal particles of the
dimensions considered here and their support has been severely criticized in a recent
book [52, Ch. 5], but also the collective-electron model of catalytic activity was ‘‘sent
to the trash can of science,’’ because it does not account, e.g., for the fact that metal
atoms in an alloy retain distinct properties [52, p. 451]. That model does not
distinguish between DOS (density of states on the energy scale, a global property of a
particle) and Ef -LDOS, a local property, as made clear by Figure 5. Similarly, the
charge-deficiency models failed to recognize that not only is charge itself important,
but also the energy cost at which it can be made available. Again, the Ef -LDOS is a
quantity that can express this requirement. Actually, the Ef -DOS for the bulk metals
goes down as well when a step is made to the left [85]; from 32.2 per Ry and per atom
in Pd to 18.7 in Rh, and from 29.9 in Pt to 12.7 in Ir. A recent calculation for three-
layer slabs of Pd and Rh shows differences for the surface Ef -LDOS at the Fermi
energy similar to those in the bulk DOS [86].

13.4.4 Promotion and Poisoning

The promoting effect of the addition of alkali on the catalytic performance of many
transition-metal-based catalysts is experimentally well known, but there is no general
agreement on its theoretical explanation. The same holds for the opposite effect: the
poisoning of catalysts by, e.g., the adsorption of sulphur.

In relation to the 195Pt NMR experiments to be discussed below, a calculation
of the surface electronic structure of a two-layer Rh(001) film, modified by adsorbing
quarter monolayers of Li (or other atoms) [46], is very interesting. It was found that
perturbations of the charge density are small beyond nearest neighbors of the
adsorbate, but that the Ef -LDOS is increased over a wide region of the surface, while
that quantity decreases with Cl or S adsorbates. It was suggested that there is a
relation between the adsorbate-induced LDOS variations and the promoting,
respectively poisoning effect of these atoms on the CO adsorption and dissociation.
Similar LDOS influences have been invoked to explain the large changes in CO
adsorption when thin overlayers of a late-transition metal such as Pd are deposed on
early-transition metal substrates such as Ta or Nb [87]. Related conclusions have
been reached in a calculation of the effect of S on the H2 dissociation over Pd {100}
[88]. Close to the sulphur atom the poisoning effect is related to direct adsorbate–
adsorbate interactions, but at larger distances one of the S-induced changes in the
surface-Pd electronic structure is a very strong reduction in the (average) Ef -LDOS
on Pd surface atoms (see Figures 3b, 3c in [88]). However, other than LDOS effects
have been invoked by other authors; see, e.g., [89] for the coadsorbate system COþS
on Rh, or [90] for transition-metal overlayers.

For the NMR experiments, material from a batch of Pt/titania that has been
often used for 195Pt NMR was impregnated with lithium or potassium salts and re-
reduced afterwards [101]. It is not known how much of the alkali ends up on the
metal particles. The NMR spectra are not visibly modified by the impregnation, but
the spin-lattice relaxation becomes faster on the surface and is unchanged in the
bulk: see Figure 17. The relaxation curves could be described by simple exponentials
and Figure 17(b) shows that the 195Pt atoms in the impregnated surface still have
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metallic character. The impregnation increases the relaxation rate (at a fixed position
in the spectrum). This is direct evidence that the Ef -LDOS in the surface has
increased and supports the LDOS-based mechanism for alkali promotion.

An interesting, somewhat related experiment is atomic-beam NMR of lithium
on ruthenium [91]. The electronic structure of such alkali-atom/transition-metal
surface complexes has been debated for quite some time. These experiments have
found that between 200K and 1250K the lithium nuclear spin relaxation has a
contribution with T1T independent of temperature. This immediately shows that in
this system the alkali is in a metallic environment. It is somewhat surprising that up
to a coverage of y ¼ 0.15 the value of T1T does not change. Apparently any given Li
atom does not see its Ef -LDOS perturbed by the presence of the other atoms. This
situation seems similar to that of 1H NMR, where the coverage dependence of the
shift is explained by assuming the existence of sites with intrinsic shifts that are
coverage-independent [18].

In a somewhat speculative extension of the connection between surface Ef -
LDOS and promotion effects, the difference in chemisorptive behavior of hydrogen
and oxygen has been related to 195Pt surface-NMR as function of coverage [55].
When the amount of hydrogen increases, the surface Ef -LDOS, averaged over both
occupied and unoccupied sites (the hydrogens probably move around rapidly, and
the NMR only sees an average), decreases monotonically. Values derived from data
in [92] are shown by the filled circles in Figure 18. In the case of partial oxygen
coverage, two kinds of sites seem to be created: metallic and nonmetallic ones. The
number of nonmetallic Pt surface sites per oxygen drops from about 2.7 at a

(a) (b)

Figure 17 Effect of alkali impregnation on 195Pt spin-lattice relaxation for Pt/TiO2. (a)

Spin-lattice relaxation rates across the NMR spectrum for several clean-surface (open

symbols) and alkali-impregnated (filled symbols) samples. The changes are important near

1.10G/kHz (the surface signal) and undetectable at 1.13G/kHz. (b) Korringa relationship for

the spin-lattice relaxation at the surface peak of the spectrum. The alkali impregnation does

not change the metallic character, but increases the Ef -LDOS on the metal surface. The dash-

dotted straight line is an extrapolation of earlier clean-surface data obtained at lower

temperatures for comparison.
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coverage y ¼ 0.16 to 1.5 at y ¼ 0.40, and to zero at saturation, y ¼ 0.75. On the other
hand, it is known that the surface Ef -LDOS on the remaining sites is enhanced over
the clean-surface value; these values are shown by the open circles in Figure 18 [93].
In most platinum catalysts, the oxygen chemisorption isotherm becomes flat already
below 1 Torr, while the hydrogen isotherm joins the asymptote above 100 Torr. The
speculation is that the continuous decrease of the surface Ef -LDOS with increasing
hydrogen coverage makes the remaining surface less and less reactive, while the
enhanced Ef -LDOS on the oxygen-free sites leads to an autopromotion effect for
oxygen chemisorption.

The catalytic activity of Pt1�x Pdx polymer-protected bimetallics has been
found to vary strongly with composition [75]. As shown in Figure 11, such catalysts
have been studied by 195Pt NMR. However, because the palladium NMR has not
been observed, the average surface electronic properties can be determined only
indirectly and tentatively. The 195Pt NMR in Figure 11 has shown that the interior of
the alloy particles is bulklike. In the bulk alloys the Ef -LDOS on both Pt and Pd sites
varies rapidly with composition around x ¼ 0.8 [54]. It is supposed, but not proven,
that on the surfaces of the alloy particles the Ef -LDOS changes strongly with
composition as well and that this explains the variation in catalytic activity.

13.5 NMR OF ADSORBED 13CO

It is mentioned in Section 13.4.2 that chemisorption of carbon monoxide or
hydrogen from the gas phase, or adsorption of CO by electrochemical methods, does
not change the metallic character of the surface of the platinum particles, since there

Figure 18 Variation of the metal surface Ef -LDOS for Pt/TiO2 with hydrogen (filled circles)

and oxygen (open circles) coverage. The determination of the hydrogen points is rather

straightforward, but the reasoning for the oxygen case is somewhat involved.
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remains a sizable density of Fermi-energy electrons on the surface sites. Perhaps one
could say that the surface sites are a bit ‘‘less metallic’’ than the bulk, because their
Ef -LDOS is less than that of the bulk (although a more general interpretation of that
statement is not obvious). A similar general result is that the plot of the 13CO
relaxation rates T�1

1 as a function of temperature T is a straight line. An example is
shown in Figure 19 for CO adsorbed by electrochemical decomposition of methanol
on carbon black-supported Pt particles with an average diameter of 8.8 nm. As
Charles Slichter has repeatedly put it, such straight lines show that ‘‘the CO is really
a piece of the metal.’’ (For hydrogen, the experimental situation is less clear, but a
T-independent T1T has been found for hydrogen on copper [94].)

We argue in Section 13.2.1 that one should be careful when discussing bonds
and bonding in extended systems; but likewise we should avoid too local a picture,
where one adsorbate molecule forms a bond with one metal surface atom. If this
picture were correct, the NMR shift of a 13CO on the surface of a disordered AB
alloy should take one of two values, depending on whether it ‘‘forms a bond’’ with A
or with B (diffusional motion will then usually average over the two sites; for an
exception see Section 13.5.5 below). For the particular case of Pt1�xRhx, the
experimental data are detailed enough [95] to show that such a viewpoint is not
correct [96]. As another example, we mention in Section 13.4.1 that the ‘‘healing
length’’ parameter of 195Pt spectra changes when hydrogen or CO is on the surface.
If we believe that this parameter represents some physical reality, this says that the
‘‘chemisorption bond’’ extends more than one metal atom layer deep.

Figure 19 Typical 13C NMR spectrum and temperature-dependent T1 data for an 8.8-nm

Pt/C sample. The straight line through the origin is characteristic of the metallic state.
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The discussion here will be restricted to 13CO on platinum (or sometimes
palladium) and gives special attention to electrochemically obtained samples. For a
review of results on other metals, see [18].

13.5.1 Lineshape and Position

The 13C chemical shift tensor in the CO molecule is anisotropic with zero asymmetry,
reflecting the axial symmetry of the molecule. The isotropic shift with respect to
TMS is 185 ppm, and the anisotropy in the solid is 408 ppm. There is no known
carbonyl based on zerovalent Pt or Pd, but for such carbonyls of other metals the
shift tensor elements change by a few tens of ppm with respect to the free molecule.
In most discussions of chemisorbed CO, the orbital Knight shift is taken comparable
to the isotropic shift in the corresponding carbonyls. For CO on Pt, it has been
proposed to take the calculated value for a Pt7CO cluster, 160+ 20 ppm [7].

The for a large part unpublished 13CO/Pt spectra obtained by the Slichter
group at 77K can all reasonably well be fitted to Gaussians with an average position
of 325+ 25 ppm and an average full width at half-maximum (FWHM) of 360+ 40.
That width is not related to the anisotropy of the chemical shift of the isolated
molecule, since with increasing temperature these lines narrow to values around
50 ppm, because of diffusion [97]. It remains, however, rather unclear why the
anisotropy of the chemical shift of the isolated molecule disappears from the
experimental observations; an explanation based on cancellation of the anisotropies
in the chemical shift and in the dipolar Knight shift has been proposed [9]. With
increasing temperature, the 13CO/Pt line also shifts to lower field, probably reflecting
a change in the type of bonding [97].

The 13CO adsorbed on subnanometer particles in methylcyclohexane solutions
of isobutylaluminoxane [98] shows at room temperature a line at 195 ppm with an
FWHM of 50 ppm. The line position indicates that these Pt particles are too small to
be metallic. Rapid tumbling of the Pt particles in the solution is supposed to average
out the chemical shift anisotropy, and the remaining linewidth represents a
distribution of isotropic shifts.

Yahnke et al. [99] have obtained spectra for 13CO adsorbed from solution onto
a commercial Pt/carbon fuel-cell electrode. They could vary the coverage in situ by
connection to a potentiostat, but the actual NMR measurements were performed
under open-cell conditions. They found an excellent correlation between the
quantities of CO determined from the NMR spectra and by coulometry.

An interesting relation between the Ef -LDOS on clean Pt surfaces and the
13CO shift found after chemisorption (or adsorption by electrochemical means) of
CO on these surfaces has been mentioned in [17]; see Figure 20. For oxide-supported
platinum, the 195Pt relaxation rate is independent of dispersion and support, and the
total surface Ef -LDOS is found as 14.8+ 1.5 states per atom and per Rydberg [69].
The corresponding 13CO line position at low temperatures is the 325+ 25 ppm
mentioned above. For electrochemically charged Pt/carbon immersed in electrolyte,
both the clean-surface 195Pt and the 13CO NMR results (at constant coverage) vary
with the platinum particle size. The NMR experiments have been performed for
particles with average diameters of 2.5 and 8.8 nm. These results, together with the
proposed reference 13CO at 160 ppm when Ef -LDOS is zero, indicate that when the
Ef -LDOS increases, the 13CO Knight shift in Figure 20 increases as well. Loosely
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speaking, this figure says that when the clean Pt surface is ‘‘more metallic,’’ then the
adsorbed CO will be ‘‘more metallic’’ as well: in the spirit of the quotation from
Charles Slichter, Section 13.4, the metallic overlayer of CO follows the metallic
behavior of the underlying Pt. This correlation might be useful to find the trends in
Ef -LDOS for different clean surfaces when it is experimentally difficult to detect the
metal NMR itself: in such cases, adsorb 13CO on the clean surface, and study the
trends in the 13C shift.

13.5.2 Local Densities of State

For these13 CO that are ‘‘a piece of the metal’’ we should be able to write equations
for the (local) Knight shift and relaxation rate, just as for a layer in a metal particle.
Writing down the equations is rather easy: the local density of states near Ef can be
projected on one kind of s-like and two kinds of p-like orbitals. It is slightly
problematic to write an expression for the orbital relaxation, but it is likely to be
dominated by the p-like Ef -LDOS. Assuming that both p-like orbitals have the same
Ef -LDOS [the equivalent of setting Rd ¼ 0.2 in Eq. (10) for equal occupation of all
five d-like orbitals] and absorbing the orbital Knight shift in the definition of the zero
of the shift scale:

13K ¼ mB
DsðEfÞ
1� as

13Bhf ;s þ
DpðEfÞ
1� ap

13Bhf ;p

� �

¼ Ks þ Kp ð18Þ

13Sð13T1TÞ ¼ kðasÞK2
s þ

1

2
kðapÞK2

p þ CD2
pðEfÞ ð19Þ

where the constant C takes care of details in the expression for the orbital and

Figure 20 Correlation between the total Ef -LDOS found on clean platinum catalyst

surfaces and the Knight shift of 13CO chemisorbed afterward.
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dispolar relaxation rate, and the meaning of the other symbols can be found from
Eq. (12) to Eq. (16) by analogy. Reasonable estimates for the magnitude of the
hyperfine fields are available, but the sign of 13Bhf,p is not known, and the values of
the exchange integrals appearing in as and ap are difficult to guess; the constant C
even more so [18,100]. With the particular choice made in [100] for the parameters,
the equivalent diagram of Figure 14 looks like Figure 21. In the present review,
however, we will not argue on the basis of the numerical values given by this
diagram, but rely instead on qualitative arguments based on increasing/decreasing
relaxation rates. For a wide range of parameter values, Eq. (19) says that an increase
in relaxation rate corresponds to an increase in Ef -LDOS, and vice versa.

13.5.3 Potential Tuning of the 13CO NMR Shift

Certainly the most interesting electrochemical NMR experiments are those under
active potentiostatic control. They require careful attention to many experimental
details [3], and only a few reports have appeared in the literature. There are data for
13CO [4,101] and 13CN [3] on Pt black electrodes (see Figure 22) and for 13CO on a
nanostructured palladium electrode [102].

For a good understanding of the interpretation of such data, it is useful to start
with remembering classical experiments on NMR of organic molecules aligned in

Figure 21 Contours of constant (spin) Knight shift (dashed) and of constant relaxation rate

(full lines) for 13CO, as a function of the s-like and p-like Ef -LDOS. The relaxation curves are

marked in units of 10�8, the shift in units of 10�6 (ppm). The relaxation contour marked ‘‘1’’

corresponds to T1T&420 sK. Note that the parameters used to calculate these curves 100 are

not as well known as those used, e.g., in Figure 14.
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externally applied electric fields [103]. The neat liquid sample is placed between the
plates of a capacitor. There is no supporting electrolyte, and the liquid need not be in
direct contact with the electrodes. For samples such as nitrobenzene, field strengths
of several times 107 V/m could be successfully applied. But even at such field
strengths, the main observable effect is an alignment, i.e., a loss of isotropy, so that
dipolar and quadrupolar couplings become (faintly) visible. To really change the
isotropic chemical shift, still-higher fields would be needed. Calculations indicate
that it is experimentally impossible to create external fields of the required strength.
For a single oriented 13CO molecule this NMR shift tuning, as well as the
accompanying change in the infrared stretch frequency (the vibrational Stark effect),
has indeed been calculated. The ratio of the 13CO shift to infrared stretch tuning
effects is found between �0.14 and �0.23 ppm/cm�1 [104,105].

It is often argued [106] that the observed change in stretch frequency of CO
adsorbed on an electrochemical electrode with change of potential f is a form of
vibrational Stark effect, caused by the very strong electric field in the double layer. A
typical tuning rate on polycrystalline Pt is dn/df ¼ 30 cm�1/V. Therefore, if the 13CO
shift tuning is caused by this same electric field, the expected tuning rate would be of

Figure 22 Electrode potential dependence of 13C shifts for 13CO (circles) and 13CN

(squares) chemisorbed on a 10-nm Pt electrocatalyst in an electrochemical environment.

(From Refs. 3 and 4.)
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the order of dd=df&�10 ppm=V. This is significantly smaller than the best-fit
value, �71+ 20 ppm/V, to the data in Figure 22. However, from the temperature-
independent T1T found from (ex-situ) 13CO NMR of similar samples, Figure 19, it
follows that the adsorbates are really a part of the electrode, and not a part of the
ionic double layer. The importance of this observation has not always been
appreciated, and we will try to emphasize it by using elementary reasoning based on
electrostatics.

If we want to increase the electrostatic potential of a conducting sphere in
vacuo, we must increase its positive charge, i.e., pull out electrons. According to
continuum electrostatics, this positive charge appears at the surface of the sphere.
For a resulting electric field E just outside the metal, the surface-charge density will
be e0jEj Coulomb per square meter. In a jellium model, the surface charge appears
partly in the spill-out region, and partly in the region of Bardeen–Friedel oscillations
inside the metal [107]. Outside this surface-charge region, the electrostatic potential
behaves as predicted by macroscopic electrostatics. This does not mean, however,
that in this model an adsorbed molecule remains unaffected by the applied field. An
adsorbed CO has dimensions comparable to the thickness of the spill-out region, so
it will participate in the charge rearrangements at the surface.

The NMR data show that such charge rearrangements have an important
effect on the local density of state curves. In the simplest approach, we would use a
rigid-band argument and say that the Fermi level moves up and down when
electrons are added or taken away by changes in the potential. Assuming that the
low-energy tail of the p-like density of states curve decreases monotonously toward
lower energy (and that the s-like DOS can be neglected), an increasing f
corresponds to a decreasing p-like Ef -LDOS, and thus (if the hyperfine field is
positive) to a decrease in Knight shift, as is indeed observed. However, the resulting
variations in Ef -LDOS (and therefore in Knight shift) should be unmeasurably
small, since the amount of charge involved is so tiny. Even for the fields supposed to
exist in the double layer, perhaps of the order of 10 GV/m, the surface-charge density
is less than a thousandth of an electron per surface atom. Assuming an Ef -LDOS of
1 state per eV and per atom, the filled levels should shift up or down by at most 1
meV. We would not expect to see any structure in the density of states curves on this
energy scale, and therefore the rigid-band model cannot explain the observed dd/df
either.

The conclusion is therefore that the charge rearrangements invalidate the rigid-
band model. Indeed, this is not unreasonable when we think of the delicate balance
between positive nuclear charges and the screening effect of electron distributions
that exists for the molecule on an ‘‘electrically neutral’’ surface. The experimental
data suggest that the applied potential f changes the shape of the CO-type local
density of state curves DpðE;fÞ. With increasing f, the density of states in the tail
diminishes, while at the same time the bottom of the tail sinks deeper below the
Fermi energy, ensuring that the total charge does not drop by more than a fraction
of an electron.

The potential-dependent 13CO/Pd relaxation data [102] have rather large error
bars but nevertheless indicate that T�1

1 increases when the potential becomes more
negative; the same trend is observed for the 13CO/Pd shift. If the relaxation is
dominated by DpðEfÞ, then the sign of Bhf,p is probably positive, as assumed in [100].
The p-like density of states at the Fermi energy on the adsorbed CO decreases when
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electrons are taken out of the surface. At the same time, the intramolecular C–O
bond grows stronger, as seen from an increasing IR frequency: this shows that
(most) electrons are pulled out of p-like levels.

13.5.4 CO Infrared Spectroscopy and 13CO Relaxation

A somewhat similar relation between a decreasing 13CO relaxation rate and an
increasing CO stretch frequency, but now based on differences in electrode
properties, has been found for 13CO/Pt/carbon. Potential-dependent in-situ infrared
reflection spectroscopy [108] and ex-situ 13CO NMR measurements [100] have been
performed using different samples of fuel-cell-grade platinum electrocatalysts, with
CO adsorbed from electrochemical decomposition of methanol. The main difference
between the five samples was the average Pt particle size: 2.0, 2.5, 3.2, 3.9, and
8.8 nm. The CO coverage of the NMR samples was determined as (in the same order)
0.64+ 0.04, 0.56+ 0.03, 0.67+ 0.05, 0.69+ 0.05, and 0.65+ 0.04. During the IR
experiments, the coverage for all samples was 0.61+ 0.05. As can be seen in Figure
23(a) the infrared frequency decreases when the NMR relaxation rate increases. For
this comparison, the IR frequencies were extrapolated to zero potential with respect
to an Ag/AgCl (3M) reference electrode. Note that these results are for (nearly)
maximum CO coverage, whereas those shown in Figure 16 for ‘‘dry’’ catalysts were
extrapolated to zero coverage. Nevertheless, the trends are the same: a higher 13CO
relaxation rate corresponds to a higher Ef -LDOS of the underlying clean surface (by
our loose interpretation of Figure 20), which corresponds (according to Figure 16)

Figure 23 Ex-situ 13CO NMR and in-situ CO infrared data for CO adsorbed on Pt/carbon

with different Pt particle sizes. (A) Correlation between the extrapolated IR frequency (see text)

and the 13CO relaxation rate. (B) The Stark tuning rate and the extrapolated IR frequency.
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to a lower infrared frequency; the overall result is the NMR/IR correlation in
Figure 23.

The Stark tuning rate dn/df was determined also, and the relation with the
extrapolated infrared frequency is shown in Figure 23(b). When the intramolecular
bond strength is smaller (lower IR frequency), it is more easily changed by the
potential (higher tuning rate). While the range of infrared frequencies is not unusual,
the Stark tuning rate on the smallest Pt particles is roughly double the typical value
on polycrystalline Pt. This may be related to the higher clean-surface Ef -LDOS for
these carbon-supported particles shown in Figure 20 [108].

13.5.5 13CO on Ru-Promoted Pt-Black Electrodes

Actual fuel-cell electrodes, like actual heterogeneous catalysts, are rarely composed
of a single metal. An interesting promoting effect in direct methanol oxidation is
provided by the decoration of platinum electrocatalysts by ruthenium. The
decoration consists essentially of monolayered islands of Ru on the Pt particles. It
is generally assumed that under working cell conditions, the Ru islands are mainly
populated by OH groups, and the exposed Pt surface by CO [109,110]. Oxidation
occurs mainly in the Pt/Ru transition regions, and the process is controlled by
diffusion of CO on the exposed Pt surface. A series of four samples with overall
surface compositions Pt1�yRuy, y ¼ 0,0.14, 0.35, and 0.52 has been studied by cyclic
voltammetry, potentiostatic current generation, and ex-situ 13CO NMR [111]. The
NMR samples were prepared by prolonged CO adsorption from methanol
decomposition; their total CO coverage was determined by voltammetry as &0:9,
indicating that under these conditions the Ru islands are covered with CO as well.

This conclusion from voltammetry was confirmed by NMR. As the Ru
concentration y increases, a high-field shoulder appears on the 13CO NMR line [111].
The signal can be deconvoluted into two Gaussians with distinct spin-lattice
relaxation behavior. The intensity of the two signals correlates well with the fractions
of CO on Ru and on pure-Pt sites, as obtained from electrochemical stripping,
Figure 24. It is rather amazing that on the NMR timescale (microseconds to
milliseconds) there is no exchange of CO between the two types of metal surface.

The resonance position of 13CO/Ru and its relaxation rate vary clearly with Ru
content y, whereas the changes for the 13CO/Pt signal are smaller. The 13CO/Ru
relaxation rates show around room temperature a contribution from diffusional
motion, which is not seen for 13CO/Pt. It seems that, because of the overall high
coverage and the ‘‘slow’’ diffusion on the Pt surface, the ‘‘fast’’ diffusing CO on Ru
cannot spill over onto the Pt, thereby maintaining two distinct populations. This
relatively low mobility of CO/Pt might explain how under working cell conditions
hardly any CO is left on the Ru islands, while the current is limited by the diffusion
on Pt.

13.6 CONCLUSION

We have argued in this chapter that the Ef -LDOS (on which the nuclear spin-lattice
relaxation rate of metals depends) is a useful concept to discuss variations in surface
reactivity, bonding, and electrode potential effects among a series of related
catalysts, in heterogeneous as well as in electrochemical catalysis. The Ef -LDOS is a
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physical quantity that can be measured by metal NMR on the one hand and
calculated by modern density functional methodologies on the other hand, therefore
offering an ideal playground for closely correlating the experimental and theoretical
efforts.

Phenomenologically, we have seen that Blyholder’s ideas for CO chemisorption
can also be discussed in terms of Ef -LDOS on the CO. When, in a series of closely
related catalysts, changes in IR stretch frequency indicate an increase (decrease) in
the occupation of the p-like levels, the 13CO NMR sees an increase (decrease) in the
p-like Ef -LDOS. We have indicated that this correlation cannot be explained by a
simple rigid-band argument, and it would be very interesting if a generally valid
theoretical argument could be found.

At a larger scale of diversity among catalysts, the metal-to-metal variation of
reactivity can be theoretically understood from the position of the Fermi energy in
the d-band [15, p. 681]. Just as the surface metal-to-metal bonds are different
(bonding, nonbonding, antibonding) in different energy regions across the band, so
the interactions between the molecule and the surface vary as well [27]. What will
actually happen is therefore strongly dependent on which d-levels are empty and
which are filled (for a pictorial representation see, e.g., Section XII of [14]). It has
been shown by Nørskov and co-workers that a very convenient single-parameter
summary of these effects is given by the energy difference between the center of the
d-band and the Fermi energy [112].

Figure 24 Correlation between the fractions of CO on the Ru/Pt sites as obtained from

electrochemical CO stripping and from deconvolution of the NMR signal.
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We should not expect, of course, that the variation of any single attribute of a
clean surface, be it the d-band center, the Ef -LDOS, the workfunction, etc., will in all
circumstances correctly predict the variation in its chemisorption properties, but we
may find that some of these numbers are more useful for the purpose than others. It
is instructive to point out that for transition-metal surface whose Fermi energy cuts
the rising tail of the d-band the Ef -LDOS is expected to correlate with the d-band
center; the lower the d-band center, the smaller the corresponding Ef -LDOS. Indeed,
based on the results of calculations in [113], a correlation can be found between the
surface Ef -LDOS (before CO adsorption) of Pt surfaces with different openness (i.e.,
different orientation) and the CO adsorption energy on these surfaces, of which the
latter is conrelated to the d-band center; see Figure 25. It would be very beneficial to
the field of catalysis if a more general relationship between these two quantities could
be established.

On the experimental side, we expect NMR to remain an important tool in the
analysis of the nanoscale metallic materials widely used in heterogeneous and
electrocatalysis. Its unique molecular/electronic information will complement that
from other techniques such as IR, x-ray, or STM, etc. This is particularly true in the
field of interfacial electrochemistry, where many electron-based spectroscopies are
technically inapplicable.
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Figure 25 Correlation between the Pt surface Ef -LDOS before CO adsorption and the CO

chemisorption energy for surfaces with different openness or orientation.
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SUMMARY

Carbon supported Pt and Pt-alloy electrocatalysts form the cornerstone of the
current state-of-the-art electrocatalysts for medium and low temperature fuel cells
such as phosphoric and proton exchange membrane fuel cells (PEMFCs).
Electrocatalysis on these nanophase clusters are very different from bulk materials
due to unique short-range atomic order and the electronic environment of these
cluster interfaces. Studies of these fundamental properties, especially in the context
of alloy formation and particle size are, therefore, of great interest. This chapter
provides an overview of the structure and electronic nature of these supported
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nanoclusters from the perspective of surface as well as bulk characteristics as studied
using synchrotron based X-ray absorption spectroscopy (XAS). XAS with its two
complimentary spectral regions provides chemical information and the correspond-
ing changes in the short range atomic order. With its in-situ capability and element
specificity, this technique has provided some very important insights into the role of
cluster composition and size of electrocatalysis. These are discussed in the context of
the cathodic oxygen reduction reaction (ORR). Variations in activity for ORR with
particle size are treated in the context of variation of electronic and short-range
atomic order with electrode potential. An alternative viewpoint, ascribing these
activity variations to interparticle diffusive interference, is also discussed. Models are
used to correlate the surface morphology changes with particle size. Changes in the
particle size from 10 Å to 80 Å results in tremendous variation in the population of
sites with small coordination numbers (6–9) and, thus, in the corresponding
electronic characteristics of the surface. These have been shown to correlate well with
observed variation in activity with particle size. Attempts to enhance ORR activity
by modification of the surface electronic and short-range atomic order was also
attempted as a consequence of alloying Pt with base transition elements. Recent
studies have shown that alloying results in a shift in the onset of potential of water
activation and, thus, formation of surface Pt-OH, which acts as a poison for
adsorption of molecular oxygen. This has been shown to enable a lowering of ORR
overpotential losses by approximately 50mVs with some Pt alloys. In this endeavor,
however, the surface nature of the cluster is very important and must be
predominantly Pt with the inner core as the alloy. Thus, the methodologies of
preparation of these metal clusters is of prime importance.

14.1 INTRODUCTION

14.1.1 Highly Dispersed Carbon-Supported Pt Electrocatalysts:
Need and Evolution

The development of supported Pt electrocatalysts came as a result of intensive
research on fundamental and applied aspects of electrocatalysis [especially for
kinetically difficult oxygen reduction reaction (ORR)] fueled by attempts at
commercialization of medium-temperature phosphoric acid fuel cells (PAFCs) in
the late 1960s and early 1970s. The prime motivator was the lowering of the metal
loading achieved by increased surface area as a consequence of dispersion of the
metal clusters. Dispersion of metal crystallites in a conductive carbon support
resulted, however, in significant improvements in all three polarization zones
(activation, ohmic, and mass transport). The lowering of ohmic and mass transport
overpotential losses was a natural function of the conductive carbon substrate and
the extension of the electrode–electrolyte interface further into the electrode
structure, thereby increasing the catalyst, and reactant utilization. In the case of
PAFCs, this was achieved by varying the hydrophobicity of the catalyst-containing
reaction layer on the electrode. In the case of PEMFCs, this is a more complicated
function of ink formulations for creating the reaction layer, composed of the
catalyst, binder, and solubilized ionomers.

It is the improvements in the activation overpotentials that, however, have
been most difficult to comprehend and quantify. The underlying nature of the
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electrocatalysis has been the focus of electrochemists and spectroscopists over the
last three decades. The focus of this chapter therefore resides primarily in critically
examining the current state of our understanding of the physics and chemistry of the
electrocatalysis at these supported catalyst interfaces. Most of the discussion will use
the oxygen reduction reaction (ORR) as a case scenario for examining the
electrocatalysis from the perspective of the two principal fundamental parameters,
the electronic state and short-range atomic order (bond distance and closed-shell
coordination numbers). The critical issue is to understand these two parameters as a
function of cluster size, environment (such as support synergy), and alloying Pt with
other transition elements.

14.1.2 Synchrotron-based X-ray and IR Techniques as an In-Situ
Probe of the Electrochemical Interface

The prospect of probing an electrochemical interface in situ, under actual operating
conditions, and the ability to map both the substrate (in terms of its electronic and
short-range atomic order) as well as the substrate–adsorbate interactions have
tremendous technological implications. Synchrotron-based far infrared and x-ray
techniques (x-ray absorption, and scattering) offer such an opportunity as a
consequence of the unique characteristics of the synchrotron source. These include
higher intensity (104 higher), collimation, polarization, and pulse time structure
enabling true in-situ interfacial measurements. While far infrared spectroscopy is an
emerging technique, x-ray absorption and scattering have recently evolved [1] as a
true in-situ probe for electrochemical interface with both model and commercially
relevant nano-dispersed materials. Among these techniques, x-ray absorption
spectroscopy is the most mature and relevant from the perspective of supported
nanocluster electrocatalysts. While x-ray scattering has been used to study
electrochemical interfaces, it use is limited to investigations of adsorbed species on
well-defined surfaces and hence outside the scope of this chapter. Far infrared
spectroscopy is yet to emerge, and developments in optics and detectors are being
pursued for enabling this as a mature technique.

The primary advantages of in-situ XAS is the ability to study changes to both
the electronic (such as the Pt d-orbital vacancy), using near-edge region, XANES and
short-range atomic order (first shell bond distance and coordination numbers) using
extended fine structure region (EXAFS). Further, electrochemical interfaces can be
probed in situ, with element specificity.

14.2 NANO-PHASE METAL REACTION CENTERS SUPPORTED ON
CARBON: A UNIQUE ELECTROCATALYTIC ENVIRONMENT

14.2.1 Need for Higher Surface Areas in the Context of ORR
Electrocatalysis

The major deficiency of the oxygen electrode reaction is its low exchange current
density (about 10�9 A/cm2 on a smooth surface) in acid electrolytes on even the best-
known electrocatalyst (a platinum-chromium alloy). This value is about six orders of
magnitude lower than that for the hydrogen electrode reaction in the same
electrolyte. The reaction is about three orders of magnitude faster on smooth
platinum or nickel oxide surfaces in an alkaline medium as compared to acid. The
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considerably lower rate in an acidic medium is because of anion adsorption, which
blocks sites for the adsorption of oxygen on the electrocatalyst surface. The oxygen
reduction is considerably slower in phosphoric acid than in a perfluorosulfonic acid
medium because of the considerably lower anion adsorption and higher oxygen
solubility in the latter medium. With such low values of the exchange current density,
there is a vital need for use of high-surface-area electrocatalysts (high roughness
factors) to enable the attainment of higher current densities, based on the geometric
area of the electrode.

As stated in the preceding subsection, ultrahigh roughness factors of the
electrodes is necessary to minimize activation overpotentials for the fuel-cell
reactions in acid or alkali electrolytes. This is considerably more so for the oxygen
reduction than the hydrogen oxidation reaction. In order to achieve this goal, high-
surface-area nanocrystallites of the electrocatalysts are essential. For this purpose, in
the early 1960s, unsupported platinum or platinum alloy electrocatalysts were used
in the active layer. The diameter of these particles was of the order of 100 to 200 Å.
There were two disadvantages of this approach—one was that in order to reduce the
overpotentials to low enough values, high loading of the noble metal (at least 4mg/
cm2 or higher) was necessary. The second was that due to particle–particle
interaction, agglomeration of the particles occurred, reducing the effective surface
area and causing a loss of electrocatalytic activity. The revolutionary step, which was
taken in PAFC, R&D to overcome these problems, was to develop supported
electrocatalysts, as was previously done in gas-phase heterogeneous catalysis [2].
Work conducted in the 1970s showed that it was possible to increase the surface area
of the electrocatalysts from 20m2/gm to 100m2/gm by supporting the Pt
nanocrystallites on a conducting matrix such as graphite or turbostratic carbon
blacks (furnace blacks). For this purpose, a serious effort was made to identify
carbon blacks with high surface areas and corrosion resistance. Most of the early
work in this endeavor was conducted under the TARGET program in the United
States at places such as UTC, Energy Research Corporation, Engelhard, etc. (see [3]
for a review of these early efforts in the 1970s and 1980s). Using this approach, the
particle sizes were reduced to about 20 to 50 Å and the platinum loading reduced to
0.4mg/cm2, in PAFC electrodes. Further, because the electrocatalyst particles were
supported on electronically conducting high-surface-area carbon supports (e.g.,
Vulcan-XC72R.a furnace black), the agglomeration of the particles was also greatly
hindered but not eliminated.

14.2.2 Issue of Particle Size

Assuming that the nanocrystals are spherical and have uniform size, the surface area
(or roughness factor) may be expressed by

S ¼ 6=rd ð1Þ

where r is the density of the particles and d is the diameter of the particles. It is clear
from this equation that the smaller the particle diameter, the greater the value of S.
In principle, platinum crystallites with a diameter of 1.4 to 1.5 nm can be prepared on
carbon support, resulting in a BET surface area of about 180–200m2/g. However, in
general, the diameter of the platinum crystallites on high-surface-area carbon
support is about 3–5 nm, corresponding to a BET surface area of 60–100m2/g. The

Copyright © 2003 by Taylor & Francis Group, LLC



effect of particle size on the electrocatalytic activity, as defined by its turnover
number (activity per surface metal atom per unit time), has been of interest to both
the heterogeneous and electrocatalytic communities. In electrocatalysis this is
especially important when dealing with kinetically difficult multielectron processes
such as the oxygen reduction and direct methanol oxidation. In terms of geometric
considerations, conventional carbon-supported electrocatalysts with crystallites in
the range of 10–70 Å show a large variation in terms of the number of surface to bulk
atoms. These crystallites can therefore have surface sites with coordination numbers
well below the bulk coordination of 12 (based on an fcc lattice, such as those for Pt
bulk). A detailed description of geometric characteristics as a function of particle size
has been reviewed by Kinoshita [4,5] and Watanabe [6]. For these analyses, spherical
cluster models, such as the cubo-octahedron, were used. Analyses by these
investigators was based on earlier work by Romanowski [7], who showed that there
is an exponential decrease in the low coordination sites (6 to 9, based on edge and
kink sites) as a function of increase in particle size in the range 10 to 90 Å. In
addition, the bulk coordination sites such as h111i achieve steady-state maxima with
an increase of particle size within the same range.

Correlation of the effect of particle size on the oxygen reduction reaction has
been reviewed extensively by Kinoshita [4,5], Stonehart [8], and Mukerjee [9]. The
general consensus, based on a large number of steady-state polarization measure-
ments in several electrolytes, is that ORR exhibits a strong particle size effect in the
range of 10 to 50 Å cluster sizes. The maximum in ORR activity as a function of
particle size, based on previous reviews by Kinoshita [4,5], is in the range of 30–40 Å.
Figure 1 (taken from a review of this effect on ORR by Kinoshita [5]) shows the
specific activity of oxygen reduction as a function of particle size. Also superimposed
is the surface-averaged distribution of h100i sites. The remarkable correlation clearly
demonstrates the influence of surface sites with different coordination numbers in
determining ORR activity. The attempts to understand the true nature of these
effects are reviewed later in this chapter (see Section 14.4).

14.2.3 Nanophase Electrocatalysts: Surface Structure of
Small Particles

Well-defined geometric models simulating the relationship between particle size and
population of crystallographic surface sites associated with atoms at edges, kinks,
and vertices have been used to understand the particle-size effect. However, an
accurate representation of the structure of small catalyst particles using a well-
defined geometric model is debatable. Using concepts of localized metal bonds,
Romanowski [7] suggests a cubo-octahedron structure as a possible model where
surface energy is minimized. The basic cubo-octahedron consists of eight octahedral
h111i and six h100i crystal faces, bound by edge and corner atoms. Romanowski [7]
has analyzed the relationship between the particle size and the statistics of various
crystallographic sites such as the h111i, h100i, and the low coordination sites
associated with edge, kink, and corner sites. In these models the particle diameter has
been defined as

d ¼ 6ðdat
ffiffiffi

2
p

Þ3
p4

NðtÞ1=3 ¼ 1:11dat
ffiffiffiffiffiffiffiffiffiffi

NðtÞ3
p

ð2Þ
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where dat is the diameter of a Pt atom (0.276 nm) and NðtÞ is the total number of Pt
atoms in the particle. Kinoshita [4,5] has used these models to map the mass-
averaged and surface-averaged distributions (MAD and SAD, respectively) of
various crystallite planes such as h111i, h100i; for edge and corner sites, these are
shown in Figure 2. Recently Benfield [10] has suggested algorithms that are based on
the use of concentric shells of atoms to formulate models corresponding to cubo-
octahedron or the closely related icosahedron clusters. This model allows calculation
of the distribution of various sites with different coordination numbers as well as
crystallographic planes for both cubo-octahedron and icosahedron models. In
addition, parameters such as the average coordination number and surface-to-bulk
atomic ratio can be calculated. Figure 3 shows the distribution of average
coordination number, ratio of surface to bulk sites, and the variation of the number
of interstitial sites with a coordination number of 12.

In light of the different preparative techniques, however, it is unlikely that the
structure of the highly dispersed Pt would correspond exactly to such geometric
models. At this juncture it is essential to appreciate that the measurement techniques
for estimating the particle size are many and varied, each with their associated pros
and cons. Among the most widely used techniques are chemisorption with CO and
H2, either via adsorbing and then measuring the desorbed gas or via progressive
surface titration of pre-adsorbed oxygen on Pt with hydrogen at room temperature.
Cautious handling is essential when applying these methods in order to avoid
overestimation of surface area due to spillover effects and variations of
stoichiometry with particle size. Figure 4 shows the ratio of surface atoms obtained

Figure 1 Correlation of specific activity for oxygen reduction reaction with particle size

measured as steady-state polarization values with different electrolytes. (a) 98% H3PO4,

180 8C, (b) 0.5M H2SO4, 25 8C, and (c) 97% H3PO4, 177 8C. Also superimposed is the surface-

averaged distribution (SAD) of h100i sites (solid line). (From Ref. 4.)
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from chemisorption of hydrogen (assuming one hydrogen atoms Hs chemisorbed per
surface metal atom) to the total number of atoms on the surface ðNtÞ. It is evident
that for the ratio Hs/Nt to be 0.5, the Pt surface area must be greater than 140m2/g.
This corresponds to a particle size of 2.5 nm. Extrapolating further, a particle size of

Figure 2 The (a) mass- and (b) surface-averaged distribution of atoms on the h111i and

h100i crystal faces and on the edges and corner sites of a cubo-octahedral cluster model. (From

Ref. 4.) Mass-averaged and surface-averaged distributions are based on calculations using

cubo-octahedron cluster model and represent number of different crystallographic planes

divided by the (a) mass or (b) the surface area of the cluster (at the corresponding particle

size). Hence (eþc) in (a) represents edge and kink positions and (100) & (111) the normal cubic

crystal planes.
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Figure 3 A plot of variation of ratio of the number of sites with different coordination

number with total surface atoms, and overall coordination number (Ncubo-octahedron) as a

function of particle size. The calculations are based on algorithms developed previously by

Benfield (Ref. 35) based on cubo-octahedron cluster model. Therefore, Nvertex/Ns represents

the ratio of the number of sites at the vertex position in the cluster to the total number of

surface sites. The other ratios based on different cluster positions [such as Kink sites, (100) and

(111)] are similarly marked.

Figure 4 Relationship between surface area and the fraction of the surface atoms on the

particles of noble metals determined by hydrogen chemisorption for Pt metals. Hs/Nt

represents the ratio of surface area obtained from hydrogen chemisorption to the total number

of atoms in the cluster of a particular cluster size. (From Ref. 9.)
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less than 1 nm has a surface-to-bulk ratio of 1 ðHs/Nt¼ 1Þ. This particle size,
however, approaches a quantum dot, where the metallic character of the crystallite is
very different from the bulk. Electrochemical methods, on the other hand, have
problems associated with surface rearrangements and roughening due to potential
cycling. In addition, the electrode must be designed to maximize electrocatalyst
utilization (preferably in a flooded state). X-ray linebroadening analysis, which
provides good data on particle size, has limited applicability to very small particles
because in such cases limited long-range order exists. This causes the line broadening
to be large and with significant contributions from the background. TEM analysis
provides a good measure of particle size; however, care should be taken to obtain a
good statistical average.

14.2.4 Microstructure of Supported Catalysts and Interaction with
Support Material

Electronic interaction and synergistic effects between catalysts and the support
material have been investigated in the context of fuel-cell electrocatalysts. Electron
spin resonance (ESR) has been used to demonstrate the electron donation by Pt to
carbon [11] support. This has been further supported by XPS studies [12], which
show that the metal acts as an electron donor to the support, their interaction
depending on their respective Fermi levels. Bogotsky and Snudkin [13] have shown
that the characteristics of the electrical double layer formed between the
microdeposit (Pt) and the support depends to a certain extent on the difference in
the work function of Pt (5.4 eV) and carbon support (pyrolytic support 4.7 eV),
thereby resulting in an increase of the electron density of Pt. However, the rise in the
electron density can be significant only when the particle size of the microdeposit is
comparable to the thickness of the double layer.

14.2.5 Alloy Electrocatalysts

As mentioned in the previous subsections, the principal cause of the poor kinetics of
the four-electron oxygen reduction reaction can be attributed mainly to the low-
exchange current density of the oxygen reduction reaction. The high cathodic
overpotential loss of *220mV, even at open circuit potentials with the current state-
of-the-art low Pt loading electrocatalysts, is attributed to a mixed potential that is set
up at the oxygen electrode. Since the activation overpotential stretches over three
orders of magnitude in current density, the problem of significant improvement in
O2-reduction activity is primarily electrocatalytic.

This problem was tackled in the late 1970s and early 1980s by alloying Pt with
other transition elements, earliest reports being from United Technologies (now
IFC) where refractory metal combinations with Pt were considered for ORR activity
enhancement. The first choice reported was with vanadium [14]; subsequently a
multitude of other elements were considered (see a review of this early effort by
Stonehart [15]). The prime chronology of development in the early 1980s was based
on the attempts to enhance the activity of ORR in an PAFC fuel-cell environment.
With concerns of stability of supported PtV alloy electrocatalysts (67 w/o of the
vanadium was reported to be dissolved at 0.9V, 194 8C in 90% H3PO4), it was
immediately followed by PtCr [16], which showed significantly higher stability. Later

Copyright © 2003 by Taylor & Francis Group, LLC



addition of Co to form ternary alloys was patented [17], which allowed further
stabilization of the alloy and boosted the ORR activity. Figure 5 shows the
chronology of these early developments in the PAFC technology development as
cited by Stonehart [15]. A review of patent literature after these early developments
has shown a wide variety of combinations of elements; some of these alloy
combinations include PtGa, PtFe, PtCu, PtFeCo, PtCoGa, etc. (see review by
Stonehart [8,15] for details of patents). These developments led some commercial
manufacturers to choose ternary alloys as the cathode electrocatalyst such as IFC
(PtCrCo/C ternary).

Accompanying the initial developments in the alloy electrocatalysts were
investigations on the nature of particle-size sensitivity on the alloys as compared to
highly dispersed Pt. Buchanan et al. [18] studied the effect of alloying 3d-transition
elements with Pt and reported an average 1.5 times enhancement over Pt alone. Of
greater importance was their finding of greater stability toward degradation via
sintering and dissolution of the more oxidizable alloying component. In addition,
they also reported a similar particle-size effect as seen previously with Pt based on a
correlation of electrochemically active surface areas (cm2/g Pt) versus the mass
activity for ORR (Figure 6).

Subsequent to these early developments of alloy electrocatalysts in the PAFC
technology have been attempts to use the same in pefluorinated sulfonic acid fuel
cells (solid-state membranes such as Nafion1 from Dupont, Dow, Asahi, and
others). Yeager et al. [19] have reviewed the effect of different electrolytes on the
ORR electrocatalysis. The summary of this work is that the solid-state
perfluorinated acid environment offers significant advantages over phosphoric
acid. These are

1. Higher oxygen solubility and diffusion coefficient.
2. Significantly lower anion adsorption from the electrolyte.

Figure 5 Comparison of oxygen reduction activity at 200mA/cm2 from patent literature,

showing chronology of initial developments in Pt alloy electrocatalysts for PAFC’s

technology. Electrodes contain 0.5mg/cm2 Pt at 190 8C in H3PO4. KKK is Tanaka Kikinzoku

Kogyo Company (K.K.K., Japan). (From Ref. 15.)
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3. Hydrated environment in contrast to lower levels for higher-temperature
H3PO4 (PA)-based systems (dependent on the concentration and
temperature of operation of the PA-based systems). This means a higher
degree of water activation and formation of Pt-OH species above 0.8
versus RHE on the Pt surface.

4. Lower temperature of operation (>100 8C, preferably at 85 8C) as
compared to PA systems (<150 8C), resulting in different ORR kinetics.

Figure 6 Comparison of the mass activity for ORR at 0.9V as a function of

electrochemically active surface area (m2/gm Pt) for supported Pt and Pt alloy electrocatalysts.

(From Ref. 18.)
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5. Higher proton conduction as compared to PA-based systems due to the
hydrated nature of the electrolyte membrane.

Taking these differences into consideration, an automatic correlation of
enhancement could not be made for the lower-temperature PEMFC-based fuel cells.
The first reported systematic study of the ORR in these systems was conducted by
Mukerjee et al. [20,21]. Five binary alloys of Pt with first-row transition elements
ranging from Cr to Ni were investigated. All the alloy electrocatalysts were found to
enhance ORR activity albeit to different extents. The highest active binary alloy was
found to be PtCr, where a threefold enhancement was reported. The activation
energy for ORR was reported to be approximately half that of Pt; however, the
reaction order with respect to molecular oxygen was reported to be one, the same as
Pt/C. Hence, the conclusion was that the surface nature of these alloys was more
kinetically facile toward higher ORR kinetics, with the initial adsorption geometry
remaining unchanged. Figure 7 shows the comparison of ORR activity as iR-
corrected Tafel plots for oxygen reduction taken at 95 8C (5 atm pressure) in a
PEMFC environment. It is interesting to note that the particle size for all the
electrocatalysts are similar (within limits of error in their determination); however,
the level of performance is significantly improved. In addition, results of a long-term
test were also reported [20], where stable performance for PtCr/C was shown up to a
period of 1200 h (steady-state operation at 50 8C and 200mA/cm2). Publications in
the 1990s have further confirmed these earlier reports in both the PA and PEM
environments. In PEMFCs, ternary alloys have shown enhanced ORR activity with

Figure 7 Steady-state iR corrected Tafel plots of cathodic ORR performance of several

binary Pt alloy electrocatalysts at 90 8C and 5-atm pressure. Performance for a Pt/C

electrocatalyst is shown for comparison. The electrodes had 0.3mg/cm2 metal loading and the

loading of the metal on carbon support was 20%. The humidifaction temperature for the

anode and cathode gas streams were kept at 10 and 5 8C above the cell temperature.
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PtCr and PtCrCu electrocatalysts (twofold enhancement) [22]. However, lifetime
tests on these electrocatalysts showed an excessive loss of Cu over a 300-h test
operating at 200mA/cm2. Hydrodynamic voltammograms with rotating disks were
used by Watanabe et al. [23] to study thin layers of PtNi sputter deposits in HClO4,
wherein a tenfold activity enhancement was reported with 30% Ni content. A
subsequent report by Watanabe et al. examined the effect of Pt alloys with Fe, Ni,
and Co, in a similar sputter deposition mode using HClO4, where maximum activity
was reported with 30, 40, and 50 atom % Ni, Co, and Fe, respectively. Enhancement
of the order of 10, 15, and 20 times higher kinetic current was reported for these
alloys, respectively. Besides these results there were several new reports in the 1990s
on electrocatalysis in PAFCs. These are reviewed in more detail in Section 14.4,
where the true nature of ORR activity on Pt alloys is discussed.

14.2.6 Inhibiting Mass Transport Limitations and Ohmic Limitations
in Porous Gas Diffusion Electrodes

Besides the activation overpotential, mass transport losses is an important
contributor to the overall overpotential loss, especially at high current density. By
use of such high-surface-area electrocatalysts, activation overpotential is minimized.
But since a three-dimensional reaction zone is essential for the consumption of the
fuel-cell gaseous reactants, it is necessary to incorporate the supported electro-
catalysts in the porous gas diffusion electrodes, with optimized structures, for
aqueous electrolyte fuel-cell applications. The supported electrocatalysts and the
structure and composition of the active layer play a significant role in minimizing the
mass transport and ohmic limitations, particularly in respect to the former when air
is the cathodic reactant. In general, mass transport limitations are predominant in
the active layer of the electrode, while ohmic limitations are mainly due to resistance
to ionic transport in the electrolyte. For the purposes of this chapter, the focus will
be on the role of the supported electrocatalysts in inhibiting both mass transport and
ohmic limitations within the porous gas diffusion electrodes, in acid electrolyte fuel
cells. These may be summarized as follows:

1. Electrocatalysts: One of the positive features of the supported electro-
catalyst is that stable particle sizes in PAFCs and PEMFCs of the order of 2–3 nm
can be achieved. These particles are in contact with the electrolyte, and since mass
transport of the reactants occurs by spherical diffusion of low concentrations of the
fuel-cell reactants (hydrogen and oxygen) through the electrolyte to the ultrafine
electrocatalyst particles, the problems connected with diffusional limiting currents
are minimized. There has to be good contact between the electrocatalyst particles
and the carbon support to minimize ohmic losses and between the supported
electrocatalysts and the electrolyte for the proton transport to the electrocatalyst
particles and for the subsequent oxygen reduction reaction. This electrolyte network,
in contact with the supported electrocatalyst in the active layer of the electrodes, has
to be continuous up to the interface of the active layer with the electrolyte layer to
minimize ohmic losses.

2. Electrocatalyst support: The main functions of the carbon support are to
(a) disperse the ultrafine electrocatalyst particles, (b) bind strongly with the
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electrocatalyst particles and with the neighboring carbon support, and (c) facilitate
mass transport of the reactant gases to the active sites.

3. Thin active layers: In order to attain high current densities in acid
electrolyte fuel cells, thin active layers are necessary. Further, there should be enough
electrocatalyst sites to maximize the electrochemically active surface area. From
about the time that PAFCs were developed, 10 wt.% Pt/C-supported electrocatalysts
were used [8]. With a noble metal loading of 0.4mg/cm2 and Vulcan-XC72R as the
support, the thickness of the active layer is about 100 mm. Since the state-of-the-art
PAFCs operate at a relatively low current density of 300mA/cm2 (because of
significant activation overpotential for the oxygen reduction reaction and ohmic
resistance of the electrolyte), the mass transport and ohmic overpotential losses in
the active layer of the electrodes are negligible. However, in the case of PEMFCs, the
goals are to operate at high current densities in the range of 500 to 1000mA/cm2.
The novel approach to reach this goal was to use a higher percent of the noble metal
or alloy electrocatalyst on the carbon support for the same loading of the
electrocatalyst [24]. In this way by, for example, using 20% Pt/C and the same noble
metal loading 0.4mg/cm2 as in PAFCs, the thickness of the active layer was reduced
by 50%. It was thus possible to minimize the mass transport and ohmic
overpotentials in the active layer, as well as to have a high utilization of the surface
area of the electrocatalysts. The followup research activities, to minimize the mass
transport and ohmic overpotentials at higher current densities in PEMFCs, included
the preparation of the active layer constituents (Nafion with the proton in the
sulfonic acid group of solubilized Nafion replaced by the sodium tetra butyl
ammonium in an emulsion and directly depositing it on a Nafion membrane) [25].
The reason for the conversion to the sodium or tetra butyl ammonium form was to
heat-treat the sample of the active layer to a desired temperature for good bonding
between the two layers. After this heat treatment, the ion exchange was carried out
to convert the membrane and the electrode assembly to the protonic form. An
alternative was to deposit the active layer on a decal and then bond it on to the
Nafion membrane by hot pressing. This approach was highly successful in the
preparation of very thin active layers (10 to 20 mm), with ultralow platinum loading
and high utilization of the platinum electrocatalyst in PEMFCs.

4. Electrocatalyst/support electrolyte network in active layer: Having an
optimized structure and composition of the active layer is vital for minimizing
activation and more so for mass transport and ohmic overpotentials in the active
layers. This is particularly essential for attaining the desired high-power densities in
PEMFCs. Thus, within the past 5 to 6 years, attention has been focused in this
direction to (1) use electrocatalyst particles with the ideal minimum size (about 2–
4 nm), (2) use high-surface-area carbon with the desired internal porosity, (3) have
excellent contact between the electrocatalyst and the support, (4) have intimate
contacts between the supported electrocatalysts and also between the supported
electrocatalysts and uncatalyzed carbon particles (often used to improve the
electronic conductivity in active layer), (5) have a network of continuous pathways
of electrolyte in the active layer leading to the membrane electrolyte layer, (6) have
some gas channels (in the active layer if it is not thin enough) to have ready access of
gas to the active electrocatalytic site, via the electrolyte films, and (7) include some
Teflon in the active layer (again if not thin enough), to have some hydrophobicity for
gas access and product water removal [26].
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14.3 SYNCHROTRON METHODS AS A PROBE OF
ELECTROCHEMICAL INTERFACE

14.3.1 In-Situ X-Ray Absorption Spectroscopy:
The Current State of the Art

The use of synchrotron-based in-situ x-ray absorption spectroscopy (XAS) for the
study of catalysis, both heterogeneous and electrocatalysis, has matured over the last
decade with simultaneous efforts in the United Sates, European Union, and Japan.
An excellent review of these efforts has recently been published [27]. Application of
in-situ XAS for investigating battery and fuel-cell materials has recently been
reviewed [28,29], and an extensive database of literature on its application to
catalysis can be accessed electronically [30]. Detailed aspects on the application of
the technique and methodology used for data analysis have recently been published
[31].

Being a core-level spectroscopy, XAS by its very nature is bulk averaging; even
measurements of total electron yield (Auger electrons) have penetration depths of
several hundred angstroms [32] for moderate energies such as those corresponding to
Ni K and PtL edges. Application for studying highly dispersed materials such as
electrocatalysts are therefore approached with two different motivations. The first is
the study of nano-clusters from a short-range atomic order perspective, which
provides important details such as bond distances, coordination numbers, and
Debye Waller factors. This thus provides important structural information in
clusters, which lack long-range order and hence is an important probe for studying
metal alloy clusters such as those proposed in this research effort. These
measurements are typically carried out under in-situ electrochemical control under
conditions akin to the potential of zero charge. The potential control is necessitated
by the need to ensure clean cluster surfaces without the effect of adsorbates. Since the
information in this case is not limited by being bulk-averaged, the particle-size
limitation depends only on self-absorption effects, which occur typically at three
absorption lengths (1–5 mm), a size range one order of magnitude larger than the
nano-clusters proposed in this research effort. Application of EXAFS for
investigation of short-range atomic order in nano-clusters have evolved with better
algorithms and new powerful theoretical fitting software available such as FEFFFIT
(6) from the University of Washington [33]. The second motivation is to investigate
the effect of adsorbents under in-situ electrochemical conditions; being surface-
sensitive, this requires small particle sizes with relatively large surface-to-volume
ratios. Its efficacy in investigating clusters with greater than 80 Å diameter is
therefore limited and has never been the focus of our research. Effect of Pt particle
size and the application of XAS technique to investigate its influence on
electrocatalytic performance have been the focus of prior research by the proposer
[34]. The choice of experimental conditions and methodology for analysis are very
important for the successful application of XAS measurements to study highly
dispersed clusters under in-situ electrochemical conditions. In all these investigations
it is important to determine with great accuracy the particle size. This is usually
conducted using a variety of methods such as x-ray linebroadening analysis,
transmission electron microscopy, and compared with particle size based on
coordination numbers determined from EXAFS data using well-known algorithms
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[35]. The XAS data can thus be normalized to the average number of surface atoms
for these nano-clusters.

The advantage is that this technique offers the ability to study in situ the
changes to both electronic and short-range atomic order in the nano-clusters with
element specificity under conditions of actual fuel-cell operation. Hence, despite
being a bulk-averaging technique, it has been extensively used for studying highly
dispersed catalysts both for classical heterogeneous gas-phase applications as well as
for electrocatalysis. Two important considerations are (1) particle size must be below
80 Å, and (2) the particle-size distribution should be narrow.

14.3.2 Overview of the Underlying Principle and Data Analysis

X-ray absorption spectroscopy (XAS) constitutes the determination of the
absorption coefficient (either as a transmission or fluorescence measurement) of a
core-level transition. Typical measurements involve transitions from p or d orbitals
(such as 2p3/2 or 5d5/2), which constitute the K orL absorption edge, respectively, the
selection rule for the transition being (2J+ 1). The typical XAS spectra shown in
Figure 8 (Pt L3 and L2 edge) comprise two complementary parts. The near-edge part
(+50 eV), referred to as x-ray absorption near-edge structure, provides information
on the electronic states of the absorbing atom, while the extended part of the spectra
(50 to 1200 eV), referred to as the extended x-ray absorption fine structure, provides
information on the short-range atomic order (bond distances, coordination numbers,
etc.). Measurements at the specific core-level absorption edge depend on the energy
range of the transition; for low Z elements this is typically at the K edge, while for
higher Z elements such as Pt etc., the L edge is more convenient. Most synchrotrons
have an energy range between 4 to 40KeV, which enables the study of a wide swath
of the Periodic Table.

Figure 8 Typical raw XAS spectra for Pt/C at 0.54V versus RHE in 1M HClO4 at the Pt L3

and L2 edge. The figure shows the various regions of the XAS spectra, namely the XANES and

the EXAFS region.
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X-Ray Absorption Near-Edge Structure

The near-edge part of the XAS spectrum constitutes the XANES (x-ray absorption
near-edge structure), as shown in Figure 9, which represents the Pt L3 edge data for
carbon-supported Pt/C and PtCo/C. This fine structure is due to core-level transition
of the ejected photoelectron, which due to its low kinetic energy probes the
unoccupied states in the vicinity of the Fermi level. These photoelectrons have long
mean free paths and result in multiple elastic scattering around the excited absorbing
atom. Due to these long-range interactions, the shape of the XANES spectra can on
occasion provide important insights into the changes in long-range order, such as a
octahedral to tetrahedral transition. In cases such as Pt where a wealth of theoretical
data exists, it is possible to determine the d-band occupancy, which is very useful in
determining parameters such as the extent of perturbation of electronic states as a
result of alloying. This methodology, first developed by Mansour and co-workers
[36,37], has been used extensively to determine the extent of perturbation of
electronic states as a result of alloying in supported binary alloy electrocatalysts such
as those published later by McBreen and Mukerjee et al. [21]. Due to their ability to
probe the electronic states, XANES spectra have been used extensively to determine
the oxidation states of individual components of a complex compounds such as a
multicomponent alloy or in metalloproteins, etc. These have been demonstrated in
the XAS literature on battery materials such as those published earlier [38], for metal
hydride alloys, and for lithium ion batteries [39]. Besides this XANES is a very good
alternative method for quantitative determination of the extent of corrosion. This
serves as a very good complement to the electrochemical methods, for studying

Figure 9 XANES spectra at the Pt L3 edge for Pt/C and PtCo/C at 0.54V versus RHE in

1M HClO4, showing the differences in the white line intensity. The observed differences are

due to changes in the density of states as a result of alloying Pt with Co.
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corrosion of multicomponent systems such as binary and ternary supported alloy
clusters and multicomponent compounds and alloys [40].

The physical mechanism of XANES can be understood from the Fermi Golden
rule, where the probability of a transition ðwÞ from an initial state jI >
to a final state < f j by the action of a perturbation H0 is given by

w ¼ 2p
h�

< fj jH 0 i >j j2rðEiÞ ð3Þ

where rðEI Þ is the density of final states at the energy of the initial state EI and
H 0 ¼ Aeikr, the x-ray photon. In the dipole approximation the transition is restricted
by the selection rule DL ¼ +1 and DJ ¼ 0;+1, where L and J are the orbital and
total angular quantum numbers ðJ ¼ L+1=2Þ. This implies that at the K edge, the
transition is mostly from the s to p levels such as those involving 1s to 4p states for
the first row transition elements. However, weaker quadrupole transitions such as
those involving ðDL ¼ +2Þ are often observed such as those for first-row transition
elements, appearing as pre-edge peaks, as a consequence of inversion of symmetry.
In these cases this involves a 1s to 3d transition. From the perspective of
electrocatalysts, for low- and medium-temperature acid-based fuel cells such as
PEMFC, Pt XAS is important. The Pt L3 edge corresponds to transitions to s1/2 and
d states ðd3/2, d5/2Þ. The transition to s-symmetric final state is normally very small
and is spread over a wide range of energies, whereas the d-symmetric portion of the
density of final states is large and confined to a narrow range of energies. Assuming
no significant hybridization, the L2 edge probes empty final states characterized by
J ¼ 3=2, while the L3 edge probes the states with J ¼ 3=2 and 5/2. Spin orbit
coupling causes a splitting of the final d states. This causes the d5/2 states to be shifted
to higher energies with a corresponding shift for d3/2 state to lower energies. As a
result the probability of empty states in the vicinity of the Fermi level is
predominantly with J ¼ 5=2. This accounts for the L3 edge of Pt, for example, to
be higher in intensity as compared to the L2 edge. The magnitude of the spectrum at
any edge is usually referred to as the white line, reminiscent of the days when
photographic detectors were used.

Extended X-Ray Absorption Fine Structure (EXAFS)

EXAFS spectrum is a result of photoelectrons that have enough energy to be ejected
out of the absorbing atom to have inelastic interaction with the surrounding atoms,
which are called scatterers. The spectrum, therefore, is a result of interference due to
a backscattered photoelectron wave, where the incoming wave represents a free
induction decay pattern. Fortunately, this phenomenon can be explained on the
basis of single scattering theory and has been worked out in detail [41]. The EXAFS
is, therefore, a final-state interference effect whereby, depending on energy E, the
backscattered wave interferes constructively or destructively with the outgoing wave.
The EXAFS can be expressed in energy space in terms of wðkÞ with the expression

wðkÞ ¼ mðEÞ � m0ðEÞ
m0ðEÞ

ð4Þ

where m and m0 are the x-ray absorption coefficients of the absorber in the sample
and that in the free state, respectively. The difference therefore reflects on the local

Copyright © 2003 by Taylor & Francis Group, LLC



structure and represents the EXAFS. The ratio with respect to absorption cross
section in the free state therefore normalizes the spectrum on a per-atom basis. The
spectrum is extracted by background removal procedures using separate routines for
pre-edge and extended part of the spectrum; these methods are described in detail in
[41]. The extracted EXAFS is usually converted from the energy space to the
wavevector space k using the relationship

k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2m

h�2
ðE � E0Þ

s

ð5Þ

where h� ¼ h=2p, m is the mass of the electron, and E0 is the threshold energy of the
core shell of the excited atom. The EXAFS spectrum is the superimposition of the
contribution from different coordination shells to the backscattering process. The
theoretical expression, which relates the measured EXAFS to the structural
parameters, is given by

wðkÞ ¼
X

j

AjðkÞ sinð2kRj þ jjðkÞÞ ð6Þ

where j refers to the jth coordination shell, Rj is the average distance between the
absorbing atoms and the neighboring scatterers in the jth shell. jðkÞ is the total
phase shift suffered by the photoelectron in the scattering process. AjðkÞ is the
amplitude function, which is expressed as

AjðkÞ ¼
Nj

kR2
j

S2
0ðkÞFjðkÞe�2ðRj�DÞ=le�s2j k

2 ð7Þ

where Nj is the average coordination number and FjðkÞ is the backscattered
amplitude of the atoms in the jth shell. s2j is the Debye Waller term, which accounts
for the static and the thermal disorder present in the materials. S2

0ðkÞ is an amplitude
reduction term that accounts for the relaxation of the absorbing atom and
multielectron excitations (shake up and off) at the absorbing atoms. l is the mean
free path of the photoelectron and is a correction to D since S2

0 and FjðkÞ already
account for the photoelectron losses in the first shell. Data analysis of the EXAFS
involves the determination of Rj;Nj, and s2. The other parameters jj and Ej are
obtained from standards that could be experimental or theoretical.

The contribution of individual shells to the EXAFS can be isolated by Fourier
transformation of the signal in wavevector space to frequency domain (as a radial
distribution function) using a typical Fourier integral represented as

Y ¼ 1
ffiffiffiffiffiffi

2p
p

X

kmax

kmin

knwðkÞe2ikrdk ð8Þ

The result is peaks in r space that correspond to interatomic distances between the
central absorber atom and the surrounding scatterers in the individual coordination
shells. As is typical in all Fourier transformations, the resolution of this transform
depends on the range EXAFS signal used. In other words, it is important to have a
good EXAFS signal without noise up to a w range of 14 or 15. The r value is shifted

Copyright © 2003 by Taylor & Francis Group, LLC



lower than actual coordination distances because of the phase shift term jðkÞ. Since
the spectrum in r space is the sum of the w’s of the individual shells, it is thus possible
to extract information of an individual shell by back-transformation from r to w
space. For this, windows in r space are set carefully. Structural parameters can then
be determined for each individual shell using either empirical or theoretical phase
and amplitude parameters. The final fitting between the measured EXAFS phase and
amplitude functions and those from empirical or theoretical origins is done using
nonlinear least-square fitting routines to yield short-range atomic parameters, N
(coordination number), R (bond distance), Ds2 (Debye Waller factor with respect to
some standard) and DE0 (a sliding parameter). Both N and Ds2 are strongly
correlated but can be distinguished; the same is true for R and DE0. These effects are
usually decoupled by conducting the k1 and k3 weighted fits in both k and r space
[42]. The effects on N and R are the same in terms of fits in both weightings; however,
the effects on R and DE0 are such that the magnitude and the imaginary parts of the
transform are reversed. These provide for several checks, which help at arriving at a
unique solution for fits between the standard and experimental EXAFS data.

In the context of supported electrocatalysts typically used in the current state-
of-the-art PEMFCs, the in-situ XAS spectroscopy has three important functions.

1. Determination of short-range atomic order of the cluster: this is
independent of particle size, as it is bulk-averaged information. The important
aspect in this measurement is to ensure that the measurements are done in situ at
potentials close to the double-layer region (*0.54V versus RHE) to avoid
interference from surface adsorbed species.

2. Determination of the changes in the short-range atomic order and Pt d-
band vacancies as a result of changes in fuel-cell operating conditions. Since effect of
surface-adsorbed species is an important component of this measurement, normal-
ization of the data with population of surface sites is important. For these purposes,
cluster synthesis with a high degree of monodispersity, an important component of
this proposed research, in the particle size range 25–40 Å will be an asset for the
application of this technique.

3. Determination of the extent of corrosion of an individual component in a
muticomponent alloy cluster, both ex situ and in situ as a function of various
operating conditions.

14.4 STRUCTURAL AND ELECTRONIC EFFECTS ON
ELECTROCATALYSIS

14.4.1 Structural Effects on Electrocatalysis: Effect of Particle Size

One of the first investigations toward elucidating particle size and structural
dependence was by Zeliger [43] and Bett et al. [44]. These studies concluded that
platinum atom at the vertices, edges, and kink sites or dislocations are not more
active than atoms on the platinum crystal faces, and hence specific activity for
oxygen reduction is independent of particle size. This conclusion was despite the fact
that Zeliger’s work involved platinum deposited on asbestos, while Bett’s study was
on commercial platinum blacks and platinum supported on graphitized carbon
(average particle size in the range of 3 to 4 nm, corresponding to surface area
between 9–6 m2/g). Further support to this conclusion was provided by Gruver [45]
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and Vogel et al. [46], who showed a similar independence of particle size on ORR
activity. Furthermore, Kunz and Gruver [45] concluded that the interaction between
carbon and platinum was not significant since the activity of smooth Pt and Pt
supported on carbon (76 m2/g) were found to be approximately the same in both
96% H3PO4 at 160 8C and 20% H2SO4 at 70 8C.

On the other hand, Blurton et al. [47] and Bregoli [48] found a decrease in the
specific activity for oxygen reduction with diminishing particle size from 12 nm to
3 nm and 2 nm, respectively. In their studies on highly dispersed platinum on carbon
in 20% H2SO4 at 70 8C, Blurton et al. [47] attributed the results to either a particle-
size effect or an effect of the support interaction, or a combination of both these
factors. Bregoli’s study [48] involved highly dispersed catalysts in 99% H3PO4 at
177 8C. He found the specific activity for oxygen reduction to vary by a factor of 2 in
the range of particle size studied (12 nm to 2 nm). Later, Peuckert et al. [49], in their
investigations with highly dispersed Pt/C (particle size in the range, 12 to 1 nm) in
0.5M H2SO4, showed a constant site-time yield for particle sizes above 4 nm.
However, as the particle size decreased to *1 nm, the site-time yield dropped 20-
fold. It was inferred that as particle size decreased, a larger fraction of platinum
atoms participates in the surface reactions. However, for particle size below 4 nm, the
analysis in terms of activity per surface atom showed an exponential drop, which was
in contrast to expectations based on changes to surface area (or dispersion). This
decrease in the site-time yields for ORR was consistent, however, with prior
published reports. Bett et al. [44] did not see an effect of particle size, since crystallite
size range was larger than 3 nm. Investigation by Bregoli [48], where the range was
between 25 to 3 nm, showed a twofold decrease in activity for ORR as one
approached the lower limit of particle size. Blurton [47] found a 20-fold decrease in
activity with a particle-size range of 1.7 nm to 10 nm. The last two reports, however,
had a greater scatter of data. An alternative viewpoint to the observed particle-size
effect was presented by Stonehart [8], where the particle-size effect was instead
attributed to an interparticle diffusive interference between the platinum crystallites.
This report pointed out that the specific activities of platinum particles with varying
sizes were the same on different carbon supports when the crystallite separations on
the carbon supports were the same. Mutual interaction between Pt particles were
considered as a factor toward setting up diffusive interference. This viewpoint has
been supported by Watanabe [6] based on a study of various supported
electrocatalysts with different supports, platinum loading, carbon surface area,
and platinum crystallite size. When the crystallite separations were greater than
17 nm, the specific activity for ORR was reported to be constant; however, they
reported a decrease in activity when the interparticle separation was less than 17 nm.
The rationale was based on the creation of a mutual interference of platinum
particles for diffusion of oxygen to the individual crystallite surfaces. The
fundamental issue, therefore, was whether the observed difference in ORR activity
with different specific surface areas of platinum was due to an inherent change in the
surface property of the crystallites or due to diffusional limitations brought about as
a function of electrocatalyst dispersion. Investigations by Giordano et al. [50,51]
have attempted to differentiate between these issues, using variables such as (1) Pt
concentration on carbon support, (2) time and temperature of electrocatalyst
activation, (3) PTFE concentration, (4) platinum loading, and (5) sintering
temperature of the electrodes. These investigations revealed that the adsorptive

Copyright © 2003 by Taylor & Francis Group, LLC



morphology of the crystallites was paramount in the observed variations of ORR
activity with specific surface areas of platinum. These results supported the earlier
contention by Kinoshita [4], where a correlation was made with the statistics of the
presence of sites with different coordination numbers as a function of particle size. A
later publication by the same group provided further support, with an expanded
range of particle size and choice of carbon support material.

The original explanation of the specific activity for ORR based on the
statistical variations of different coordinate sites with particle size (using cluster
models such as cubo-octahedron) (see Figures 2 and 3) was remarkably effective.
Peuckert et al. [49] offered a similar explanation based on the increase in the
concentration of low coordination sites with decreased particle size. This
interpretation was partly based on a publication by Ross et al. [52], who found no
difference in activity on Pth111i and h100i surfaces. A recent investigation on the
effect of particle size on the Pt electronic (d-band vacancy/atom) and short-range
atomic order (Pt–Pt bond distance and coordination numbers) was conducted using
in-situ XAS methods by Mukerjee et al. [53]. In this investigation the Pt crystallite
size was varied in the range of 30 to 90 Å. This study showed direct spectroscopic
evidence of the effect of electronic and short-range atomic order as a function of
particle size. Figure 10 shows the effect of change in the Pt d-band vacancy/atom (D
Pt d-band vacancy/atom normalized for number of surface atoms) as a function of
particle size when the electrode potential is increased from 0.0V to 0.54V (1M
HClO4 at room-temperature sealed electrochemical cell). The plot in Figure 10
therefore probes the sensitivity of the surface electronic states toward H-adsorption
as a function of particle size (i.e., switching from a potential of 0.0V in the hydrogen
region to 0.54V, which is close to the potential of zero charge). As is evident from
the plot, a crystallite size less than 50 Å has a progressively larger change in the
electronic states. Comparison of the change in the bulk coordination numbers of Pt
with particle size exhibited similar behavior. In this case, there was a larger
sensitivity of the small crystallites to morphological change as compared to those
where particle sizes are larger than 50 Å. This aspect has been discussed in more
detail elsewhere (see [54] and publications cross-referenced within). A similar
comparison was made for change of potential from 0.84V (a potential where
activation of water results in well-known coverage of Pt–OH) to 0.54V. Once again
there is a great sensitivity toward change of Pt d-band vacancy/atom with particle
size (shown in Figure 11, as a D Pt d-band vacancy/atom normalized with respect to
the number of surface atoms). From this analysis it is evident that smaller particle
sizes (<50 Å) with their higher proportion of low coordination sites (and hence
greater number of surface sites with higher Pt d-band vacancies) adsorb species such
as H, OH, and C1 moieties more strongly. These observations are in support of
indirect evidence of the same alluded to originally by Kinoshita [4,5] and later by
Giordano [50] and others on Pt cluster interactions on zeolites and alumina support
(see cross-references in previous report [53]).

14.4.2 Electronic and Structural Effects on Electrocatalytic
Properties of Platinum Alloys

Attempts to understand the nature of ORR activity enhancement using Pt alloys
started after the publication of the first patent in this area by Jalan [14]. In his
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analysis [55], a correlation is drawn between specific activity for ORR and bulk
interatomic distance in the alloy, which is related to the strength of the HO2 bond.
The function used was the bulk interatomic distance in the alloy, which was related
to bond tightness and hence the strength of the HO2(ads) bond. In this case HO2(ads)

was considered as the most probable product of the rate-determining step. Jalan’s
correlation therefore was a fine-tuning of the basic volcano plot. Using this
correlation with interatomic distances (Pt–Pt bond distances and nearest-neighbor
interactions), Jalan proposed that contraction of lattice parameters was beneficial for
the initial adsorption of molecular oxygen. A more favorable dual-site adsorption
model for the alloyed Pt surfaces was considered to offer a more facile environment
as compared to the unalloyed surface. Glass et al. [56], in their investigation on bulk
alloys of PtCr (the binary alloy on top of the volcano plot) of different compositions,
however, found no enhancement of ORR activity in phosphoric acid. This study
therefore suggests the possibility of different ORR activity between bulk and
supported nanocrystallites. A subsequent study on PtCo electrocatalyst [52] revealed
the possibility that particle termination, primarily at h100i vicinal planes in the
supported alloy electrocatalyst, is the reason for enhanced ORR activity. This was

Figure 10 The effect of particle size on the change in the normalized Pt d-band vacancies (d-

band vacancies/% surface atoms) (. . .) in going from 0.54 to 0.0V. The change in the Pt–Pt

coordination number as determined from the Pt L3 edge EXAFS analysis is also shown (—).

The ordinate axis refers to the change in the d-band vacancy/atom determined from XANES

spectra normalized with respect to total number of surface atoms present (based on cluster

calculations on a cubo-octahedron model).
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based on their finding of a higher ORR activity on a h100i surface as compared to a
h111i surface, which demonstrates that surface morphological changes, resulting
from particle-size changes, could account for different ORR activities. Pafett et al.
[57] attribute the higher ORR activity to surface roughening and increased Pt surface
area due to dissolution of the more oxidizable alloying element. This study shows
that potential excursion, specially above 1.25V versus RHE, results in selective
depletion of chromium [present as Cr(III) oxide or hydroxide on the surface] as
Cr(IV) species in solution. In contrast to these results on bulk alloys, supported alloy
electrocatalysts have been reported to retain their nonnoble alloying element in the
electrode during long periods (6000–9000 h) of operation in PAFCs [44] and
PEMFCs [20].

Recent studies on the issue of surface roughening in the context of PAFC
operating conditions have been investigated by Watanabe et al. [58] and Kim et al.
[59]. Watanabe and co-workers have shown that under PAFC conditions, supported
PtCo electrocatalysts do undergo an initial dissolution of the more oxidizable
alloying element (in this case CO). However, depending on the nature of the nano-
cluster (ordered alloy such as Pt3Co or disordered), there are different extents of this
dissolution. The resulting cluster contains a Pt skin with a core alloy in the bulk. The
depth of the Pt skin is dependent on the ordered–disordered nature of the nano-
cluster. In this study, a higher specific activity for ORR was exhibited by the

Figure 11 Variation in the normalized Pt d-band vacancies (d-band vacancies/% surface

atoms) (. . .) in going from 0.54 and 0.84V in 1M HClO4 as a function of particle size. The

ordinate axis refers to the change in the d-band vacancy/atom determined from XANES

spectra normalized with respect to total number of surface atoms present (based on cluster

calculations on a cubo-octahedron model).
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disordered alloy. A later study by Kim et al. [59] showed a similar effect of surface
roughening and Pt skin effect with ordered–disordered PtCr alloy nano-clusters,
where a disordered PtCr alloy electrocatalyst was found to have the highest ORR
activity (mass activity) enhancement. The first attempt to relate the fundamental
aspects of electronic (such as Pt d-band vacancy/atom) and short-range atomic order
(such as the Pt–Pt, Pt–M, M–M, and M–Pt bond distances and coordination
numbers) in nano-clusters of Pt and Pt alloys (with first-row transition elements
ranging from Cr to Ni) was conducted by Mukerjee et al. [21]. These studies show
the following:

1. Alloying of Pt with transition elements increases the Pt d-band vacancy/
atom and decreases the Pt–Pt bond distance. The extent of the change is shown to be
dependent on the electronegativity of the transition element. Correlation of the ORR
activity in terms of current density at 0.9V with the d-band vacancy/atom of Pt and
the Pt–Pt bond distance shows a familiar volcano-type behavior with respect to the
various binary alloys. This clearly indicates the importance of both these parameters
in the rate-determining step of ORR.

2. X-ray absorption near-edge data (XANES) also shows that the onset of OH
adsorption, which is known to typically occur above 0.8V on Pt/C, is shifted to
higher potentials in the alloy (extent of shift dependent on the alloying element)
leading to a lowering of overpotential losses by about 60mV. Spectroscopic evidence
for the inhibition of the formation of Pt–OH species, which are known to poison the
Pt surface near OCV, creating a mixed potential region and a consequent loss of
*220mV, is an important discovery [21,22], as shown in Figure 12. In a comparison
of Fourier transforms of the EXAFS at 0.84V versus 0.54V for Pt/C and PtCr/C,
Pt/C at 0.84V shows the peaks for Pt–OH along with the Pt–Pt interactions, while
the corresponding spectra for PtCr/C show no evidence of Pt–OH interactions at this
potential. This explains the lowering of overpotential loss by *50mV for this alloy
electrocatalyst relative to Pt. This is a pivotal discovery and lends credence to the
assertion that further enhancements can be achieved by a discriminate selection of
the alloying element.

3. XANES analysis also confirmed that the outer surfaces of the ORR active
alloy crystallites are almost entirely Pt; the alloying element was relegated to the
subsurface layers. This study likewise verifies insignificant dissolution of the alloying
element, even at potentials as high as 0.9V, after the initial formation of the Pt skin
as reported by others under PAFC’s operating conditions [58,59].

4. The influence of alloying conditions (e.g., alloying temperature, choice of
reducing agent) was also investigated. The results indicate a close correlation of
preparative route with the extent of perturbation of the Pt electronic and short-range
atomic order as a result of alloying.

14.5 CONCLUSIONS

Development of supported Pt electrocatalysts came as a result of intensive research
on fundamental and applied aspects of electrocatalysis [especially for kinetically
difficult oxygen reduction reaction (ORR)] fueled by attempts at commercialization
of medium-temperature phosphoric acid fuel cells (PAFCs) in the late 1960s and
early 1970s. Dispersion of metal crystallites in a conductive carbon support resulted
in significant improvements in all three polarization zones (activation, ohmic, and
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mass transport). The lowering of ohmic and mass transport overpotential losses were
a natural function of the conductive carbon substrate and the extension of the
electrode–electrolyte interface further into the electrode structure, thereby increasing
the catalyst, and reactant utilization. In the case of PAFCs this was achieved by
varying the hydrophobicity of the catalyst containing the reaction layer on the
electrode. In the case of PEMFCs this was a more complicated function of ink
formulations for creating the reaction layer, composed of the catalyst, binder, and
solubilized ionomers.

The improvements in the activation polarization defined as either mass-specific
activity or site-specific activity (activity/number of specific crystal planes on the
surface) were reported, especially for the kinetically difficult ORR. Wealth of prior
data on both ORR as well as direct methanol oxidation (both multielectron
reduction and oxidation processes) showed clear particle-size effects. Bulk of these

Figure 12 Comparison of Fourier transforms (k3 weighted) at 0.54 (—) and 0.84 (. . .) V

versus RHE for (a) Pt/C and (b) PtCr/C alloy (JMRC) electrocatalyst. Fits to the data (. . .) for

a Pt/C catalyst at 0.84V in r space: (c) a single Pt–Pt shell fit (—) and (d) a two-shell, Pt–Pt and

Pt–O fit (—) (k3 weighted).
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prior results on ORR activity variations with Pt cluster size showed a sharp drop in
activity when cluster size dropped below 20 Å. Two schools of thought have emerged
to explain the effect of cluster size and morphology (for binary and other
muticomponent metal reaction centers). One of these ascribed the activity variations
to interparticle diffusive interference. This viewpoint therefore correlates the
observed activity variations to mass transport effects when small clusters are packed
differently on the carbon support. An alternative viewpoint relates the activity
variations with actual changes in the cluster electronic and short-range atomic order
(coordination number, bond distances, etc.). These correlations have used well-
known cluster models, mostly cubo-octahedron and icosahedron, to correlate the
surface morphology changes with particle size. These models have therefore been
used to ascertain the variations in the number of sites with different coordination
numbers, crystal planes, etc. with change in the particle size. Changes in the particle
size from 10 Å to 80 Å result in tremendous variation in the population of sites with
small coordination numbers (6–9) and hence in the population of different crystal
planes. The population of crystal planes such as h111i and h100i for the face-centered
cubic Pt changes from negligible at *7 Å to a steady state at 35 Å. These crystal
planes possess a very different work function and hence catalytic activity. Small
particle size >20 Å have surface sites that are predominantly edge, kink, or steps,
corresponding to sites with a low coordination number.

Attempts to enhance ORR activity by modification of the surface electronic
and short-range atomic order were also attempted as a consequence of alloying Pt
with base transition elements. The first patents were issued in pursuance with
attempts to improve ORR activity for PAFCs in the early 1980s. As reviewed in this
chapter a large number of binary and ternary alloys were patented and continue to
be patented for both anodic CO tolerance and methanol oxidation as well as
cathodic oxygen reduction. In the early 1990s, alloys were also shown to enhance
ORR activity in the lower-temperature PEMFCs. Even though both PAFCs and
PEMFCs are acid-based systems, they differ significantly. The prime difference is the
nature and function of water activation, which occurs on Pt at approximately 0.7–
0.8V versus RHE (depending on the cluster size). The presence of surface Pt–OH
formed as a consequence of water activation acts as a poison for adsorption of
molecular oxygen. In PAFCs, depending on the temperature of operation, the levels
of surface coverage by Pt–OH may be lower than PEMFCs, but the phosphate anion
from the electrolyte acts as a severe poison, eliminating any potential advantage of
lower water content. The other differences are the nature of proton transport,
operating temperature, and associated kinetics of ORR.

In this endeavor synchrotron spectroscopy has played an important role in
understanding the effect of fundamental parameters such as electronic density of
states and short-range atomic order. The primary advantages of using the
synchrotron are (1) the ability to probe these parameters in situ while the interface
is under electrochemical control and (2) the fact that these can be measured with
element specificity. The latter is particularly useful when investigating multi-
component alloy clusters. In addition, this technique lends itself to systems with
limited long-range order, which is typical for these nanoclusters used in fuel-cell
electrode interface. This chapter describes some recent results with in-situ X-ray
absorption spectroscopy, which has provided a direct probe into the variations of the
Pt d-band vacancy (normalized with respect to number of surface atoms) between
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different potential regions. These include regions where anion adsorption occurs
(such as near the hydrogen evolution potential, hence formation of Pt–Hads) and
those beyond which water activation occurs (formation of surface Pt–OH). The
results of these studies showed that for a particle size smaller than 20 Å, anion
adsorption is very strong and hence detrimental to electrocatalysis; this is because of
the relatively large fraction of the surface atoms possessing low coordination and
hence higher susceptibility to changes in their d-band vacancies with potential.

Recently in-situ XAS spectra have shown that alloying of Pt with base
transition elements such as Co and Cr enable changes in the electronic properties of
Pt that in turn shift the onset of Pt–OH formation to higher potentials. This has been
shown to enable a lowering of ORR overpotential losses by approximately 50mVs.
In this endeavor, however, the surface nature of the cluster is very important and has
to be predominantly Pt with the inner core as the alloy. Hence, the methodologies of
preparation of these metal clusters are of prime importance.
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SUMMARY

Model electrodes with a defined mesoscopic structure can be generated by a variety
of means, e.g., electrodeposition, adsorption from colloidal solutions, and vapor
deposition and on a variety of substrates. Such electrodes have relatively well-defined
physico-chemical properties that differ significantly from those of the bulk phase.
The present work analyzes the application of in-situ STM (scanning tunneling
microscopy) and FTIR (Fourier Transformed infrared) spectroscopy in determining
the mesoscopic structural properties of these electrodes and the potential effect of
these properties on the reactivity of the fuel cell model catalysts. Special attention is
paid to the structure and catalytic behavior of supported metal clusters, which are
seen as model systems for technical electrocatalysts.
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15.1 INTRODUCTION

The development of electrochemical power sources for the cleaner generation of
electricity in fuel cell power stations and for automobile applications is a major
challenge both for the present and future, with a huge increase in demand for the
generation of power at high efficiency or to store electric power in batteries.
Presently, some types of fuel cells approach commercial feasibility. Fuel cell
technology is now becoming applicable for a large variety of technical areas. The
present work does not focus on direct developments in fuel cell technology—there
are a number of reviews in the literature on the state-of-the-art in the fields of
methodology, catalysis, catalyst characterization, polymer electrolytes as well as
assessment and interpretation of cell and electrode performance [1–4].

Paramount to the development of this technology is the development of
effective and efficient electrocatalysts—as Bowker [5] puts it, the ‘‘Holy Grail’’ of
catalysis has been to identify what Taylor [6] describes as the active site, that is, that
ensemble of atoms responsible for the surface reactions involved in catalytic
turnover. Many advances in the knowledge of the effect of electrode structure on
electrochemical processes have been achieved due to the utilization of structurally
defined electrodes, usually low-index single-crystal surfaces, and to the application of
surface-sensitive in-situ monitoring techniques for electrode surface characterization.
The influence of atomic order on processes occurring at the solid–liquid interface
have become accessible through the utilization of well-defined single-crystal surfaces.
Although an extremely powerful approach, structural effects on catalytic activity in
general may not only be related to the local atomic-scale order, but are also to a large
extent dependent on mesoscopic structural properties.

Furthermore, electrocatalysts for real applications often contain supported
metal clusters in the nm-size range. However, the correlation between catalytic
properties and the structure and morphology of technical electrodes is difficult due
to their structural complexity, and in the past, this has led to contradictive results. By
controlling such mesoscopic properties, it should be possible to evaluate their impact
on electrochemical reactivity. For example, recent investigations at model electrodes
with reduced complexity [7] established a correlation of particle size and reactivity,
e.g., for the oxygen reduction reaction, and highlighted the necessity to control the
structural properties of model electrodes on the mesoscopic scale. The possibility of
characterizing the real-space morphology of electrode surfaces on the nm scale using
scanning tunneling microscopy (STM) gives access to knowledge of the influence of
mesoscopic structures on electrochemical processes. Defined mesoscopic structures
can be regarded as model electrodes for electrocatalysts used in technical
applications, including various types of fuel cells. They are investigated by STM,
in-situ Fourier transform infrared (FTIR) spectroscopy (both of which are discussed
in the present work), as well as cyclic voltammetry, electro-oxidation of adsorbed
CO, and TEM (transmission electron microscopy), topics that are not dealt with in
much detail here.

Atomic surface order can be adequately described in terms of a simple unit cell,
and techniques for the preparation of surfaces with defined atomic order are well
established. Describing mesoscopic structures is not as easy. But single crystals do
not always consist of only well-defined terrace structure—they also contain steps,
and possibly other irregular surface features such as kinks and defects. The mobility
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of surface metal atoms is much greater than that of similar atoms in the bulk phase,
the vibrations of surface atoms being highly asymmetric as they lack neighbors on
one side. It is worth nothing that there is now explicit evidence from STM work [8]
that, from a catalytic viewpoint, singularities, e.g., low coordination surface metal
atoms (ad-atoms), which should not exist at ideally ordered low-index single-crystal
surfaces, are of major importance; such atoms are evidently the prime components in
active sites at surfaces. Thus, a single-crystal surface can have mesoscopic properties
such as terrace widths and step densities, and with dispersed electrodes, these
properties are influenced by the size and distribution of particles. To characterize
such mesoscopic properties, it is necessary to ascertain real-space information under
in-situ electrochemical conditions, by applying scanning probe techniques, which
give high-resolution real-space images of electrode surfaces.

The objective of this chapter is to show that particles in the mesoscopic regime
have very different properties to the bulk phase and, specifically, to demonstrate how
in-situ STM and FTIR spectroscopy have been successfully employed to determine
information on the structure of model catalysts based on modification of substrate
electrodes with metal particles of mesoscopic dimensions, and the effect of this
structure on reactivity. It will be shown that studying these model electrodes helps
provide a link between single-crystal electrodes, which have provided a wealth of
useful information, and electrodes for real application. FTIR has long been
invaluable as a probe for localized particle reaction on surfaces in electrochemical
processes, and the present work will show how it can complement STM in providing
excellent characterization of mesoscopic properties.

15.2 TECHNIQUES EXPLORED IN THE PRESENT WORK

15.2.1 STM: An Overview

Scanning probe microscopies (SPMs), including STM and atomic force microscopy
(AFM), are powerful tools for probing the microscopic properties of surfaces. Using
these techniques, it has become increasingly possible to elucidate atomic-scale
structural and electronic properties characteristic of the bulk of a material as well as
the surface. By combining such measurements on particle structure with chemical
synthesis and various other means of characterization and analysis, it is possible to
bring attention to relationships between composition, structure, and physical
properties including catalytic activity, thus leading to an improved understanding of
the chemical basis of material properties. Since the invention of the scanning tunnel
microscope by Binnig and Rohrer in the early 1980s [9], the theory and operating
principles of STM are now well known and widely reviewed [9–13], since STM is now
a key tool in many areas of research, including the study of fuel cell model catalysts.

The nonperiodic structure of surface defects such as steps makes them very
difficult, if not impossible, to investigate by commonly employed diffraction
techniques, and real-space imaging becomes mandatory. In this respect, STM, with
its capability of imaging electrode surfaces in situ with atomic resolution, provides a
unique possibility of studying processes for which surface imperfections play a key
role, such as metal deposition and dissolution [14–20], oxide formation [21–24], and
corrosion [25–29]. The additional capability of STM to control material properties
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on the atomic and nanometer levels has led to the exciting field of generation of
nanometer-sized structures on surfaces [30–37].

15.2.2 Brief IR Status Overview

Fourier transform infrared (FTIR) and in-situ FTIR spectroscopy are among many
modern instrumental tools of analytical chemistry well established in fuel-cell-related
electrochemistry [1]. In general, FTIR spectroscopy is a valuable tool in the
characterization of fuel cell technical electrodes, where the nature of surface groups
can be identified, since such electrodes are rather difficult solid surfaces on which to
work. FTIR is among the methods less commonly used for the characterization of
dispersed catalysts and supports, but as a technique is able to give an idea about the
nature of the surface groups on carbon supports and on the structure of adsorbed
species on noble metal clusters.

From both an environmental and efficiency viewpoint, the development of an
ambient temperature fuel cell for mobile power applications is highly desirable. One
of the main barriers to progress [especially in the case of cells designed to operate
with liquid fuels, e.g., the direct methanol/air fuel cell (DMFC)] is the lack of highly
effective, economically viable electrocatalysts. The DMFC performance has been
limited for long periods of time by the performance of both electrodes, with the
anode reaction in particular proving difficult to optimize. The literature contains
many articles on DMFC research, which can be consulted for more general
information on the principles involved in DMFC operation, and an overview of
recent developments in technical catalysts and fuel cell technology [1,2,4,38–54].
There have been significant advances both in the understanding of the electro-
oxidation reaction itself at a molecular level, although the mechanism is not fully
understood, and in the development of more active electrocatalysts, to such a point
that now a small increase in performance of the anode could make DMFCs
attractive commercially.

Since platinum in its pure state, and either alloyed or in mixtures with other
metals/metal oxides, (which act as promoters), is among the most active materials for
methanol oxidation, much attention has been devoted to the nature of, and
mechanism involved in, the methanol oxidation reaction on platinum. As such,
platinum has served as a useful model system illustrating the general features of
metal electro-oxidation in an aqueous environment. There are many postulated
mechanisms for the oxidation of methanol, and detailed descriptions of the same can
be found in the literature [55–59] and will not be discussed in the present work,
except from the point of view of contributions of IR and STM toward the
understanding of the overall picture of electrocatalysis at model electrodes.

Rigorous control of the electrode surface before the experiment and especially
during the transfer procedure has led to significant progress in the understanding of
the reaction mechanism of electro-oxidation of methanol. For fundamental studies,
single-crystal electrodes are ideal model systems, and single-crystal research has laid
the foundations for some basic understanding of methanol electrocatalysis and has
created a wealth of data from which technical catalysts should benefit. In-situ FTIR
has been used to great effect to study adsorbed species formed at smooth electrodes
allowing the detection of both volatile and nonvolatile products, with separation of
adsorbed and nonadsorbed species using IR-light of different polarization. Despite
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the undisputed fact that PtRu is a better catalyst for methanol oxidation than Pt
alone, IR investigations on methanol adsorption kinetics at different surfaces are
scarce, and the issue is seldom studied dynamically for materials other than Pt [60].

Generally, the majority of investigators agree that catalysis by small particles is
different from that at smooth electrodes [61–63]. Christensen et al. [64] believe that it
is very dangerous to extrapolate from bulk to particle electrodes. Thus, it seems that
some rules for the application of single-crystal electrochemistry to technical
electrodes have also to be established before meaningful conclusions can be drawn.
The study of model catalysts may help in finding an answer as to how to extract the
best-possible performance out of a given amount of noble metals incorporated into a
particular catalyst.

Such information is vital, to avoid a purely empirical approach in the search
for better catalysts, and consequently for the improvement of fuel cell performance.
It is clear from the literature [65,66] that methanol anode electrocatalysis depends
greatly upon understanding the methanol adsorption process in detail, e.g., knowing
the steric, kinetic, and energetic details of all reaction, dissociation, and diffusion
steps involved. It is also known that methanol adsorption is sensitive to surface
geometry. Therefore, the use of FTIR in studying the role of modified surfaces as
fuel cell model catalysts in this process will be addressed in the present work. The
study of the structure of model electrode systems affords the opportunity to
successfully relate quantities such as size effects and surface coverage to catalytic
reactivity. Generally, it is reported that the onset of methanol oxidation on PtRu is
between 0.2 and 0.25V (RHE) [62,67]. It seems as if the limit of the optimization of
PtRu catalysts has been reached as far as the diminution of the methanol oxidation
overpotential is concerned [56]. However, there is still a vast amount of work to do
with maximization of the active surface area, in which the characterization of fuel
cell model catalyst structure plays a vital role.

15.3 SMALL METAL PARTICLES AND ACTIVE SITES

15.3.1 The Nature and Novel Properties of Small Particles

Small metal particles on the nanometer dimension are of particular interest regarding
their solid-state properties as well as their important application as catalysts. Such
particles offer a useful model allowing the study of structural effects with relevance
for a variety of applications in chemistry and physics. The key point of interest lies in
the fact that such particles often possess very different and sometimes novel
properties compared to those of bulk materials, i.e., their physical properties
(spectroscopic, electronic, magnetic) differ from those of the bulk phase and are
particle size-dependent [68]. One such property concerns the variation in the
electrochemical redox potential between metals in a dispersed and bulk state, as was
shown by Plieth [69], when he demonstrated that the redox potential depended on
the radius ðrÞ of a metal particle on nanometer dimension (the radius was assumed to
vary from 1 to 10 nm) according to the following equation:

Djd ¼ �2gVm=zFr ð1Þ

where Djd is the potential shift associated with the reduction of a metal in a
dispersed state and is seen to be inversely proportional to the particle radius, r (or the
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smaller the particle size (down to 100 atoms) the more negative the equilibrium
potential); g is the surface tension, Vm is the molar volume, z is the number of
electrons involved in the reduction, and F is the Faraday constant. A cathodic shift
of redox potential of approximately 20 to 60mV for a 10-nm cluster depending on
surface energy, g, was calculated [69]. For a smaller cluster of 1-nm size, a larger shift
in potential from 0.2 to 0.6V, again depending on g, was determined. The generality
of the approach does not extend to clusters of less than 100 atoms, since for growing
clusters, the condition of equilibrium will rarely be satisfied and in general
nonequilibrium values of g and r are to be expected. A similar approach was
employed by Fleischmann et al. to model deposition (nucleation) and electrocatalytic
reactivity at single-atom catalyst sites on metal surfaces [70]. It is now generally
accepted that the metal atoms in ultrafine metal particles are unusually
electropositive; the effect may be attributed to quantum confinement effects, or
the reduction in lattice stabilization energy, or a lower work function, resulting in a
lower electrochemical potential. In these minute metal particles, most of the atoms
exist at the surface, where their lattice stabilization energy and lattice coordination
number are low. For silver [71] it is been shown by Henglein that on going from the
bulk metal ðAg?;U0 ¼ þ 0:8VÞ to a single atom ðAg1;U

0 ¼ � 1:8VÞ the electro-
positive character increases dramatically (especially for values of n < 15).

It has also been well established that metals in the very finely divide state are
unusually reactive. For example, Parmigiani and co-workers [72] have demonstrated
that at low oxygen pressure, supported platinum clusters oxidize at room
temperature, whereas the bulk metal reacts at the same pressure only around
800K. Clearly, the active sites, based on small particle sizes and high defect densities,
have implications aside from electrochemistry.

15.3.2 Determination of the Active Site

The notion of active sites is fundamental to heterogeneous catalysis. Modern
approaches to solid surface disorder provide a more rigorous way of defining
roughness at solid surfaces. An understanding of the operation of a catalyst depends
partly on developing a fundamental knowledge of the surface properties for
adsorption and reaction. The topography of these surfaces can be determined by
STM at different scales and described by means of the dynamic scaling theory
applied to STM imaging. As far back as 1987, Arvia et al. used STM in an ex-situ
determination on the nanometer scale of the topography of electrochemically highly
activated platinum electrodes [73]. The term ‘‘roughness’’ usually implies the
existence of both macropores (macroroughness), which to a great extent are
responsible for additional diffusional relaxation, and micropores (microroughness),
which concern the effective catalytic area. Although there is a close relationship
between microroughness and catalytic activity, many real systems involve complex
macro- and micropore structures that make direct determination of microroughness
a difficult task. The increase in the number of reacting sites can be achieved in three
different ways, namely, by increasing the surface roughness, by promoting close-
packed crystallographic structures, and by creating a volume structure that is equally
accessible to reactants. The STM data observed by Arvia et al. [73] suggest that
neither of the first two possibilities by themselves explains the large increase in
activity of the treated electrodes. The behavior of activated platinum electrodes can
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be explained by assuming that each pebblelike electroreduced crystallite can be
represented by sphere of 10-nm radius. The sphere ensemble is made by piling the
spheres in a volume defined by the geometric area times the average thickness of the
electroreduced platinum layer. This thickness is obtained from the corresponding
oxide reduction charge; its value for a 100 times activation can be estimated as
5 ? 102 nm. The number of spheres of 10-nm radius per cm2 that can be
accommodated within the volume of the activated electrode is about 1012. Therefore,
provided that the entire surface of each sphere is catalytically active, the large
activation factor, of the order of 102, deduced from the voltammetric charge can be
immediately understood. The proposed model explains the important fact that the
electrocatalytic activation remains practically the same for electrochemical processes
occurring in different potential ranges with reactants and intermediates of different
sizes. Thus, the STM patterns furnish direct information about the microtopography
of active platinum electrodes measured on the nanometer scale. They also indicate a
correlation between the activation of the electrode and the change in surface
topography.

15.3.3 Electrochemical Processing to Produce Model Electrodes

Because surface imperfections can act efficiently as nucleation centers, the defect
structure of the surface onto which the metal is plated plays an important role in
determining the morphology of the deposit. On a microscopic level, the amount of
metal deposited onto a given area depends largely on the density of nuclei, which in
return is greatly influenced by both the number of defects and their local
arrangement across the surface. Thus, preferential deposition of metal at atomic
steps is often seen.

The role of atomic steps in the nucleation process for bulk copper deposition
has been demonstrated [17,18]. Kolb et al. [17] have used in-situ STM to study the
nucleation-and-growth processes of copper deposition onto Au(111) and Au(100)
electrodes, comprising the formation of a copper monolayer at underpotentials as
well as nucleation and growth of small Cu clusters at overpotentials. It was seen
from STM studies that Cu is preferentially deposited at monoatomically high steps
on Au(111), while deposition on the atomically flat terraces commences at a much
later stage. After a potential step into the bulk deposition region, Cu clusters are seen
to grow preferentially at a step that starts at a screw dislocation with the high density
of kink sites, whereas at an upper step with low density of kink sites, hardly any
copper nuclei are formed, which is also true for the terraced regions. In particular,
cluster growth is prominent at the screw dislocation.

It has also been demonstrated that the rims of atom high islands (average
diameter 3–10 nm) brought about by surface diffusion, during reconstruction of the
Au(111) surface, are very effective nucleation centers for Cu on Au(111), containing
as they do a large number of kink sites [32]. Nucleation at deliberately induced
surface defects, i.e., by modifying the surface structure by the tunneling tip (e.g. by
applying potential jumps to the working electrode), lead to the generation of small
protrusions (from the tip material) on the surface. Figure 1 shows a flat Au(111)
terrace, (a) before and (b) after a train of potential pulses of � 1V amplitude with 10-
ms duration and manual repetition had been applied to the Au(111) electrode, while
the y-scan of the tip had been stopped [74]. During the pulse treatment, a potential of
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� 20mV versus Cu/Cu2þ was constantly applied to the Au(111) electrode for bulk
deposition. Afterward, normal STM operation was resumed to image the surface.
The result is a linear array of copper clusters, about 2 nm high, exactly aligned in the
x-direction, which is the direction of movement of the tip during pulse treatment,
and distributed over 100 nm, the width of the x-scan. Figure 1 demonstrates the
capabilities of STM for surface modifications on the nanometer scale, which are
discussed in detail in Section 15.5.

15.4 THE MESOSCOPIC REGIME

15.4.1 Introduction

So the question arises as to what extent are the mechanisms of various reactions
determined by the atomic arrangement on the terrace, and how much do the
presence and density of steps on the surface influence the reactions taking place?
Many scientists have approached this problem, studying various reactions using
different single-crystal faces, i.e., the terrace arrangement is varied as the crystal
quality is kept constant. This involves studying reactivity on the surface at a
macroscopic or bulk level, and although it is quite successful in extrapolating data
for many important reaction processes, it has not ultimately led to the detection of
what exactly occurs at the active site during catalysis. Another approach is to vary
the density of steps present on a given crystal terrace; this approach of
nanostructuring at electrode surfaces has become very popular in recent years.
Recently, however, people have begun focusing on what is described as the
‘‘mesoscopic regime,’’ or the nanometer dimension. Studying processes taking place
on nanometric surfaces, roughly 50 to 100 nm in diameter, and sorting out many of
the complexities involved in reaction at this dimension may provide some knowledge
that will act as a bridge between the molecular level on one hand and the bulk regime
on the other. By looking at the fundamental properties of colloidal systems, and the
effect on them of varying well-defined physical parameters, proper structural
characterization and definition of reactivity may follow more easily. At this stage,
both the fundamental characterization of the nature of catalytic sites and the study
of their reactivity (e.g., by electrochemical means) are poorly understood and require
much research.

Taking the breakdown of the physical system one step further—and looking at
single nanoparticles—allows one to eliminate complexities and associated problems
often observed with groups of clusters, such as agglomeration, side-on-side
interactions, etc., and facilitates the study of reactions at single nanoparticles. This
is discussed in detail in Section 15.5.2, studying the hydrogen evolution reaction as a
model process.

15.4.2 Average Mesoscopic Properties

Small metal particles as model systems for electrocatalysts are crucial to unravel the
influence of electronic or geometrical structure on the catalytic activity. The effect of
metal particle size on electrochemical reactivity has been proposed to exist for the
electro-oxidation of alcohols as well as for the reduction of oxygen [7,75,76], both
vital processes that require much deeper understanding for the development and
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widespread application of fuel cell technology. A ‘‘size effect,’’ if present, may be an
important criterion for the design of practical electrodes for technical applications.
Even more interestingly, some observations indicate significant substrate–particle
interactions that may alter catalytic properties.

Dispersed Particle Electrodes

An important class of technical electrodes are those based on dispersed catalyst
particles. For these, the relation between structure and reactivity is very important,
but unraveling the complexities involved is slowed by the problem that reactivity is
usually referred to a macroscopic sample while the structural characterization gives
local information. Thus, the modification of conductive surfaces by nanometer-sized
particles, i.e., to control the size and distribution of the catalyst particles on the
substrate, allows one to control the average mesoscopic structure of these electrodes.
Recently a technique for the preparation of catalyst particles with a narrow size

Figure 1 STM images (3D scan plots and topviews) of Au(111) in 5610�3mol dm�3

H2SO4þ 5610�5mol dm�3 CuSO4, demonstrating a tip-induced nucleation of Cu clusters on

a flat terrace. (From Ref. 74.)
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distribution was developed by Reetz et al. [77], yielding colloidal palladium clusters
stabilized by a shell of tetra-alkylammonium surfactants, which when adsorbed onto
suitable substrates result in model electrodes for dispersed electrocatalysts [78]. The
variety of particle sizes results in significantly different mesoscopic structures, which
of course has implications on their reactivity as catalysts. Such data also raise the
question of particle–particle interactions, and how such interactions vary with
particle size, and density on model electrode surfaces. The difference between the
mean diameter determined by STM and that measured by TEM allows the
determination of the protective surfactant layer.

Similar model electrodes were prepared using highly oriented pyrolytic
graphite (HOPG) as the substrate [77]. In these examples, imaging of clusters was
only possible when they were attached to defects, which are rather scarce on a freshly
cleaved HOPG electrode. Clusters were also present on the defect-free terraces, but
these were easily swept away by the tunneling tip [79,80]. Thus, it was concluded that
the defect density was vital for these model electrodes. Electrochemical oxidation of
the surface at 1.9V (RHE) was seen to increase the defect density, and it is possible
to follow the process with STM in real time, since the process is controlled by the
electrochemical potential, thus allowing direct interactive control on the surface
morphology of the substrate.

Adsorbed and Electrodeposited Platinum

During work in the authors’ group, model platinum electrodes with defined
mesoscopic structure exhibiting a small size distribution were prepared by a variety
of methods: by adsorption of tetra-alkylammonium surfactant-stabilized Pt clusters
from colloidal solution on well-characterized Au(111) supports or HOPG [81]; by
adsorption from colloidal solutions prepared using the well-known citrate method
[82,83] (citrate acts as both the reducing agent as well as the stabilizing surfactant)
[84]; and by electrochemical deposition of platinum on gold substrates [81]. These
model electrodes have been characterized by STM, electro-oxidation of adsorbed
CO, and FTIR spectroscopy. It is worth noting that both substrates used have the
advantage that they are inert with respect to the adsorption of CO. Thus, the
oxidation of a CO monolayer on the particles at saturation coverage could be
investigated.

The morphology of the deposits was characterized with STM using a single-
crystal substrate Au(111). STM images of electrochemically deposited Pt on Au(111)
are shown in Figure 2: (a) low loading, and (b) high loading. The two electrodes
show vastly different substrate coverages of Pt clusters. At the lower coverage (a),
isolated Pt particles are observed, which mainly populate step edges of the substrate
as well as the rims of small Au islands. Only a small density of clusters can be seen on
the terraces. This seems to indicate the importance of step edges as sites for reactive
centers on catalyst surfaces. At the higher coverage (b), similarly sized particles
(*6 nm) are aggregated to form a network on the substrate surface. The
characterization with STM showed that the clusters remain intact upon adsorption.
No significant structural changes were observed on the time scale of hours. However,
due to agglomeration effects on the surface, the size distribution of the particles
varies and nonuniform particle distributions are observed. The adhesion of particles
is improved on such defective surfaces, when compared to freshly cleaved graphite,
but force interactions between tip and sample are still evident in the measurements.
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Figure 2 STM images of the electrochemical deposition of Pt on Au(111) electrode; (a) at

low loading: *0.05 mgPt/cm2; (b) at high loading: *0.2mgPt/cm2. (From Ref. 81.)
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From cyclic voltammetry (CV) data on the adsorbed platinum particles [81],
the peak potential for Pt oxide reduction is shifted to more negative potentials
(0.7 V) as compared to a polycrystalline Pt bulk electrode (0.76V), both against
reference hydrogen electrode (RHE). This is a general result that several authors
found for small supported metal particles [61,72]. Compared to polycrystalline Pt
(oxidation at 0.73V), the CO electro-oxidation at the Pt clusters is shifted to more
positive potentials and shows two oxidation peaks (0.78V and 1.03V).

Figure 3 shows CVs of two different platinum electrodeposits on polycrystal-
line gold (solid line), the CVs for the oxidation of a monolayer of adsorbed CO
(dashed line), and the corresponding IR spectra of adsorbed CO (inserts).

Figure 3 Cyclic voltammograms of electrochemical deposition of Pt on polycrystalline gold

in 0.1mol dm�3 HClO4; scan rate 0.05V/s; potential range 0.05–1.3V; (—) without CO; (---)

with CO; adsorption potential 0.1 V. In-situ FTIR spectra (inserts) taken at 0.1V; 500 scans;

resolution 4 cm�1; (a) at low loading: *0.05mgPt/cm2; (b) at high loading: *0.2mgPt/cm2.

(From Ref. 81.)
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Figure 3(a) corresponds to a low loadingUdep ¼ 0:68 VRHE; tdep ¼ 5 sð*0:05 mg
Pt= cm2Þ, (b) to a high loading Udep ¼ 0:68 VRHE; tdep ¼ 80 sð*0:2 mg Pt= cm2Þ. Both
voltammograms show similar current features as the Pt colloid model electrode
described above. The different loading is qualitatively reflected in different charges
for the hydrogen adsorption/desorption region and the oxide formation/reduction
on Pt corresponding to varying amounts of Pt sites. Once again, for both loadings,
the Pt oxide peak is shifted to more negative potentials than for a polycrystalline Pt
bulk electrode, with values in (a) and (b) of 0.67V and 0.74V, respectively. A strong
dependence on the catalyst loading is observed for the CO electro-oxidation. For the
low loading the CO oxidation occurs at much more positive potentials (1.05V); for
the higher loading, two oxidation peaks are observed at less positive potentials
(0.85V and 0.98V). The FTIR spectra also reveal differences depending on the
different deposition parameters. A band assigned to COads in a linear bonded (on-
top) coordination appears at 2032 cm�1 for the low loading and at 2054 cm�1 for the
high loading, both shifted to lower wavenumbers as compared to bulk Pt
(2074 cm�1) [85]. In both spectra, a second band around 1857 cm�1 can be observed
and is assigned to bridge-bonded COads on Pt. This band position does not depend
on the loading.

Thus, it is obvious that the catalytic properties of supported nm-scale Pt
clusters on Au differ significantly from the properties of bulk Pt electrodes. Clusters
electro-oxidize COads at much more positive potentials, and the vibrational
frequency of linearly bonded (on-top) COads is considerably lower as compared to
bulk Pt. A pronounced dependence on the catalyst loading is seen, indicating that at
high loading the properties of the clusters are more similar to those of polycrystalline
Pt. Such trends are observed for several adsorbed surfactant-stabilized Pt clusters as
well as for electrodeposited Pt on Au, thus indicating that the surfactants do not
significantly affect the electrocatalytic properties. It is assumed that the macroscopic
electrode characteristics reflect the properties of individual catalyst particles at very
low catalyst loading. At higher coverages, cooperative phenomena emerge, which
may result from agglomeration. The dipole-coupling of adsorbed species as well as
their diffusion characteristics may be different on agglomerates and on isolated
clusters, thus affecting the FTIR spectra and electro-oxidation kinetics.

These results are also confirmed by recent work by Friedrich et al. [84],
illustrating the effect of Pt particle coverage, prepared from colloidal solution, and
supported on polycrystalline gold substrates, on the oxidation of a monolayer of CO
and on the characteristic vibrational bands of COads. In order to reveal the
properties of isolated particles, it is necessary to prepare model electrodes with small
particle coverage, which, however, inherently involves weak signals. Thus, the use of
the Au substrate has the advantage that the high IR reflectivity of gold means that
distinct features in the IR spectra corresponding to the stretching vibration of CO
are indicative of the structural properties of the colloid particles.

The model electrodes are prepared from aqueous colloidal Pt solutions
prepared according to the citrate method mentioned above, with particle size
determined from TEM (transmission electron microscopy) measurements [84]. After
several months in solution, the colloids exhibit an aging effect evident in a change of
ultra-violet/visible (UV/VIS) spectra and in the TEM images. Figure 4 shows TEM
micrographs of the Pt colloids on Au (a) freshly prepared colloid and (b) aged Pt
colloid prepared with gelatin. While the freshly prepared colloids consist of particles
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with a narrow size distribution (mean size: 2.8 nm, stan. dev.: 0.47 nm), these aged
colloids clearly show three distinguishable sizes: isolated particles showing two main
sizes with smaller (2.2 nm), and larger (8.5 nm) particles. Furthermore, aggregates
that seem to consist mainly of the 8-nm particles are also observed. These aggregates
show a very broad size distribution and can reach sizes up to *50 nm. The isolated
8-nm particles are clearly a minority species.

In Figure 5, the IR spectra for CO-covered particle electrodes with increasing
coverage from GPt ¼ 0:06 to GPt ¼ 0:38 at 80mV are shown. An intense IR band due
to the stretching vibration of adsorbed CO in the range 2010–2060 cm�1 is detected
for all surfaces, increasing in intensity with increasing Pt coverage.

The observed bands are assigned to CO adsorbed on Pt clusters. The existence
of CO adsorbed on gold can be confirmed by IR spectroscopy and has been reported
in the literature [86,87]. Bands that can be assigned to COads/Au are only found for
quite different experimental conditions than were used for the measurements in
Figure 5. Vibrational bands attributed to COads/Au at 2080 cm�1 and 1990 cm�1 are
found only in CO-saturated electrolytes—the latter band only for exposure times
longer than 1 h. For CO-saturated electrolytes, the intensities of the COads/Au bands
are smaller than 0.1% absorption. The frequencies of the band for COads/Pt are
significantly lower than the frequency found for polycrystalline Pt (2068 cm�1) at this
potential. The vibrational frequencies increase linearly with increasing Pt coverage,
as can be seen from the inset to Figure 5, where the peak frequencies of the
vibrational bands are plotted versus GPt. For an electrode prepared by drying up a
drop of colloidal solution, the vibrational frequency of polycrystalline Pt is obtained,

Figure 4 (a) TEMmicrograph of freshly prepared Pt colloid particles on gold in the range of

3 nm; magnification 540,000; (b) TEM micrograph of an aged Pt colloid prepared with gelatin.

The dark features correspond to Pt. Three different sizes can be observed: very small (primary)

particles *2 nm; larger, isolated particles of *8 nm; and aggregates of these larger particles;

magnification 540,000. Line in box represents 20 nm. (From Ref. 91.)
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although the bandwidth is much broader and asymmetrical for the dispersed system.
An ad-hoc explanation for the changes in vibrational frequency in terms of the usual
5s and 2p* bonding interactions is to assume an increase of backbonding of d
electrons of the metal to the empty antibonding 2p* orbital of CO, leading to a
stronger binding of the molecule to the surface. However, additional interactions,
e.g., the interaction of the vibrating molecules with each other through their
oscillating dipole field interactions, may exert a significant influence on the
vibrational frequencies.

The comparison of the IR spectra of adsorbed CO on particles with rather
homogeneous size distributions with those of electrodes prepared from an aged
colloidal solution with a very inhomogeneous size distribution is very instructive
regarding the influence of particle coverage and structural information provided.
Summarizing the information from TEM images, the aged colloid contains particles
of about 2 nm which should exhibit bulk-deviating properties as in the case of the
original colloid and much larger particles that should manifest properties similar to

Figure 5 IR spectra of the stretching vibration of CO adsorbed on Pt particles at different

particle coverages. The dashed line indicates peak frequency of on-top CO on polycrystalline

platinum. All spectra are recorded at 80mVRHE. Inset: Dependence of the vibrational peak

frequency o on the Pt particle coverage. (From Ref. 84.)
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that of macroscopic polycrystalline Pt. A count of the distinct particles from TEM
images of the aged colloids gives a total ratio between smaller and larger particles of
N2:2=N8:5 ¼ 21:2 (including the aggregates), and from this value an estimate of the
ratio of the areas, assuming a spherical shape. This estimate yields a value of
A2:2=A8:5&1:4. However, the Pt contact areas of the aggregates are not taken into
account, and thus this estimate yields a lower limit for the ratio and this value may
well be higher by a factor of 2.

IR spectra of electrodes with different particle coverages and prepared from
aged colloid solution and gold substrates are shown in Figure 6. A strong
dependence of the spectra on Pt particle coverage is again evident in the spectra. At
low coverage ðGPt ¼ 0:06 and GPt ¼ 0:11Þ the inhomogeneous size distribution is
visible in the IR spectra since two vibrational bands assignable to linearly bonded
CO are seen to be present in the spectra.

The lower-frequency band at about 2015 cm�1 coincides with the frequency
observed for the electrodes prepared from the original colloid at low coverages.
This band is therefore assigned to CO adsorbed on isolated 2.2-nm particles.
Consequently, the higher-frequency band at 2046 cm�1 is assigned to CO on larger
particles and agglomerates of particles. For the spectrum of the lowest Pt coverage,
the integrated band intensities of the two bands are determined by fitting the band.
The ratio between the intensity of the lower-frequency band to the intensity of the
higher-frequency band is 2.3, in acceptable agreement with the particle ratios from
the TEM images. At intermediate particle coverage, only one band is clearly seen in
the spectra, but the shoulder at lower frequencies may still relate to the second band.
At high coverages ðGPt ¼ 0:29 and GPt ¼ 0:42Þ the band is broad and asymmetrical
with a peak frequency about 15 cm�1 lower than on polycrystalline Pt. Such a CO
stretching vibrational band is typical of very dispersed Pt electrodes. From Figure 6,
it is evident that the lower-frequency band shifts noticeably with increasing Pt
coverages, whereas the higher-frequency band shows only a very small change. In
this respect, the band at 2015 cm�1 again mirrors the Pt coverage dependence of the
band in Figure 5.

In order to discuss the IR spectra in terms of the structure and size of the
particles, it is necessary to assess the importance of the adsorbate–surface and
intermolecular interactions for the internal vibrational modes. The interactions
discussed in the literature to cause frequency shifts are dipole–dipole field
interactions between the vibrating molecules, the chemical interaction mediated
directly by the electronic structure of the metal (including the interaction with the
image dipole of the molecule), and the indirect molecule–molecule interaction
mediated via the substrate lattice [88]. The singleton frequency of a molecule-metal
system corresponding to the vibration of a single adsorbed molecule in the absence
of any coupling to other CO molecules or of any influence of other adsorbed
molecules is very important in this respect. However, some studies include the
chemical contribution, therefore giving rise to a singleton frequency that depends on
CO coverage [89]. In the study by Friedrich et al. [84], singleton wavenumbers are
defined to be the values obtained in the low-CO coverage limit. Although numerous
other studies exist that have determined the vibrational frequency of CO on single-
crystal electrodes [90], Friedrich’s study did not find a value corresponding to
polycrystalline platinum under the experimental conditions mentioned. Hence, the
vibrational frequency of linearly adsorbed CO on polycrystalline Pt as a function of
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CO coverage was measured. Figure 7 shows the IR spectra of the stretching
vibration of linearly adsorbed CO (at 80mV) versus decreasing CO coverage, which
is evident in the accompanying decrease in the band intensity.

From Figure 7 it is obvious that the vibrational frequency is lowered
considerably from 2066 to 2001 cm�1, with decreasing CO coverage. The integrated
intensity is determined by fitting the bands with a Voigt profile. The peak
wavenumber of the vibrational bands is plotted versus the IR intensity (as a measure
of CO coverage) in the inset in Figure 7. Although the relationship between
frequency and IR intensity is nonlinear and complex at high coverages, it becomes
linear when approaching the low coverage limit, and thus a value of 1995 cm�1 for
the singleton frequency can be accurately determined. This number is also used for
an estimate of the dipole field contribution to the vibrational frequency, presuming
that this singleton frequency is similar for the supported particles on gold.

Figure 6 IR spectra of the stretching vibration of CO adsorbed on Pt particles supported on

gold and prepared from an aged colloid with an inhomogeneous size distribution at different

particle coverages. All spectra are recorded at 100mVRHE. The dashed line indicates the peak

frequency of the stretching vibration of CO bonded linearly on polycrystalline Pt. (From Ref.

84.)
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Because of this strong CO coverage dependence, it is important for the
interpretation of the IR spectra to estimate the CO saturation coverage of the Pt
particles. This can be done by measuring the CO oxidation charge (normalized
versus the Pt oxide reduction charge) determined from the CVs of the electrodes as a
function of GPt. Values for the CO oxidation charges at high particle coverages are
comparable to polycrystalline Pt, but much higher values are seen for low particle

Figure 7 IR spectra of the stretching vibration of a partial CO coverage on a polycrystalline

Pt electrode. The partially filled CO layer is created in a potential sweep of 100mV/s with

varying positive potential limits. All spectra are recorded at 80mVRHE. Spectrum 1

corresponds to a measurement without potential changes. Spectra 2–14 correspond to

measurements after a potentiodynamic cycle with changing positive limits from 255mV to

675mV. Inset: Dependence of the vibrational peak frequency o on the CO coverage.

Determination of the singleton frequency os by extrapolating to zero CO coverage. (From

Ref. 84.)
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coverages. This latter observation is presently not understood and needs further
investigation. However, it can be concluded that the CO coverage on the particles
corresponds at least to the saturation value of polycrystalline Pt, and therefore the
IR spectra of the CO saturated particles (e.g., vibrational frequencies) should be
correlated with the spectra of CO on polycrystalline Pt at saturation coverage.

Thus, the main divergences between the CO-covered Pt particles compared to
polycrystalline Pt are observed in the CO oxidation at higher potentials and in lower
vibrational frequencies (Do¼� 50 cm�1). In addition, an influence of particle size is
evident in the spectra of the electrodes prepared from a colloid with an
inhomogeneous size distribution. These deviations, however, are only evident at
low coverage. A detailed theoretical background to the significantly lower
vibrational frequencies found on the particles at low particle density, the resultant
size effect of the IR spectra, and a reasoning for the changed catalytic properties of
the electrode with respect to the oxidation of COads are presented in the literature
[84,91] and are not discussed in detail here. In summary, it is obvious that the bulk-
deviating properties of the particles are exposed at low coverages. Such observations
can be explained either by simple dipole–dipole interactions of the adsorbate layer or
by more refined electronic interactions, e.g., the degree of coordination of the Pt
bonding site or substrate–particle interactions leading to charge transfer. An
estimate of the dipole coupling of the adsorbates shows that this interaction can
explain neither the low frequency nor the size effect. Similarly, the dependence of
vibrational frequency on the coordination number of the adsorbate site is too weak
to account for the measured wavenumbers. Therefore, an increased back donation to
the antibonding CO 2p* orbitals is assumed, and the prominent coverage
dependence of the frequency favors a substrate contribution. The CO oxidation
on the supported particles proceeds at a higher potential compared to polycrystalline
Pt in a potential sweep experiment. This changed catalytic property is mainly
attributed to a higher CO coverage on the small particles at low particle coverage
compared to polycrystalline Pt, indicating a higher adsorption energy of CO, but this
needs further work and investigation.

From a follow up study involving mainly TEM measurements and electro-
chemical measurements on citrate-stabilized Pt particles on gold [91], it is seen that
small particles (2–5 nm in size) are single crystalline, but the TEM images reveal that
the larger particles (8–20 nm) consisting of aggregates of smaller particles resemble
polycrystalline Pt. The CV of the CO monolayer oxidation on 3-nm Pt particles
exhibits three oxidation peaks located at more positive potentials compared to a
polycrystalline Pt electrode. The observed difference is especially clear for low
particle coverages. On the contrary, the larger aggregate particles show CO
monolayer oxidation potentials, which resemble the behavior of polycrystalline Pt.
Particles that are clearly polycrystalline and about 10 nm in size still show significant
variations in properties compared with polycrystalline Pt. These varying properties
of the small particles of different sizes are evident in the CO oxidation transients. The
time-dependent oxidation on the 3-nm particles differs from the classical Langmuir–
Hinshelwood mechanism and can be better described by an Eley–Rideal mechanism
[91,92]. This can be explained either with the absence of oxygen adsorption or by the
absence of transportation processes on the electrode surface. The larger particles
exhibit bulk behavior in this respect. However, it is still an open question whether the
novel properties of the small particles are due to a pure size effect or are dominated
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by the structural properties of the particle (single-crystal versus polycrystal). Recent
preparation procedures for obtaining larger single-crystal colloidal Pt particles
[93,94] should mean that the investigation of electrodes prepared with such particles
with regard to CO electro-oxidation will enable one to distinguish surface structure
from particle-size effects.

So far we have demonstrated how IR can be used to investigate adsorbates on
well-defined model electrode surfaces. Since the understanding of the interaction of
CO with Pt is theoretically well advanced, it is possible to interpret the spectra of
structurally complex catalysts in terms of the simpler model systems discussed here,
by comparison of the IR spectra of adsorbed CO as a probe molecule on technical
catalysts and on monodisperse Pt particles. Figure 8 shows the IR spectra of the
stretching vibration of CO adsorbed on 10 wt.% carbon-supported Pt ETEK catalyst
at different recording potentials.

There are many similarities to the results observed for the model catalysts. The
main features to be noted are that it is mostly on-top bonded CO that is also
observed for the technical catalyst, with two bands assigned to linearly bonded CO

Figure 8 IR spectra of the stretching vibration of CO adsorbed on carbon supported

10wt.% Pt ETEK catalysts, as a function of measurement potential versus RHE.
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found at 2050 cm�1 (main band) and 2010 cm�1 (satellite band). The low-frequency
band at 2010 cm�1 is associated with isolated particles (2–4 nm, from TEM
measurements), while the higher vibrational frequencies of 2050 cm�1 are associated
with agglomerated particles. These vibrational frequencies are very close to those
observed for the model Pt particles on the Au system (Figure 6). Inhomogeneous
band broadening is also observed, due to interaction of the CO molecules on
different adsorption sites (terraces, kinks, steps, etc.). Higher frequencies are
observed with increasing potential, which is believed to be due to the back-donation
effect described above for model catalysts. Once again, as for the model catalysts, a
strong dependence of the vibrational frequency on particle coverage is observed for
the technical system, which can be interpreted in terms of dipole–dipole interactions.
This dependence is a consequence of increasing agglomeration with particle
coverage. Therefore, it is obvious that the spectra of the complex technical
electrocatalysts can be interpreted in terms of the model systems, and such
experiments show the versatility of IR spectroscopy, not only for studies of the
fundamental science of model electrodes, but also for application in technical
catalyst systems.

The PtRu Anode Electrocatalyst

Since on pure platinum, methanol oxidation is strongly inhibited by poison
formation, bimetallic catalysts such as PtRu or PtSn, which partially overcome this
problem, have received renewed attention as interesting electrocatalysts for low-
temperature fuel cell applications, and consequently much research into the
structure, composition, and mechanism of their catalytic activity is now being
undertaken at both a fundamental and applied level [62,77]. Presently, binary PtRu
catalysts for methanol oxidation are researched in diverse forms: PtRu alloys
[55,63,95], Ru electrodeposits on Pt [96,97], PtRu codeposits [62,98], and Ru
adsorbed on Pt [99]. The emphasis has recently been placed on producing high-
activity surfaces made of platinum/ruthenium composites as a catalyst for methanol
oxidation [100].

It is worth noting that despite the diversity of methods for catalyst preparation,
all these materials present an enhanced activity toward methanol oxidation.
Although the enhancement effect of Ru on methanol oxidation has been well
known for decades and has long been considered in the development of fuel cells,
many details concerning the enhancement in catalytic activity, especially concerning
the mechanisms on the atomic scale, are not yet well understood. Apart from the
electronic effect of Ru on the bond strengths of the adsorbates [101], a bifunctional
mechanism is considered to be responsible for the enhancement effect [102]. The
latter effect involves the adsorption of some oxygen-containing species on ruthenium
atoms at, compared to platinum, lower potentials. This species, in turn, is necessary
for the oxidation of intermediates such as CO or COH. By this means, the onset of
methanol oxidation is shifted from around 450mV for pure platinum catalysts down
to 250mV for PtRu electrodes. This can easily be verified by electrochemical online
mass spectroscopy (DEMS), which allows the detection of the onset of CO2

formation at the respective potentials [103].
The newest trend has been to deposit controlled amounts of ruthenium on the

well-defined platinum single-crystal substrates of different crystallographic orienta-
tions. This approach allows one to investigate surface-structure effects in PtRu
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methanol oxidation electrocatalysis. In all the studies addressed in the present work,
only the Pt(111) surface [out of other Pt(hkl) surfaces] is investigated because, when
covered with ruthenium, it is the most active catalyst for methanol oxidation known
to date. Much of the data presented here are not only significant for increasing the
understanding of methanol oxidation mechanisms on mixed-metal, catalytic
electrodes, but also further the understanding of noble metal on noble-metal
deposition processes.

Ru Evaporation onto Platinum in UHV Conditions [Pt(111)/Ru]

Several methods of preparation and analysis of PtRu model electrodes [63,97,102],
some of which involve transfer between UHV and electrochemical environments,
have been studied. In order to relate the surface structure and catalytic behavior of
PtRu electrocatalysts investigated so far, distinct crystal faces and preparation
methods were often used, the latter leading to, respectively, different surface and ad-
atom distributions. Many of the preparative techniques, however, allow only limited
control over the resulting surface structure, and generally the Ru concentration
rather than its geometric distribution may be controlled. The situation is different for
UHV studies of Pt, Ru, or mixed model surfaces. Most of the UHV systems offering
STM analysis do not offer the possibility of a clean transfer into an electrochemical
environment. Therefore, the respective surface characterization of the catalytic
behavior is often restricted to gas-phase experiments. But especially in the case of
methanol oxidation, the reaction mechanisms in the gas phase differ strongly from
those in an electrochemical environment. To fill this gap, Vielstich et al. [104]
designed a UHV/electrochemical cell apparatus. Thus, both the preparation of
Pt(111)/Ru surfaces in UHV and their structural analysis by in-situ STM, as well as
study of the electrocatalytic activity, become possible.

Evaporation of ruthenium onto Pt(111) surfaces leads to the formation of 3D
islands having a width of 5–10 nm, as shown in Figure 9. The number of Ru edge
sites can be increased until island coalescence occurs. The second layer of the islands
is filled to a higher extent than kinetically necessary. Ru atoms that fall on one of the
pre-existing islands are not able to overcome the barrier at the island edge and will
thus stay on the island; however, in the second layer one encounters more material
than is expected from the total coverage. Ru tends to nucleate at the ascending steps
of each terrace, however, in contrast to most other known systems presenting
epitaxial growth, and this decoration also provides nucleation centers for islands at
the upper terrace, which can be seen in the higher island density near the descending
step, i.e., the steps are decorated from both sides. In Figure 9(b), the number of PtRu
pair sites is higher than in Figure 9(a), and this nearly leads to island coalescence.
Similar behavior has been reported for Ru spontaneously adsorbed on Pt(111) [105]
and is discussed ahead.

By ion sputtering at room temperature, an artificial increase in the number of
steps prior to Ru evaporation is achieved. Removing about 1ML—i.e., digging
grooves into the terraces with a depth of up to 3 crystal layers—keeps the surface
STM analyzable. The resulting morphology is shown in Figure 10(a).

At room temperature, only the movement of single Pt atoms and small clusters
on the terraces and islands is activated, but no interlayer mass transport or even
diffusion occurs along step edges. Thus, most of the large defects created by the ion
bombardment are stable (apart from atom diffusion and formation of small islands),
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and no preferential island geometry is visible. After evaporation of Ru onto the
surface, very few islands are formed (necessitating larger terraces) and all material is
decorating the Pt steps and islands. Figure 10(b), which involves use of the
‘‘statistical differencing’’ method [106], shows that it is possible to visualize the
increased roughness of the step edges due to the Ru decoration. It can be seen that
the overall number of PtRu neighbor sites is higher than that for the other shown
surfaces. The ruthenium distribution on the surface where ion bombardment was
carried out after ruthenium deposition could not be visualized, as the entire surface
including the ad-atom islands was disordered, with Pt and Ru randomly intermixed.

Iwasita et al. [107] also studied the electro-oxidation of methanol on Ru-
evaporated Pt(111) modified electrodes with different Ru coverage. The surface
compositions were characterized by cyclic voltammetry and Auger spectroscopy.
The topography of the UHV-prepared deposits was observed by STM. Figure 11
shows STM data for a Pt(111) electrode without (a) and with (b–f ) Ru layers formed
by vapor deposition.

Several pertinent remarks concerning the surface topography can be made. Ru
is deposited in the form of islands having a height of 0.21–0.22 nm. Given a Ru–Ru
distance of 0.214 nm in the (001) direction, it is obvious that under these conditions,

Figure 9 Ru island growth on Pt(111), preparation by Ru vapor deposition in UHV, STM

images taken in the same chamber. Ru coverage: in (a) about 25%, in (b) about 60%, estimated

by height statistics. (From Ref. 104.)
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the islands are monoatomic. With increasing coverage the diameter increases and a
second layer is formed on top [e.g., Figure 11(d), for GRu ¼ 0:25, the Ru amount is
0.4ML, or a fraction of a monolayer]. Their average diameter is 1–6 nm, depending
on the coverage. The island sizes have been determined using line profiles, assuming
a broadening of about 1 nm caused by the tip. For the catalytic properties under
investigation, only the order of magnitude of the island is of interest. In the whole
range of Ru coverage, the density of the islands remains nearly constant, a result

Figure 10 Preparation of a Pt(111)/Ru surface with increased number of defects and Pt–Ru

pair sites. (a) After ion bombardment with 500 eVArþ at 300K; (b) after deposition of Ru on

the surface in (a). Island edges are decorated by Ru, indicated by the slightly increased

roughness. Contrasts have been increased by image processing techniques for better

visualization in printed form. (From Ref. 104.)
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obtained from a plot of island density versus the amount of deposited Ru. These
model electrodes have been tested as catalysts for methanol oxidation [107].

In conclusion, it seems that for the catalytic activity of the Pt(111)/Ru surface
toward methanol oxidation, the total number of PtRu neighbor sites is an essential
quantity that may be specifically increased, creating additional surface defects by ion
sputtering before or after Ru deposition. In contrast, smooth PtRu surface alloys
prepared by implanting Ru into Pt(111) terraces show surprisingly low activity,
which exhibits a fast exponential decay toward zero [104]. This strongly emphasizes
the importance of low-coordinated Ru sites at edge positions for the performance of
the bifunctional mechanism at Pt(111)/Ru surfaces. These and other differences
found with rough PtRu electrodes freshly prepared by electrochemical codeposition
[105] show that behavioral differences between smooth and porous surfaces are most
likely due to structural and/or electronic effects: other local atomic configurations
may hamper a reaction pathway, leading to deactivation, and the electronic
properties of very rough surfaces are also likely to be different.

Ru Electrodeposited on Pt(111)

Several studies have used Pt electrodes modified by Ru electrodeposition as a model
Pt/Ru electrocatalyst, which show an enhanced electrochemical activity for the
oxidation of H2/CO gas mixtures as compared to pure platinum [108,109]. The
current efficiency of Ru deposition from RuCl3 solutions is low; consequently, this
allows easy control of the amount of deposition in the submonolayer regime onto
Pt(111) or polycrystalline Pt. The details of the deposition procedure are described
elsewhere [108]. The electrodeposition of Ru from solutions of RuCl3 in H2SO4 was
investigated over a wide range of deposition potentials [110]. For potentials positive
of 0.9V (RHE), the voltammetry of the Pt(111) surface remains unaffected,
indicating that no deposition occurs in this potential range. Between 0.8V and 0.3V,
a gradual disappearance of the typical features of the voltammogram of the Pt(111)
electrode is evident, and around 0.2V, a transition to the interfacial characteristics of
pure polycrystalline Ru occurs, i.e., a massive growth of Ru metal occurs. Once
again, in the submonolayer regime, the surface coverage is seen to increase linearly
with decreasing potential, from 0.2ML at 0.8V, to 0.51ML at 0.25V.

Initial attempts to monitor the deposition reaction in real time using STM
under in-situ electrochemical conditions gave inconsistent results. These were
rationalized by assuming that the tunneling tip locally enhances the metal deposition
reaction. This assumption is supported by the observation that after a long
experiment, a brown spot of about 0.5-mm diameter was visible on the crystal
surface at the location of the tip. Much work will be necessary before such an
approach can become common practice. Thus, the deposition was performed in a
conventional electrochemical cell, and the modified surface was subsequently
imaged, after transfer to the STM cell.

STM results performed with a Pt(111) substrate are shown in Figure 12. The
electrode surfaces for these experiments were prepared in a standard electrochemical
cell and then, protected with a drop of water, transferred to the STM cell.

Figure 12(a) corresponds to a blank experiment, showing the Pt(111) surface
without Ru deposit. Terraces larger than 50 nm are clearly identified and are
separated by monoatomic steps. A moderate density of islands on the terraces can be
attributed to Pt islands. Figure 12(b) and (c) show two examples of Ru-modified
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Pt(111) electrodes. Quite a high density of islands can be seen in Figure 12(b): the
islands are between 2 and 5 nm in diameter, and their height is close to the height of
the monoatomic step of the substrate. The islands are statistically distributed on the
substrate surface. The fraction of the surface covered with Ru islands, GRu, has been
estimated for several images and yields values between 0.2 and 0.4, with a mean
value of 0.25. This is reasonably consistent with GRu ¼ 0:3, which was determined
for the polycrystalline electrode subjected to the same deposition conditions. These

Figure 11 STM images (93 nm6 93 nm) showing (a) a clean Pt(111) surface and (b–f )

island formation after Ru evaporation on Pt(111); ML amount of Ru expressed as fractions of

a monolayer, percentage of covered surface as indicated. Note the 3D formation for 0.4ML:

all images have been obtained with þ0.4V sample bias and 1 nA tunneling current. (From Ref.

107.)
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results seem to confirm Watanabe and Motoo’s approach [111] and the conclusion
that the observed islands represent the Ru deposit, which has also been confirmed
with x-ray surface diffraction data (XRD) [112], and x-ray photoelectron spectro-
scopy (XPS) experiments [108,113]. Because the structural data obtained from STM
are not always unambiguous (e.g., difficulties in distinguishing Pt and Ru on the
surface), independent XRD measurements provide a three-dimensional structure
model of the interface and is a sensitive technique for measuring heights of samples
to fractions of angstroms. It was seen from a series of XRD experiments on Ru
deposition onto Pt(100) surfaces that the Ru atoms form monoatomic islands on the
Pt surface [112]. A monoatomic height of the Ru deposit was found. This represents
important information for the interpretation of the STM images, since it will be
shown later that different structural results were obtained for Ru spontaneously
adsorbed onto platinum [105]. It is also clear that the rate of deposition of Ru is
similar for both polycrystalline Pt and Pt(111). No influence of the deposition time
or deposition potential was detected. This indicates a limitation of the island growth
due to either thermodynamic or kinetic reasons. If the island growth is
thermodynamically limited, then one would expect a potential dependent deposition

Figure 12 In-situ STM images of Pt(111) electrodes in 0.1mol dm�3 HClO4 at an applied

potential E¼ 0.5V versus RHE, Et¼ 0.8V, It¼ 0.4 nA. (A) Without Ru deposit; (B) after Ru

deposition at 0.6V, and GRu¼ 0.3; and (C) after Ru deposition at 0.3V, and GRu¼ 0.6. (From

Ref. 108.)
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rate. In view of the small lattice mismatch between Pt and Ru of around 2.5% [110],
thermodynamic reasons should not be dominant. Thus, a kinetic limitation, where
Cl� adsorption may play an important role, is considered more likely. To further
check the results, a Ru-modified Pt(111) electrode, with GRu&0:7, was imaged and is
shown in Figure 12(c). From a comparison of the images (b) and (c), it looks likely
that the Ru coverage increases by about a factor of two.

The possibility of determining the Ru surface concentration indirectly by IR
spectroscopy has also been investigated [108]. This is accomplished by adsorbing a
monolayer of the CO on the composite electrodes. In-situ IR spectroscopy of the CO
stretching vibration shows distinct bands for CO adsorbed on Pt and on Ru and thus
can be used to quantitatively determine the coverage of Ru deposits on the
composite electrode surfaces.

Figure 13(a) shows IR reflection absorption spectra from CO-covered Pt(111)
surface with different Ru coverages at an applied potential of 400mVRHE.

On the clean Pt(111) surface in Figure 13(a), the bands at about 2070 and
1790 cm�1 are the well-known bands assigned to COads in a linear and threefold
hollow coordination, respectively [114]. In Figure 13(a) part (2), referring to Pt(111)
with GRu&0:25, a new vibration band around 2010 cm�1 is observed. Since the
intensity of this band increases with increasing Ru coverage and its integrated
intensity is higher than that of the linearly bonded COads/Pt, for the surface with the
highest Ru coverage GRu&0:6, Figure 13(a) part (4), this band is assigned to CO
linearly bonded on Ru. Quantitative coverage determinations from the integrated
intensities of surface vibrational bands are often intricate due to the strong lateral
dipole interaction leading to intensity transfers from low-frequency bands to high-
frequency bands [115]. Nevertheless, an independent estimate of the extent of Ru
coverage on the surface is attempted by integrating the COads/Ru band intensities
and relating them to the CO2 band intensity (the product present after electro-
oxidation of CO), in order to account for experimental differences in the
measurement. Because the composite model electrode consists of separate metallic
regions of mesoscopic sizes (see Figure 12), it is possible to assume that the long-
range dipole interaction, between adsorbates on Pt and Ru, may not be important.
Figure 13(b) shows the ratio of the integrated band intensity of the CO2 band versus
deposition potential, revealing a linear dependence. The insert in Figure 13(b) shows
the typical normalized spectra with the vibrational bands used in this procedure. The
linear relationship between the intensity ratio and deposition potential (equivalent to
that found from XPS analysis) shows that direct correlation with Ru coverage is
possible. Therefore, it is possible to state that apparently the dipole–dipole
interactions of adsorbates on Pt and Ru are not important, and because the
deposition rate of Ru on Pt is independent of potential, the CO saturation coverage
on Ru is seen to be independent of the Ru coverage on Pt(111).

An investigation, using electrochemical techniques and IR spectroscopy, of the
electrocatalytic properties of submonolayer electrodeposits of Ru on Pt substrates
led to an observation of enhanced catalytic properties of Pt(111) by the Ru islands.
This is seen as evidence that surface diffusion of the adsorbed CO is essential for
understanding the electro-oxidation kinetics, and it provides a basis for under-
standing the bifunctional mechanism [111].

From chemical and structural analysis [110], one may expect—as a first
approximation—that the catalytic properties of the Ru-modified Pt(111) surface are
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Figure 13 (a) In-situ IR spectra of Ru-modified Pt(111) with varying Ru coverages,

measured in 0.1mol dm�3 HClO4 after CO adsorption at 90mV; 400 scans signal averaging at

a resolution of 4 cm�1; (b) integrated band density corresponding to COads/Ru related to the

band intensity of CO2 plotted versus Ru deposition potential. The insert illustrates a typical

normalized spectrum with positive vibrational bands for the CO adsorbates present at the

applied potential and a negative band at 2343 cm�1 corresponding to CO2 (reaction product)

present at the reference potential of 800mV. (From (a) Ref. 110, (b) Ref. 108.)
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a superposition of the properties of both metals. In fact, vibrational spectroscopy of
adsorbed carbon monoxide shows the typical band for CO adsorbed on Ru around
2000 cm�1, superimposed with the well-known spectral features of CO on the Pt(111)
surface, as shown in Figure 13(a).

For the electro-oxidation of an adsorbed monolayer of CO, however,
synergistic effects between Pt and Ru are obvious from the time dependence of
the IR spectra, i.e., there is a coupling of the reaction on the composite surface.
Figure 14(a) shows the temporal variation of integrated band densities after a
potential step from 90mV to 450mV. At 450mV no CO is oxidized on Pt(111), and
one would expect an uneven concentration of CO on Ru or Pt, reflected in the IR–
CO stretching band.

However, the intensities for on-top bonded CO on Ru and on Pt sites decrease
simultaneously on the time scale of minutes. This is supported by a simultaneous
increase of a band at 2345 cm�1, attributed to CO2 in the solution phase. If only
superimposition of the catalytic properties occurred, then a significantly faster
oxidation of CO on the Ru sites than on the Pt sites would be expected. A similar
result is seen from potential dependence data of the IR spectra, with the intensities
for on-top bonded CO on Ru and Pt decreasing at the same potential, approximately
450mV; Figure 14(b). The intensity for bridge-bonded CO on Pt also diminishes at
this potential. The adsorbate structure of CO on the Pt areas is disturbed, since the
threefold hollow site disappears and the bridge site appears. An unchanged CO
adlayer structure is assumed compared to Pt(111), and thus patches of Pt(111)/COads

and Ru islands are on the surface [116].
In blank experiments with the unmodified Pt(111) surface, no changes in the IR

spectra occurred on the same time scale, even when the step potential was increased
to 0.55V. This is clear evidence that Pt(111) is not active for the electro-oxidation of
COads in this potential range. Hence, the Pt areas in between the Ru islands behave
quite differently with respect to CO oxidation than the unmodified substrate.

Dissociative water adsorption, which is a prerequisite for CO electro-oxidation,
starts at more negative potentials on the composite Ru/Pt(111) electrode than on the
Pt(111) surface. A plausible explanation is that an activation of the Pt surface due to
long-range electronic interactions with the Ru islands occurs, facilitating OH
adsorption at lower potentials. However, because IR spectroscopy of COads is very
sensitive to electronic influences, but gives no indications for such an effect, this
explanation is rather unlikely.

As a second possibility, one may assume that at low potentials OH adsorption
occurs exclusively on Ru sites, in agreement with the bifunctional mechanism for CO
oxidation on PtRu alloy surfaces. The observed depletion of CO on the Pt sites can
then only be explained by rapid surface diffusion of the adsorbed CO molecules to
the reactive Ru islands. Because the separation of the active Ru islands is on the nm
scale, even a low mobility of the adsorbed CO can account for the observed catalytic
enhancement.

In order to evaluate details about CO surface diffusion, the transient oxidation
of absorbed CO monolayers under potentiostatic conditions was investigated and
compared with the behavior of the Pt(111) surface. Several current transients
following a potential step from 0.1V, where a CO monolayer is adsorbed, to varying
oxidation potentials 0:45V4Eox40:6V in CO-free solution are shown in Figure 15.
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Figure 14 (a) Time dependence of integrated IR band densities of CO on Pt [linear (on-

top)], CO on Ru [linear (on-top)] and solution phase CO2 (GRu¼ 0.5), following a potential

step from 90mV to 450mV; (b) potential dependence of integrated band intensities of the

same stretching vibrations on Ru/Pt(111) (GRu¼ 0.6), scan rate 0.2mV/s; both (a) and (b)

recorded in 0.1M HClO4. (From (a) Ref. 110, (b) Ref. 116.)
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It should be noted that the time axis is displayed on a logarithmic scale and the
currents are normalized to the peak currents. Essentially the same shape with only
different displacements on the log t-axis is observed for all transients investigated.
From Figure 15 it is obvious that at the same oxidation potential of 0.6V, the COads

oxidation is faster by 3 orders of magnitude on the Ru-modified surface than on the
unmodified Pt(111) substrate. Even at a potential 0.15V lower, the reaction is still a
factor of 5 faster on the Ru-modified electrode.

A lower limit for the surface diffusion coefficient of CO on Pt(111) can be
estimated from Figure 15. At a potential of 0.6V, essentially all CO molecules are
oxidized on the Pt(111)/Ru electrode within 1 s, whereas in the same time interval
only a negligible fraction of CO is oxidized at the Pt(111) surface. Thus, one can
approximate that, within 1 s, CO molecules are able to travel half the distance
between neighboring Ru islands. For the surface considered with GRu ¼ 0:25, the
mean island separation is about 4 nm, and hence a diffusion coefficient
DCO 5 4 ? 10�14 cm2 s�1 results as the lowest limit. If diffusion of CO adsorbate is
rate-limiting, then the CO diffusion coefficient must be higher than 1 ? 10�12 cm2 s�1.
The transients in Figure 15 can be compared with the measurements of Gasteiger et
al. [117], who performed similar measurements with a smooth polycrystalline
Pt54Ru46 alloy electrode. For this surface, a statistical distribution of Pt and Ru was
assumed; thus, the distance for surface diffusion of COads to reactive sites should be
small. The current transients measured on the alloy electrode are very similar to the
transients of Figure 15, except that the maxima are shifted to shorter times by a
factor of 2. The decay of the transient current after the maximum is essentially the
same on both surfaces. Assuming that the diffusion distance on the alloy surface is
negligible compared to the characteristic 2 nm for the Ru-modified Pt(111), this
similarity indicates that the mobility of CO is significantly higher than the calculated
lower-limit value for the diffusion coefficient. Values for DCO in the range 10�13–

Figure 15 Current transients of potentiostatic CO monolayer oxidation in 0.1mol dm�3

HClO4 for Ru/Pt(111) (GRu¼ 0.25) and Pt(111) at oxidation potentials of

0.45V4Eox4 0.6V. For the two faster transients, data from different electrodes with the

same preparation are superimposed in order to indicate the reproducibility. (From Ref. 110.)
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10�12 cm2 s�1 seem reasonable. It is worth mentioning that in a recent study on the
electro-oxidation of CO at Pt/Ru electrodes, Petukhov et al. [118] estimate that with
diffusion coefficients in this range, a single CO molecule makes at least 105 jumps
between nearest adsorption sites during the time *100 s needed for the reaction. The
reaction is seen to accelerate with increasing defect density.

To conclude, the Pt(111) surfaces are seen to be modified by Ru islands of
&3 nm in size and monoatomic height. An ex-situ XPS analysis of the Ru-modified
surfaces yields a linear dependence of the Ru coverage with the deposition potential
over a wide range of 0.5V [108,110], allowing a precise tuning of the nm-scale
structural properties of the Ru/Pt(111) model electrode. On the Ru-modified Pt(111)
surfaces, a monolayer of adsorbed CO has been investigated by IR spectroscopy and
distinct bands can be assigned to CO adsorbed on Pt and on Ru. An equivalent
linear dependence on deposition potential is found for the integrated band intensity
of the CO/Ru band, indicating that it is possible to determine the coverage of
deposits from adsorbate IR spectroscopy. The linearity between deposition potential
and Ru surface coverage over a wide range of 0.5V allows a precise tuning of the
nm-scale structural properties of the Ru/Pt(111) model electrode. Therefore, the CO
adsorbate may be convenient as a probe molecule for area determination of metal
deposits in electrochemistry, assuming the investigated deposits form areas that are
in the nm range or larger. In spite of the complexity of the interfacial processes, the
electrodeposition process is a versatile and easily controlled tool for the preparation
of mesoscopically defined model electrocatalytically active surfaces. IR spectroscopy
of COads, in agreement with the structural characterization, shows that distinct areas
of Ru metal exist on the otherwise undisturbed well-ordered Pt(111) surface.
Nevertheless, CO oxidation is enhanced on the Pt sites due to the nearby presence of
Ru islands. Time- and potential-dependent IR spectroscopy shows that the oxidation
of CO on Pt sites and Ru sites is coupled. Vibration bands assigned to CO/Pt and
CO/Ru disappear simultaneously upon oxidation. There is evidence that COads

molecules are mobile on the electrode surface and diffuse from unreactive Pt(111)
domains to the reactive Ru islands. A characteristic displacement of 2 nm/s
ðDCO 5 4 ? 10�14 cm2 s�1Þ is determined as the lower-limit value from transient CO
monolayer oxidation on the Ru/Pt(111) electrode.

These results indicate that surface diffusion of adsorbed molecules is important
for understanding interfacial electrochemical reactions, with, in this case, initiation
of CO oxidation on or around the Ru islands in combination with a high COads

mobility. Thus, as a result of this mobility, the structural properties of the electrode
surface on the nm scale, i.e., increased number of defects or deposited Ru ad-atoms,
is seen to be crucial for electrocatalytic performance. The observed results are
consistent with the bifunctional mechanism [111], where oxygen-containing species
adsorb preferentially on Ru surface atoms and a sufficient surface mobility of COads/
Pt is seen in order to explain the coupling between the distinct regions on the
composite electrodes. This structure sensitivity of anodic CO oxidation was
confirmed in a recent second harmonic generation (SHG) study of Pt electrode
surfaces, by Akemann et al. [119], with step defects seen to significantly enhance the
reaction rate, with the CO oxidation reaction enhanced at lower potentials on
Pt(997) compared to Pt(111). The terraces present on the Pt(997) surface are about
15 nm wide, and thus the CO has a shorter distance over which to diffuse to oxygen-
carrying species (step defects in this case) than on Pt(111) [118]. In contrast to results
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seen for Pt(111), the reaction rate on Pt(997) is not directly related to the absence or
presence of a stable CO adlayer, indicating an intricate interrelationship between
step and terrace sites with regard to the catalytic activity of model electrodes. The
overall result from these studies is that different oxygen-carrying defects (either Ru
deposits or steps) are seen to enhance CO oxidation, i.e., oxidation occurs in an
accelerated manner at lower potentials.

Ru Island Formation on Pt by Spontaneous Adsorption

Interestingly, Wieckowski et al. [105] found that spontaneous adsorption from a
RuCl3 solution onto a Pt(111) electrode surface does not develop a surface structure
accessible to STM. However, when such species are subjected to a brief voltammetric
treatment, the surface displays an array of Ru islands that are of nanometer size and
largely monoatomic. An adlayer of adsorbed iodine (I) protects the electrode from
contamination during the STM treatment, but more importantly since the electrode
structure in solution is represented by iodine surrounding the ruthenium islands, the
STM images obtained in air are a replica of the in-situ distribution of the islands,
with molecularly resolved iodine structure aiding the resolution of Pt(111) terraces
perturbed by the presence of Ru features. An STM image of the Pt(111) electrode
obtained after ruthenium deposition for 90 s is shown in Figure 16. The presence of
Ru features is seen by the clear white spots in the image, since, otherwise, there
would be no perturbation of the crystallographically perfect, I-covered Pt(111)
surface at this STM resolution. This is clear evidence that Ru is deposited as surface
islands. The islands appear on the STM image even without iodine, thus showing
their inherent stability.

As adsorption time is varied from 10 to 90 s, there is an increase in the uptake
of Ru, as shown in Table 1. For the low coverage, 0.08ML, obtained after 20 s of
adsorption, the island distribution is not uniform, with some areas of the electrode
displaying higher coverage. There is no significant enhancement in the island density
at the steps, indicating that spontaneous deposition is not nucleated by the
crystallographic defects at the surface. At low coverages, the islands appear to be
rounded without any particular orientation with respect to the surface, and there
seems to be no exclusion zone for island growth, with the formation of a new island
occurring at any distance from a preexisting island. Some islands are seen to collapse
while growing, forming a bigger island, which no longer has a rounded shape. The
major outcome of Wieckowski’s work is that he observes that at and above 0.14ML

Table 1 Ruthenium Coverage and the Ru Island Heights as Determined

by STM as a Function of Deposition Time

Deposition time (s) Ru coverage (ML)

Relative height in island

center (nm)

10 0.01 0.22

20 0.08 0.22

40 0.14 0.22 and 0.45

90 0.19 0.22 and 0.45

120 0.19 0.22 and 0.45
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(Figure 16), in addition to the monolayer islands in the image, there is also a second
layer deposit on top of the inner layer, although the inner monoatomic layer has not
yet been completed (and is far from approaching a monolayer coverage). This
formation of bilayers at such low total surface coverage is surprising and in contrast
to the data of the present authors’ group obtained by electrodeposition on Pt(111)
[108], by independent XRD data on the same system [112], and by Iwasita et al. using
vapor deposition of Ru on Pt(111) in UHV conditions [107]. As such, it is a novel
result that may provide a more detailed description of the surface properties of Ru
deposits on Pt(111). For example, if Ru2O3 is formed as one of the components, the
Ru2O3 surface molecule may assume the orientation requiring the Ru–Ru-axis to be
parallel to the surface normal.

Figure 16 STM images of Pt(111) electrode (at 100-mV bias) obtained after ruthenium

deposition for 90 s (top). Shown also are results of grain-size analysis of ruthenium island

distribution for all islands (bottom left) and those from the analysis of bilayer ruthenium

islands (bottom right). Ruthenium coverage is 0.19ML. (From Ref. 105.)
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Thus, only monoatomic islands are found at the Ru coverage lower than
0.14ML. At coverages of 0.14 and 0.19ML, the bilayer character of the islands is
quite distinct, especially at 0.19ML. The height-resolved data at 0.19ML indicate
that the area of the surface covered by the bilayer islands is about 10% of the overall
island population. Wieckowski believes that since this is a small percentage of an
already low total ruthenium coverage, the bilayer islands may actually exist but
escape detection at Ru coverages lower than 0.14ML. It should be noted that from
STM grain-size analysis, it appears that the development of the second Ru layer is
restricted to islands that have a surface area of at least 2 nm2. Extending the exposure
beyond 90 s does not result in a higher ruthenium uptake (Table 1). This confirms
previous data, that increasing Ru coverage above 0.20ML by spontaneous
deposition is practically impossible [97,99].

Thus, in summarizing this STM data, unlike the electrolytic deposition
discussed in the previous section, where up to 0.7 monolayer (ML) coverage of
ruthenium is deposited as mainly monoatomic islands with a tendency to create
three-dimensional deposits as the coverage increases, when spontaneous deposition
is used, about 10% of the islands are no longer monoatomic. Instead, such islands
have a bilayer character, displaying a second monolayer deposit over the first
monolayer. The result that such bilayer islands are formed at low coverage is related
to the composition and morphology of the ruthenium deposits formed under a
variety of electrochemical conditions.

A molecular insight into the catalytic oxidation of methanol was given by an
in-situ FTIR spectroscopic study of these systems. Since methanol electro-oxidation
is a surface-sensitive process, measuring infrared spectroscopy using single-crystal
surfaces covered with submonolayers of ruthenium is an obvious approach toward
the possibility of modeling the electrocatalytic process. Figure 17(a) shows the in-situ
FTIR spectra obtained during oxidation of methanol on Pt(111), Pt(111)/Ru
prepared by spontaneous adsorption, and a PtRu alloy (85:15), which is not
discussed here but is included for the sake of comparison. For Pt(111), the main
features are due to solution species, at 2341 cm�1 (CO2) and 1710 cm�1 (formic acid/
methyl formate [65]). The bands at 2059 and 1826 cm�1 are due, respectively, to
linearly and bridge-adsorbed CO [120].

In the presence of Ru, no band for bridge-bonded CO is observed. From all
three materials, the alloy shows the largest production of CO2. This electrode also
presents larger intensities for linear-bonded CO at low potentials, due to the ease of
dissociative adsorption of this material. It is noteworthy that despite a strong
production of CO2 at 0.5V, the band intensity for CO does not diminish. This can
only be possible if either (1) CO is not oxidized at all, the production of CO2 taking
place over a parallel reaction pathway, or (2) CO is being oxidized to CO2 but the
rate of readsorption of methanol (to form CO) is high enough to keep its
concentration at a given level. Option (1) can be discarded since it is well established
that CO can be oxidized at 0.5V on PtRu alloys [117]. Also, a parallel pathway,
although discussed by Baltruschat et al. [121,122], can be neglected under the
experimental conditions employed by Iwasita et al. [107]. Option (2) is more likely to
occur, and the constant value of adsorbed CO is in agreement with its role as a
reaction intermediate.

The influence of the procedure for Ru adsorption is demonstrated by the
spectra shown in Figure 17(b). A comparison is made between the electrode prepared
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Figure 17 (a) In-situ FTIR spectra for Pt(111), Pt(111)/Ru (39%), and PtRu alloy (85:15) in

0.5mol dm�3 CH3OHþ 0.1mol dm�3 HClO4. Potentials as indicated in each spectrum;

reference spectrum taken at 0.05V; (b) comparison of the CO features in FTIR spectra for

methanol obtained as those in (a), for Pt(111), Pt(111) with spontaneously adsorbed Ru (39%),

Pt(111) with Ru reduced by hydrogen, and PtRu alloy (85:15). (From Ref. 107.)
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by spontaneous adsorption and another prepared by bubbling H2, the Ru
composition being 20% for both electrodes. For the latter electrode a band at
1965 cm�1 is clearly observed and is characteristic of CO adsorbed on Ru. This band
appears only as a weak feature on the electrode prepared by spontaneous adsorption
alone and is absent in the alloy. Recently Weaver et al. [123] showed that for PtRu
materials, Ru segregation into islands with a minimum size of about 8 atoms is
necessary for the CO feature at Ru sites to appear. The results in Figure 17(b) can
thus be interpreted in terms of the formation of islands of different size, depending
on the experimental procedure. Larger islands seem to be formed via the H2-
reduction procedure. This justifies the low catalytic activity of the latter material.
Iwasita concludes from examining the electrochemical data for these systems [107]
that a catalyst composition of Ru:Pt between 10% and 40% provides enough Pt and
Ru sites for the reaction of methanol. The kinetic limitation is caused by the reaction
between adsorbed CO and RuOH, and, in this respect, a homogeneous distribution
of Pt and Ru atoms must have a strong influence on the reaction rate. Therefore, the
optimum distribution seems to be that of the alloys. For other materials forming Ru
islands, the method of preparation must be chosen to reduce the diameter of the
islands as much as possible. These findings are in complete agreement with the IR
data. The spectra in Figure 17(b) suggest that Ru islands formed via spontaneous
adsorption are much smaller than those obtained by using H2 as a reducing agent.
Thus, it can be concluded that the reaction rate of methanol oxidation on Ru-
modified Pt(111) electrodes depends on the size and structure of the Ru islands, as
prepared by the different procedures. Using Pt(111) as a substrate, spontaneously
adsorbed Ru presents higher catalytic activity than Ru reduced by H2 or deposited
via UHV evaporation. This result can be rationalized in terms of the formation of
smaller islands in the case of spontaneously adsorbed Ru.

15.5 ELECTROCHEMICAL NANOTECHNOLOGY

15.5.1 Surface Modification by STM

The first example of an atomic-scale surface modification was reported by Becker et
al. for the creation of structures such as the Ge(111) surface [33]. The surface was
modified by holding the tip over a surface site, raising the tip-sample bias to �4.0V
(20 pA) current, and rapidly withdrawing the tip by *0.1 nm. Following this
procedure, images of the surface displayed isolated protrusions about 0.8 nm wide
and *0.1 nm high. Since this process occurred with a higher success rate when the
tip had previously contacted the surface, it was proposed that the Ge atoms,
acquired from previous tip–surface contact, were being deposited from the tip onto
the surface.

SPMs, especially in-situ STM, are useful tools for manipulating matter on the
atomic to nanometer scales, leading to constructing individual nanostructures
[10,124], i.e., for the deliberate modification of electrode surfaces on the mesoscopic
scale [37]. By applying appropriate signals to an STM tip, local metal deposition
reactions can be induced from metal-ion-containing solutions. Such work was
initiated by Eigler et al., where, for example, they constructed quantum corrals from
small metal clusters of nanometer radii, which were arranged in circles with the STM
[125]. Penner et al., for example, have used an STM to create defects in highly
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oriented pyrolytic graphite (HOPG), which then act as nucleation centers in a metal
deposition reaction [126].

Kolb et al. have demonstrated that Au and Ag surfaces can be modified on a
nanometer scale by tip-induced deposition of Cu clusters [127,128]. For this purpose,
Cu was deposited onto the STM tip by choosing a tip potential slightly negative of
the respective bulk deposition potential. Then Cu was transferred from the tip to the
surface by an appropriate tip approach. This approach was achieved by applying a
potential step to the sample during which the tunneling voltage UT changed its sign,
that is, UT passed through zero. The momentary null value of UT causes the tip to
approach the surface.

When an externally generated voltage pulse is applied directly to the z-piezo of
the STM, this leads to a defined movement of the STM tip in the z-direction. The
suggested mechanism for the tip-induced metal deposition is shown in Figure 18(a).
The details of this mechanism can be found in [127,129]. This new technique of
nanostructuring electrode surfaces provides the possibility of a microprocessor-
controlled metal deposition at preselected positions [129]. By additionally modifying
the x- and y-piezo signals, it is possible to move the tip across the surface by external
control. At every preselected position, a voltage pulse is applied to the z-piezo and a
Cu cluster is formed at that position. For example, to illustrate the microprocessor-
controlled nanomodification, an array of about 100Cu clusters was deposited onto a
Au(111) surface [Figure 18(b)]. The average cluster height is 0.9 nm and has a full
width at half-maximum of 3.5 nm, although some clusters were as high as 1.7 nm.

These clusters are remarkably stable, even at potentials slightly positive of the
Nernst potential of Cu/Cu2þ. Aside from the precise positioning of individual Cu
clusters, it is also possible to vary within certain limits the size of the deposited
clusters in an extremely controlled fashion. In general, the cluster height increases
with increasing the tip approach; see Figure 18(c).

The influence of the underlying substrate on the shape and size of the cluster
has also been studied, and this has given some initial clues about the mechanism of
material transfer between tip and substrate. The mechanism is not restricted to Cu
on Au(111), but has also been shown to work for Pb on Au(111) and Ag on Au(111).
In all three systems, however, metal deposition starts by forming a monolayer at
underpotentials (UPD) [129] before the bulk phase nucleates on top of it.
Accordingly, the tip-induced Cu clusters are placed onto a full Cu monolayer on
gold rather than onto bare gold. Comparing this to Cu deposition onto Ag(111),
where a layer-by-layer growth is reported [130] and the result is a two-dimensional
island with a second, smaller two-dimensional island on top of it, there is a striking
contrast to the nucleation-and-growth behavior of bulk Cu on the (UPD-covered)
Au(111), where three-dimensional cluster growth was found to occur from the very
beginning [129]. In addition, the amount of Cu transferred during tip approach is
significantly larger for Cu on Ag(111) than for Cu on Au(111). Cu on Ag(111) seems
to spread over the surface much more readily than on the UPD-covered Au(111),
suggesting a strong interaction between Cu and Ag. The absence of any UPD for this
system, despite this strong interaction, has not yet been explained.

More quantitative information can be drawn from the time dependence of the
Cu clusters on Ag(111), because of their two-dimensional shape. The number of
copper atoms in each such cluster is precisely determined, since the convolution
between tip and cluster in the imaging process is negligible for a monoatomic high

Copyright © 2003 by Taylor & Francis Group, LLC



island with a large diameter. Ostwald ripening behavior, where smaller clusters are
dissolved faster than bigger ones and large clusters grow at the expense of the smaller
ones, is also observed with this system [131]. As a result, small Cu clusters on
Ag(111) are unstable even at �10mV in the vicinity of larger clusters. Calculating
local current densities from the observed mass changes with time leads to a method

Figure 18 (a) Sequence of sketches, illustrating the mechanism of tip-induced metal

deposition; (b) STM of an array of tip-induced Cu clusters on Au(111) in 0.05mol dm�3

H2SO4þ 1mmol dm�3 CuSO4, consisting of 7 cluster rows 10 nm apart. They were generated

by 7 potential steps from Esample ¼ þ9 to� 31mV atEtip ¼ �30mV andIT ¼ 20 nA. The

mean cluster height is 0.9 nm, with some as high as 1.7 nm. (c) Mean cluster height, as derived

from 15 experiments, as a function of tip displacement Zdp used to generate the Cu clusters.

Esample ¼ þ10mV : Etip ¼ �50mV versus Cu=Cu2þ : Itunnel0:2 nA. In general, the cluster

height increases with increasing tip displacement, but above a value of about Zdp¼ 1.2 nm,

the cluster height does not increase any further, and holes appear in the surface instead. This

suggests that the tip displacement becomes too large and the tip hits the substrate. (From Ref.

127.)
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of estimating the cluster size. Selective dissolution of single clusters from the array,
by working with positive tip potentials at close proximity to the cluster in question,
was also achievable [129]. Since the clusters next to the one that was reduced do not
show any significant change in size, it can be concluded that the process is very
localized and that the material removed was anodically dissolved.

As a second example of nanofabrication on electrode surfaces, Kolb et al. [132]
recently fabricated small palladium clusters by tip-induced metal deposition and
patterned them on an Au(111) electrode with the help of an STM. An array of 400
clusters, which had an average height of 0.4 nm, was generated at a rate of 80
clusters/s and was evenly distributed over the atomically flat terrace of the electrode.
By changing the tip approach, the cluster height was varied between 0.2 and 1.0 nm.
The fact that the technique also works with palladium opens up new directions for
the study of size effects in catalysis. An electrode potential is chosen that is positive
enough to prevent UPD of Pd on gold, and at the same time negative enough to
prevent rapid dissolution of the Pd clusters. Hence, unlike the deposition of the
copper on Au(111), the Pd clusters are deposited on the bare, catalytically inactive
gold surface. Thus, this approach allows for the use of tip-induced nanodecoration in
electrocatalytic investigations, since a Pd monolayer could mask any current
contribution from the nanoclusters, which represent only a tiny fraction of the total
surface. Figure 19 shows STM images (top view and 3D plot) of an array of
206 20 Pd clusters, on Au(111), the clusters generated via the tip and arranged in a
square fashion at a distance of about 9 nm. Since the apparent cluster width of about
6 nm reflects the tip resolution rather than the actual cluster size, an upper limit of
about 100 Pd atoms per cluster can only be estimated. Although the size distribution
is not yet as narrow as the one achieved for Cu clusters, it appears to be sufficient for
future applications in electrocatalytic studies.

Figure 18 Continued.
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The nanofabrication method works fast and reproducibly and, with the help of
the microprocessor, the positioning of the clusters is fully automated. Since many
more Pd clusters on a gold surface are needed to detect an electrochemical reaction
occurring at the clusters, Kolb has fabricated a micrometer-size array from 104Cu
clusters on Au(111), the limit determined by the availability of flat areas on gold of
macroscopic dimensions. Thus, the production of similarly large numbers of Pd

Figure 19 STM images [(a) top view and (b) three-dimensional plot] of an array of 400 tip-

generated Pd clusters on Au(111) in in 0.05mol dm�3 H2SO4þ 1mmol dm�3 H2PdCl4.

Esample¼þ 0.66V versus SCE. (From Ref. 132.)

Copyright © 2003 by Taylor & Francis Group, LLC



clusters to perform studies on the size dependence of their electrocatalytic activity is
possible and is discussed in the next section. Such images represent a highly defined
model electrocatalyst, since there is only one type of catalyst particle with known
morphology on the electrode. By preparation of arrays of catalyst particles, the
surface area of the catalyst can be increased in a very controlled fashion, and
scanning electrochemical microscopy (SECM) utilized for the investigation of the
reactivity, reducing the substrate area contribution to a great extent. Such
experiments are still in their infancy, but the field is developing rapidly.

15.5.2 Electrocatalysis at Nanostructured Single Particles

When the catalytic properties of supported clusters are measured by standard
electrochemical methods such as cyclic voltammetry or oxidation transient
measurement, only the average properties of the entire distribution of active
particles on the electrode surface can be measured. A range of properties of
supported nanoparticles, e.g., their geometric structure, their electronic and magnetic
properties, as well as their catalytic activity, depends on the size of the particles.
Geometric as well as electronic effects have been used to explain particle-size effects
in electrocatalysis.

Colloidal nanoparticles have been successfully investigated, but the particles
have the tendency to agglomerate during the adsorption process, and therefore the
supported particles exhibit broader size distribution compared to the colloidal
particles in solution [91]. An accurate control of the particles size is vital in
investigations into physical and chemical properties of supported particles. Typically,
as has been demonstrated in Section 15.5.1, a large number of particles is investigated
in order to obtain sufficiently high signals. In order to investigate the local reactivity
of clusters and to obtain a correlation with its structure, the STM tip electrode can be
used as a local sensor using hydrogen evolution and oxidation as a model reaction.
To avoid interference from different particles and to be sure to characterize only the
hydrogen produced by a single particle, it is essential to use electrodes with a very low
particle density on an inert surface. An all-in-situ method, consisting of generation of
a single supported nanoparticle on a nonreactive substrate by an STM, and using the
same instrument for characterization of the structure of the particle and subsequently
for the measurement of the particle reactivity, has now been developed [38]. This is
the ultimate example of nanofabrication at electrode surfaces and allows the study of
structural and size effects of particles in electrocatalysis, without interference from
neighboring particles.

Normally the current generated at a single particle is too low to be extracted
from the background signal of the surface. Due to their local nature, detection by the
STM tip is extremely selective. The principle of the method is outlined in Figure 20.
The modified procedure is summarized as follows: the clusters are deposited and
subsequently scanned by the STM in constant current mode. The tip is then
positioned above one cluster. The potentials of the substrate and the STM tip are
kept at a value where no reactions take place. After switching off the feedback
regulation and retracting the tip out of the tunneling distance, the potential of the
particle is pulsed to a value where hydrogen evolution occurs. The hydrogen
produced at the particle can subsequently be oxidized at the tip, and the current for
this reaction is measured.
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Preliminary experiments involving the in-situ deposition of a single platinum
nanoparticle on HOPG using the STM tip demonstrate the feasibility of this
approach [133]. At the position of the platinum particle, a tip current due to the
oxidation of hydrogen of almost 1 nA is measured, while 200-nm away, over the
clean graphite surface, no tip current could be detected, indicating that the method is
selective and can be used to relate the activity of single clusters to their atomic
properties. A strong dependence of the detected current on substrate potential is
observed. This indicates that it is indeed possible to measure the reactivity of single
particles and deduce kinetic information regarding the reactions.

Figure 20 (a) Illustration of the proton reactivity measurement; (b) principle of the method:

(1) the structure of the palladium particle is characterized; (2) the tip is positioned over the

cluster and retracted while the feedback control is switched off; (3) a potential pulse of 100-ms

duration is applied to the sample while the tip potential is kept constant and the hydrogen

oxidation current on the STM tip is recorded. Finally, the feedback control is switched on and

the STM tip is returned to tunneling mode. (From Ref. 38.)
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Recent results have demonstrated the application of the method for the
quantitative analysis of reactivity at a single particle. Samples with only one
palladium particle on Au(111) samples were prepared in the authors’ group, by
modification of Kolb’s technique [38]. The deposition of the palladium is performed
in a separate electrochemical cell containing palladium sulfate solution, in order to
prevent palladium contamination of the Au(111) surface, with palladium-free 0.1M
H2SO4 used in the in-situ electrochemical STM cell. Figure 21 shows images of tip-
induced particles of different sizes, on which reactivity measurements were
performed. Figure 21(a) shows an in-situ STM of a single palladium particle on
Au(111) in 0.1M H2SO4, while three small Pd particles were generated in Figure
21(b). The height of the particles is approximately 0.5 nm. The in-situ STM image of
a larger palladium particle (2.5 nm in height) is seen in Figure 21(c).

From the kinetic measurements of the hydrogen evolution reaction at the
particles [38], the current density for the large particle of 200-nm diameter is 17 times
higher than that reported for the bulk electrode. It is important to point out that for
the bulk electrode, the actual surface structure is uncertain, while in the
measurements involving the single particles, the actual surface area determined by
STM results in much less uncertainty. All other particles deposited exhibited higher
current densities than the response for a reference particle of 200-nm diameter.
Several explanations for the higher reactivity of the individual nanoparticles are
possible: (1) a high density of low-coordinated atoms at the surface of the
nanoparticles; (2) the electronic properties of the substrate could result in the particle
being charged due to a difference in work functions; (3) a modified double-layer
structure interface of the nanoparticles could lead to higher reactivity; and (4) the
effect of structure-induced changes in electronic properties of the surface may

Figure 21 (a) In-situ STM image of one tip-induced palladium particle of 1.1 nm height; (b)

in-situ STM image of three tip-induced palladium particles generated by one tip approach; (c)

in-situ STM image of one larger tip-induced palladium particle of 2.5 nm height. All images

are 1006 100 nm2. All particles are on Au(111) in 0.1M H2SO4, Itunnel¼ 1 nA,

UWE¼ 400mV, Utip¼ 500mV. (From Ref. 38.)
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enhance the reactivity. So far, the results point to the last explanation as being most
likely, according to the model proposed by Norskøv et al. [134,135], to describe
reactivity changes in heterogeneous catalysis, where compressive or tensile strain in
the surface is seen to lead to a downshift or upshift of the d-band center. Upshifting
the d-band means that antibonding metal d-adsorbate states are pushed above the
Fermi level and the metal–d-adsorbate interaction becomes net attractive. The
calculated d-band center of an expanded Pd monolayer on Au is shifted 350meV
toward the Fermi level, increasing the binding energy of adsorbates. If the Pd islands
grow pseudo-morphically on the gold surface, the Pd lattice is expanded by around
4.8%. In such a case it is reasonable to expect a stronger adsorbate interaction with
the surface. This expectation would also be consistent with a faster proton discharge.

15.6 CONCLUSION

Well-defined mesoscopic structures can be regarded as model electrodes for
electrocatalysts used in many technical applications, including various types of
fuel cells. Structurally characterizing electrode surfaces at the mesoscopic scale is an
important factor in elucidating mesoscopic effects on electrochemical reactivity since
it is known that particles of the mesoscopic regime have interesting and sometimes
novel physicochemical properties compared to bulk electrodes. To characterize such
mesoscopic properties, it is necessary to ascertain real-space information under in-
situ electrochemical conditions, as in the present work—for example, by applying
STM—which give high-resolution real-space images of electrode surfaces and in-situ
FTIR spectroscopy.

Many interesting insights from STM studies into structural characterization
and its effect on electrocatalytic activity have been demonstrated. Such measure-
ments give a visualization of the reactivity of the sample area under investigation,
under very controlled conditions. The interpretation of the observed enhancement in
catalytic activity with particles on the mesoscopic phase has been complicated by the
unknown structure and surface coverage of the surface deposits. Thus, the use of in-
situ STM to structurally characterize Ru electrodeposits on a Pt(111) single crystals,
for example, is a major step forward. Different observations were made with various
STM studies. The present authors’ group found for electrodeposited Ru on Pt(111)
that up to 0.7ML coverage of ruthenium is deposited as mainly monoatomic islands
of 3–5-nm diameter, with a tendency to create three-dimensional deposits as the
coverage increases [108]. These observations were backed up by independent XRD
data [112]. Wieckowski et al. noted for Ru particles adsorbed on the same substrate
that about 10% of the islands are not monoatomic, but such islands have a bilayer
character, displaying a second monolayer deposit over the first monolayer [105].
These results make for interesting further work. It is certain that low-coordinated Ru
sites at edge positions are the best sites for the performance of a bifunctional
mechanism at Pt(111)/Ru surfaces.

FTIR spectroscopy has been shown to be a useful tool in the characterization
of fuel cell model catalysts. It has helped elucidate much information on the
electronic and geometrical structure of surfaces, which may help in the explanation
of unusual size effects on electrocatalysis. Surface diffusion of the adsorbed
molecules has been seen from time- and potential-dependent IR spectroscopy
showing that the oxidation of CO on Pt sites and Ru sites are coupled. There is
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evidence that COads molecules are mobile on the electrode surface and diffuse from
unreactive Pt(111) domains to the reactive Ru islands. Vibration bands assigned to
CO/Pt and CO/Ru disappear simultaneously upon oxidation. These results indicate
that surface diffusion of adsorbed molecules is important for understanding
interfacial electrochemical reactions, with, in this case, initiation of CO oxidation
on/or around the Ru islands in combination with a high CO adsorbate mobility.
Thus, the structural properties of the electrode surface on the nanometer scale are
crucial for their electrocatalytic performance. Another factor of interest to
electrocatalysis discussed here is the pronounced dependence of performance on
catalyst loading, with clusters on highly loaded catalysts having properties
approaching polycrystalline metal behavior. The dependence of the vibrational
frequency for COads oxidation on particle size is discussed in terms of substrate–
particle interaction, with a high CO coverage on small particles at low particle
coverage compared to the bulk phase, indicating a higher adsorption energy of CO.
The structure sensitivity of CO oxidation has also been confirmed. It is also clear
that IR is a versatile tool for the interpretation of the spectra of complex technical
electrocatalysts in terms of the model systems discussed, helping to bridge the gap
between the fundamental science of these model electrodes and technical catalyst
systems.

The final section of the chapter discusses a uniquely novel method that has
been developed, using STM, to study the reactivity of supported single
nanoparticles. This is, in effect, an adaptation of the application of STM to
undertake nanometer surface modification. This method allows investigation of
reaction kinetics, in a potential regime and at high current densities, where
traditional methods fail due to sensitivity problems and mass transfer limitations.
This indicates that it is indeed possible to measure the reactivity of single particles
and deduce kinetic information regarding the reactions. Thus, truly, STM has shown
its absolute applicability to determining the structure of model electrodes and the
effect of structure and size on chemical reactivity.

In conclusion, the combined use of the two techniques in studying mesoscopic
surface properties has been shown to be mutually complementary, with knowledge
of the surface properties from the STM studies facilitating the interpretation of
results from IR spectroscopy and conventional electrochemical techniques, since
these are affected by the surface structure but do not contain any information about
the morphology. Such studies should prove very useful in helping to tailor the
properties of small metal clusters and could prove to be universally applicable for a
variety of metals, and thus may be quite useful in the design of nanostructured
materials for catalytic applications. These model catalysts can be used to study the
unusual and as yet not fully explained catalytic properties of nanosize particles,
helping to bridge the structure gap between physicochemical properties on the
mesoscale, and bulk dimensions.
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SUMMARY

Alkali metal compounds are sometimes employed as promoters of metal catalysts, a
fact that has stimulated much research on alkali adsorption. Much of this work has
made use of single-crystal model systems that are amenable to investigation by the
methods of surface science. Most of these single-crystal studies have been carried out
under conditions of ultrahigh vacuum. Although in favorable cases such data can be
directly related to the behavior of practical catalysts working at atmospheric
pressure, in general the linkage between the two is more tenuous. Here we describe
and illustrate the application of an interesting electrochemically induced promoter
effect: electrochemical promotion (EP). The phenomenon of EP is described,
elucidated, and exploited in the investigation of catalytic reaction mechanisms.
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Time-resolved and spatially resolved photoelectron spectroscopic data along with
reactor measurements demonstrate that EP of thin-film metal catalysts deposited on
solid electrolyte supports is the result of spillover phenomena at the three-phase
boundary between the electrolyte, the catalyst, and the gas phase. Ions from the
electrolyte are discharged at the catalyst–electrolyte interface and migrate to cover
the catalyst surface, whose properties are thereby strongly altered. This is illustrated
by reference to a variety of metal-catalyzed reactions. Reaction mechanisms and the
mode of promoter action are deduced, and it is shown how this understanding may
be exploited to develop improved nano-particulate supported metal catalysts.

16.1 INTRODUCTION: ALKALI METAL PROMOTERS
IN CATALYSIS

Alkali metals, or more precisely alkali metal compounds, are sometimes used as
promoters of heterogeneous catalysts whose performance they may enhance with
respect to activity, selectvity, or both. Practical supported metal catalysts are
relatively complex materials whose structure and composition are optimized by
empirical means. Although these procedures are effective, they provide little insight
into the underlying phenomena that determine performance: in particular, they
rarely shed any light on the mechanism of promoter action. This technologically
important use of alkali compounds, which has a huge impact on the economics of the
world’s petrochemicals and chemical industries, has stimulated much research on
idealized systems involving alkali adsorption on single-crystal surfaces, investigated
by the methods of surface science [1,2,3]. Most of these studies have been carried out
under ultrahigh vacuum conditions. Although in favorable cases such data [4] can be
directly related to the behavior of practical catalysts working at atmospheric
pressure [5], in general the linkage between the two is often more tenuous.

Let us pause to examine more closely the often-stated view that ‘‘alkali metals
are important in catalysis, therefore fundamental studies of adsorbed alkalis on
metal surfaces are of major significance with respect to catalysis, and so forth. . . . ’’
This argument has been used as the motivation for innumerable research proposals
and actual investigations. One is sometimes left with the impression that the
certainty with which it is propounded is in inverse proportion to knowledge of the
facts. There are good reasons for fundamental theoretical and experimental studies
of alkali overlayers on metal surfaces. Their relative simplicity makes for rigorous
calculations and precise measurements; in turn, such results can provide real insight
into the nature of more complex problems, some of which are genuinely relevant to
issues of promotion in heterogeneous catalysis.

But how ubiquitous actually are alkalis in the promotion of reactions catalyzed
at metal surfaces? An examination of recent authoritative sources [6,7] shows that
the majority of medium-to large-scale processes do not employ alkali promoters,
even when one includes nonmetallic (i.e., metal oxide) catalysts. In a number of cases
(e.g., steam reforming of naphtha) it seems clear that the role of alkali is simply to
reduce the acidity of the oxide support. There are famous cases, of course, where the
presence of alkali species on the catalytically active metal surface is critically
important to the chemistry. Notable are ethene epoxidation (Ag-Cs), ammonia
synthesis (Fe-K), acetoxylation of ethene to vinyl acetate (Pd, Pd/Au-K), and
Fischer–Tropsch synthesis (Fe, Co, Ru-K). The first three are major industrial
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processes carried out using mature technologies. In the cases of ethene epoxidation
[8–11] and ammonia synthesis [12,13], fundamental work, including EP studies
[14,15], has generated a good understanding of reaction mechanisms and the modes
of promoter action: recent reviews of both topics are available [16,17]. Fischer–
Tropsch synthesis is not yet commercially viable in most locations (exceptions
include the Shell plant at Bintulu and Sasol plants in Africa and the Middle East).
The reaction mechanism remains controversial [18], though recent EP results have
shed some light on the way in which alkali promotion affects selectivity [19]. Very
little work of any kind has been carried out on the mechanism of vinyl acetate
synthesis, which is therefore unclear. Some indication has been obtained about the
nature of possible reaction intermediates [20], partially supported by single-crystal
vibrational spectroscopy data [21]. However, the role of the potassium promoter
remains obscure.

In summary, alkali promotion of supported metal catalysts is an interesting
subject that does have important technological implications in those cases where the
presence of alkali has a pivotal influence on the surface chemistry of the metal phase.
Fundamental studies of such systems are certainly justified. However, we should
maintain a sense of proportion. Alkalis find relatively limited use as promoters in
practical catalysis—indeed in some cases they act as powerful poisons. And we
should not lose sight of the fact that what is actually present at the surface of the
working catalyst is not an alkali metal, but some kind of alkali surface compound.
This chapter deals with the application of alkali promoters to catalysis by metals, as
opposed to catalysis by oxides, and, in particular, the technique of electrochemical
promotion (EP), which enables us to address some pertinent issues.

EP is an elegant way of controlling alkali concentration at the surface of a
working metal catalyst by varying its electric potential. The technique is
implemented by depositing porous thin-film metal catalysts on solid electrolyte
supports. Noteworthy features of EP systems are as follows:

1. They permit in-situ control of catalyst performance under realistic
conditions of steady-state turnover.

2. The polycrystalline metal film/oxidic solid electrolyte system provides a
reasonable approximation to nanocrystalline metal/metal oxide catalysts.

3. Such systems may be operated at atmospheric pressure and above.
4. EP samples are amenable to study by electron spectroscopy and related

methods.

As a consequence of these features, one may use electrochemical promotion to

Elucidate reaction mechanisms [22,23] by studying the response of activity and
selectivity to controlled changes in alkali promoter levels.

Develop new nanostructured catalytic systems [24–26] based on the insight
provided by the corresponding EP analogs.

It is in this sense that EP provides a valuable way of modeling and elucidating
important aspects of the behavior of practical heterogeneous catalysts. There are
additional cogent reasons for fundamental research on EP. First, one would like to
understand the phenomenon in as much detail as possible so that a quantitative
theoretical framework can be established. Second, it is desirable to extend the range
of systems that can be addressed by EP so as to diversify the catalytic chemistry [27];
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among other things, this calls for the application of new solid electrolytes. Third, the
development of robust EP systems capable of technological implementation is an
attractive prospect: recently, there have been encouraging developments in this
direction [28]. Here, however, we shall focus on certain fundamental aspects of EP
illustrated by reference to several different catalytic reactions subject to promotion
by alkalis. As we shall see, a combination of reactor measurements and electron
spectroscopic data can provide important insight into the mechanism of alkali
promotion, the chemical state of the promoter species under reaction conditions, and
the identity of the active surface sites. In turn, this understanding may be exploited
to develop conventional dispersed catalysts with improved performance [24–26,29–
31].

EP was discovered more than a decade ago [32] by Vayenas and co-workers,
who subsequently developed the methodology and laid down the basis for
interpreting the effect. Comprehensive reviews are available, for example, [33,34];
and for an authoritative view of the subject the reader is referred to Vayenas’s
chapter in this volume. In addition, Pacchioni et al. have provided a quantum
chemical treatment of the topic [35]. As noted above, the technique entails
electrochemical pumping of ions from a solid electrolyte to the surface of a porous,
catalytically active metal film with which it is in contact. It is helpful to consider a
specific example, e.g., the use of Na b00 alumina (a Naþ conductor) as the solid
electrolyte. Under forward bias (catalyst working electrode negative relative to
counterelectrode) Naþ ions are transported to the working electrode, where they are
discharged at the metal electrode–solid electrolyte–gas three-phase boundary. The
resulting species (Na) spills over onto the surface of the metal catalyst, strongly
altering its electronic properties. The precise chemical state of the spilt-over alkali
promoter under reaction conditions is an issue we address later. It is noteworthy that
STM has been used to demonstrate the electrochemically controlled migration of Na
between the solid electrolyte and the catalyst [36]; as we shall see later, in-situ
electron spectroscopy and photoelectron microscopy also provide compelling
evidence concerning the reversible spatial and temporal dependence of electro-
pumped alkali overlayers on metal catalyst surfaces. The resulting alkali-induced
changes in surface electronic properties are manifested by concomitant changes in
(1) catalyst work function, (2) adsorption enthalpies of adsorbed species, and
(3) activation energies of reactions involving these species. These phenomena give
rise to electrochemical promotion.

In practice, the state of the catalyst surface is conveniently monitored by
following the changes in catalyst potential measured with respect to a reference
electrode ðDUWRÞ. Experiment shows that DUWR is usually close to Df, although the
two quantities are not always identical. The question has recently been examined in
detail by Tsiplakides and Vayenas [37]: the origin of any measured differences
between DUWR and Df is the subject of current research and not of importance for
present purposes.

The effects of EP on activity and selectivity are generally reversible, reflecting
the reversibility of the electrode reaction involving the promoter species. It is
important to appreciate from the outset that one is not dealing with conventional
electrocatalysis, which is a strictly Faradaic process: one mole of charge transported
through the electrolyte results in one mole of chemical reaction at the working
electrode. Under EP conditions, the electrochemically induced catalytic rate changes
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are typically 103–105 times greater than the rate of supply of promoter species. That
is, one mole of charge transported results in 103–105 turnovers. Thus, EP is strongly
non-Faradaic, which is why its discoverers called the effect non-Faradaic electro-
chemical modification of catalytic activity—NEMCA [32].

The EP phenomenon has been reported for over 50 catalytic reactions taking
place on Pt, Rh, Pd, Ag, Ni, RuO2, and IrO2 catalyst films electro-pumped by a
variety of solid electrolytes, including oxygen [38–40], sodium [41–44], fluorine [45],
and hydrogen ion conductors [46]. An exciting recent development in this field is the
demonstration by Marwood and Vayenas [47] that EP may also be induced in a so-
called wireless configuration, i.e., without any direct electrical connection being
made to the working electrode. This points the way to practical applications of EP
with dispersed catalysts systems. Recently Comninellis et al. demonstrated the
viability of the wireless approach by electrochemically promoting ethene oxidation in
a multichannel thin-film tubular reactor [28]. More recently, Yiokari et al. applied
the same principle to the electrochemical promotion of a commercial, dispersed
ammonia synthesis catalyst operated at elevated pressure [15].

16.2 ALKALI ADSORPTION AND CO-ADSORPTION WITH
ALKALIS ON METAL SURFACES

Understandably, alkali adsorption at metal surfaces was one of the first problems in
chemisorption to be investigated by simple theoretical methods [48]. It was the
prototypical problem examined by means of the so-called ionic model of
chemisorption, which is plausible, intuitively appealing, and easy to understand.
The simple procedure for estimating the adsorption enthalpy at zero coverage ðDH0Þ
is as follows. One imagines (1) ionizing the alkali ad-atom in field-free space, at
infinite separation from the metal surface (energy cost ¼ first ionization energy, I),
(2) transferring the electron to the Fermi level of the metal (energy gain ¼ ef),
(3) moving the alkali ion to its equilibrium separation r from the metal surface. The
energy gain due to (3) is approximated by means of an image charge potential
between ion and metal surface, resulting in an estimated adsorption enthalpy given
by

DH0 ¼
e2

4
rþ f� I ð1Þ

Semiquantitative agreement with experiment is found, subject to uncertainty in the
value to be used for r; this arises from the impossibility of satisfactorily defining a
mathematical plane that corresponds to truncation of the metal. It is also the case
that the image charge potential law is not valid at the very small separations
involved. Despite these shortcomings, the model has considerable didactic value. It
teaches us that in practice the actual degree of charge transfer between alkali and
metal surface must correspond to much less than one complete electronic charge. It
correctly predicts that DH0 for close-packed metal surfaces will be higher than for
more open planes, so that alkali adsorption on the former will always be preferred.
And it provides a basis for rationalizing quantitatively [49] the coverage dependence
of Df with increasing coverage due to mutual repulsion between–and concomitant
depolarization of—the ad-atom dipoles.
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More advanced treatments employing the methods of condensed matter
physics provide deeper insight [50], but the essential picture remains unchanged: a
strongly polar chemisorption bond is formed that exerts a pronounced effect on the
work function of the metal. With increasing alkali coverage depolarization
(‘‘metallization’’) of the alkali overlayer occurs: this may manifest itself by changes
in XP binding energy [51] and/or the appearance of characteristic surface plasmon
losses [51]. Alkali overlayers also exhibit very interesting structural properties [52],
including order–disorder phase transitions [53], which have attracted the attention of
both experimentalists and theoreticians, and for which a rich literature exists.
Comprehensive reviews are available [1,54] and although these issues are important
in their own right, they are relatively peripheral to our purposes. On the other hand,
co-adsorption of alkalis with other species is directly relevant to catalytic promotion:
this we now consider.

The earliest interpretations of the effect of adsorbed alkalis on co-adsorbed
diatomic molecules, typically CO, are based on the classical model proposed by
Blyholder for the mode of bonding of such molecules to transition-metal surfaces.
According to Blyholder, the bonding of CO to a platinum surface may be considered
entirely analogous to that of a CO ligand in a Pt cluster compound, as described by
the well-known Dewar–Chatt model. Two components in the electronic interaction
are invoked: donation of charge from the CO 2s orbital to the metal; and so-called
back donation of charge from metal d-orbitals to the CO p* orbital. This localized
description of the bonding provides a satisfactory way of rationalizing many
observations and is supported by modern theoretical investigations [55,56]. Within
this framework, the effect of adsorbed alkali on (say) CO is interpreted in terms of
lowered metal work function and a concomitant increase in the d?p* back bonding.
This results in an increase in the metal–C bond strength and a decrease in the C–O
bond strength. As a result, one would expect an increase in the rates of those
reactions for which C–O dissociation is rate-limiting.

In 1985 Lang et al. provided a detailed theoretical analysis using the methods
of condensed matter physics [57]. They considered the effect on an adsorbed
diatomic molecule (X2) of an adjacent alkali cation. The field due to the alkali cation
lowers the energy of the X2 antibonding orbital with respect to the Fermi level, thus
increasing charge transfer from the metal catalyst to the X2p* orbital, resulting in
increased metal–X bond strength and decreased X–X bond strength. This
explanation is equivalent to Blyholder’s more traditional ‘‘chemical’’ explanation.
However, the electrostatic view (essentially an example of the Stark effect) is more
satisfactory in that it also provides a transparent explanation for the relative
unimportance of anion effects in catalyst promotion. In principle, the co-adsorbed
anions (which, with the alkali ions constitute the alkali promoter compound) should
exert the opposite influence to cations. This effect should, however, be much weaker
for the following reasons. The anions are generally larger than the cations, thus
preventing close approach of co-adsorbates to the center of net charge. Therefore,
the electrostatic field at the co-adsorbate due to the anion is much smaller. As a
result, promotion by cations should overwhelm poisoning by anions and, to a first
approximation at least, the identity of the anion should not matter. Direct
experimental evidence for substantial lowering of co-adsorbate electrostatic potential
by alkalis is provided by the work of Jannssens et al., who use photoemission from
Xe, Kr, and Ar to probe local surface potential [58,59]. Direct evidence for alkali-
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induced NO dissociation on metal surfaces comes from single-crystal studies on a
variety of metals including Pt [60,61], Rh [62–64], and Ru [65]. The most elegant
demonstration of cause and effect is provided by the work of Lee et al., who use He
metastable quenching spectroscopy to detect directly the enhanced electron
population of the CO 2p* induced by co-adsorbed potassium [66].

16.3 ELECTROCHEMICAL PROMOTION BY ALKALIS

16.3.1 Methodology and Implementation

As noted above, EP involves controlling the coverage of an electro-active species,
supplied from a solid electrolyte, on the surface of a metal thin-film catalyst electrode
with which it is in contact. In our case, the electro-active species is alkali ions and the
electrolyte is Na (or K) b00 alumina. A schematic of the experimental arrangement is
shown in Figure 1. The thin-film metal catalyst must be both continuous and porous.

Figure 1 Schematic of EP sample and experimental setup. G-P, galvanostat-potentiostat;

A-S, analog switch; W,C,R, working, counter-, and reference electrodes, respectively.
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The first criterion is absolutely necessary and set by the requirement that all parts of
the catalyst should be at the same electric potential. The second is highly desirable in
order to generate the longest possible three-phase boundary electrolyte–electrode–
gas: this minimizes the response time of the EP sample to changes in catalyst
potential. The system may be operated in two modes—potentiostatic or galvano-
static. The former involves maintaining the catalyst potential, measured with respect
to a reference electrode, at a predetermined value: this is the standard three-electrode
arrangement well known in liquid-state electrochemistry [67]. In the galvanostatic
mode, a constant current is imposed between the counter- and working electrodes;
the electro-active species continuously accumulates at (or is depleted from) the
catalyst electrode whose potential relative to the reference electrode consequently
changes with time. Both modes are of value in the investigation of catalytic reactions.
Upon arrival at the catalyst electrode, the alkali ions are discharged (Naþ þ e� ?
Na), where, upon interaction with the ambient gas, they are converted to an alkali
surface compound that acts as the promoter phase.

In practice, the metal thin-film catalyst electrode may be deposited on the solid
electrolyte by thermal decomposition of a suitable precursor compound or by a
sputtering technique. With some metals (e.g., Pd) sputtering is to be preferred
because of superior adherence of the resulting thin film to the solid electrolyte. Both
techniques yield morphologically rough films whose actual surface areas are usually
about two orders of magnitude greater than their geometric surface areas. This is
advantageous from the viewpoint of experimental sensitivity. It also means that in
terms of metal particle size, EP samples are intermediate between macroscopic
single-crystal specimens and nanoscopic dispersed metal catalysts.

Actual measurement of the active metal area of an EP sample is nontrivial and
important because knowledge of this parameter is necessary for the quantitative
determination of turnover frequencies. It may be determined by two different
approaches:

1. A suitable titration technique; e.g., in the case of Pt, Rh, Pd . . . , the CO
methanation technique developed by Komai et al. [68] works well. Here, a
sensitive FID detector is used to monitor the conversion of CO
chemisorbed on metal sites to methane.

2. The electrochemical technique developed by Vayenas et al. [69], which
involves measuring galvanostatic transients. A fixed negative current was
applied between the working and counterelectrodes (i.e., sodium supply to
the catalyst) while measuring the resulting changes in catalyst potential as
a function of time. From Faraday’s law and the Helmholz equation, one
may show that

A ¼ P0I

e0
df
dt

ð2Þ

where A is the catalyst surface area (m2), P0 is the initial dipole moment of
Na on the metal surface, I is the constant current applied between the
working and counterelectrodes, and df=dt is the initial slope of the work
function versus time curve. df=dt cannot be directly determined
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experimentally; instead one measures dUWR/dt and uses the theoretical [37]
or experimentally determined relationship between dUWR and df.

Whatever the details, typical EP samples are well suited to investigation by
electron spectroscopic methods under conditions of ultrahigh vacuum, as we shall
see. The form of the solid electrolyte may be that of a closed tube that also acts as the
reaction vessel [70] or, more commonly, a wafer, as illustrated in Figure 1. In the
latter case the wafer sample is suspended in a well-mixed reactor with all electrodes
exposed to the reactant gas mixture. As a result, the Au reference electrode is more
correctly described as a pseudo-reference electrode since it is usually subjected to a
variable- (as opposed to fixed-) gas composition. However, the errors so introduced
are negligible. A galvanostat-potentiostat is used in order to maintain a given
potential difference (UWR) between the working and reference electrodes (potentio-
static mode) or to supply a constant current to the catalyst electrode (galvanostatic
mode).

16.3.2 Phenomenology of Electrochemical Promotion
Spectroscopy and Microscopy

The interpretation of EP reactor data is carried out subject to the following
assumptions:

1. Altering the catalyst potential causes the electro-active species (the
promoter) to be pumped reversibly to or from the surface of the catalyst
working electrode.

2. For a given gas environment, there is a fixed relationship between the
measured potential of the working electrode (UWR) and the extent to which
it is covered by the promoter species.

Related issues that arise are

What is the relationship between changes in catalyst potential and the
associated changes in its work function induced by spillover of the electro-
active promoter species to or from the solid electrolyte?

How uniform is the spatial distribution of the electro-pumped promoter, and
what is the time scale for promoter migration to or from the catalyst’s
surface?

What is the chemical state of the alkali promoter under reaction conditions?

These questions can be addressed directly by means of appropriate spectro-
scopic and microscopic measurements, as we now show.

Surface Coverage, Catalyst Potential, and Work Function Changes:
XPS and UPS

Figure 2 shows Na 1s XP spectra obtained from the surface of a Rh=Na� b00

alumina sample at 580K as a function of catalyst potential (UWR) under ultrahigh
vacuum conditions [71]. The þ1000-mV spectrum corresponds to the electrochemic-
ally cleaned sample; increasingly negative values of UWR correspond to increasing
amounts of electro-pumped Na on the catalyst surface. These observations
demonstrate directly that EP works by supplying alkali promoter species to the
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(rhodium) catalyst surface. The spectral behavior was reversible and reproducible as
a function of UWR: as we shall see, this is consistent with the corresponding
reversible and reproducible catalytic response observed under reaction conditions at
atmospheric pressure. Note the residual Na 1s emission from the electrochemically
cleaned sample. In order to understand this, we recall that the rhodium film is both
thin and porous. The Na 1s emission therefore comprises two components: one due
to alkali present on the surface of the Rh film, the other due to Na present in the
underlying b00 alumina electrolyte, visible to XPS through the cracks and pores in the
metal film. The component due to the Na on the Rh catalyst exhibits invariant
binding energy (BE) and increases in intensity with decreasing UWR. In contrast with
this, the other component exhibits constant intensity and a systematic shift in
apparent BE (DEB). This shift is numerically equal to the change in UWR, as shown
in Figure 3, where the apparent binding energy shift of the Na component (DEB)
ascribed to the Na b00 alumina has been plotted against DUWR. These results confirm
that this component of the Na 1s emission arises from the solid electrolyte whose

Figure 2 Na 1s XP spectra obtained from the surface of a Rh/Na-b00 alumina sample at

580K as a function of catalyst potential (UWR) under ultrahigh vacuum conditions.
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electrostatic potential changes from that before potential application by the amount
DUWR. The filled circles in Figure 4 show the integrated Na 1s emission intensity
versus UWR. For UWR<* 1000mV, decreasing the catalyst potential caused a linear
increase of the sodium coverage with potential. Note that over this same regime, the
work function also varied linearly with UWR (Figure 5). From these results, a value
for the sodium coverage (WNa) may be estimated, given the measured true surface
area of the metal film (see above), by making use of the relationship derived by
Carley and Roberts [72]:

WNa ¼
YmssNrl cosc

YssmMs
ð3Þ

where Ym is the integrated Na 1s photoelectron intensity, Ys is the integrated Rh 3d
intensity, sm [73] and ss [74] are the corresponding photoionization cross sections,
Ms is the relative atomic mass of the substrate, r is the density of the substrate, l is
the escape depth of the Rh 3d photoelectrons, c is the detection angle relative to the
sample normal, and N is Avogadro’s number.

In the present case this procedure yields a calculated sodium coverage of 0.013
monolayers (ML) at UWR ¼ �900mV. This value is in good accord with the
observed linear dependence of work function on WNa (apparent from inspection of
Figures 4 and 5), as discussed below.

Work function data (measured here by the UPS low-energy cutoff method)
provide complementary information about the surface processes occurring during

Figure 3 Rh/Na-b00 alumina: apparent binding energy shift of the Na in the solid electrolyte

as a function of DUWR.
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Figure 5 Rh/Na-b00 alumina: linear variation of catalyst work function with DUWR.

Figure 4 Rh/Na-b00 alumina: the integrated Na 1s emission intensity due to sodium on the

Rh surface versus UWR.
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the spillover of electro-pumped Na. In Figure 5 the open circles show the work
function change (Df) when the catalyst potential was progressively decreased from
þ1000mV to �1000mV at 580K; the open triangles show corresponding data
obtained when the process was reversed. Thus, the value of Df corresponding to a
particular value of UWR is independent of sample history. This indicates that (1) the
spillover process is indeed reversible and (2) a given UWR corresponds to a given
sodium coverage. It is apparent from Figure 5 that Df varies linearly with both
catalyst potential and WNa. This is a clear indication that we are in the low-alkali
coverage regime, where such behavior is to be expected [75]. Specifically, WNa must be
less than *0.1ML. In this case the maximum sodium coverage achieved caused a
work function decrease of �0.65 eV. Comparison with single-crystal data obtained
for the Rh(111)/Na system indicates that in the present case UWR ¼ �900mV
corresponds to WNa*0:025ML, i.e., about twice the value based on XPS intensity
analysis given earlier. This is a very satisfactory level of agreement, given the
approximations in our treatment. The key point is that in EP experiments with
alkalis, the coverage lies in the submonolayer range—as required for effective
promoter action.

Spatial Distribution, Transport, and Chemical State of the Alkali
Promoters Species

Scanning tunneling microscopy has been successfully used to follow the reversible
migration of electro-pumped Na across macroscopic distances from Na b00 alumina
to the surface of a Pt{111} single crystal where a well-ordered (126 12) alkali oxide
structure was formed [76]. This was the first microscopic imaging of the transport of
alkali between electrolyte and catalyst—and is still the only case in which atomic-
level resolution of an EP sample surface has been achieved. On a larger distance
scale, photoelectron microscopy has been used to image the spatial distribution and
time dependence of electro-pumped Na at the polycrystalline Pt surface of a practical
EP sample at temperatures relevant to catalysis. Figure 6(a) shows the up-welling
and subsequent spreading out of Na at a grain boundary that acts as a source of
electro-pumped alkali when negative potential is applied to the metal film [77]. The
effect occurs on a time scale of seconds, which is commensurate with the observed
response time of an EP catalyst to changes in its potential. When the potential is
reversed, the grain boundary source becomes a sink and the alkali migrates back to
the electrolyte below, again on a time scale of seconds [Figure 6(b)].

The photoelectron microscopy results described above were necessarily
acquired in vacuum. Under such conditions there is no doubt that the Na is present
on the Pt surface as sodium metal. However, under reaction conditions, this cannot
be the case: it is to be expected that the alkali would be present as a submonolayer
quantity of surface compound, and indeed this is just what is observed. Furthermore,
also in accordance with expectation, the nature of the alkali promoter compound is
dependent on the composition of the gas atmosphere. Figure 7 shows postreaction
XPS and XANES spectra acquired from Pt/Na b00 alumina EP samples after
exposure to reaction conditions and without exposure to laboratory atmosphere for
the Pt-catalyzed reactions NOþ propene [Figure 7(a)] and O2þ propene [Figure
7(b)], respectively. In the first case the promoter phase consists of a mixture of
NaNO2 and NaNO3, in the second case it consists of Na2CO3. This is important
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information, unavailable in studies with conventional catalysts, where the nature of
the alkali promoter phase is generally unknown.

Figure 6 Photoelectron microscopy of Na electro-pumped to a Pt catalyst film: (a) showing

up-welling of Na from a surface source upon switching from positive to negative catalyst

potential and (b) showing time dependence of Na spillover.
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The range of catalytic systems that can be addressed and the mechanistic
information that may be obtained will now be illustrated by reference to specific
examples.

16.4 EXAMPLES OF ELECTROCHEMICAL PROMOTION BY ALKALIS

16.4.1 Selective Hydrogenation of Acetylene

This is the first example of the use of EP in catalytic selective hydrogenation [78]. The
system exhibits strong promotion by spillover Na or K supplied from a b00-alumina

Figure 6 Continued.
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solid electrolyte. In the hydrogen-rich regime, reversible, potential-dependent
increases in ethene selectivity of an order of magnitude are achievable under the
influence of *0.02 monolayers Na, while maintaining high acetylene conversion
(Figure 8). Thus, EP by Na or K induces Pt, normally a poor selective hydrogenation
catalyst, to behave like Pd. Butenes, butadiene, and benzene are observed as minor
products whose formation is also promoted by Na. Again, these are reactions
characteristic of Pd rather than (unpromoted) Pt. A simple reaction model based on
the destabilizing effect of Na on co-adsorbed adsorbed ethene (an electropositive
adsorbate) accounts for the principal findings. That is, co-adsorbed alkali weakens
the Pt–olefin bond, reducing the surface lifetime of ethene and favoring its
desorption at the expense of further hydrogenation to ethane. Consistent with this
view [78], galvanostatic measurements indicated that adsorbed Na interacted

Figure 7 (a) Postreaction XPS (NO þ propene) and (b) postreaction XANES (oxygen þ
propene) spectra acquired from Pt/Na b00 alumina EP samples.
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relatively weakly with the species formed by acetylene adsorption, and very strongly
with the adsorbed species formed by acetylene adsorption in the presence of
hydrogen. Interestingly, these measurements also showed [78] that Na interacted
strongly with Ha, suggesting that in this case the alkali promoter was present as a
hydridelike compound. Related to these findings, Cavalco and Haller observed that
sodium inhibited benzene hydrogenation over Pt under EP by Na [79], an effect
understandable in similar terms. In this case Na destabilizes adsorbed benzene (also
an electropositive adsorbate), reducing its surface lifetime and hence retarding the
hydrogenation rate.

16.4.2 Ethene and Propene Epoxidation

Heterogeneously catalyzed alkene epoxidation is of great interest from both
academic and technological points of view. Ethene epoxidation, for which Ag is
an apparently unique catalyst, is a strategically important large-scale industrial
process. As a result, elucidation of the mechanism of Ag-catalyzed epoxidation has
attracted a great deal of academic research, and many key features of the reaction
may be regarded as well understood. Gaseous and solid-state promoters play a vital
role in ethene epoxidation catalysis. In practice, adsorbed chlorine, usually supplied

Figure 7 Continued.
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by addition of ppm levels of gaseous dichloroethane (DCE), is always used as a
promoter. Additionally, alkalis are almost always added as co-promoters in
commercial catalysts, where they influence both the metal chemistry and the
support chemistry. Here, we are of course concerned with effects on the metal
chemistry. The mode of action of adsorbed chlorine and alkali [80] promoters has
been elucidated, and a recent review of progress in the field is provided by [16].
Karavasilis et al. investigate EP by Na of ethene epoxidation over Ag, all data being
acquired in the presence of gaseous dichloroethane [81], although no results are
reported for the effect of Na in the absence of surface chloriding. Their findings are
in good accord with the behavior of conventional Ag/a-alumina catalysts operated
under ‘‘normal’’ conditions.

In the 1980s a series of patents appeared [82–85] in which it is claimed that
addition of ppm levels of NOx or NOx precursors to the feedstream leads to

Figure 8 Selective hydrogenation of acetylene with Pt/Na. Selectivity as a function of

catalyst potential.

Copyright © 2003 by Taylor & Francis Group, LLC



selectivities even higher than those delivered by conventional doubly promoted Ag
(Cl, alkali). However, the mechanism of NOx promotion was not known. We used
EP with Ag/K-b00 alumina to shed light on this ultraselective epoxidation catalysis
induced in the presence of gaseous NO [86]. In particular, we were able to answer this
question: What are the minimum necessary conditions for the phenomenon to
appear? It was shown that in the absence of other promoters, K alone served only to
poison both the activity and selectivity of Ag in the epoxidation of ethene. However,
in the presence of ppm levels of gaseous NO, the situation was transformed: supply
of alkali to the catalyst strongly promoted selectivity (Figure 9), and it was
demonstrated that the minimum necessary and sufficient conditions for the
appearance of NOx promotion are ppm levels of gaseous NO and sub-monolayer
quantities of alkali on the silver surface. It seems highly likely that surface alkali
nitrate is present under reactions conditions [22] and that this species participates in
direct oxygen transfer to the alkene [87], this new reaction pathway accounting for
the ultraselective behavior.

On the other hand, propene epoxidation over Ag/a-alumina is notably
inefficient, yielding epoxide selectivities in the order of only a few percent. As a

Figure 9 Ethene epoxidation in the presence of NO with Ag/K. Selectivity as a function of

catalyst potential.
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result, efficient heterogeneous selective oxidation of propene is a key technological
goal that remains to be realized. Current technology employs either (1) the old
chlorohydrin process, environmentally unfriendly because it involves the use of
chlorine or (2) a newer homogenous route that involves co-production of propene
epoxide and styrene. It has been proposed, and seems to be generally agreed, that the
difficulty with propene epoxidation resides in the ease with which an allylic hydrogen
atom may be stripped from the molecule, a process that presumably shuts off the
epoxidation channel and results in combustion.

Quite recently we used EP by potassium in a comparative study of the
epoxidation of propene and ethene [88]. We found that the two systems respond in
very different ways to the addition of K, NO, Cl, and combinations of these
modifiers, pointing to important differences in reaction mechanisms. Interestingly,
the results suggest that in the case of propene epoxidation adsorbed alkali
superoxides or peroxides may act as epoxidizing agents, in addition to or instead
of Oa. Further conversion of propene epoxide appeared not to be an issue: the
problem of low selectivity resides in the primary chemistry and probably hinges on
the presence of allylic hydrogen atoms in the alkene. Furthermore, postreaction XPS
data suggested that the state of oxygenation of the Ag subsurface region is likely to
be significant in determining the very different selectivities observed in ethene and
propene epoxidation.

16.4.3 Fischer–Tropsch Synthesis

Recently [19] we carried out an EP investigation of Fischer–Tropsch synthesis (FTS)
with Ru/Na-b00 alumina, motivated by three principal objectives:

First, to broaden the applicability of EP in the study of heterogeneous
catalysis: EP had previously not been applied to C–C bond-forming
reactions.

Second, to investigate the effects of Na promotion on FTS with a view to
understanding of the reaction mechanism, which remains controversial in
regard to the role played by alkali promoters. Ensemble effects [89],
electronic effects [90,91], and a decrease in the surface coverage and in the
mobility of H ad-atoms [92,93] have been variously invoked, whereas
Lahtinen and Somorjai [94] propose that the principal effect of K is to
inhibit graphite formation.

Third, to establish whether such EP data are of relevance to the behavior and
understanding of classical dispersed FTS catalysts.

It was shown that Na strongly suppressed the methanation rate, thus resulting
in a marked increase in selectivity toward higher hydrocarbons, accompanied by an
increase in the alkene:alkane ratio. The results obtained with this EP model system,
including the ‘‘C2 anomaly,’’ are in close agreement with those found for classically
promoted conventional dispersed catalysts. It was found that alkali substantially
increased the probability of chain growth (Figure 10) and that CO dissociation is not
rate-controlling: effects in addition to purely geometrical ones must be taken into
account. These may include electronic effects due to alkali enhancement of CO
chemisorption at the expense of hydrogen chemisorption. Very recently, this work
has been extended to higher pressures (25 bar), which permits us to examine the
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formation of hydrocarbons >C30 under conditions of electrochemical promotion
[95].

16.4.4 Another Important Class of Cationic Conductors: EP by
Proton Conductors in Ammonia Synthesis and Alkene
Isomerization

Proton-conducting solid electrolytes are closely related to alkali ion conductors and
are likely to receive increasing attention in EP applications with respect to both
fundamental issues and technical applications. Both aspects are therefore illustrated
in this section.

Formally, ammonia synthesis is closely related to Fischer–Tropsch synthesis.
Industrial operation involves the use of an iron catalyst promoted with calcium and
potassium oxides. However, the reason we consider this process here is not directly
in connection with alkali promotion of the catalyst. We are concerned with a
remarkable achievement reported by Yiokari et al. [15], who use a proton-conducting
electrolyte to achieve electrochemical promotion of a fully promoted ammonia
synthesis catalyst operated at elevated pressure. Specifically, they make use of a fully
promoted industrial catalyst that was interfaced with the proton conductor
CaIn0.1Zr0.9O3�a operated at *700K and 50 bar in a multipellet configuration. It
was shown that under EP the catalytic rate could be increased by a factor of 13 when

Figure 10 Fischer–Tropsch synthesis with Ru/Na. Effect of catalyst potential (UWR) on the

probability of hydrocarbon chain growth.
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protons were supplied to the catalyst. This work represents a milestone in some
important respects. It is the first time that an industrial dispersed metal catalyst has
been electrochemically promoted, let alone with such spectacular results. And it
corresponds to the first successful scale-up of an EP process. It is particularly
interesting that the industrial catalyst, already fully promoted for conventional use,
responds so strongly to EP. The authors argue persuasively [15] that protons
supplied to the metal catalyst act in an analogous way to alkalis: the work function is
lowered so that the kinetics and energetics of N2 dissociative chemisorption are both
favorably affected. The implication is that EP by protons acts synergistically with the
promotional effects induced by the conventionally supplied promoters.

We cannot leave the subject of electrochemical promotion by proton
conductors without mentioning the intriguing results produced by Smotkin and
his co-workers [96,97], who exploited Nafion/Pd assemblies in a fuel-cell configura-
tion. They demonstrate that under appropriate conditions protons supplied from
Nafion to the Pd electrode can induce very strong electrochemical promotion of the
isomerization of 1-butene to cis- and trans-butene. Huge rate-enhancement factors
(*40) relative to the open circuit rate were achieved at low temperatures (*340K)
and a very plausible reaction mechanism is proposed. In effect, the Nafion acts as a
superacid, supplying protons that undergo Markovnikov addition to the C1 carbon,
followed by proton elimination at C3 to yield the isomerized product. The authors
elegantly confirm the essential correctness of their model by means of deuterium
isotope tracing and FTIR spectroscopy [97]. Further important developments in this
area seem highly likely, not least because it involves promotion of relatively subtle
organic reactions carried out on delicate molecules at low temperatures.

16.4.5 NOx Reduction by CO and by Propene

Reactions involving the catalytic reduction of NO are of major environmental
importance [98]. Accordingly, we have used EP by Na to study NO reduction by CO
and by propene in the absence and presence of oxygen over Pt, Rh, and Cu catalysts.
In every case, the results indicate that NO dissociation is the crucial reaction-
initiating step and that Na strongly promotes the reaction by triggering dissociation
of NO. We now illustrate this important class of reactions in more detail by
considering a specific case: the EP by Na of the catalytic reduction of NO by propene
over platinum.

NO reduction by propene exhibits strong electrochemical promotion under Na
pumping to the catalyst (Figure 11). As discussed above, the promotional effect is
due to enhanced NO chemisorption and dissociation on the Pt surface induced by
electrochemically pumped Na. Recall that the polycrystalline Pt film consists mainly
of large crystallites (*1 mm) whose external surfaces are dominated by low-index
planes: such low-index planes of Pt are known to be relatively ineffective for NO
dissociation [99]. Na-induced NO dissociation produces the Oa species that are then
responsible for initiating the ensuing oxidation reactions of adsorbed propene and
propene fragments. In the region of strong electrochemical promotion (0 to
�350mV), the activity toward formation of all products shows an exponential
increase with (decreasing) catalyst potential, as predicted by Vayenas’s model
[33,34]. Eventually, at around �350mV, there is a precipitous fall in rates as the
amount of Na species increases beyond a critical value; i.e., the regime of
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electrochemical promotion is followed by a regime of strong poisoning. This
poisoning behavior is discussed below.

The dependence of activity and selectivity on catalyst potential may be
rationalized by considering the effects of the Na promoter species on the surface
chemistry of propene and NO. At high positive UWR the Pt surface is free of sodium
and covered mainly with propene. We postulate that the low clean-surface residual
rate is due to dissociation of NO at defect sites, NOa?Na þOa being the reaction-
initiating step.

As the catalyst potential is decreased (pumping Na to the Pt) the electronic
effect of the sodium promoter, discussed above, strengthens the Pt–N bond
(increasing NO coverage) and weakens the N–O bond (facilitating NO dissociation).
Thus, the effect of the alkali promoter is to (1) activate previously inactive crystal
planes on the catalyst surface toward NO dissociation, (2) decrease self-poisoning
due to overadsorption of propene. The former effect increases progressively with the
amount of Na pumped, and the exponential dependence of rate on UWR in the
promoted regime suggests that changes in catalyst work function are indeed strongly
correlated with the greatly increased activity. In addition, Na also enhances the

Figure 11 NO reduction by propene with Pt/Na showing promotion of rate and N2

selectivity within a certain window of catalyst potential.
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selectivity toward N2 formation from 60% to 80%. This quantity is determined by
the competition between the following reactions that occur on the Pt surface:

Na þNa?N2 ð4Þ
Na þNOa?N2O ð5Þ

The observed increase in selectivity is a consequence of the increased dissociative
chemisorption of NO, which is strongly promoted by Na. The alkali strengthens the
binding of NO to the metal surface but also decreases the activation energy for its
dissociation. As a result, for a given total uptake of NO, the fraction dissociated is
increased [61]. Under reaction conditions, this corresponds to an alkali-induced
increase in coverage by NO and its dissociation products, the latter favored at the
expense of the former. This decreases and increases, respectively, the amounts of
molecularly adsorbed NO and atomic N on the surface, thus favoring the first
reaction over the second. The systematic effect of UWR on the Langmuir–
Hinshelwood (L–H) reaction kinetics is also understandable in terms of the relative
effects of the Na promoter on the adsorption of NO and propene. For example, it is
found that as the sodium coverage increases at constant PNO, the propene partial
pressure at the L–H rate maximum shifts systematically to higher values, reflecting
an increase in chemisorption bond strength of NO relative to propene with
increasing Na coverage [23]. Such behavior is exactly what one would expect in the
case of an electropositive promoter: the chemisorption strength of electron donors
(propene) should be decreased, whereas the chemisorption of electron acceptors (NO
and its dissociation products) should be enhanced.

The strong poisoning behavior observed at high Na loading is understandable
in terms of the postreaction Na 1s XPS and KLL Auger spectra, which indicate the
presence of large amounts of Na compounds at very negative catalyst potentials. In
other words, coverage of active Pt sites by overloading with promoter is a major
cause of poisoning. A more detailed analysis of these spectra that takes account of
the very different sampling depths in the two cases [electron kinetic energies*180 eV
(1s) and *990 eV (KLL), respectively] leads to the conclusion that on the poisoned
surface the Na compounds are principally present as 3D crystallites. XPS also
reveals the chemical identity of the surface chemical compounds formed by Na
electro-pumping in reaction gas. Both NaNO2 and NaNO3 are produced in the
present case: i.e., nitrite and nitrate are the principal counterions, which, with Na,
constitute the promoter phase. These spectroscopic data also show that the surface
nitrate is efficiently reduced by propene, raising the interesting possibility that
NO3�=NO2� may itself constitute a system that is involved in the catalytic turnover,
thus

hydrocarbonþ nitrate? oxidation productþ nitrite

nitrite þOa ðfrom NO dissociationÞ? nitrate

If this were the case, it would mean that we are dealing with a promoter system in
which the cation triggers the primary chemistry while the anion facilitates
subsequent oxidative reactions. Further work is in progress to investigate this
possibility.
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16.5 DEVELOPMENT OF ALKALI-PROMOTED NANOPARTICLE
CATALYSTS BASED ON UNDERSTANDING DERIVED FROM
ELECTROCHEMICAL PROMOTION

In the introduction to this chapter, we state that one of the reasons for studying EP is
that it offers the possibility of developing new nanostructured catalytic systems
based on the insight provided by the corresponding EP analogs. In the case of EP by
alkalis, this is best illustrated by the subject of the previous section: the catalytic
reduction of NOx for purposes of environmental protection. Early investigations of
the effect of alkali promoters on dispersed Pt metal catalysts used for NOx reduction
led to the inclusion that alkalis were ineffective at best, poisons at worst [100]. On the
other hand, our EP studies provide strong reasons for supposing that alkalis should
in principle be capable of very substantially improving the performance of such
practical catalysts, in terms of both overall activity and selectivity for N2 (as opposed
to N2O) formation.

Recent work in our laboratory has confirmed that alkali promotion of
practical catalysts consisting of metal nanoparticles (Pt, Pd, Rh) supported on
g-alumina is indeed a highly effective strategy for improving performance in regard
to both activity and selectivity [101–103]. Relevant results for sodium promotion of
the reduction of NOx by propene over Rh/g-alumina dispersed catalysts are shown in
Figure 12. The key contribution made by the EP work to the development of these
catalysts was the demonstration that the alkali loading is critically important. Too
little, and the effect is negligible. Too much, and the result is poisoning rather than
promotion.

16.6 CONCLUSIONS AND FUTURE PROSPECTS

The phenomena that underlie electrochemical promotion may now be regarded as
rather well understood. Equally, we have a sound theoretical basis for interpreting
EP data. This enables us to exploit the technique as a means for elucidating the
mechanisms of catalytic reactions, a particular merit of the approach being that EP
samples are amenable to reactor studies at elevated pressures and to investigation by
advanced spectroscopic and microscopic techniques. New, nanodispersed practical
catalysts for NOx reduction which outperform those in current use have been
developed as a direct result of EP investigations. So where may future developments
be expected? We have already referred to the work of Marwood and Vayenas, who
demonstrate ‘‘wireless’’ EP [47], and of Wodiunig et al. [28], who show that such
bipolar configurations could be exploited to improve thin-film catalyst performance
in tubular reactors. The very recent work of Yiokari et al. [15] represents a major
step forward along this road—they show that the activity of a commercial, fully
promoted, ammonia synthesis catalyst could be greatly enhanced by electrochemical
promotion from a proton conductor. We may anticipate more important
developments of this kind. The obvious and crucial feature of an EP catalyst is
that its performance is controlled electrically. This opens the door to using such
systems in applications where the characteristics of the working catalyst can be
varied, perhaps automatically, by a sensor-generated feedback signal, to respond to
changes in operating conditions.
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Metal-support interactions in fuel cell electrocatalysts, with particular emphasis for
methanol oxidation and oxygen reduction, are discussed. The interaction of the
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active metal with the carbonaceous support strongly influences the physico-chemical
and electrochemical properties of the catalysts and, as a consequence, its
performance under fuel cell operation. The analogies of such interactions with the
Bronsted–Lewis acid-base theories have been interpreted and rationalized in terms of
the pHzpc of the surface, as one of the main parameters able to predict and
determine the level of interaction. The latter often results in a wide range of metal
particle size, depending upon the acid–base nature of carbon functional groups that
act as anchoring centers for the noble metal particles. Dispersion, however, also
influences the Pt surface fraction of crystallographic plans with low Miller index,
which is thought to be connected with the specific activity of the catalysts. Moreover,
carbon microstructure plays an important role by affecting the access of the reactant
to the catalytic sites and the removal of reaction products. In conclusion, the
complex interrelationships occurring between the active metal phase and its support
need to be interpreted in order to formulate and design new, better performing
catalysts for low-temperature fuel cells.

17.1 INTRODUCTION

Low-temperature fuel cells have reached a mature level of technology. These systems
appear now ready for electro-traction, portable power sources, remote power
generation, and stationary applications [1]. The high thermodynamic efficiency and
the near-zero emission levels make them an attractive alternative to internal
combustion engines, batteries, and thermal combustion power plants. However, one
of the main drawbacks that still limits the commercial exploitation of these devices is
due to the sluggishness of the electrochemical reactions in proximity of their
reversible potentials. The electrochemical processes involved in low-temperature fuel
cells need noble metal-based electro-catalysts (Pt or Pt-alloys) to occur at significant
rates; this is one of the issues that make fuel cells not actually competitive with
respect to other current power sources [1]. Different routes can address such
drawbacks: (1) increase of operation temperature, still maintaining a solid polymer
electrolyte configuration; (2) search for low-cost nonnoble metal-based electro-
catalysts; (3) decrease of noble metal loading. The latter point appears, at present,
one of the most successful ways to be pursued.

In the last decades, the Pt loading in low-temperature fuel cells has been
reduced by almost one order of magnitude. This has been made possible by the
development of high-surface-area catalysts and by increasing the catalyst–electrolyte
interface [1]. Preparation of high-surface-area catalysts implies the dispersion of
catalytically active nanoparticles on electrically conductive supports [2]. Suitable
dispersions are generally achieved by using high-surface-area carbon black supports,
which, at the same time, ensure good electrical conductivity through their p-graphitic
basal planes [2]. Because of the peculiar nature of Pt or Pt-alloy nanoparticles and
the synthesis procedures used for catalyst preparation, the chemical interaction
between active phase and support determines a modification of the electrocatalytic
properties with respect to the bulk metal. The metal–support interaction involves a
chemical bond between the metal atoms and the carbon functional groups. This
charge transfer mechanism can be described in terms of electron accepting/donating
characteristics, and the effects of this interaction can be reconducted to the
Bronsted–Lewis acid–base theory [2]. Various techniques allow one to get
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information on this interaction. An evaluation of the carbon-supported catalyst
acid–base properties, including determination of concentration and strength of
functional groups on the support, as well as the zero point of charge (pHzpc), allows
one in some cases to predict the level of interaction and the influence on the
electrocatalytic properties. An important technique used for the determination of
nature and properties of the species present on the surface, in terms of oxidation
states, is x-ray photoelectron spectroscopy (XPS). The nature of carbon surface
species (functional groups) is also disclosed by Fourier transform infrared
spectroscopy (FTIR); moreover, additional information may be gained by the
temperature programmed desorption (TPD) in conjunction with online mass
spectrometry (MS) detection. All the information derived from these techniques
provides a basis to understand the nature of the active phase and to draw
relationships between some of these characteristics and the observed electrocatalytic
behavior.

Beside the surface properties, bulk and morphological aspects play a significant
role [1]; as an example, both oxygen reduction and methanol oxidation reactions
involve a stage of electrosorption and, as generally occurs in these cases, they are
structure-sensitive reactions. Electrocatalysis is a surface phenomenon, but it is quite
influenced by the bulk properties of the materials, since in most cases the surface
reflects the nature of bulk arrangements (e.g., occurrence of particular crystal-
lographic planes, compositional enrichment for alloys). In addition, morphology is
often dictated by the various steps of catalyst preparation where reactions between
the active species and support occur. Accordingly, techniques like x-ray diffraction,
electron diffraction, and transmission electron microscopy are of significant
importance in the interpretation of bulk properties and their relationships with the
surface characteristics. The electrochemical behavior of supported nanoparticles is
influenced by material properties. Two main aspects must be taken into account.
One is the effect of the support on the electrochemically active surface area, and the
other is connected with its influence on the electrocatalytic activity; these are often
correlated. Cyclic voltammetry (CV) is a powerful tool to get insight on these
aspects; steady-state polarizations experiments are carried out to assess the
electrocatalytic activity of the materials under investigation.

In the present work, metal–support interactions in fuel cell electrocatalysts are
discussed and investigated using various physicochemical techniques. Some insights
on the effects of such interactions on the electrocatalytic activity toward oxygen
reduction and methanol oxidation are presented.

17.2 ACID–BASE PROPERTIES OF CARBON-SUPPORTED
NOBLE METAL CATALYSTS

The performance of a catalyst is determined by its intrinsic activity and dispersion.
This latter is defined as the ratio between the number of surface and bulk atoms.
Metal nanoparticles supported on a high-surface-area carbon are thermodynami-
cally unstable and give rise to sintering phenomena upon thermal treatment. In this
regard, the influence of the nature of the support on the properties of dispersed
catalysts has been continuously investigated [2]. For fuel cell catalysts, carbon
support provides a framework that allows electron conduction and enhances the
dispersion of the active phase.
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Although the acid–base properties of carbon supports and fuel cell catalysts
play an important role in determining the dispersion, activity, and sintering behavior
of the metal phase, there is only a limited number of reports in the literature on such
aspects. In the following, a brief description of the principle of measurement and the
experimental procedure generally adopted are reported [2].

17.2.1 Acid–Base Titrations and ZPC Measurements

In all potentiometric titrations, both slope and height of the pH variation determine
the detectable limit of the amount and strength of functional groups. In differential
curves, this is expressed by the height and sharpness of the peaks in proximity of the
equivalence points. In particular, in the titration of weak acids or bases, such as the
surface functional groups of carbon, at halfway to the inflection point the
concentration is almost equal to the functional groups to be titrated. For example,
for a base –C–OH:

�C�OH $ Cþ þOH� ð1Þ

Kb ¼ ½�Cþ� ? ½OH��
½�C�OH� ð2Þ

½OH�� ¼ ½�C�OH� ?Kb

½�Cþ� ð3Þ

2H2O $ Hþ
3 OþOH� ð4Þ

Kw ¼ ½Hþ
3 O� ? ½OH�� ð5Þ

at half-titration [–C–OH]¼ [–Cþ], and therefore ½OH�� ¼ Kb, and
pH ¼ pKw� pKb.

For an acid titrated halfway to its equivalent point, pH¼ pKa. For mixtures of
acids and bases, and hence for carbons having functional groups of different acid or
basic strength, this holds true as well. For weak acid and base groups, the effect of
water dissociation is significant around pH¼ 7. Therefore, a simple potentiometric
titration can give information about the dissociation constants and neutralization
equivalence of the carbon. In several cases these indications can be sufficient to
determine the nature of the functional groups and provide a comprehensive
description of the behavior of carbon in terms of acidity and basicity. A differential
plot of the titration curve can be considered in the same way as a conventional
absorption spectrum of the sample. Acidity or basicity constants are then calculated
at half-titration, as pH¼ pKw� pKb for a base and pH¼ pKa for an acid.

The differential plots may be combined to the extra adsorption curves [2] to
provide a more complete picture. These latter curves describe, as a function of pH,
the excess adsorption of Hþ or OH� ions on the surface; thus, they determine the
pHzpc at which the electroneutrality is achieved on the surface.

17.2.2 Experimental Details

The acid–base properties of carbon support and catalysts can be evaluated by
potentiometric titrations in aqueous suspension according to Parks et al. [3,4]. Some
experimental details are reported in the following. The apparatus consists of a Pyrex
glass cell with an external jacket for circulation of the thermostatic liquid, a glass
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electrode for pH measurement, and a probe for temperature control, the latter two
connected to a pH/mV meter. The cell is covered with a Teflon cap provided with an
inlet for CO2 removal by N2 flux. Titrations are carried out in KNO3 electrolytic
solution (500ml) at different concentrations (0.1, 0.01, and 0.001M) containing the
catalyst powder (5 g), under continuous stirring. A 0.1N HNO3 solution is
introduced (in increments of 5ml up to 20ml) to the suspension in the electrolytic
solution; the titrant, 0.1N KOH, is added with an automatic burette. After
immersion, complete equilibration of the samples generally requires from 5 to
150min; pH values are recorded after 3min of stabilization [i.e., after which the pH
value displayed by the instrument is stable (+0.02 pH units for almost 3min)].

The extra adsorption function (i.e., GHþ � GOH�, or the adsorption density in
micromoles/g) is calculated numerically with a Pc [2]. The concentration (Ca, Cb)
and strength (pKa, pKb) of surface sites from titration curves are calculated from
the difference at the equivalent points, in the presence and absence of the sample
powder, by considering that at halfway to each equivalent point, pH¼ pKa or
pH¼ pKw� pKb for acidic and basic sites, respectively.

17.3 SURFACE GROUPS ON CARBONS AND CATALYST
PREPARATION PROCEDURES

Adsorption and dispersion of Pt metal precursors on carbon supports are largely
influenced by the acid–base properties of the substrate and by the pH of the catalyst
precursor solution [5,6]. A suitable surface-charge density on the support, in
combination with the appropriate charge of the ionic precursor, favors the
electrostatic interaction between the two phases, thus affecting the metal dispersion.
Clearly, the surface-charge density of a carbon at a specific solution pH is
determined by the acid–base behavior of the adsorption sites present on the carbon
surface (Figure 1). The metal dispersion is further enhanced by the presence of

Figure 1 Adsorption density vs. pH curves of carbon supports in 0.1M KNO3 solution.

&, Ketjenblack EC; ~, Sibunit; d, CC1.
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reactive sites at the edges of the basal plane structures, Cp [7–9], which give rise to
the formation of strongly bound oxygen ligand complexes, thus hindering diffusion
of Pt during the metal particles growth [6]. The concentration of surface adsorption
sites generally increases with the increase of the surface area of carbons; as
mentioned above, these adsorption sites govern the uptake of the precursor, and
subsequently the Pt dispersion on the carbon surface.

The propensity to acquire a positively charged surface at low pH, which in turn
implies a strong tendency to establish electrostatic interaction with the metal anionic
precursor (e.g., PtCl2�6 ), appears to be greater for carbons with larger surface areas
(see Figure 1 and Table 1). Hence, large-area supports seem to be more suitable for
preparation of high Pt loading catalysts. The large and homogeneous dispersion in a
carbon-supported Pt catalyst is determined by several different conditions. As an
example, a high-surface-area carbon black with a well-defined basic character such
as Ketjenblack (KB) produces a strong interaction with the H2PtCl6 precursor [2]. At
low pH values, KB adsorbs a significant amount of Hþ ions from the solution
(Figure 1). The anionic precursor PtCl2�6 is electrostatically forced to move toward
the carbon surface to balance this electrical charge; hence, the deposition kinetics
appear to be controlled, in this catalyzation procedure, by the carbon surface, and
consequently the dispersion is favored by large-surface-area carbon blacks.
Although the PtCl2�6 complex is quite stable in aqueous solution, the carbon black
may behave as a reducing agent toward this compound. Depending on its reducing
strength, the carbon black support can produce a first reaction step for Pt reduction
[6,10]. The reduction process is generally completed by adding suitable liquid
reducing agents or by gas-phase H2 reduction. Generally, if any formation of surface
Pt2þ species occurs, this induces an electrostatic repulsion between adjacent particles,
thus hindering the particle growth; a complete reduction process is required to
achieve good intrinsic activity. From the analysis of metal surface area (MSA) data
of the catalysts (Table 2), it appears that such values are not directly related to the
pHzpc values of the final catalysts if different procedures are used for catalyst
preparation (see Figure 2 and Table 2); likely, MSA values appear to depend mostly

Table 1 Physico-Chemical Characteristics of Some Carbon Supports

Carbon

Laa

(nm)

Lca

(nm)

D(002)b

(nm)

Xc

(%)

SBET (N2)

(m2 g�1) pHzpc

Basic

Functional

Group

Dissociation

Constants

(pKb)

Basic

Functional

Group

Amounts

(meq ? g�1)

Ketjenblack 1.0 <1.0 0.366 7 950 9.85 3.75 Cb1¼ 0.05

EC 6.22 Cb2¼ 0.05

Sibunit 3.5 3.6 0.349 60 640 8.28 3.42 Cb1¼ 0.09

CC1 6.0 6.0 0.343 60 115 6.64 3.58 Cb1¼ 0.08

Graphite 27 15 0.339 100 8 — — —

a Lattice parameters of graphitelike carbon crystals along a e c directions.
b Interlayer spacing.
c Relative mass of ordered carbon.
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on the surface properties of the support, such as adsorption properties and BET (N2)
area of carbon, using the same preparation method.

An exemplary case is represented by the preparation of a high-surface-area fuel
cell catalyst supported on a graphitic carbon such as Ketjenblack (KB) (Table 1).
This carbon is characterized by a significant basicity (0.1meq/g), a d0 value of 3.57 Å,
and a high surface graphiticity index ðSGI ¼ 43:1 ? 10�3Jbm

�2Þ [11]; such basic sites
undergo a strong interaction with H2PtCl6.

The preparation procedure generally involves chemical reactions and thermal
activation treatments that strongly modify the original surface properties of the
carbon black. As can be seen from Figure 3, interaction with H3O

þ ions coming
from the dissociation of the Pt precursor (H2PtCl6) determines, on a sample
activated at 110 8C, a significant modification (increased acidity) of the original
properties of the carbon. Evidently, extra acidic sites are generated by the interaction
of HCl originated from the decomposition of H2PtCl6, as the Pt loading increases,
the increase in acidity is even more pronounced, in agreement with results reported
for other classes of catalysts [12]. However, as the severity of the activation (thermal)

Figure 2 Adsorption density versus pH curves for exemplary Pt/C catalysts in Table 2.
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treatment in nitrogen atmosphere is increased, the catalyst regains and even
surpasses its initial basic characteristics. It is evident from Figure 3 that at a certain
T, depending upon the Pt loading, the basicity of the catalyst exceeds that of the
equivalent heat-treated support (KB) until a limiting value is reached at 900 8C;
under said conditions, the total basicity is two fold that of the uncatalyzed KB.

Figure 4 shows the variation of surface acid–base properties of various Pt/C
catalysts, reflected by the pHzpc, as a function of the activation temperature. The
observed behavior is qualitatively similar to that reported in Figure 3. Figure 5
shows that an increase of acidic or basic surface groups (Ca, Cb) produces a
corresponding shift of the pHzpc toward acidic or basic regions, respectively. Thus,
the pHzpc clearly reflects the concentration of surface functional groups.

Two different processes determine the adsorption properties of the activated
Pt/C samples. According to the premises, a first process arises from the reaction of
the carbon with H2PtCl6, causing an increase in acidic sites that are likely to be
enriched with oxygen-containing surface groups. The number of these new acidic
sites is almost directly proportional to the Pt concentration, at least in the range of
temperature <300–400 8C. As similarly described for different classes of catalysts
[13], it is likely that at these relatively low activation temperatures the chlorine
atoms, directly bonded to carbon black edges (carbon bonded to an oxygen atom is

Figure 3 Effect of activation temperature on the relative concentration of acid–base surface

groups of Pt/KB catalysts. (~) Uncatalyzed carbon, (d) 13%, and (&) 20% Pt loadings on

carbon.
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considered a good nucleophilic center for a chloride ion), influence the polarization
of hydrogen–oxygen bonds of the surface groups, thus increasing their dissociation
constants by means of an electron-withdrawing inductive effect (�I). Afterward, the
treatment at higher temperatures causes the onset of a second process that
progressively clears the surface from the oxygen-containing groups, leaving behind a
higher degree of surface graphitization and therefore a greater number of basic sites.
On the other hand, according to Boehm et al. [14], a thermal treatment in inert gas is
likely to cause the pyrolysis of acidic groups and thereupon the formation of pyrone
groups upon exposure to air. Differently from other oxygen-containing surface
groups, pyrone groups act as basic sites. It is thus suggested that, depending on the
catalyst reactivity or the time of exposure to open air, a rearrangement of the surface
groups toward a pyrone structure could occur. As reported by several investigators
[15–17], the uptake of water is greater on acidic carbon blacks by virtue of their
larger surface oxygen content, held in the form of carboxylic, lactone, and phenolic
surface groups [18]. A graphiticlike surface structure, such as that of Ketjenblack
(KB), can be partially converted into an acidic one by using acidic solutions [19] in
wet preparation procedures. The subsequent stepwise temperature treatment in inert
gas flux re-establishes the basic behavior (Figure 3); however, after exposure to air
and humidity from the environment, some oxygen functionality can easily adsorb on
the surface. For such an activated catalyst, only a small influence of water vapor is

Figure 4 Variation of the pHzpc of Pt/C catalysts versus the activation temperature.
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expected because, as said above, basic carbons contain many fewer oxygen surface
groups than acidic carbons. Nevertheless, the humidity content in the environment
could cause considerable variations in the surface behavior. In this respect, since the
observed dissociation constants of the detectable functional groups for differently
exposed samples are very similar, it is suggested that the variations connected with
water or oxygen uptakes do not involve the creation of new basic groups with
different strength but, more likely, an increase or a decrease of those same groups of
sites having an electron-releasing character. This event might occur via the above-
cited rearrangement of functional groups toward a pyrone structure. The formation
of a pyrone structure on carbons derives from the reaction with oxygen of the
carbonyl groups remaining on the surface [19], because of their rectifying behavior
toward thermal decomposition at 900 8C. As carbon atoms in the carbonyl groups
are positively polarized, they can interact with the electron pairs of atmospheric
oxygen, thereby giving rise to a surface complex that has proved to have a less basic
character. Furthermore, a time-dependent cyclization toward a more stable pyrone
structure can occur due to the stability gain caused by the resonance energy that
arises from conjugation of the oxygen electrons in the pyrone ring [20].

The mechanism describing the basic behavior of the edge pyrone groups in the
graphitic basal planes of the carbon black is depicted below; it derives from the

Figure 5 Variation of acidic (&) and basic (~) functional groups concentration on Pt/C

catalysts versus pHzpc.
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nucleophilic action promoted by the carbonylic oxygen and the resonance
delocalization of charge (Figure 6). However, in the absence of oxygen uptake, the
basic properties of carbon blacks are mostly related to the Lewis base behavior of the
graphitic basal planes [21]; only if basic oxygen-containing groups (e.g., pyrone [14]
or chromene [22]) are present in significant amount on the carbon surface, they may
play an important role in neutralizing the aqueous protons. Furthermore, alcohol-
type groups provide polar adsorption sites through which the water molecules are
strongly held on the carbon surface via hydrogen bonds; thus, they become able to
chemisorb water than other electron-releasing centers, especially the Cp sites of the
graphitic basal planes. Such a mechanism of water chemisorption on pyrone or
alcohol sites, for instance, reduces the electron-releasing character of these groups,
causing a decrease in the catalyst basic properties.

The above considerations suggest that the pHzpc is an important index of the
propensity of a solid to acquire a positively or negatively charged surface, and they
provide a description of the surface ion-exchange behavior of carbon-based
catalysts. In fact, the electrokinetic phenomena occurring in fuel cell gas electrodes
are strongly influenced by the adsorption effects associated with the electrical
double-layer formation [23]. Thus, in developing electrodes with zero charge or with
specific adsorption properties, one cannot leave out of consideration the knowledge
of aspects related to the precursor catalyst.

17.4 SPECTROSCOPIC INVESTIGATION OF FUNCTIONAL GROUPS
ON THE SURFACE OF A CARBON-SUPPORTED CATALYST:
FTIR AND TPD

Some important insights into the nature of surface functionalities are given by
Fourier transform infrared spectroscopy analysis and temperature programmed
desorption in combination with mass-spectrometry detection. FTIR spectra (Figure
7) and TPD measurements [Figure 8(a) and (b)] were collected on Pt-loaded carbon
samples activated at different temperatures. Figure 7 shows a comparison of the
FTIR spectra for the Ketjenblack carbon and Pt/KB catalysts subjected to
increasing activation temperatures. The most interesting features are observed in
the region from 370 to 1900 cm�1. The shape of the absorption band in the 1480–

Figure 6 Acid–base reaction involving edge pyrone groups in the graphitic basal plane of a

carbon black.
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1700-cm�1 range appears to be similar in all samples (Figure 7), with maxima
centered in a very narrow interval (1577–1586 cm�1). This band could be ascribed to
the stretching vibration of a highly conjugated C55O group in a quinone
configuration and to skeletal modes of the aromatic structure due to the highly
graphitic character of Ketjenblack [24]. The broad absorption band observed in the
840–1500-cm�1 region (Figure 7, curve a) is attributed to the C–O stretching mode of
ethers and esters that give rise to strong absorption bands in the region 1000–
1300 cm�1 [25,26]. It is observed in Figure 7 (curve b) that a variation of the fine
structure of the band at 840–1500 cm�1 occurs on the Pt-loaded carbon treated at
low temperature. The band appears broadened and composed of two distinct peaks
occurring at about 1125 and 1235 cm�1, with the IR intensity increasing at higher
frequencies and accounting for the formation of carboxylic surface groups (C–O
stretching and OH bending vibrations). This view is strengthened by the evidence of
strong acidic surface groups in the potentiometric titrations and from the CO2

desorption at low temperature (200 8C) in the TPD spectrum of the platinized carbon

Figure 7 FTIR spectra of Ketjenblack (a) and Pt/C catalysts activated at various

temperatures (b) 200 8C, (c) 600 8C, (d) 900 8C. The catalysts correspond to samples 3, 8, 20

in Table 2, respectively.
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treated at 200 8C [Figure 8(a)]. The IR spectrum of Pt-loaded carbon activated at
600 8C shows sharper bands in the 900–1500-cm�1 region, probably accounting for
the decomposition of carboxylic groups (Figure 7, curve c). The peak at a lower
frequency (1125 cm�1) is enhanced in intensity in the 600 8C-treated sample, whereas
the higher-frequency peak (1235 cm�1) is larger in the 900 8C sample (Figure 7, curve

Figure 8 TPD spectra of Pt/C catalysts activated at different temperatures (a) 200 8C,
(b) 900 8C. The catalysts correspond to samples 3 and 20 in Table 2, respectively.

Copyright © 2003 by Taylor & Francis Group, LLC



d). A rearrangement toward a pyrone structure has been hypothesized to occur at
this latter temperature as proven by a large increase in basicity; this seems to be
confirmed by the CO2 detection in the TPD spectrum of the 900 8C-activated Pt/C
catalyst [Figure 8(b)]. The TPD spectrum of bare Ketjenblack showed no CO or CO2

signals, confirming the low surface-oxygen content. A considerable evolution of CO
and CO2 is observed in the sample activated at 200 8C [Figure 8(a)], accounting for
the formation of carboxylic and lactone or ketone groups upon chemical interaction
of the Pt precursor with the carbon surface and subsequent air exposure. The peaks
of CO2, CO, and O2 observed at both low and high temperatures [Figure 8(a)]
account for the formation of various oxygen-containing surface groups with
different strength. It was pointed out that oxygen may interact with carbonyl surface
groups, giving rise to a rearrangement toward a more stable pyrone structure [2]. The
presence of the pyronelike and ketonelike structures in the high-temperature
activated Pt/C sample seems to be confirmed by the CO2 and CO evolved in the TPD
spectrum [Figure 8(b)]; these groups could have been formed during air exposure
after heat treatment. The SO2 signal appearing in the low-activation temperature
sample (200 8C) is due to the reducing agent, Na2S2O4, used in the preparation
procedure or to the sulfur contained in the carbon black. The SO2 is desorbed at
temperatures lower than 500 8C, and it is not observed in the TPD spectrum of the
sample activated at 900 8C [Figure 8(b)].

17.5 X-RAY PHOTOELECTRON SPECTROSCOPY ANALYSIS OF
PLATINIZED CARBONS

X-ray photoelectron spectroscopy is an important technique for investigating the
metal–support interaction effects and obtaining further information on the nature of
surface groups [27]. The XP Pt 4f, C 1s, and O 1s spectra of typical Pt/C catalysts are
shown in Figure 9. The binding energy (B.E.) shift (the difference between the B.E.
of Pt 4f7/2 in the sample and that of the Pt metal used as an internal standard [28]) is
taken into account to evaluate the magnitude of interaction between platinum and
the functional groups of the carbon support. Depending on the oxidation state of Pt,
the Pt 4f signal is derived from 2 or 3 pairs of platinum peaks (Figure 9). The most
intense peaks (71–74 eV) are attributed to metallic Pt. The second set of doublets,
1.1–3.5 eV higher than Pt0, can be assigned to the Pt2þ chemical state in PtO and
Pt(OH)2-like species [29]. The third doublet is observed at a B.E. approximately 3.6–
5.4 eV higher than the metallic Pt; these B.E. shifts are attributed to the presence of
Pt4þ in PtO2–xH2O or Pt(OH)4-like species [30].

The C 1s spectra appear to be composed of graphitic carbon (284.6 eV) and
–C55O (285.4–287.6 eV) species [Figure 10(a)]. A peak is also observed at about
289 eV [Figure 10(a)]; this seems to be due to either –COO or carbonatelike species
[28]. The O 1s signal observed at around 531.7 eV in the XP spectra can be attributed
to Pt–O-like (530 eV) and Pt–OH species (531.5 eV) [31]; the peak observed at
532.5 eV is ascribed to –C55O [Figure 10(b)].

The B.E. shift of the Pt 4f7/2 signal increases in the catalyst samples with respect
to the metal Pt reference with an increase of acidity or basicity; accordingly, the
fraction of oxidized Pt increases with the corresponding B.E. shift toward higher
values. The oxidation of Pt in strongly basic catalysts could be ascribed to the
coordination of Pt clusters by oxygenated basic functional groups, such as
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Figure 9 Pt-4f XP spectra of platinized carbons 8 (a), 16 (b), 20 (c) in Table 2.
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pyronetype. This is strengthened by the presence of a high-B.E. species (289 eV) in
the XP C 1s spectrum [Figure 9(a)] that could be assigned to the effect of such
oxygenated species; graphitic basal plane sites, Cp, having electron-releasing
behavior generally produce lower Pt B.E. shifts.

Figure 10 C 1s (a) and O 1s (b) XP spectra of a platinized carbon (sample 20 in Table 2).
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17.6 EFFECTS OF THE METAL–SUPPORT INTERACTION ON THE
METAL SURFACE AREA

Figure 11 shows the variation in metal surface area (MSA), determined by cyclic
voltammetry (CV), as a function of the pHZPC. The trend of data suggests that MSA
decreases with the increase of the pHZPC for each series of acidic or basic Pt/C
catalysts (Figure 11). Moreover, it is observed that catalysts with a medium content
of basic groups show higher metal surface area than the corresponding acidic
samples with a medium content of surface groups.

The formation of a large content of oxygenated functional groups acting as
anchoring centers for Pt clusters, for samples activated at low temperatures,
probably limits the metal particle growth. The progressive decomposition of these
acidic surface groups with increasing temperature allows a fast growth of the Pt
particles; simultaneously, the number of Pt sites blocked by coordination of surface
groups decreases. The formation of Cp sites with electron-releasing behavior on the
surface of weakly basic catalysts probably accounts for the increased availability of
electrochemically active Pt sites in the basic range. The XPS analysis shows that the
lowest fraction of oxidized Pt sites is found for weakly basic catalysts, whereas Pt
oxidation suddenly increases for weakly acidic and strongly basic catalysts; the
electrochemically active surface area correspondingly increases in the weakly basic

Figure 11 Variation of MSAcv values for acidic (&) and basic (~) Pt/C catalyst series as a

function of pHzpc.
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range. The large increase in Pt particle size for samples activated at high temperature
and the formation of oxygen-containing pyrone groups, which are probably
coordinated to the Pt clusters, reduce the number of electrochemically active Pt
sites in samples with strong basic behavior.

It can be concluded that both the sintering process and the metal–support
interaction determine the electrochemically active surface area of Pt on a carbon
black support. The role exerted by surface functional groups, as evidenced by the
above discussion, is quite complex. These groups act both as anchoring sites for Pt
clusters and as surface-blocking coordination ligands, slowing down the sintering
process, in the first case, and producing an increase of metal–support interaction in
the second case.

17.7 INFLUENCE OF PARTICLE SIZE AND METAL–SUPPORT
INTERACTION ON THE OXYGEN ELECTRO-REDUCTION
REACTION

A procedure of general use to obtain Pt/C catalysts with different particle sizes is
based on the variation of the time and temperature of activation. Figures 12 and 13
show the mass activity (mA g�1 Pt) and specific activity (mAcm�2 Pt), respectively,
for O2 reduction at 900mV, in 98% phosphoric acid at 170 8C. The mass activity for
oxygen reduction appears to reach a maximum at a Pt particle size of 3 nm,
corresponding closely to the particle size at which the maximum in the fraction of
(111) and (100) surface atoms on Pt particles of cubo-octahedral geometry occurs
[32]. The specific activity increases gradually with an increase in Pt particle size and
closely follows the trend observed between the surface fraction of (111) and (100) Pt

Figure 12 Variation of mass activity (mA g�1 Pt) for O2 reduction at 900mV, in 98%

phosphoric acid and 170 8C as a function of the average Pt particle size.
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atoms and the particle size. This indicates that the (111) and (100) surface atoms are
more electrocatalytically active than Pt atoms located on high Miller index planes.
As pointed out by Kinoshita [32], platinum atoms at edge and corner sites are
considered to be less active than Pt atoms on the crystal faces. These phenomena
were also observed in other liquid protonic electrolytes and in solid polymer
electrolyte fuel cells [1].

The following reaction mechanism for O2 reduction (although not proven) has
been proposed to account for the role of specific active sites [33]:

O2 þ Pt ! Pt��O2 ð6Þ
Pt��O2 þHþ þ e� ! Pt��HO2 ð7Þ
Pt��HO2 þ Pt ! Pt��OHþ Pt��O ð8Þ
Pt��OHþ Pt��Oþ 3Hþ þ 3e� ! 2 Ptþ 2 H2O ð9Þ

Equation (8) indicates a pathway with a dual-site reaction, and if it is the rate-
determining step, this is more affected by catalyst particle size than the reaction step
described by Eq. (7). When the particle size becomes very small, only the inactive
edge and corner atoms will be present, and dual sites of proper orientation would not
be available; thus, the activity of the particle should be lower.

According to a different theoretical approach, the kinetics of oxygen on Pt
catalysts were interpreted on the basis of the separation distance between metal
nanoparticles. Pt crystallites, separated by less than about 20 nm, were observed to
exhibit lower electrocatalytic activity because of either diffusion or a mutual

Figure 13 Variation of specific activity (mAcm�2 Pt) for O2 reduction at 900mV, in 98%

phosphoric acid and 170 8C as a function of the average Pt particle size.
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interaction. The interparticle distance, X, was calculated for carbon-supported
catalysts by Watanabe et al. [34,35] on the basis of the following equation:

X ¼ ðpsd3Scð100� LÞ=½33=2L�Þ1=2 ð10Þ

where X is the Pt interparticle distance on the carbon support, s is the density of Pt, d
is the mean particle diameter, Sc is the specific surface area of carbon support, and L
is the Pt loading. Accordingly, Stonehart et al. [36] suggest a limit of 80mAcm�2 Pt
in the specific activity for O2 reduction at 900mV in 100% H3PO4 at 180 8C, which is
comparable to the limit of about 90 mAcm�2 Pt that was also observed and reported
by Buchanan et al. [37].

The interpretations given by Kinoshita et al. [32] and Watanabe et al. [34,35] to
the peculiar trend of the variation of specific activity as a function of particle size for
oxygen reduction reflect two different approaches and two different ways to explain
the same behavior. In their analysis, the relationships derived are based on the fitting
of curves that actually show significant scattering. Since the experimental procedures
to determine the active surface areas and the specific activities are quite standard,
this would indicate the presence of additional phenomena.

One factor that may be important, but not systematically investigated, is the
influence of the Pt electrocatalyst–support interactions on the electrocatalytic
activity for O2 reduction. In Figure 14, an attempt to incorporate the pHzpc as a
qualitative measure of the importance of carbon surface chemistry and metal–
support interaction on the electrocatalytic activity of Pt is reported. The trend of the
data in Figure 14 suggests that the specific activity for oxygen reduction increases as
the pHzpc of the surface becomes more basic; this effect may be related to the
parallel increase of the particle size with the pHzpc of the catalyst. At this stage, one

Figure 14 Variation of the average Pt particle size and specific activity (mAcm�2 Pt) for O2

reduction as a function of pHzpc.
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may infer that the effect of metal–support interaction particularly influences the
mean particle size, and thus the electrocatalytic activity that is strictly related to this
latter; but it is conceivable that an electrocatalyst–support interaction may exist
which has a stronger influence on the electrocatalytic activity of smaller Pt particles.
In this case, the electrocatalytic activity of small Pt particles may possibly be lower
than that of large particles. It should be noted that Jalan [38] reported that high-
resolution electron microscopy showed Pt particles on carbon with a two-
dimensional shape (i.e., flat, raftlike, disclike), which indicated the presence of a
strong interaction between the Pt atoms and the carbon substrate; a transmission
electron micrograph of Pt nanoparticles dispersed on a carbon black support is
shown in Figure 15. Furthermore, McBreen et al. [39] investigated the influence of
the carbon support on Pt dispersion, as well as the sintering rate and performance of
supported Pt electrocatalysts. Of the five carbon blacks used in their study, Vulcan
XC-72 and Regal 6008 yielded a higher Pt dispersion than that obtained with
Monarch 1300, CSX98, and Mogul L. These results were attributed to the high
internal porosity of Vulcan XC-72, resulting in a high-Pt dispersion. On the other
hand, the high-Pt dispersion on Regal 6008 is attributed to the surface properties of
the carbon, which results in a strong Pt–carbon interaction. The origin of this effect
may involve an interaction with the oxygenated surface groups of carbon. From all
these evidences it is inferred that metal–support interaction and dispersion of Pt
crystallites are strictly related; the specific activity clearly decreases with the decrease
of Pt particle size. Accordingly, in very small particles (10–30 Å) a significant number
of surface Pt atoms, with respect to the total number of surface atoms, is involved in
chemical bonds with the carbon functional groups. The level of this interaction is
especially significant in the presence of oxygenated groups with acidic properties; on
the contrary, basic groups, such as Cp sites, producing an electron-realeasing
behavior, does not significantly affect the oxygen chemisorption properties of Pt
sites.

17.8 INFLUENCE OF METAL–SUPPORT INTERACTION ON
METHANOL ELECTRO-OXIDATION AT PT-BASED CARBON
SUPPORTED CATALYSTS

The most active catalysts for methanol oxidation are presently based on bifunctional
systems such as Pt–Ru. Yet the evaluation of a metal–support interaction would
require the analysis of a simpler catalytic system (i.e., a monometallic catalyst); this
would avoid the interference of all those aspects such as degree of alloying, changes
in crystallographic parameters, chemical state of the promoting element, which
significantly affect the activity, and thus a comprehensive interpretation of the data
actually available.

There is no agreement in the literature on the role of the catalyst particle size
for methanol oxidation. Two main evidences have been reported: one is related to
the presence of a maximum in the mass activity as a function of particle size located,
for some authors [40], at 3 nm and at 2 nm for others [41]; moreover, for some
authors there is no influence of the interparticle distance and particle size on specific
activity. If these parameters are not controlling, an increase in mass activity should
be observed as the metal surface area is increased [42]. In this context, the metal–
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support interaction plays a significant role by influencing the variation of specific
activity with particle size.

The influence of the metal–support interaction on the electrocatalytic activity
for methanol oxidation has been evaluated by analyzing the voltammetric behavior
of various electrocatalysts differing in terms of surface properties, as expressed by
their pHzpc but having similar average particle size (around 3 nm). These data were
combined with the information gained by cyclic voltammetry (CV) experiments in
sulphuric acid electrolyte. In particular, the potential at which the onset of a Pt–OH
layer formation on the surface occurs in the anodic sweep and the potential at which

Figure 15 TEM micrograph of a platinized carbon showing Pt particles of irregular shape

and an irregular carbon black lattice originated by graphitic basal planes.
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reduction of the Pt–oxide layer occurs in the cathodic sweep were correlated with the
activity for methanol electro-oxidation.

The onset potential for Pt–OH layer formation was found to increase very
slightly with the pHzpc of the catalyst. The reduction peak of Pt oxide, occurring at
about 0.8V (NHE) on smooth Pt electrodes [43], is cathodically shifted to various
extents depending on the nature of the electrocatalyst [Figure 16(a)] Similar
evidence, previously observed by Lowde et al. [44], was attributed to metal–support
interaction effects.

The potential values for Pt oxide reduction as a function of pHzpc show a
volcano-shaped curve with the maximum in potential, close to that of pure Pt, at
about pHzpc¼ 6 [Figure 16(b)]. According to Lowde et al. [44], this latter curve
suggests that a strong interaction between Pt particles and the carbon support occurs
for the most acidic and basic catalysts, whereas such an interaction appears to be
lower in the neutral region.

Figure 16 Electrochemical behavior of Pt/C electrocatalysts in sulphuric acid (2.5M

H2SO4) as a function of the pHzpc. (a) potential for the Pt–OH layer formation in the anodic

sweep; (b) peak potential for Pt–oxide reduction in the cathodic sweep.
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An exemplary CV of a Pt/C catalyst in presence of methanol is shown in Figure
17. There are two voltammetric peaks for methanol oxidation, in the anodic as well
as in the cathodic sweep. As shown in Figure 18, both peak potentials vary with
pHzpc; in particular, the peak in the anodic sweep shows a minimum at pHzpc close
to neutrality [Figure 18(a)]. This behavior is very similar to that observed in pure
sulphuric acid, confirming the influence of the metal–support interaction.

The peak related to methanol oxidation in the cathodic sweep is due to the
presence of labile Pt-bonded oxygen [Figure 18(b)]. After partial reduction of the Pt
oxide layer, a significant presence of labile Pt–OH groups occurs on the surface; this
peak is cathodically shifted for low pHzpc catalysts. This phenomenon has been
interpreted on the basis of an electronic interaction between the surface groups and

Figure 17 Cyclic voltammograms of a Pt/C catalyst in 1M CH3OH, 2.5M H2SO4 solution

at increasing sweep rates (10, 20, and 50mVs�1).
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Pt atoms. In fact, oxygen-containing acidic groups probably share the Pt electron
density in a way to favor the adsorption of electron-donating OH groups at lower
potentials on the Pt sites which are depleted in electronic charge density. In other
words, the acidic groups alter the Pt work function, thus influencing the double-layer
capacitance and causing a shift of the electrode zero charge potential toward more
negative values; water dipoles hence interact with the electrode surface at lower
potentials.

As in the case of catalysts for oxygen reduction, the surface properties of Pt
catalysts for methanol oxidation are governed by both the preparation method and
the nature of carbon support. As discussed above, the presence of surface groups
such as carboxylic, carbonyl, phenolic, lactone, and pyrone functionalities determine

Figure 18 Electrochemical behavior of the electrocatalysts for the methanol oxidation in

sulphuric acid (1M CH3OH, 2.5M H2SO4) as a function of the pHzpc; (a) oxidation peak

potentials of methanol in the anodic sweep; (b) oxidation peak potentials of methanol in the

cathodic sweep.
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the acid–base characteristics of the catalysts, and hence their adsorption properties.
These groups are easily formed at the edge planes of carbon during preparation,
thermal treatments, and exposure to air of the catalysts [2,8]. Both oxygen-
containing groups and basal plane sites (Cp) of the graphitic structure [9] behave as
acid–base sites; thus they are suitably monitored by potentiometric titrations. It was
discussed that oxygen-containing functional groups and the edge sites with electron
localization may establish coordination bonds with the Pt particles on the surface,
thus determining the strength of the metal–support interaction [45]. In other words,
Pt particles can be anchored to the carbon surface by functional groups [46],
especially in catalysts characterized by low and high pHzpc values. The metal–
support interaction level increases as the amount and strength of surface groups
increase, either for acidic or basic samples. In this way, the metal–support interaction
could influence the CH3OH oxidation, as revealed by the variation of the peak
potential values as a function of the pHzpc of catalysts.

Besides the effects of the typical carbon functional groups, the role of nitrogen
and sulfur functionalities, introduced on carbons by chemical and thermal
treatments, on the electrochemical performance of Pt catalysts for oxygen reduction
in direct methanol fuel cells was investigated [47]. Once again, the metal–support
interaction influences the size and chemical state of platinum particles and, as a
consequence, the electrocatalytic activity. The introduction of nitrogen and sulphur
functionalities was reported to improve the catalytic activity, but this result was
mainly ascribed to the Pt particle size.

In conclusion, even if the CH3OH oxidation occurs for supported electro-
catalysts in a similar way as on smooth Pt electrodes, the surface characteristics of
the catalysts, besides Pt dispersion, may play a significant role in the reduction of the
overpotential for this process. The acid–base functional groups influence the
oxidation mechanism as they establish the level of metal–support interaction and the
surface adsorption behavior. Thus, the optimization of such parameters can
significantly improve the activity of Pt electrocatalysts for CH3OH oxidation.

In the present evaluation, monometallic Pt/C catalysts were considered only
because the effects of metal–support interaction have to be distinguished from the
influence of any promoting element and its interaction with Pt. At present, the
considerations made on Pt/C catalysts could be extended to the Pt–Ru system,
provided that degree of alloying, dispersion, and chemical state of Ru are the same
for catalysts with a different level of metal–support interaction. Samples with these
characteristics cannot be easily prepared. Recently, it was shown that samples
containing both Pt and Ru atoms in the zerovalent state perform better in DMFC
devices with respect to similar samples having these elements in a partially oxidized
state [48]. Accordingly, if one considers that the principal effect of a strong metal–
support interaction is to increase the concentration of oxidized sites, the same
conclusions derived for the Pt/C system may be extended to bifunctional catalysts.

17.9 SOLID POLYMER ELECTROLYTE FUEL CELL SYSTEMS

Some important aspects that should also be taken into consideration in the choice of
the proper carbon support should also rely on the catalyst–electrolyte interface
characteristics; these are mainly connected with the carbon microstructure, as this
influences the access of the reactants to the catalytic sites and the removal of the
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reaction products [4,9]. In the most recently developed electrode design for solid
polymer electrolyte fuel cells, the electrolyte ionomer is mixed with the catalyst and
penetrates inside the catalyst pores to create an extended interface (Figure 19). Due
to the dimension of ionomer micelles (&50 nm), high-surface-area carbon supports
with a large amount of micropores may give rise to diffusional problems. Location of
very fine metal particles occurs much more easily on the sites where a strong metal–
support interaction exists; yet, because these particles are not easily accessible to
reactants, they do not actively participate to the reaction. Generally, carbon blacks
with a low amount of micropores and a small surface area possess a small
concentration of functional groups; they do not produce strong metal–support
interactions but give rise to a low degree of dispersion.

These aspects need to be jointly evaluated in order to select the best support
able to give rise to an optimal compromise in terms of dispersion, metal–support
interaction, and microstructure.

Figure 19 TEM micrograph of catalyst–Nafion interface showing metal particles supported

on carbon agglomerate and Nafion ionomer micelles.
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17.10 CONCLUSIONS

The role of metal–support interaction on the catalytic activity of carbon-supported
Pt nanoparticles toward oxygen reduction and methanol oxidation was analyzed. It
was observed that both dispersion and specific activity are influenced by the
interaction of the active phase with the support, determining well-defined relation-
ships that may be used for interpreting the electrochemical behavior of new, more
advanced catalytic systems.

Generally, surface acidic oxygen containing functional groups may act as
anchoring centers for the metal particles, limiting their growth and enhancing the
dispersion. This effect produces a strong metal–support interaction that affects the
electronic nature of platinum sites. Carbon functional groups with basic behavior are
mainly Cp and pyrone-type sites. Pyrone groups behave similarly to the acidic
groups, whereas Cp groups possess an electron-releasing behavior, producing a
lower level of metal–support interaction. These findings have been strongly
supported by XPS analysis, which shows significant amounts of surface-oxidized
Pt in the presence of strong metal–support interaction. On the other hand, a large
content of surface functional groups does not necessarily indicate an increase in Pt
dispersion. In many cases, it has been shown that an increase in the content of basic
functional groups or degree of graphitization of the carbon support is accompanied
by an increase in metal particle size. Such effects have been easily observed by
subjecting a Pt/C catalyst to various thermal treatments. In the case of oxygen
reduction reaction, the specific activity increases almost exponentially with the
increase of the pHzpc. This behavior cannot be univocally attributed to the metal–
support interaction, since the increased pHzpc is often accompanied by an increase
in average particle size. In fact, because oxygen reduction is a structure-sensitive
reaction, it is strongly influenced by the occurrence of particular crystallographic
planes on the surface. An increase in the average particle size corresponds to a
change in the relative fraction of Pt surface atoms on the (111) and (100) faces of the
Pt particle, assuming a cubo-octahedral geometry. The specific activity increases
gradually with an increase in the Pt particle size and closely follows the increase in
surface fraction of crystallographic planes with low Miller indexes. A maximum in
mass activity was observed at an average particle size of 3 nm; this would represent
the best compromise between active surface area and specific activity. Beside this,
there is an alternative interpretation based on the role of interparticle distance which
considers the effects of either diffusion or mutual interactions that limit the
electrocatalytic activity in the particles separated by less than 20 nm.

In the case of methanol oxidation, it has been reported that the catalytic
activity of carbon-supported Pt catalysts with similar particle size shows a maximum
at about pHZPC¼ 6. This behavior has been interpreted by considering that, besides
enhancing dispersion, the metal–support interaction reduces the number of active
sites for methanol oxidation. In fact, as the pHzpc deviates from neutrality, the
number of acid or basic functional groups on the catalyst progressively increases.
This was confirmed by the shift of the Pt-oxide reduction peak potential in the
catalysts with high metal–support interaction, as determined by pHzpc measure-
ments.
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SUMMARY

Low-temperature CO oxidation has many applications such as indoor air quality
control, automobile exhaust gas treatment, and CO removal from hydrogen for
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polymer electrolyte fuel cells. This chapter focuses on CO oxidation over supported
noble metal catalysts at temperatures below 150 8C. A general mechanism for CO
oxidation over metal surfaces is reviewed and the catalytic activity order in terms of
the critical CO/O2 molecular ratios is presented: Ru>Rh> Ir>Pd>Pt. Over these
8th group noble metals, CO oxidation is a structure insensitive reaction giving
almost identical turnover frequency with specific rate of reaction per surface exposed
atom. Size and support effect is very dramatic in supported gold catalysts, which
exhibit surprisingly high activity even at a temperature as low as �76 8C. In this case,
it is proposed that the perimeter interfaces act as reaction sites for CO adsorbed on
the surfaces of Au particles and O2 is adsorbed on the support surfaces. In order to
prepare highly active noble metal catalysts, coprecipitation, deposition-precipitation,
and grafting by use of organometallic compounds, are effective methods because
they can give strongly interacted metal particles with the support.

18.1 INTRODUCTION

The catalytic oxidation of CO with O2 has been investigated most extensively and
intensively in heterogeneous catalysis [1,2]. Because of its simplicity that the product
is only CO2, which is gaseous and hardly sticks to metal surfaces, CO oxidation can
now be understood at the atomic scale through a variety of surface-science
approaches using single-crystal metal surfaces [3–6].

Due to growing concerns of environmental protection, CO oxidation is a very
important reaction, finding many applications. Pollutants in automobile exhaust
gases, NOx, CO, and hydrocarbons are simultaneously removed by catalytic
converters in the absence of excess O2. However, during idling in winter, CO
emission still remains a problem. Indoor air-quality control requires the removal of
CO, HCHO, and NH3, etc. at ambient temperature. Similar needs of polluted-air
treatment are also growing in smoking areas and tunnels of motorways. Recently,
polymer electrolyte fuel cells (PEFC) were planned to be placed on automobiles.
Because PEFCs are operated at temperatures below 120 8C, CO present at trace
concentrations in hydrogen fuel deactivates Pt electrodes. It is one of the solutions
for reducing CO concentration to a level below 100 ppm [7] to selectively oxidize CO
in H2 stream by adding a minimum amount of O2. In sealed CO2 laser, CO2 tends to
decompose into CO and O2, which depress laser output power. To prevent this, the
catalytic regeneration of CO2 has widely been studied at the U.S. National
Aeronautics and Space Administration (NASA) [8].

In view of the above applications, CO oxidation at low temperatures, from
room temperature to 150 8C, is of immense importance. At such low temperatures,
transition-metal oxides are more active than supported noble metals. However, a
serious constraint is that base metal oxide catalysts are heavily deactivated by
moisture [9,10]. Over noble metals supported on thermally stable and insulating
metal oxides such as Al2O3 and SiO2, CO oxidation takes place only at temperatures
above 150 8C, because CO is so strongly adsorbed on the metal surfaces inhibiting
the adsorption of O2. In contrast to base metal oxides, moisture enhances the
catalytic activity of noble metals through promoting the desorption of CO and/or
activating O2. In addition, noble metals can be tuned to be active at lower
temperatures by being deposited on reducible metal oxides, maintaining the
beneficial promotion by moisture [11]. From the viewpoint of practical applicability,
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this article deals with supported noble metal catalysts that are active for CO
oxidation at low temperatures, focusing on the effect of the support metal oxides,
and the shape, contact structure, and particle size of noble metal crystallites.

18.2 MECHANISM FOR CO OXIDATION OVER METAL SURFACES

The oxidation of CO over noble metal surfaces takes place at a temperature range of
150 8C to 300 8C, in most cases by the Langmuir–Hinshelwood mechanism.

COðgÞ þ Sad/?Sad�CO

O2ðgÞ þ 2Sad /? Sad�O2�Sad?2½Sad�O�
Sad�COþ Sad�O?CO2ðgÞ þ 2Sad

where g is the gas phase and Sad is the adsorption site on metal surfaces. The
adsorption of CO and O2 takes place competitively on the same sites over the metal
surfaces. The heat of dissociative adsorption of O2 is larger than the heat of
molecular adsorption of CO. However, CO adsorption takes place preferentially,
because the area required for the dissociative adsorption of O2 is eight times larger
than the area required for the linear adsorption of CO. A general mechanism is
proposed, based on density function theory calculations for CO oxidation, which
involves the activation of oxygen atoms from hollow sites to bridge sites and the
approach of CO molecules to the activated oxygen atoms from the correct direction
at an appropriate time [12,13].

The reaction mechanism of CO oxidation over metal surfaces changes
depending on reaction conditions: partial pressure of CO, CO/O2 molar ratio, and
catalyst temperature. The reaction takes place in two distinct temperature regimes at
a certain CO/O2 molar ratio or two distinct CO/O2 molar ratio regimes at a certain
temperature. The regimes are separated by an ignition temperature or a critical
CO/O2 molar ratio above or below which, respectively, CO oxidation is self-
sustained without the need of external heating. Figure 1 shows critical partial-
pressure ratios of CO/O2 below which the dramatic increase in the rate of CO
oxidation occurs as a function of reciprocal absolute temperature [14]. The site
preference on a stepped Pt(113) surface was found to switch from the (111) site to
(001) sharply in the boundary between the active and inhibited region above the
critical pressure ratio of CO/O2 [15].

Simultaneous in-situ SFG (sum frequency generation) and gas chromatogra-
phy studies by Somorjai revealed that over Pt(111) the ignition temperature for 40
Torr CO/100 Torr O2 was about 320 8C [4]. As shown in Figure 2, below this
temperature on-top bonded CO is the major species that inhibits the reaction by
preventing oxygen adsorption. Therefore, the rate-limiting step is the desorption of
the on-top CO. The activation energy for CO oxidation is very large, 42 kcal/mol,
which corresponds to the desorption energy of CO. At temperatures above 320 8C,
where turnover rates are much larger, the on-top CO disappears and is replaced by
in-commensurate CO. The rate-limiting step is the reaction between incommensurate
CO and oxygen on the Pt surface and presents smaller activation energy of 14 kcal/
mol. The activation energy is dependent on the coverage of CO and oxygen and is
increased to 25 kcal/mol at low coverage.
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Figure 3 shows STM images for the progress of CO oxidation over Pt(111)
surface observed in nm scale by Ertl [3]. The reaction proceeds not at random, but
predominantly at the boundaries between Oad and COad islands, and hence, the rate
is expected to be proportional to the total length of the domain boundaries. This
conclusion was obtained by the careful analysis of the reaction rates as a function of
the coverage of CO and oxygen and of the boundary length. The reaction boundary
dynamically changes with time on the Pt surfaces, which was clearly observed in
the mm scale by ellipsomicroscopy imaging of reactant and product local coverages
[16].

18.3 CATALYTIC ACTIVITY ORDER AND STRUCTURE SENSITIVITY
OF NOBLE METALS

In view of numerous practical applications of CO oxidation, it is desirable to obtain
a rough idea of which metal is the most active and which is the least active. Since the
ignition temperature is closely related to the replacement of on-top CO and to the
adsorption of oxygen, it should change with the affinity of metals toward oxygen. As
shown in Figure 1, metals with stronger affinity to oxygen (larger metal–oxygen

Figure 1 Critical partial-pressure ratios [CO/O2] as a function of reciprocal absolute

temperature. (From Ref. 14.)
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bonding) show higher CO/O2 ratios at the same ignition temperature, or lower
ignition temperatures for the same CO/O2 ratio [14]. The critical CO/O2 molar ratios
of noble metals change only by a factor of 10 over a very wide pressure range of 10�5

to 102 torr [17] and decrease in the following order:

Ru > Rh > Ir > Pd > Pt

In the stoichiometric region and above the critical CO/O2 molar ratio or under
a low total pressure of 0.002–0.004 torr [18], the catalytic activity data reported so far
are mostly in agreement with this order. Under an excess of O2, metal oxide layers
that are less reactive are formed on the metal surfaces, so that the catalytic activity
order changes from that under CO-rich condition. In particular, Ru is deactivated
appreciably with time-on-stream. While Rh is more stable and resistive during CO
oxidation, it is deactivated with the progress of oxidation from Rh0, Rhþ, to Rh3þ.
Even Pt, which is the most resistant to oxidation, is subjected to gradual deactivation
by surface oxidation when supported on SiO2. The surfaces of nanoparticles of noble
metals, highly dispersed over metal oxide supports, are more readily subjected to
oxidation, especially at steps, edges, and corners, causing a decrease in catalytic

Figure 2 Temperature-dependent SFG spectra of CO oxidation on Pt(111) at 40 Torr CO–

100 Torr O2 together with turnover frequencies (TOF) at each temperature. (From Ref. 4.)
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activity through site blocking. The catalytic activity order is mainly defined in this
case by the activity of the oxidized surface layer, and this may account for the
discrepancies in the catalytic activity orders reported so far [6,19].

Gold, which is one of the Ib metals, having a fully occupied d-band should be
distinguished from the Pt group metals of VIII group. Carbon monoxide and O2 are
adsorbed only on steps, edges, and corners of Au particles, and only weakly [20].
Therefore, CO oxidation is a demanding or structure-sensitive reaction over Au
surfaces. The apparent activation energy for CO oxidation is nearly zero and the rate
is zero order, both with respect to CO and O2 [21]. Due to these features, the position

Figure 3 STM images for the progress of CO oxidation over Pt(111) at 244K. (From

Ref. 3.) The surface precovered with Oad was exposed to 56 10�7mbar CO, which resulted in

the substitution of the p(262)–Oad(þCOad) areas by the c(462)–COad areas.
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of the catalytic activity of Au depends on the size of Au particles and reaction
temperature. For example, gold with smooth surfaces is the least active, while small
Au particles are the most active at low temperatures, below room temperature.
Above 150 8C, even small Au particles are less active than Pt group metals.

Another valuable piece of information concerning catalysis by metals is
whether specific activity changes depending on the crystal planes or not. As typically
shown in Figure 4 [5], CO oxidation is a facile, structure-insensitive reaction showing
identical reaction rates for different planes of single crystals of Pt group metals
[5,6,19]. Metal particles of Ru, Rh, Pd, Ir, and Pt supported on Al3O3 or SiO2 also
give almost identical TOF (turnover frequency), specific rate of reaction per surface
exposed atom [5]. On the other hand, at higher temperatures, where O2 adsorption
prevails (roughly above 160 8C). CO oxidation turns to be demanding over Rh [22].
Over Pt supported on Al2O3, TOF increases with a decrease in the diameter of Pt
particles at 245 8C while it remains unchanged at 160 8C [23], indicating that the
structure sensitivity of CO oxidation depends on reaction temperature. It is also
suggested by density functional theory calculations that CO oxidation on a closed-
packed surface, Pd(111), is strongly coverage-sensitive, while less sensitive on a more
open surface, Pd(100) [24].

18.4 SIZE EFFECT OF NOBLE METAL PARTICLES

The third concern of those who are searching for better catalysts might be the metal
crystallite size effect. As shown in Figure 5, with a decrease in the diameter of metal
particles the fractions of edges, corners, and surface exposed atoms increase,
markedly in the range below 2 nm. The electronic state of metal particles may also

Figure 4 Effect of crystallographical planes on CO oxidation over noble metals. (From

Ref. 5.)
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tend to change toward a nonmetallic one with a decrease in diameter. It should be
noted that this occurs at a diameter around 2 nm for noble metals, where the fraction
of surface-exposed metal atoms exceeds 50% [48–52].

The turnover frequency (TOF) of CO oxidation may change with the diameter
of noble metal particles following four patterns: independent, increase, decrease, and
parabolic, having a maximum with a decrease in diameter. Parabolic with a
minimum has not yet been observed. A maximum is usually observed at 2–5 nm in
metal particle diameter. Table 1 summarizes the relevant data [25]. Except for Au,
most noble metals show independent or decreasing TOF with decreasing particle
diameter. Therefore, from the practical point of view, it is reasonable to disperse Pt-
group metals as nanoparticles of intermediate (i.e., 5 nm) diameter over the support
because minimization of particle size does not result in improvement of the catalytic
activity per unit mass but reduces thermal stability.

Figure 6 shows the rates of CO oxidation per exposed surface area of Au,
which are equivalent to TOFs, measured for unsupported Au powder and Au
supported on TiO2 [26,27]. In both cases, the rate increases by an order of two thirds
with decreasing the diameter of Au particles, indicating that minimization of the size
of Au particles is markedly rewarding, because both TOF and exposed surface area
(atoms) increase. The difference in the reaction rate by an order of magnitude at 0 8C
corresponds to the support effect of TiO2. Because the apparent activation energy
differs, being 0 kcal/mol for unsupported Au powder and 8 kcal/mol for Au/TiO2,
the rate difference becomes larger at higher temperatures.

Goodman fabricated model Au/TiO2 catalysts by vacuum vapor deposition of
Au clusters on a single crystal of TiO2 and used STM (scanning tunnel microscopy)
and STS (scanning tunnel spectroscopy) to measure TOF and electron band gap as a
function of the size of Au clusters [28,29,40]. As shown in Figure 7, TOF reaches a
maximum at a diameter of Au islands of 3.5 nm (2 or 3 atoms thick), where Au
partially loses its metallic nature. It is suggested that this transition to nonmetallic
state might be correlated to the high catalytic activity. This explanation is based on a
mechanism assuming that CO oxidation takes place at the surfaces of Au particles.

Figure 5 Surface atomic ratios of terrace and edge together with metal dispersion as a

function of particle diameter.
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Another, more probable, explanation is based on a mechanism assuming that the
reaction takes place at the periphery of the Au particles. Since the sample used for
catalytic activity measurements was composed of Au islands with a certain size
distribution, whereas the band gap was measured for a specific Au island by STS, a
more reasonable interpretation is that the ratio of the number of surface atoms of Au

Figure 6 Rate of CO oxidation as a function of mean diameter of Au particles for

unsupported Au powder and Au/TiO2.

Table 1 Dependence of TOFs for CO Oxidation on the Particle Diameter of Noble Metal

Catalysts for CO Oxidation

Catalyst

Loading

(wt.%) Systema

Total

pressure

(Pa)

Ratio of

O2/CO

Temperature

(8K)

Particle

size (nm)

Disperson

(%) TOF (s�1) Type Ref.

Rh/Al2O3 0.03–3 C ? 1 423, 428 1–67.6 ? 0.0331–0.0654 1 30

Rh/Al2O3 ? V 2610�8 ? 300–480 2.5, 5 ? ? 3 31

Pd/Al2O3 ? V 2.5610�4 1.1 455 1.5–8 ? 0.01 1 24

Pd/Al2O3 ? V 2.5610�4 1.1 518 1.5–8 ? 0.1–0.5 3 24

Pd/Al2O3 ? V 2.6610�4 1.2 550–650 1.5–10 ? 0.2–0.8 3 32

Pd/MgO ? V 4.8610�5 0.37 400–600 2.8–13 ? 0.01–0.14 3 33

Ir/SiO2 0.3–5 F 105 0.5 450 ? 4–100 0.004–0.09 2 34

Pt/Al2O3 0.035 F 105 5000 481–553? 2.8–100 ? 0.1–10? 2 35

Pt/Al2O3 0.035 F 105 50–100 481–553? 2.8–100 ? 40 1 35

Pt/Al2O3 ? V 2660 1 600–700 1.7, 1.4 ? 1–300 2 36

Pt/SiO2 0.48–1.89 F 105 0.4 450 ? 6.0–81 0.008–0.017 1 37

Pt/SiO2 0.825–1.97 F 105 *1 437 ? 6.0–81 0.0073–0.0163 2 38

Au/Co3O4 *1.2? F 105 20 273 *3 ? 0.1–0.2 3 39

Au/Fe2O3 *1? F 105 20 273 3–7 ? *0.15 3 39

Au/TiO2 3.0–7.4 F 105 20 273 3.5–18.2 ? *0.12 3 39

Au/TiO2 ? V 5320 5 350–450 2.5–6.0 ? 1–4 4 40

Au/Al2O3 0.94–5.3 F 105 21 273 2.4, 3.5 ? 0.006–0.01 3 41

Au/SiO2 2.9–6.6 F 105 21 273 4.0–6.6 ? 0.02–0.05 1 42

a C, closed circulatory reactor; V, in vacuo; F, flow reactor.
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flat islands having metallic nature to the number of Au atoms at the periphery in
contact with the TiO2 support reaches an optimum at a mean diameter of 3.5 nm.
Because the adsorption of CO on oxidic Au sites is inhibited by moisture, which is
adsorbed more strongly, catalytic activity enhancement of Au/TiO2 by moisture [43]
strongly suggests that metallic Au particles are indispensable for the adsorption of
CO under practical conditions.

Among supported noble metal catalysts, Au supported on Mg(OH)2 is the
most active for CO oxidation at � 77 8C giving 100% conversion at an hourly space
velocity of 20,000 h� 1ml/g-cat. However, it totally deactivates after 3 to 4 months,
losing activity even at 200 8C. Our DFA (Debye functional analysis) study of the
x-ray scattering for the fresh and aged catalysts suggests that the active Au species
are 13 atom Au clusters and, when they grow to 55 atom clusters with truncated
decahedral structure, the catalytic activity is completely lost [44]. Among the two
structures of 13 atom clusters, the icosahedron structure is suggested to be active,
whereas the cubo-octahedron structure is inactive. It is hard to explain why such a
drastic difference is observed. The coordination number of Au atoms is 5 for
icosahedron and 4 for cubo-octahedron. The active Au/Mg(OH)2 catalyst, which is
mainly composed of icosahedral Au clusters of 13 atoms, showed negative apparent
activation energy in the temperature range of �77 8C to 0 8C [45]. This can be
explained by the enhanced transformation of icosahedron into cubo-octahedron
with a rise in reaction temperature. It has also been reported that 8 and 11 atom
clusters are the smallest and the second-smallest cluster to exhibit catalytic activity of
Au over the MgO support [46,47].

The reactivity of free Au clusters (cations, neutrals, and anions) was reported
by Cox and his co-workers showing that specific small Au clusters exhibited a
pronounced variation in their reactivity toward H2, CH4, and O2 [27]. Ozin et al.
reported that one single Au atom was reactive with equimolar mixtures of CO and
O2 even at �263 8C and liberated CO2 at �243 8C and �233 8C successively [27].

Figure 7 TOF and band gap measured by STS as a function of the diameter of Au islands

deposited on TiO2(110). (From Ref. 28.)
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18.5 PREPARATION OF NOBLE METALS STRONGLY INTERACTING
WITH METAL OXIDE SUPPORTS

Supported noble metal catalysts have usually been prepared by the impregnation
method. The interaction between noble metal particles and the supports is relatively
weak, because noble metal salts, such as chlorides, are simply loaded on the support
surfaces and are decomposed in air. It is proven that the chloride ion accelerates the
coagulation of metal particles and poisons CO oxidation. After the discovery of
surprisingly high catalytic activity of gold catalysts prepared by coprecipitation [53],
it has been found that noble metal particles can also strongly interact with the
support by using coprecipitation and deposition-precipitation of hydroxides [54] and
grafting of organo complexes in gas or in liquid phase [41,42].

The first characteristic feature in the above three methods is that the precursors
of noble metals can be strongly interacted with the metal oxide supports. The second
feature is that these methods do not cause the deactivation of active metal oxides
such as TiO2, Co3O4, Fe2O3 during the course of catalyst preparation. The capability
of these metal oxides for the activation of oxygen is destroyed by chloride ions
remaining on the surfaces when the metal oxide supports are impregnated with the
aqueous solution of noble metal chlorides.

A typical example is shown in Figures 8 and 9, for Au deposited on TiO2

(Degussa, p. 25) [55,56]. When Au/TiO2 is prepared by deposition-precipitation, Au

Figure 8 TEM micrographs of Au/TiO2 prepared by the deposition-precipitation method.
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particles are very small with a diameter around 3 nm and are dispersed uniformly on
each TiO2 particle. On the other hand, when the impregnation method is used, Au
particles are larger than TiO2 particles and simply loaded on the aggregates of TiO2

particles.
Coprecipitation is advantageous to prepare catalysts with high metal loadings,

for example, above 10wt.%, while deposition precipitation is suitable to prepare
catalysts with metal loadings from 5wt.% to 0.01wt.%. A limitation to co-
precipitation is that it is not applicable to Al2O3 and SiO2 supports, because these
metal oxide or hydroxide precursors cannot be coprecipitated with noble metal
hydroxides. For SiO2 support the sol-gel method can replace coprecipitation.

Deposition precipitation is applicable to metal oxides of basic nature with
point of zero charge (PZC) above pH 5. Noble metal hydroxides cannot be
precipitated on the surfaces of acidic metal oxide supports with PZC below pH 5.
Figure 10 shows PZC for a variety of metal oxides.

A typical procedure for Au deposition is shown in scheme 1. By adjusting pH,
temperature, and concentration of noble metal salts, hydroxide precipitates can be
deposited exclusively on the surfaces of the supports without forming precipitates in
solution. Then the precursor is washed several times to remove Naþ and Cl� ions
and is finally calcined in air at temperatures above 250 8C after drying overnight.

18.6 SUPPORT EFFECT OF METAL OXIDES

As summarized in Table 2 base metal oxides can be classified into three groups:
p-type semiconductors, n-type semiconductors, and insulators, the catalytic activity
of which for CO oxidation decreases in this order. As support for Pt group metals,
except for Au, semiconductor metal oxides are more effective than insulating metal
oxides because the former are partly reducible by CO and H2 at temperatures below
200 8C. However, the degree of reducibility is not directly reflected on the support
effect. Although n-type semiconductor metal oxides themselves are less active than
p-type semiconductor ones, their support effect is usually larger. The reason is not
clear. However, it seems to be curious that noble metals supported on p-type
semiconductors have not been extensively studied so far, except for a few cases.

Figure 9 TEM micrograph of Au/TiO2 prepared by the impregnation method.
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Figure 10 Isoelectric points (points of zero charge, PZC) of metal oxides. (Data are

presented in Parks, J. Phys. Chem., 66 (1962) 967.)

Scheme 1 Procedures in the deposition precipitation method for the preparation of

supported Au catalysts.
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The most effective supports for Pt-group metals are SnO2, TiO2, and CeO2

[57–64]. These metal oxides make Pt-group metals active for CO oxidation even at
room temperature. SnO2 especially has been most extensively studied since the 1970s,
and Pd and Pt supported on SnO2 are commercially used for sealed CO2 lasers and
semiconductor-type gas leak detectors [65–70]. Optimization of practical catalyst,
which is the most active among Pt-group metal catalysts for CO oxidation in CO2

laser, is as follows [70]:

1. Composition: Pt (17wt.%)þPd (5wt.%) supported on SnO2, carried
on SiO2 with high specific surface area of about 200m2/g. Fe2O3 (below
1wt.%) and P2O5 are added as promoters.

2. Method of preparation: inherently clean method to eliminate Cl�

(deposition-precipitation?).
3. Pretreatment: in a stream of 5 vol% CO in He at 125 8C for 1 h. This is

assumed to form Pt/Sn alloy particles having surface hydroxyls.

For Au a variety of metal oxides work as effective supports. Even insulating
Al2O3 and SiO2 works as good supports. The only exceptions are acidic metal oxides
like Al2O3-SiO2, and WO3. It is an essential question why CO oxidation does not
take place at temperatures below 150 8C under acidic circumstances, as depicted in
Figure 11. In electrochemical oxidation of CO, the Au electrode is more active than
the Pt electrode by about 1000 times, but this happens only in alkaline solution
[84,85]. These features are scientific obstacles for making active anodes for direct
methanol fuel cells. At room temperature, TOFs of supported Au catalysts dispersed
on Al2O3, SiO2, and TiO2 do not differ appreciably for the same size of Au particles.
However, more active metal oxides lead to activity at lower temperatures, down to
�70 8C. Moisture enhances the catalytic activity of supported Au catalysts in
comparison with that under dry condition (100 ppb H2O) [71]. A major difference
among different metal oxide supports is seen in the effect of moisture in the range
from 0.1 to 1000 ppm.

Table 2 Classification of Base Metal Oxides for CO Oxidation

Type I II III

Electrical property p-Type semiconductor n-Type semiconductor Insulator

Metal Oxides

(in the order activity)

Ag2O
a, CO3O4, MnO2,

CuO, NiO, Cr2O3
b

Fe2O3, SnO2, CdO,

ZnO, TiO2, CeO2

V2O5, MO3O4, WO3, Bi2O3,

MgO, Al2O3, SiO2

Working Temperature Low (RT–473 8K) Middle (473–773 8K) High (4773 8K)

M–O Bond Energy

(kcal/g ?O atom) 40–65 465

Active oxygen species O�
2 , O

� O� O2�

(ML) 10�2–1 10�3–10�2 (lattice oxygen)

Mechanism Concerted (RT) to stepwise (473 8K) Stepwise Reduction–Oxidation

Rate expression under

excess O2 r ¼ kPCO
0PO2

0 to r ¼ kPCO r ¼ kPCO
0=PO2

0:5ða-Fe2O3) r ¼ kPCO
0:63=PO2

0:22 (MgO)

Effect of moisture Appreciable deactivation Little None

Exceptions of the M–O bond energy: a 8 kcal/g ?O atom; b 91 kcal/g ?O atom.
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18.7 EFFECT OF CONTACT STRUCTURE OF NOBLE METAL
PARTICLES WITH THE SUPPORTS

Even though the component and size of metals and metal oxide support are defined,
the catalytic activity for CO oxidation often markedly changes depending on the
contact structure of noble metal particles with the supports. In particular, Pd, Ir, and
Au exhibit high catalytic activity when they are deposited on reducible metal oxides
by coprecipitation, deposition-precipitation, and grafting. Goulanski has classified
supported metal catalysts for low-temperature oxidation into three groups [72].
There are three possible active sites: metal surfaces with metal oxide as a simple
support; metal oxide thin layer underneath of which metal particles are buried; and
the perimeter interfaces around noble metal particles.

In the first case where metal surfaces provide active oxygen species to the
support contact structure is not critical. The second case is often observed when
supported metal catalysts are prepared by coprecipitation or sol-gel methods. Noble
metals whose oxides are more stable than Pt oxides such as Pd and Ir are more
readily buried in the bulk of metal oxide supports, and the metal oxide overlayers of
a thickness of about a few monolayers are modified in their electronic and redox
properties by underlying noble metal nanoparticles to become active at lower
temperatures.

The third case is typically evidenced by supported gold catalysts. As shown in
Figure 12, TOF for Au/TiO2 prepared by DP is larger by 4 orders of magnitude than
that prepared by impregnation, followed by washing and drying to eliminate
chloride ions. An explanation is that when spherical particles of Au are simply
loaded on the support (when a catalyst is prepared by impregnationmethod; Figure 8),
the length of the perimeter interface is very short, while it is much longer when
hemispherical particles are strongly contacted with the supports at their flat planes
(when prepared by deposition-precipitation method; Figure 9). Since it is very likely
that reaction takes place between CO adsorbed on the Au surfaces and oxygen

Figure 11 Correlation of typical reaction temperatures of CO oxidation over supported Au

and Pt with the acidity (basicity) of the support oxides.
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adsorbed on the support surface or the perimeter interface, the latter contact
structure gives much higher catalytic activity. In the case of Pt, CO oxidation takes
place mainly on the metal surfaces, or the contact structure of Pt particles with the
support might not differ as much as that of Au particles due to better wetting
through Pt oxide formation. TOFs for the two different shapes of Pt particles are
almost similar to each other.

A more delicate item may be the effect of alloy formation between noble metals
and the metal components of the supports. In the case of Pt/SnO2, low-temperature
(at 120 8C) reduction is required, which leads to both the formation of Pt–Sn alloys
and the formation of surface hydroxyls at the perimeter [68]. On the other hand, in
the case of Au/TiO2, vacuum evacuation or reduction dramatically suppresses the
initial catalytic activity, which can be recovered gradually during CO oxidation in
excess O2. The removal of oxygen species at the perimeter interface is deleterious to
supported Au catalysts.

Over Pt-group metal particles supported on reducible metal oxides or Au metal
particles on most of metal oxides including Al2O3 and SiO2, reaction pathways
appear to be similar at temperatures between �70 8C and 150 8C. The only difference
is that at temperatures below �70 8C, CO oxidation takes place only on the surfaces
of Au particles with nearly 0 apparent activation energy; at temperatures above
150 8C, the reaction takes place only on the surfaces of Pt-group metal particles
with apparent activation energy of about 20–40 kcal/mol. At the intermediate
temperature, CO oxidation takes place at the perimeter interface; CO is adsorbed on
the metal surfaces and oxygen is adsorbed, most likely as negatively charged species,
O2� , at the perimeter surfaces of the support. These pathways are summarized in
scheme 2 for Au/TiO2 as a typical catalyst [83]. The perimeter pathways involving
bifunctional sites are also presented for bimetallic systems such as Au/Pt(335),
Pt/Rh, and Pt group metals supported on reducible metal oxides [65,73–75].

Figure 12 Effect of metal particle shape on the TOF at 300K for CO oxidation over

Au/TiO2 and Pt/TiO2. Spherical particles corresponds to the sample prepared by impregnation

and hemisperical particles by deposition-precipitation method. (Data are presented in

Bamwenda, Catal. Lett. 44 (1997) 83.)
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18.8 SELECTIVE CO OXIDATION IN THE PRESENCE OF HYDROGEN

When hydrogen is produced by steam reforming of methanol or hydrocarbons, CO
is the second-largest byproduct component (about 1 vol%) after CO2. In application
to PEFC, to remove CO to a concentration of 100 ppm, CO should be reduced to
methane or oxidized to CO2. Oxidation is advantageous because it potentially
consumes less hydrogen.

Series of supported Ru, Pt, and Au catalysts have been tested for the selective
oxidation of CO. Table 3 shows a comparison of three typical catalysts reported
recently. Since Pt group metals are essentially more active for H2 oxidation than for
CO oxidation, support materials [77,78] and bimetallic systems [79] were exploited to
suppress H2 oxidation. Better selectivities to CO oxidation (around 50%) are

Scheme 2 Probable pathways for CO oxidation over supported Au catalyst.

Table 3 Comparison of Noble Metal Catalysts for CO Removal from H2

Catalyst

Metal

loading

(wt.%)

CO

(vol%)

O2

(vol%)

H2

(vol%)

SV

(h�1)

Temperature

(8K)

CO

conversion

(8K) Ref.

Au/MnOx powder 5 1.0 1.0 98 16104 (ml/g) 323–353 97–99 76

Ru/Al2O3, Rh/Al2O3

pellet 0.5 0.09 0.09 0.85 26104 403–453 100 77

Pt/A-zeolite powder 6.4 1.0 1.0 98 36104 (ml/g) 473–523 91–92 78
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obtained over Pt/zeolite and Pt3Sn/Vulcan XC carbon than over Pt/g-Al2O3, at
temperatures from 150 8C to 200 8C.

Gold is potentially more active for CO oxidation; however, stability and
reactivity of the perimeter interface between Au particles and the support may not be
maintained in H2 stream. Behm tested a variety of supported Au catalysts and chose
Au/Fe2O3 as the best candidate [80,81]. Gold on MnOx prepared by coprecipitation
with LiCO3 followed by calcination in air at 400 8C gives sufficiently high conversion
of CO at temperatures from 50 8C to 80 8C [76]. This catalyst is very stable in H2

stream containing CO2 and H2O and might be superior to Au/Fe2O3, in catalytic
activity.

It should be noted that supported Au catalysts are the most active for CO
concentrations above 0.1 vol% and supported Pt-group metal catalysts are the most
active for CO concentrations lower than 0.1 vol%. A combination of the two types
of catalysts might present satisfactory performance in the practical process to
remove CO from H2-containing streams.

18.9 CONCLUSIONS

Since supported gold catalysts prepared by coprecipitation were found to be active
for CO oxidation even at temperatures far below room temperature, attempts are
increasing to prepare other noble metal catalysts by coprecipitation, deposition-
precipitation, and grafting methods, which were used for the preparation of active
supported gold catalysts. Although the affinity to CO is markedly different between
Pt-group metals and Au supported on selected metal oxides, the contribution of
metal–support interactions to the enhancement of low-temperature catalytic activity
for CO oxidation appears to be similar, namely, the enhancement of oxygen
activation at the perimeter interface. This line of approach may be valid to seek for a
new type of catalysts active at lower temperatures for reactions other than CO
oxidation [82,83].

The major conclusions of this chapter are as follows:

1. Carbon monoxide is adsorbed too strongly on the surfaces of Pt-group
metals, while it is adsorbed too weakly on the surfaces of Au.

2. Due to the strong adsorption of CO on the surfaces of Pt-group metals, the
rate of CO oxidation abruptly increases at a certain temperature, which
ranges from 150 8C to 300 8C for conventional Pt-group metals catalysts
supported on Al2O3 or SiO2.

3. Due to the weak adsorption of CO and O2 on the surfaces of Au, the rate
of CO oxidation changes only little with temperature, giving rise to nearly
0 activation energy.

4. The catalytic activity order of metals for CO oxidation in terms of
temperature for 50% conversion in a fixed bed flow reactor is as follows:

Ru > Rh > Ir > Pd > Pt > Au

5. As for the size effect of noble metal particles, only gold prefers smaller
particles but down to 2 nm in diameter. Pt-group metals give constant or
decreasing TOF with a decrease in the particle diameter.
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6. To prepare supported metal catalysts for low-temperature CO oxidation,
coprecipitation, deposition-precipitation, and grafting methods are effec-
tive, because they can give strongly interacting metal particles with the
support.

7. Some semiconductive metal oxides are effective in lowering the tempera-
ture for CO oxidation. For Pt-group metals, SnO2, TiO2, and CeO2 and for
Au, Fe2O3 and TiO2 are especially effective.

8. Perimeter interface around metallic particles appears to be the most
important part in the metal catalysts active at low temperatures. For
Pt/SnO2, Pt-Sn alloy formation (thus, reducing pretreatment) is crucial
for the enhancement in catalytic activity, while for Au/TiO2, oxidic Au
formation (thus, oxidizing pretreatment) is assumed to be crucial.

9. The practical application of CO oxidation is growing, especially in relation
to the development of polymer electrolyte fuel cells. An ongoing attempt is
focused on the selective CO oxidation in H2 stream. The key challenging
question related to the development of direct methanol fuel cells is whether
CO oxidation can proceed at low temperatures, even under a strongly
acidic environment.
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and for his critical reading of this article.

REFERENCES

1. A. Bielanski, J. Haber, In Oxygen in Catalysis, Marcel Dekker, New York, 1991,

pp. 211–276.

2. T. Engel, G. Ertl, In The Chemical Physics of Solid Surfaces and Heterogeneous

Catalysis, vol. 4, D.A. King, D.P. Woodruff, eds., Elsevier, 1982, pp. 73–93.

3. G. Ertl, Chem. Record (2000) 33–45.

4. G.A. Somorjai, CATTECH 3 (1999) 84–97.

5. C.H.F. Peden, In Surface Science of Catalysis—In situ Probes and Reaction Kinetics,

ACS Symp. Ser. 482, D.J. Dwyer, F.M. Hoffmann, eds., Am. Chem. Soc., Washington

D.C., 1992, pp. 143–159.
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SUMMARY

Promotion of catalyst nanoparticles, electrochemical promotion (NEMCA) of
porous and of single-crystal catalyst films, and metal nanoparticle–support
interactions are three, at a first glance, independent phenomena that can all
dramatically affect catalytic activity and selectivity on metal and metal oxide catalyst
surfaces.

Recent experimental and theoretical work has shown that the three phenomena
are intimately related via the action of spillover to the point that one may conclude
that the three phenomena are functionally identical and only operationally different.
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In this chapter we review some of the key phenomenological aspects of
promotion, electrochemical promotion, and metal–support interactions, underline
their kinetic similarities and common fundamental origin on the basis of surface
spectroscopic and theoretical investigations, including the new concept of the
absolute potential of supports, and discuss some key experiments that prove their
identical nature, i.e., catalysis in presence of a controllable double layer at the
catalyst–gas interface.

We then discuss the recently established rules of promotion and electrochemical
promotion and an extension of Langmuir–Hinshelwood kinetics, based on an effect-
ive medium double-layer isotherm model, which is in good qualitative agreement
with experiment and allows one to make predictions about the effect of promoters,
but also of catalyst supports, on the kinetics of different catalytic reactions.

19.1 INTRODUCTION

19.1.1 Scope

Promotion and metal–support interactions play a key role in the design of successful
commercial finely dispersed nanoparticle catalysts [1–5]. The detailed molecular
mechanism of promotion [6] and particularly of metal–support interactions [7,8] is
still a subject of intensive study and dispute.

During the last 15 years the closely related phenomenon of electrochemical
promotion [9–12], or non-Faradaic electrochemical modification of catalytic activity,
NEMCA effect [9–12], has been discovered and studied for more than 60 catalytic
reactions [13,14].

The goal of this chapter is to summarize and systematize the phenomenology of
the three phenomena, i.e., classical promotion, electrochemical promotion, andmetal–
support interactions, present their striking similarities and some common rules that
govern them, and demonstrate their intimate link and commonmolecular mechanism.

19.1.2 Basic Principles and Terminology

Promotion

The term ‘‘promotion,’’ or classical promotion, is used to denote the action of a
substance, called promoter, which when added to a catalyst, usually on its surface,
enhances its catalytic performance, i.e., it increases the rate of a catalytic reaction or
the selectivity to a desired product, or the useful lifetime of the catalyst. For example,
K or K2O is a promoter of Fe for the synthesis of ammonia or for the production of
higher hydrocarbons in the Fischer–Tropsch synthesis.

Broadly speaking, promoters can be divided into structural promoters and
electronic promoters. In the former case, they enhance and stabilize the dispersion of
the nanoparticle-dispersed active phase on the catalyst support. In the latter case,
they enhance the catalytic properties of the active phase itself. This stems from their
ability to modify the chemisorptive properties of the catalyst surface and to
significantly affect the chemisorptive bond strength of reactants and intermediates.
At the molecular level this is the result of direct (‘‘through the vacuum’’) and indirect
(‘‘through the metal’’) interactions. The term ‘‘through the vacuum’’ denotes direct
electrostatic, Stark type, attractive or repulsive interactions between the adsorbed
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reactants and the local electric field created by the coadsorbed promoter. The term
‘‘through the metal interaction’’ refers to changes in the binding state of adsorbed
reactants due to promoter-induced redistribution of electrons near the Fermi level of
the metal [6,14].

Denoting by yp the coverage of a promoter on a catalyst surface and by pj the
partial pressures of the reactants, j, of the catalytic reaction being promoted, we can
formulate mathematically the above definition of a promoter as

qr
qyp

� �

Pj

> 0 , P is a promoter
qr
qyp

� �

Pj

< 0 , P is a poison ð1Þ

The promotional propensity of a promoter, P, can be quantified by defining [13,14] a
promotional index, PIp, from

PIP ¼ ðDr=r0Þ=DyP ð2Þ

where r0 is the unpromoted catalytic rate.
Thus, the promotional index PIP is positive for promoters and negative for

poisons. In the latter case the definition of PIP coincides with that of the ‘‘toxicity’’
defined by Barbier several years ago [15]. In the case of pure site blocking, it is
PI¼� 1. Values of PIO2� up to 150 and PINadþ up to 6000 have been measured [13,14].

Another useful parameter for quantifying the promotional action is the
promotional rate enhancement ratio, rP, defined from

rP ¼ r=r0 ð3Þ

Promotional rate enhancement ratios, rP, values of the order 10–100 are rather
common [6,14], as we shall also see in this chapter.

A promoter is not, in general, consumed during a catalytic reaction. Many
millions of catalytic turnovers usually take place on a promoted site of a classically
promoted catalyst before the promoter is deactivated. The ratio of the promoter
average lifetime on the catalyst surface, tPR, over that of the catalytic reactants, tR, is
usually in excess of 107.

tPR=tR > 107 , classical promotion ð4Þ

When the promoter is consumed at a faster rate, which is still, however, smaller
than that of the catalytic reactant, then the promoter is termed sacrificial promoter
[13,14]. This is the case, as we will see, in electrochemical promotion utilizing O2�

conducting solid electrolytes. The promoting O2� species is introduced via a
Faradaic process on the catalyst surface at a rate of I=2F , where I is the applied
current and F is Faraday’s constant. At steady state, I=2F also equals the rate of
consumption of the sacrificial promoter O2� species on the catalyst surface.

Using the standard definition [9–14] of the Faradaic efficiency, L, of an
electrochemically promoted process:

L ¼ Dr=ðI=2FÞ ð5Þ

one can easily show that

tPR=tR ¼ LrP=ðrP � 1Þ ð6Þ
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When rP 4 1, as is very frequently the case, Eq. (6) reduces to

tPR=tR ¼ L ð7Þ

which shows that the Faradaic efficiency, L, of electrochemically promoted reactions
expresses the ratio of the average lifetimes of promoting species (O2�, Nadþ) and of
the key reactants on the catalyst surface [13,14].

When a promoter is added continuously to the reactive gas mixture, as, e.g., in
the case of a few ppm C2H2Cl2 addition to C2H4 and O2 during C2H4 epoxidation on
Ag catalysts, this promoter, which is a sacrificial promoter, is also sometimes
referred to as a moderator.

Promoters are usually added to a catalyst during its preparation (classical or
chemical promotion). Thus, if they somehow get lost (evaporation) or deactivated
during prolonged catalyst operation, this leads to significant catalyst deterioration.
Their concentration cannot be controlled in situ, i.e., during catalyst operation. One
of the most important advantages of electrochemical promotion is that it permits
direct in-situ control of the amount of the promoter on the catalyst surface.

Electrochemical Promotion

Electrochemical promotion of catalysis (EPOC) or non-Faradaic electrochemical
modification of catalytic activity (NEMCA) is the phenomenon whereby application
of small current density (1–104mA/cm2) or potential (+2V) between a conductive
catalyst, deposited on a solid electrolyte, and a second (catalytically inert) electrode,
also deposited on the solid electrolyte, enhances the catalytic performance of the
catalyst [9–14,16–25] (Figure 1).

In electrochemical terms the catalyst also acts as the working electrode of the
solid electrolyte cell that is formed, the second (catalytically inert) electrode is the

Figure 1 Experimental setup used in NEMCA experiments.
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counterelectrode, while a third metal film, acting as a reference electrode, is also
useful to deposit on the solid electrolyte for fundamental EPOC studies. In this way
one can study the dependence of the catalytic rate, r, on the catalyst-working
electrode as a function of the potential difference, UWR, between the catalyst-
working (W) electrode and the reference (R) electrode [13,26–30].

The counter- and the reference electrodes can be in a separate gaseous
compartment (fuel-cell-type design) or can be in the same gaseous compartment with
the catalyst-electrode (single-chamber-type design) [13,27–30].

The magnitude of electrochemical promotion can be quantified by the
following three parameters:

1. The Faradaic efficiency, L, already defined in Eq. (5):

L ¼ Dr=ðI=2FÞ ð5Þ

where r is expressed in mol O, or more generally:

L ¼ Dr=ðI=FÞ ð8Þ

where r is expressed in g-equivalent.
A reaction is electrochemically promoted, or exhibits NEMCA, when jLj > 1.

When L > 1, i.e., when the reaction rate is enhanced with positive current and
increasing catalyst potential UWR, the reaction is termed electrophobic. When
L < �1, i.e., when the rate is enhanced with negative current and decreasing catalyst
potential, the reaction is termed electrophilic.

Clearly, the limits of electrocatalysis are jLj41 [13]. Faradaic efficiency, L,
values up to 3 ? 105 and down to �3 ? 104 have been measured for different catalytic
systems (Table 1) [9,10,13,17–21,23,26,28–86].

2. The rate enhancement ratio, r, which, similar to the case of classical
promotion [Eq. (3)], is defined from

r ¼ r=r0 ð9Þ

As shown in Table 1, r values as high as 150 and as low as zero (complete
catalyst poisoning) have been measured for different catalytic reactions.

3. The promotional index, PIp [Eq. (2)]. After the establishment, via the use of
surface spectroscopy (XPS [87,88], UPS [89], TPD [90], PEEM [91], STM [92], work
function measurements [93]) but also electrochemistry (cyclic voltammetry [90],
potential programmed reduction [94], AC impedance spectroscopy [43,95]), that
electrochemical promotion is due to the potential-controlled migration (reverse
spillover or backspillover) [13] of promoting ionic species (O2�, Naþ, Hþ, F�) from
the solid electrolyte to the gas-exposed catalyst surface, it became clear that
electrochemical promotion is functionally very similar to classical promotion and
that the promotional index PIp, already defined in Eq. (2), can be used
interchangeably, both in classical and in electrochemical promotion.

As already mentioned, one important operational difference between classical
and electrochemical promotion is that in the latter case one can control in situ, via
the applied potential, the coverage of the promoting species on the catalyst surface.
Apart from the potential practical significance of such in-situ tuning of the catalytic
activity on a working catalyst, there is a second advantage for the fundamental study
of promotion: one can now examine in situ, i.e., under constant gaseous
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Table 1 Electrochemical Promotion Studies Classification based on the Type of Solid

Electrolyte

1. EP studies utilizing YSZ (promoting ion: O2�)

Reactants

Electron

Donor

(D)

Electron

Acceptor

(A) Products Catalyst T (8C)

Lmax(>0)

or

Lmin(<0)

rmax(>1)

or

rmin(<1) PIO2� Ref.

C2H4 O2 CO2 Pt 260–450 36 105 55 55 10,26,31

C2H6 O2 CO2 Pt 270–500 300 20 20 32

�100 7 —

CH4 O2 CO2 Pt 600–750 5 70 70 13,33

CO O2 CO2 Pt 300–550 26 103 3 2 34

�500 6 —

CO O2 CO2 Pt 468–558 1000 5 5 13,35,36

CH3OH O2 H2CO,CO2 Pt 300–500 16 104 4,15* 3 13,37

C3H6 O2 CO2 Pt 350–480 �36 103 6 — 38

CH3OH H2CO,CO,CH4 Pt 400–500 �10 3* — 29,37

C2H4 NO CO,CO2,N2,N2O Pt 380–500 �50 7 — 39

C2H4 O2 CO2 Rh 250–400 56 104 90 90 28,30,40

H2 CO2 CH4,CO Rh 300–450 200 3* 2 13

C3H6 NO,O2 N2,N2O,CO2 Rh 250–450 16 103 150* 15 41

CO NO,O2 N2,N2O,CO2 Rh 250–450 20 20* 20 42

C2H4 O2 CO2 Pd 290–360 104 2 — 43,44

CO O2 CO2 Pd 400–550 16 103 2 1 13,29

H2 CO CxHy,CxHyOz Pd 300–370 10 3* 2 13

H2S Sx,H2 Pt 600–750 — 11 10 13,45

CH4 O2 CO2 Pd 380–440 26 103 90 90 43,46

H2 CO2 CO Pd 500–590 �50 10 — 13,29

CO NO CO2,N2,N2O Pd 320–480 �700 3 — 47,48

CO N2O CO2,N2 Pd 440 �20 2 — 47

C2H4 O2 C2H4O,CO2 Ag 320–470 300 30* 30 9,49–51

C3H6 O2 C3H6O,CO2 Ag 320–420 300 2* 1 13,52

CH4 O2 CO2,C2H4,C2H6 Ag 650–850 5 30* 30 13,53

CO O2 CO2 Ag 350–450 20 15 15 13,54

CH3OH H2CO,CO,CH4 Ag 550–750 � 25 6* — 13,55

CH3OH O2 H2CO,CO2 Ag 500 �95 2 — 23

CH4 O2 C2H4,C2H6,C Ag 700–750 �1.2 8* — 56,57

CO O2 CO2 Ag-Pd 450–500 30 5 4 58

CH4 H2O CO,CO2 Ni 600–900 12 2* — 13,59

CO O2 CO2 Au 450–600 �60 3 — 56,57

CH4 O2 CO2 Au 700–750 �3 3* — 56,57,60

C2H4 O2 CO2 IrO2 350–400 200 6 5 18,61

C2H4 O2 CO2 RuO2 240–500 46 103 115 115 62

2. EP studies utilizing F� conductors

Reactants

Electron

Donor

(D)

Electron

Acceptor

(A) Products Catalyst

Solid

Electrolyte T (8C)

Lmaxð> 0Þ
or

Lminð< 0Þ

rmaxð> 1Þ
or

rminð< 1Þ PIF� Ref.

CO O2 CO2 Pt CaF2 500–700 200 2.5 1.5 13,63

Copyright © 2003 by Taylor & Francis Group, LLC



Table 1 Continued

3. EP studies utilizing mixed conductors

Reactants

Electron

Donor

(D)

Electron

Acceptor

(A) Products Catalyst

Solid

Electrolyte T (8C)

Lmaxð> 0Þ
or

Lminð< 0Þ

rmaxð> 1Þ
or

rminð< 1Þ PIF� Ref.

C2H4 O2 CO2 Pt TiO2 ðTiOþ
x ; O

2�Þ 450–600 56 103 20 20 64

C2H4 O2 CO2 Pt CeO2 ðCeOþ
x ; O

2�Þ 500 �105 3 — 65

C2H4 O2 CO2 Pt YZTi10# 400–475 �250 2 — 66

C3H6 O2 CO2 Pt YZTi10# 400–500 1000 2.4 — 66

�1000

4. EP studies utilizing Na+ conductors

Reactants

Electron

Donor

(D)

Electron

Acceptor

(A) Products Catalyst

Solid

Electrolyte T (8C)

Lmaxð> 0Þ
or

Lminð< 0Þ

rmaxð> 1Þ
or

rminð< 1Þ PIF� Ref.

C2H4 O2 CO2 Pt b00-Al2O3 180–300 56 104 0.25 �30 13,67

CO O2 CO2 Pt b00-Al2O3 300–450 16 105 0.3 �30 13,68

�16 105 8 250

H2 C6H6 C6H12 Pt b00-Al2O3 100–150 — *0 �10 20,69

H2 C2H2 C2H4,C2H6 Pt b00-Al2O3 100–300 — — — 70

C2H4 NO CO2,N2,N2O Pt b00-Al2O3 280–400 — ? 500 19

CO NO CO2,N2,N2O Pt b00-Al2O3 320–400 — 13* 200 71–73

C3H6 NO CO2,N2,N2O Pt b00-Al2O3 375 — 10 — 72–74

H2 NO N2,N2O Pt b00-Al2O3 360–400 — 30 6000 75

H2 C2H2,C2H4 C2H4,C2H6 Pd b00-Al2O3 70–100 — 0.13 — 76

C2H4 O2 C2H4O,CO2 Ag b00-Al2O3 240–280 — — 40 77

CO O2 CO2 Ag b00-Al2O3 360–420 — 2 — 13

C2H4 O2 CO2 Pt Na3Zr2Si2PO12 430 — 10 300 78

5. EP studies utilizing Kþ conductors

Reactants

Electron

Donor

(D)

Electron

Acceptor

(A) Products Catalyst

Solid

Electrolyte T (8C)

Lmaxð> 0Þ
or

Lminð< 0Þ

rmaxð> 1Þ
or

rminð< 1Þ PIF� Ref.

NH3 N2,H2 Fc K2YZr(PO4)3 500–700 — 4.5 — 79

6. EP studies utilizing Hþ conductors

Reactants

Electron

Donor

(D)

Electron

Acceptor

(A) Products Catalyst

Solid

Electrolyte T (8C)

Lmaxð> 0Þ
or

Lminð< 0Þ

rmaxð> 1Þ
or

rminð< 1Þ PIF� Ref.

C2H4 O2 CO2 Pt CaZr0.9In0.1O3-a 385–470 �36 104 5 — 80

H2 N2 NH3 Fc CaZr0.9In0.1O3-a 440 6 ? 6 81

NH3 N2,H2 Fe CaZr0.9In0.1O3-a 530–600 150 3.6 — 79

CH4 C2H6,C2H4 Ag SrCe0.95Yb0.05O3 750 — 8* 10 13,82

H2 C2H4 C2H6 Ni CsHSO4 150–170 300 2 12 13,17

H2 O2 H2O Pt Nafion 25 20 6 5 83

1-C4H8 C4H10, 2-C4H8 (cis,trans) Pd Nafion 70 �28 40* — 21
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composition, the effect of the coverage of the promoting species on the catalytic rate
in an efficient and systematic manner.

Another important operational advantage of electrochemical promotion is that
if the promoting species lifetime, tPR, on the catalyst surface is too short for any
realistic classical promotion application (i.e., if tPR is of the order of h or min or even
s), one can still use it by continuously replenishing it on the catalyst surface at a rate
I/nF, where n is the ion charge. In this case, the current, I, must be chosen to satisfy
the equation

I=nF ¼ NG=tPR

where NG, in mol, is the catalyst surface area. In this way some extremely effective
but short-lived promoting species, such as O2� originating from Y2O3-stabilized-
ZrO2 (YSZ) or TiO2 [13,14], and which were totally unknown from classical
promotion studies [6], can now be utilized in a continuous and efficient manner.

Another important parameter in electrochemical promotion studies is the
characteristic rate relaxation time, t, needed for the catalytic rate to reach steady
state upon imposition of a constant current (galvanostatic transient). As one would
expect and as experiment has clearly shown [13,14], t is always of the order of
2FNG=I (Figure 2):

t& 2FNG=I ð10Þ

The parameter 2FNG=I expresses the time required to form a monolayer of O2� on a
catalyst surface with NG sites when O2� is supplied at a rate I/2F, as is the case in
electrochemical promotion experiments. Equation (10) was the first evidence to
suggest that electrochemical promotion is due to the electrochemically controlled
migration (backspillover) of promoting O2� species on the metal catalyst surface

Table 1 Continued

7. EP studies utilizing aqueous alkaline solutions

Reactants

Electron

Donor

(D)

Electron

Acceptor

(A) Products Catalyst

Solid

Electrolyte T (8C)

Lmaxð> 0Þ
or

Lminð< 0Þx

rmaxð> 1Þ
or

rminð< 1Þ PIOH� Ref.

H2 O2 H2O Pt H2O – 0.1N 25–50 20 6 20 13,84,85

KOH

8. EP studies utilizing molten salts

Reactants

Electron

Donor

(D)

Electron

Acceptor

(A) Products Catalyst

Solid

Electrolyte T (8C)

Lmaxð> 0Þ
or

Lminð< 0Þx

rmaxð> 1Þ
or

rminð< 1Þ Ref.

SO2 O2 SO3 Pt V2O5-K2SO4 350–450 � 100 6 86

*Change in product selectivity observed.
#4.5mol% Y2O3—10mol% TiO2—85.5mol% ZrO2.
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[26], a view that has been confirmed by numerous surface spectroscopic techniques
[13,14,43,87–95].

Metal–Support Interactions

In commercial catalysts the catalytically active phase is usually dispersed on a highly
porous and of high (>100m2/g) surface-area support. This high-surface-area
support, also frequently termed ‘‘carrier,’’ has pores as small as 10 Å and allows
for the use of the active phase in a highly dispersed form. The pores are termed
‘‘macropores’’ when their diameter, d, is larger than 200 Å. When d is smaller than
20 Å, the pore is termed ‘‘micropore.’’ IUPAC recommends the term ‘‘mesopore’’
when d is between 20 and 200 Å. In most supported commercial catalysts the size of
the supported crystallites of the active phase is of the order 10–50 Å (Figure 3). This
implies that each crystallite consists of few, typically 10 to 1000, atoms. It also
implies that a significant portion of the active-phase atoms are on the gas-exposed
surface of the crystallites and are thus catalytically active. This portion (percentage)
is termed catalyst dispersion, Dc, and is defined from

Dc ¼
�

number of surface catalyst atoms

total number of catalyst atoms

�

100 ð11Þ

Figure 2 Rate and catalyst potential response to step changes in applied current during

C2H4 oxidation on Pt deposited on YSZ, an O2� conductor. T¼ 370 8C, pO2
¼ 4:6 kPa,

pC2H4
¼ 0:36 kPa. The catalytic rate increase, Dr, is 25 times larger than the rate before current

application, r0, and 74,000 times larger than the rate I/2F [26] of O2� supply to the catalyst. NG

is the Pt catalyst surface area, in mol Pt, and TOF is the catalytic turnover frequency (mol O

reacting per surface Pt mol per s). (Reprinted with permission from Academic Press.)
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Since the catalytically active phase is frequently quite expensive (e.g., noble
metals), it is clear that it is in principle advantageous to prepare catalysts with high,
approaching 100%, catalyst dispersion, Dc. This can usually be accomplished
without much difficulty by impregnating the porous carrier with an aqueous solution
of a soluble compound (acid or salt) of the active metal followed by drying,
calcination, and reduction [1].

Successful and reproducible preparation of highly dispersed catalysts crucially
depends on the state of the carrier surface and on the concentration and pH of the
impregnating solution. It is an art and a science for which several good books and
reviews exist [1–5].

In the early days of catalysis the porous high-surface-area support was usually
thought to be inert. It soon became obvious, however, that the catalytic activity, or
turnover frequency, of a catalytic reaction on a given active phase is quite often
seriously affected by both the crystallite size and the nature of the support.

The former phenomenon is usual referred to as particle-size effect and is
pronounced for structure-sensitive reactions [1,2], i.e., catalytic reactions where the
rate and/or selectivity is significantly different from one crystallographic plane to
another. Structure-sensitive reactions (e.g., isomerizations) frequently occur on
catalytic sites consisting of an ‘‘ensemble’’ of surface atoms with specific geometry. It
is thus reasonable to expect that as the active-phase crystallite size decreases, there
will be a different distribution of crystallographic planes on the catalyst surface, with
the possible disappearance of ‘‘ensemble’’ sites, so that both the catalyst activity and

Figure 3 Schematic of a commercial supported catalyst pellet and of one of its micropores.
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selectivity will be significantly affected. On the other hand, structure-insensitive, also
termed ‘‘facile’’ [1,2], reactions (e.g., most hydrogenations, some oxidations) are
hardly affected by particle-size effects.

The second phenomenon, i.e., the change in catalytic activity or selectivity of
the active phase with varying catalyst support, is usually termed metal–support
interaction. It manifests itself even when the active phase has the same dispersion or
average crystallite size on different supports. Metal–support interactions can
influence in a very pronounced way the catalytic and chemisorptive properties of
metal and metal oxide catalysts. Typical and spectacular examples are

1. The phenomenon of strong metal–support interactions (SMSI) discovered
by Tauster et al. [96] which attracted worldwide attention for many years
[7].

2. The effect of dopant-induced-metal–support interactions (DIMSI) studied
for years by Verykios and co-workers [97].

3. The relatively recent discovery of the highly active Au/SnO2 oxidation
catalysts by Haruta and co-workers [98–100].

In all these cases the support has a dramatic effect on the activity and
selectivity of the active phase. In classical terminology [1] all these are Schwab effects
of the second kind, where an oxide affects the properties of a metal. Schwab effects of
the first kind, where a metal affects the catalytic properties of a catalytic oxide, are
less common although in the case of the Au/SnO2 oxidation catalysts [98,99] it
appears that most of the catalytic action takes place near the metal-oxide-gas three-
phase boundaries.

The nature of metal–support interactions has been the focal point of extensive
research and dispute, particularly after the discovery by Tauster et al. [96] of the
phenomenon of strong metal–support interactions (SMSI). Although particle-size
effects and electronic interactions between the metal particles and the support have
been known for years to play a role, the SMSI effect was finally shown to be due to
migration of ionic species from the support onto the catalyst particle surface
(‘‘decoration’’) [7]. There have been some interesting recent experimental and
theoretical advances [101–108], but a thorough understanding of metal–support
interactions is one of the greatest challenges in heterogeneous catalysis.

Although SiO2 and g-Al2O3 are the most common high-surface-area industrial
catalyst supports (considered in general to give rise to weak metal–support
interactions), in recent years there has been an increasing tendency to replace these
supports for numerous catalytic applications, mostly oxidations, but also NO
reduction, with TiO2 or CeO2 or ZrO2-based porous supports [109]. Little
information exists in the open literature as to why this gradual substitution is
taking place [106,110], but it is a common understanding that these supports,
generally believed to lead to stronger metal–support interactions, result in increased
activity [106,110], selectivity, and useful lifetime of the metal particles deposited on
them.

The extent of metal–support interactions for a given catalytic system can again
be quantified by defining a metal–support interactions rate enhancement ratio, rMSI,
from

rMSI ¼ r=r0 ð12Þ
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where r0 is the catalytic rate per unit surface area of the active catalyst in its
unsupported form and r is the same catalytic rate per unit surface area of the
supported catalyst.

Clearly, rMSI is expected to vary from one support to another even for facile
reactions, while for structure-sensitive reactions rMSI can be reasonably expected to
be a function not only of the support but also of the particle size of the active phase.

Figure 4 shows measured rMSI values for the case of C2H4 oxidation on finely
dispersed (0.5wt.%) Rh on five different supports: rMSI values exceeding 100 are
obtained for this interesting system. As we shall see, the sequence of increasing
activity of the five supports coincides with the sequence of their absolute potentials
or work functions.

Spillover-Backspillover Phenomena

Main Features

The effect of spillover plays an important role in heterogeneous catalysis and was
extensively studied during recent years. It was first noticed in the 1950s by Kuriacose
[111]. Work in this area has been reviewed by Teichner [112] and by Conner et al.
[113].

The spillover effect can be described as the mobility of sorbed species from one
phase on which they easily adsorb (donor) to another phase where they do not
directly adsorb (acceptor). In this way a seemingly inert material can acquire
catalytic activity. In some cases, the acceptor can remain active even after separation
from the donor. Also, quite often, as shown by Delmon and co-workers [114–116],
simple mechanical mixing of the donor and acceptor phases is sufficient for spillover
to occur and influence catalytic kinetics leading to a ‘‘remote control mechanism,’’ a
term first introduced by Delmon [114]. Spillover may lead not only to an
improvement of catalytic activity and selectivity, but also to an increase in lifetime
and regenerability of catalysts.

The effect of spillover was observed for different species such as H [117],
O [118], N [119], NO [113], or CO [118]. Most of the research has been carried out
with hydrogen spillover.

Bond [118] reported one of the first examples of spillover of nonhydrogen
species. They observed a spillover of O and CO from Pd onto SnO2 during the
oxidation of CO. On pure SnO2 the rate-limiting step is the oxidation of CO by
SnO2. Adding Pd to the SnO2 leads to a change in the rate-limiting step toward
reoxidation of the SnO2 due to spillover of O and CO. The rate of CO oxidation was
greatly increased by adding Pd to SnO2.

The simplest example of oxygen spillover is found in the adsorption of oxygen
on carbon. The spillover oxygen migrates from the basal carbon (donor) to carbon
atoms exposed at steps between layers of the graphite surface, where it reacts with
the edge carbons (acceptor) [120]. In this case the donor and acceptor phase consist
of the same material with different surface properties.

Examples of reverse spillover (or backspillover) are the dehydrogenation of
isopentane and cyclohexane on active carbon. Deposition of a transition metal on
the active carbon accelerates the recombination of H to H2 due to a reverse spillover
or backspillover effect [121].
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Figure 4 (top) Effect of pO2
on the rate (TOF) of C2H4 oxidation on Rh supported on five

supports of increasing F. Catalyst loading 0.5wt.% [137,152]. (bottom) Effect of pO2
on the

metal–support interactions rate enhancement ratio, rMSI. (Reprinted with permission from

Elsevier Science.)
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Spillover-Backspillover in Metal–Solid Electrolyte Systems: Thermodynamics

We start from Eq. (13), which, under open-circuit conditions, is at equilibrium at the
three-phase boundaries (tpb) metal (M)–gas–YSZ (Figure 5):

1=2O2ðgÞ þ 2e�ðMÞ?/O2�ðYSZÞ ð13Þ

The equilibrium condition is

1=2mO2
ðgÞ þ 2�mmðMÞ ¼ �mmO2�ðYSZÞ ð14Þ

where mO2
ðgÞ is the chemical potential of O2 in the gas phase (assumed constant),

�mmðMÞ is the electrochemical potential (or Fermi level) [13,14] of electrons in the metal
(which is also constant over the entire metal electrode), and �mmO2�ðYSZÞ is the
electrochemical potential of O2� in the YSZ.

Figure 5 Spatial variation of the electrochemical potential, �mmO2� , of O2� in YSZ and on a

metal electrode surface under conditions of spillover (broken lines A and B) and when

equilibrium has been established. In case (A) surface diffusion on the metal surface is rate-

limiting while in case (B) the backspillover process is controlled by the rate, I/nF, of generation

of the backspillover species at the three-phase boundaries. This is the case most frequently

encountered in electrochemical promotion (NEMCA) experiments. (From Refs. 13 and 14.)
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We then note that the equilibrium condition for reaction (13) now taking place
not only at the tpb (three-phase boundaries), but over the entire gas-exposed metal
electrode surface, is very similar to Eq. (14), i.e.,

1=2mO2
ðgÞ þ 2�mmðMÞ ¼ �mmO2�ðMÞ ð15Þ

where now �mmO2�ðMÞ is the electrochemical potential of O2� on the gas-exposed metal
electrode surface. Thus at equilibrium, i.e., when spillover-backspillover is not
kinetically frozen, one has

�mmO2�ðMÞ ¼ �mmO2�ðYSZÞ ð16Þ

Thus the driving force for O2� backspillover from YSZ to the gas-exposed, i.e.,
catalytically active, electrode surface exists and equals �mmO2�ðYSZÞ � �mmO2�ðMÞ. It
vanishes only when O2� backspillover has taken place and established the ‘‘effective’’
double layer over the entire metal–gas interface (Figure 5).

Kinetics of Backspillover

The kinetics of ion backspillover in metal–solid electrolyte systems depends on two
factors: on the rate, I/nF, of overall neutral backspillover species formation at the
tpb and on their surface diffusivity, Ds, on the metal surface. Experiment has shown
that the rate of electrochemically controlled ion backspillover is normally limited by
I/nF, i.e., the slow step is their creation at the tpb [13]. Surface diffusion is usually
fast. For the case of Pt electrodes, reliable surface O diffusivity data exist for the
Pt(111) and Pt(110) surfaces, obtained by Gomer and Lewis several years ago [122],
and thus a conservative estimate for the surface diffusivity of O2� can be made:

Ds ¼ d2n expðDS=RÞ expð�E=RTÞ ð17Þ

with d ¼ 3 Å, DS ¼ 17 cal/mol K, n ¼ 1012 s�1;E ¼ 34:1 kcal/mol. From this
expression one computes that Ds is at least 46 10�11 cm2/s at 400 8C and thus an
O2� ion can move at least 1 mm per s on a Pt(111) or Pt(110) surface. Therefore, ion
backspillover from solid electrolytes onto an electrode surface is not only
thermodynamically feasible, but can also be quite fast on the electrode surface.

19.2 CLASSICAL PROMOTION

19.2.1 Some Examples

Promoters play a key role in heterogeneous catalysis. Their use is of paramount
importance in the design of successful commercial catalysts. As already mentioned,
they can be divided into structural promoters and electronic promoters. Here we deal
with the latter case, i.e., with promoters that affect the chemisorptive and catalytic
properties of the active phase itself.

A classical example of promotion is the use of alkalis (K) on Fe for the
ammonia synthesis reaction. Coadsorbed potassium (in the form of K2O)
significantly enhances the dissociative adsorption of N2 on the Fe surface, which is
the crucial and rate-limiting step in the ammonia synthesis (Figure 6).

There is a very rich literature, a comprehensive book [6], and a recent chapter
[14] on the role of promoters in heterogeneous catalysis. The vast majority of studies
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refers to the adsorption of promoters and to the effect of promoters on the
chemisorptive state of coadsorbed species, usually on well-characterized single-
crystal surfaces. A nice example is shown in Figure 7 for the case [123] of
coadsorption of CO and K on Pt(100). Increasing K dosing on the Pt(100) surface
causes CO desorption at high temperatures, i.e., the Pt–carbon monoxide
chemisorptive bond is strengthened. At higher K coverages a new chemisorption
state appears corresponding to dissociatively chemisorbed CO. The Pt–carbon bond
has been strengthened to the point that the CO bond has been broken [123].

19.2.2 Work Function of Surfaces, Electropositive and
Electronegative Promoters

The work function, F, of solid surface, in eV/atom, is the minimum energy an
electron must have in order to escape from the Fermi level, EF , of that solid through
that surface, when the surface is electrically neutral, to a distance of a few mm outside
the surface so that image charge forces are negligible:

F ¼ �EF ð¼ ��mmÞ ð18Þ

where �mm is the electrochemical potential of electrons in the solid. The latter always
equals ð�mm ¼ EFÞ the Fermi level of the solid [13,14,124–127].

When the solid surface under consideration carries a net charge, then the
work function F and electrochemical potential �mm (or Fermi level EF ) are related via
(Figure 8)

��mm ¼ Fþ eC ð19Þ

where C is the outer (Volta) potential of the surface. The energy eC is known to
surface physicists as the ‘‘vacuum level.’’ Equation (19) presents the surface-science
approach of counting the energy difference between the zero energy state of electrons
[always taken in this chapter as the energy of an electron at its ground state and

Figure 6 Spatial distribution of the main orbitals of N2 involved in molecular chemisorption

on iron promoted by potassium (K or K2O). Arrows indicate the direction of transfer of

electron density. (From Ref. 155.)
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‘‘infinite’’ distance from any solid (Figure 8)]. There is a second, electrochemical, way
of counting this energy difference:

�mm ¼ mþ ð�eÞj ð20Þ

where m is the chemical potential of electrons in the metal and the inner or Galvani
potential, j, is the electrostatic potential of electrons in the solid.

The surface-science approach [Eq. (19)] has the important advantage that both
F and C are measurable quantities. This is not the case for the electrochemical
approach [Eq. (20)] since neither m nor j are absolutely measurable quantities. Only
changes in j are measurable [13].

Figure 7 Thermal desorption spectra of carbon monoxide, measured mass spectrometrically

at mass 28 (atomic units, a.u.), on a platinum (100) surface upon which potassium has been

pre-adsorbed to a surface coverage of yK (From Ref. 123. Reprinted with permission from

Elsevier Science.)
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The quantities �mm, m, and j are bulk properties of the metal [4,124–127]. The
quantities F, and of course C, are surface properties that can vary on metal surfaces
from one crystallographic plane to the other. Such variations are typically on the
order of 0.1 eV but can be as high as 0.5 eV. The measured work function, F, of a
polycrystalline metal is an average of the F values for different crystallographic
planes [13,14].

The work function of clean metal surfaces, which we denote by F0, varies
between 2 eV for alkalis up to 5.5 eV for transition metals such as Pt. In general, it
increases as one moves to the right on the Periodic Table [128], but deviations exist
(Figure 9).

When atoms or molecules (e.g., promoters or reactant adsorbates) adsorb on a
metal surface, they change its work function. Electronegative (electron acceptor)
adsorbates such as O or Cl can increase the F of a metal surface up to 1 eV.
Electropositive (electron donor) adsorbates such as H or, particularly, alkalis can
decrease the F of a metal surface up to 3 eV.

Thus, depending on the change a promoter induces on the work function, F, of
a catalyst surface, a major distinction can be made between electropositive (electron
donor) and electronegative (electron acceptor) promoters.

Figure 8 Schematic representation of the definitions of work function F, chemical potential

of electrons m, electrochemical potential of electrons or Fermi level �mm ¼ EF, surface potential w,
Galvani (or inner) potential j, Volta (or outer) potential C, Fermi energy mo, and of the

variation in the mean effective potential energy EP of electrons in the vicinity of a metal–

vacuum interface according to the jellium model. EC is the energy at the bottom of the

conduction band and dl denotes the double layer at the metal–vacuum interface.
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In the same way catalytic reactant adsorbates, and thus catalytic reactants, can
be divided into electron donor and electron acceptor adsorbates or reactants.
Hydrocarbons, and in particular unsaturated ones, always behave as electron donors
(D), while O, Cl, and in most cases CO and NO, behave as electron acceptors (A).
Adsorbates, such as H, CO, and NO, which, depending on the catalyst surface and
the nature of the other coadsorbates, can change their behavior between electron
donor and electron acceptor are called amphotheric adsorbates [13,14,129,130].

The variation in F of a metal with the coverage j of an adsorbate, promoter, or
adsorbed reactant is described by the Helmholtz equation:

DF ¼ eNM

e0
DPjyj ð21Þ

where e is the electron charge (1.6 10�19C), NM is the surface atom density
(atom/m2), e0 is the electric permeability of vacuum ðe0 ¼ 8:85 10�12 C2=JmÞ, and
PjðCmÞ is the dipole moment of the adsorbate j in the adsorbed state. Typically
Pj is of the order of 10�29 Cm or 3D (Debye). The Debye unit, D, equals
3.36 10�30 Cm. The dipole moments of adsorbates are by convention taken positive
in this chapter when the adsorbate dipole vector, ~PPj, is pointing to the vacuum
(electronegative adsorbates, e.g., Od�, Cld�) and negative when ~PPj is pointing
to the surface (electropositive adsorbates, e.g., Nadþ).

19.2.3 Basic Promoter Selection Criteria

In selecting a promoter for classical (chemical) promotion of a catalytic reaction two
necessary, but not sufficient, criteria must be satisfied [129,130]:

1. The promoter must not be consumed in the catalytic reaction and must not
be deactivated by the reactants and products.

2. The promoter must have a large absolute dipole moment value, jPjj, so
that large variations, DF, in the catalyst work function, F, can be induced
by relatively small coverages, yj , of the promoter [Eq. (21)]. The latter is

Figure 9 Experimental work function values, F0, for the 3d, 4d, and 5d series including the

alkali, alkaline-earth, and noble metals for polycrystalline surfaces (open circles) and for

single-crystal surfaces (filled circles). (From Ref. 128. Reprinted with permission from the

American Physical Society.)
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necessary in order to minimize site-blocking effects caused by high
promoter coverage.

Alkali metals satisfy both of these criteria [131,132] as can be seen in Figures 10
and 11. Due to their absolutely large dipole moments, jPalkj&5–10D, alkali
coverages, yalk, of the order of 0.1 suffice to decrease the catalyst work function F by
more than 2.5 eV.

Which types of catalytic reactions can be promoted (accelerated) by such a
pronounced decrease in catalyst work function? They are called electrophilic, and we
discuss them in the next section, together with their counterpart, electrophobic
reactions, which are promoted by increasing catalyst work function.

At this point it is important to note that even when alkali promoters react with
the catalytic reactants and products on a catalyst surface forming oxides, hydroxides,
carbonates, or nitrates, they do not lose their promoting ability [13,88]. This is
because the large dipole moment of the alkali cation is maintained when such surface
compounds are formed, and thus the alkali cation can still exert its promoting
action.

Figure 10 Work function changes, DF, as a function of K and Cs coverages for Ru(0001)

(1 and 2) and for Ruð10 1 0Þ (3 and 4). (From Ref. 131. Reprinted with permission from

Springer-Verlag GmbH & Co.)
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19.2.4 Effect of Promoters on Chemisorption

What is the mechanism of the promoting action? To start discussing this, we can first
focus on Figure 11 and observe that as the alkali coverage, yalk, is increased, the
alkali dipole moment decreases and so does the alkali chemisorptive bond strength,
Ed . This weakening in the alkali chemisorptive bond strength is, to a large extent,
due to repulsive lateral interactions between the adsorbed, partly positively charged,
alkali atoms.

In fact, as can be seen in Figure 11, upon crossplotting Ed versus the work
function change, DF, induced by the alkali ad-atoms, a straight line with a positive
slope is obtained. For nonactivated adsorption, as is the case here, this implies a

Figure 11 Effect of alkali coverage on (a) the alkali ad-atom dipole moment and alkali

desorption energy (b) for Na, K and Cs adsorbed on Ru (0001) and corresponding effect of

work function change DF on the alkali desorption energy (c). (From Ref. 132. Reprinted with

permission from Elsevier Science.)
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linear decrease in the heat of chemisorption of the alkali atoms jDHadjð¼ EdÞ with
decreasing F:

DjDHadj ¼ aHDF ð22Þ

where the parameter aH has in this case a value near 0.25. This equation is of rather
broad significance as it approximates, in most cases with reasonable accuracy
[14,130], the observed variation in heats of adsorption of adsorbates (promoters but
also catalytic reactants and products) with varying F.

Another example of Eq. (22) is shown in Figure 12, which depicts the effect of
DF, induced by varying the coverage of Na [133,134], on the heat of chemisorption
of CO, which, in the presence of alkalis, always behaves as an electron acceptor.
Here aH is negative and equals �0.2.

Equation (22) is in good agreement with recent rigorous quantum mechanical
calculations using metal clusters [135,136] and can also be derived [129], as we will
see in the next section, by simply taking into account the electrostatic (‘‘through the
vacuum’’) lateral interactions in the adsorbed layer.

The parameter aH is positive for electropositive (electron donor) adsorbates
and negative for electronegative (electron acceptor) adsorbates. Even when
deviations from linearity exist, the main features of Eq. (22) remain valid and

Figure 12 Dependence of the initial heats of CO adsorption. DH0
CO, on the alkali coverage,

as estimated from the CO TPD spectra at very low CO coverages assuming invariable

frequency factor (from Refs. 133 and 134) (a) and on the corresponding work function change

DF (from Refs. 133 and 134) (b). (Reprinted with permission from Elsevier Science.)
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form the basis for understanding the main kinetic features of classical and
electrochemical promotion [13,14,130]:

Increasing catalyst work function causes an increase in the heat of adsorption
(thus chemisorptive bond strength) of electropositive (electron donor)
adsorbates and a decrease in the heat of adsorption (thus chemisorptive
bond strength) of electronegative (electron acceptor) adsorbates.

As a corollary of the above general chemisorption promotional rule, the
following two rules are immediately derived [14,130]:

Rule C1: Electropositive adsorbates strengthen the chemisorptive bond of
electron acceptor (electronegative) adsorbates and weaken the chemisorptive
bond of electron donor (electropositive) adsorbates.

Rule C2: Electronegative adsorbates weaken the chemisorptive bond of electron
acceptor (electronegative) adsorbates and strengthen the chemisorptive bond
of electron donor (electropositive) adsorbates.

These rules must be supplemented by the following two ‘‘amphotheric’’ rules
[14,130] which supplement the definition of electron acceptor and electron donor
adsorbates.

Rule C3: In the presence of a strong electron donor (electropositive) adsorbate
(e.g., K, Na), a weaker electron donor [e.g., NO on Pt(111)] behaves as an
electron acceptor.

Rule C4: In the presence of a strong electron acceptor (electronegative)
adsorbate (e.g., O) a weaker electron acceptor [e.g., CO on Ni(111)] behaves
as an electron donor.

Two molecular mechanisms lead to the above rules:

Direct electrostatic (‘‘through the vacuum’’) dipole attraction or repulsion,
which, in the case of attraction,may lead even to surface compound formation.

Indirect (‘‘through the metal’’) interaction due to the redistribution of electrons
in the metal. In this case an electropositive promoter decreases the work
function of the surface and this in turn weakens the chemisorptive bond of
electropositive (electron donor) adsorbates and strengthens the chemisorp-
tive bond of electronegative (electron acceptor) adsorbates.

The extent of the contribution of each of these two mechanisms varies from
one system to the other as recent quantum mechanical calculations have shown
[135,136]. In either case, however, linear variations are often obtained in the change
in heat of adsorption versus the change in the work function, with slopes on the
order of +1, in good agreement with experiment [14,129].

19.2.5 Promotional Kinetics and Rules

Upon varying the coverage of a promoter on a catalyst surface, one is varying the
catalyst work function F (in the negative direction when the promoter is
electropositive and in the positive direction when the promoter is electronegative).
As one might expect, such a variation in promoter coverage leads to four main types
of catalytic rate, r, versus F behavior (Figure 13) [14,129,130] where pA and pD denote
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the partial pressures of the electron acceptor (A) and electron donor (D) reactants:

1. Purely electrophobic, ðqr=qFÞpA; pD > 0
2. Purely electrophilic, ðqr=qFÞpA; pD < 0
3. Volcano type (r exhibits a maximum at a value FM)
4. Inverted volcano-type (r exhibits a minimum at a value FM)

Can we predict a priori which one of the above four types of global r versus F
behavior a given catalytic reaction will exhibit? The answer, as shown recently

Figure 13 Examples for the four types of global classical promotion behavior. Work

function increases with the x-axis. (a) Steady-state (low conversion) rates of ethylene oxide

(EtO) and CO2 production from a mixture of 20 torr of ethylene and 150 torr of O2 for various

Cs predosed coverages on Ag(111) at 563K (from Ref. 156). (b) Rate of water-gas shift

reaction over Cu(111) as a function of sulphur coverage at 612K, 26 Torr CO, and 10 Torr

H2O (from Ref. 157). (c) Effect of sodium loading on NO reduction to N2 by C3H6 on Pd

supported on YSZ at T¼ 380 8C (from Ref. 158). (d) Effect of sodium loading on the rate

of NO reduction by CO on Na-promoted 0.5wt.% Rh supported on TiO2 (4% WO3). (From

Ref. 159.)
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[14,129,130], is yes, provided we know the kinetics (i.e., the r versus pA and pD
dependence) on the unpromoted surface!

The corresponding rules are valid both for classical (chemical) and electro-
chemical promotion and are intimately related to the previously discussed
chemisorption promotional rules. Their extraction became possible due to easy
continuous and systematic experimental F variation, which electrochemical
promotion offers, but we present them in summary here since, as already noted,
they are valid both for classical and for electrochemical promotion [14,129,130].

A summary of the rules is the following:

G1. Purely electrophobic behavior is obtained when A is very strongly
adsorbed on the catalyst surface.

G2. Purely electrophilic behavior is obtained when D is very strongly
adsorbed on the catalyst surface.

G3. Volcano-type behavior is obtained when both A and D are strongly
adsorbed on the catalyst surface.

G4. Inverted volcano-type behavior is obtained when both A and D are
weakly adsorbed on the catalyst surface.

More than 60 examples of the above rules can be found in the next section.
These rules enable one, in a straightforward manner, to formulate the following
three practical rules for promoter selection with respect to rate maximization
[14,129].

Rule P1: If a catalyst surface is predominantly covered by an electron acceptor
adsorbate, then an electron acceptor (electronegative) promoter is to be
recommended.

Rule P2: If a catalyst surface is predominantly covered by an electron donor
adsorbate, then an electron donor (electropositive) promoter is to be
recommended.

Rule P3: If a catalyst surface has very low coverages of both electron acceptor
and electron donor adsorbates, then both an electron acceptor and electron
donor promoter will enhance the rate.

The above practical promotional rules are applicable for modest (e.g., < 0.2)
coverages of the promoting species so that site-blocking by the promoter does not
become the dominant factor limiting the catalytic rate [14,129].

19.3 ELECTROCHEMICAL PROMOTION

19.3.1 Similarities with Classical Promotion and Metal–Support
Interactions

Electrochemical promotion bears fundamental similarities with classical (chemical)
promotion. Once the promoting species (Od� in the case of O2�-conducting solid
electrolytes, Nadþ in the case of Naþ-conducting solid electrolytes) have been
introduced electrochemically at the catalyst–gas interface (via current or potential
application and concomitant ion backspillover from the solid electrolyte to the
metal–gas interface) then they act as classical promoters. In fact, as shown in another
chapter of this book, where Lambert and co-workers review electrochemical
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promotion with cationic conductors, elegant use of XPS has shown that sodium
introduced on Pt surfaces from the gas phase (classical promotion) is indistinguish-
able from sodium introduced on the same Pt surface via electrical current application
between the Pt catalyst and a counterelectrode deposited on the same b00 - Al2O3

component (electrochemical promotion) [88]. Thus it is to be well expected that
classical and electrochemical promotion obey the same rules regarding the catalytic
rate dependence on catalyst work function [14,129]. Classical and electrochemical
promotion are functionally identical [14,129] (Table 2).

There exist, however, important operational differences between classical and
electrochemical promotion, as already discussed in the introduction:

1. The ability to control in situ, i.e., during catalyst operation, the coverage of
the promoting species on the catalyst surface.

2. The ability to continuously replenish the promoting species on the catalyst
surface, allowing thus for the use of short-lived (10–103 s) but extremely
effective promoters such as Od� (most likely O2�), which is 10–105 times
less reactive than normally chemisorbed atomic oxygen and which was
totally unknown from classical promotion studies [14,129]. This is because

Table 2 Relationship Between Classical (Chemical) and Electrochemical Promotion

Chemical Promotion Electrochemical Promotion

Control variables (Initial) promoter coverage yP Catalyst potential UWR or

Fermi level EF

ðeDUWR ¼ �DEFÞ
Rate, I/nF, of promoter

supply to catalyst surface

Effect Change in catalytic rate r

Change in work function F
Change in adsorption enthalpies jDHj j

Action Addition of electronegative promoter Increase in UWR

Decrease in EF

Result Dr > 0: Electrophobic reactions

Dr < 0: Electrophilic reactions

DF > 0

DjDHj j > 0: Electron donor adsorbates (D)

DjDHj j < 0: Electron acceptor adsorbates (A)

Action Addition of electropositive promoter Decrease in UWR

Increase in EF

Result Dr < 0: Electrophobic reactions

Dr > 0: Electrophilic reactions

DF < 0

DjDHj j < 0: Electron donor adsorbates (D)

DjDHj j > 0: Electron acceptor adsorbates (A)
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of its short lifetime, which makes it unsuitable for any classical promotion
application, but, even more importantly, because it can be only introduced
on metal catalyst surfaces interfaced with O2�-conducting solid electrolytes
(e.g., YSZ) or mixed O2�-electronic conductors (e.g., TiO2, CeO2).

Yet, as recently discovered [137,138] and as analyzed in the next section, this
very efficient anionic promoter, O2�, has for many years been promoting via
backspillover the surface of commercial nanoparticle noble metal catalysts deposited
on porous ZrO2-, TiO2-, and CeO2-containing catalyst supports for many catalytic
reactions, as it is the main species mediating the phenomenon of metal–support
interactions (MSI) with these supports. Its extremely important role, however, was
very difficult to discover with classical surface spectroscopic techniques since its XPS
signal, for example, is practically identical with that of the O2� of the support.

It was only the use of larger metal particles deposited on these supports, up to
1 mm in size, comparable to the spatial resolution of XPS, that enabled researchers to
understand the origin of electrochemical promotion and, at the same time, to
discover the O2� backspillover mechanism of metal–support interactions [137,138].

We will examine this in more detail in the next sections. Here it is important to
discuss thoroughly the origin of electrochemical promotion with O2� conductors.
The similar case of cationic conductors is treated in another chapter of this book.

19.3.2 Molecular Origin of Electrochemical Promotion

In order to understand the molecular origin of electrochemical promotion, a whole
arsenal of surface-science, catalytic, and electrochemical techniques have been
employed during the last few years (Figure 14). These include analysis of time
constants during galvanostatic NEMCA transients, work function measurements via
the Kelvin probe technique and via UPS (ultra-violet photoelectron spectroscopy),
temperature programmed desorption (TPD), cyclic voltammetric investigations, AC
impedance spectroscopic investigations, XPS (x-ray photoelectron spectroscopy)
investigations, UPS (ultra-violet photoelectron spectroscopy) investigations, AES
(Auger electron spectroscopic) investigations, SERS (surface enhanced Raman
spectroscopy) investigations, PEEM (photoelectron emission microscopy) investiga-
tions, scanning tunneling microscopy (STM) investigations, and ab initio quantum
mechanical calculations [14].

All these techniques have provided a unanimous answer to the molecular origin
of NEMCA [13,14]. A combination of the results of any two or three of them would
have sufficed to put together the puzzle. But each one of them has something new to
offer, some new facet of the surface chemistry to reveal. So first we will reexamine the
galvanostatic transient of Figure 2 in light of parallel TPD and cyclic voltammetry
investigations of Pt deposited on YSZ (Figure 15) [14]. These two techniques are very
well understood among surface scientists and electrochemists, respectively, and thus
Figure 15 can help every reader to immediately grasp the underlying molecular
phenomena.

A Galvanostatic NEMCA Transient Revisited

We can now concentrate on Figure 15, which shows a galvanostatic catalytic rate
transient during ethylene oxidation on Pt/YSZ at 370 8C [Figure 15(a)] [26] together
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with (a) oxygen TPD spectra obtained on Pt/YSZ [90] upon exposure at 400 8C to
pO2

¼ 4610�6 Torr for 1800 s (7.2 kilolangmuirs) followed by electrochemical O2�

supply ðI ¼ 15 mAÞ for various time periods tI , rapid cooling to 300 8C followed by a
linear increase in T at a heating rate b (K/s) under open circuit to obtain the TPD
spectra of Figure 15(b). (b) Cyclic voltammograms obtained at 400 8C and various
holding times at a positive potential ðUWR ¼ 0:8VÞ under UHV conditions [90]
[Figure 15(c)].

In comparing Figure 15(a), (b), and (c), it is worth noting that (b) and (c) have
been obtained with a Pt film having a true surface area NG ¼ 2610�7 mol Pt [90]
while Figure 15(a) has been obtained on a Pt film with true surface area
NG ¼ 4:2610�9 mol Pt [26]. Thus, for the three different experiments of Figure
15(a), (b), and (c), the NEMCA time constants tð¼ 2FNG=IÞ are 800 s, 2500 s, and
1200 s, respectively, i.e., they are of the same order of magnitude.

Figure 14 Surface-science, catalytic, and electrochemical techniques employed during the

last few years to determine the origin of electrochemical promotion.
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Figure 15 NEMCA and its origin on Pt/YSZ catalyst electrodes. Transient effect of the

application of a constant current (a, b) or constant potential UWR (c) on (a) the rate, r, of

C2H4 oxidation on Pt/YSZ (also showing the corresponding UWR transient) (from Ref. 26).

(b) The O2 TPD spectrum on Pt/YSZ (from Refs. 90 and 139) after current (I¼ 15 mA)

application for various times t. (c) The cyclic voltammogram of Pt/YSZ (from Refs. 90 and

139) after holding the potential at UWR¼ 0.8V for various times t.
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Both the TPD spectra [Figure 15(b)] and the cyclic voltammograms [Figure
15(c)] clearly show the creation of two distinct oxygen adsorption states on the Pt
surface [versus only one state formed upon gas-phase O2 adsorption, Figure 15(b),
t ¼ 0].

The weakly bonded O adsorption state is populated almost immediately
[Figure 15(b) and (c)]. The strongly bonded O adsorption state is populated over a
time period of the order 2FNG/I. This is exactly the time period the catalytic rate
needs to reach its electrochemically promoted value [Figure 15(a)].

One can then ask: what is the rate at which the strongly bonded state is
populated during the TPD and cyclic voltammetric experiments of Figure 15(b) and
(c)? The answer is clear: it is the rate of O2� supply to the catalyst, i.e., I/2F.

The next question is: what is the rate at which the strongly bonded oxygen state
is supplied and populated during the catalytic transient of Figure 15(a)? Clearly, it is
again of the order I/2F, since in Figure 15(a)–(c), the time constants are all similar,
i.e., 2FNG=I .

Finally, one may ask: what is the rate at which the strongly bonded oxygen
state is removed from the catalyst surface at steady state, i.e., when the rate has
reached its maximum value? It clearly also has to equal I/2F. What removes the
strongly bonded state from the catalyst surface? Clearly, it is reaction with C2H4

(although desorption to the gas phase also plays a role that can become dominant in
absence of C2H4). Consequently, at steady state the strongly bonded oxygen state
reacts with C2H4 at a rate I/2F.

At this point (steady state) the weakly bonded oxygen is reacting with ethylene
at a rate r� I=2F&r ð¼ 3:85 ? 10�7 mol O=sÞ, which is 74,000 ð¼LÞ times larger than
I/2F. So, what is the physical meaning of the Faradaic efficiency L? It is simply the
ratio of the reactivity (with C2H4) of the weakly bonded and strongly bonded oxygen
state [13].

The latter acts as a sacrificial promoter. It is a promoter, as it forces oxygen
to populate the weakly bonded (and highly reactive) oxygen adsorption state. It
is also ‘‘sacrificed’’ as it is consumed by C2H4 at a rate I/2F, equal to its rate of
supply.

In view of the above physical meaning of L, it is clear why L can approach
‘‘infinite’’ values when Naþ is used as the sacrificial promoter (e.g., when using b00 -
Al2O3 as the solid electrolyte) to promote reactions such as CO oxidation or NO
reduction by H2 (Table 1). In this case Na on the catalyst surface is not consumed by a
catalytic reaction, and the only way it can be lost from the surface is via evaporation.
Evaporation is very slow below 400 8C so L can approach ‘‘infinite’’ values.

Returning to the Figure 15(a), we can further discuss the physical meaning of L
to gain some more physical insight and to prove the validity of the sacrificial
promoter concept.

Since L expresses the ratio of the rates of consumption of the two oxygen states
by C2H4, one has

L ¼ r1

r2
¼ ¼ Dr

ðI=2FÞ

� �

¼ TOF1

TOF2
ð23Þ

where TOF1 and TOF2 are the turnover frequencies of the two reactions (s�1), both
based on the total Pt catalyst surface area or maximum oxygen uptake
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(NG¼ 4.26 10�9mol Pt). The values of the two TOF at steady state in Figure 15(a)
are

TOF1 ¼ 95:2 s�1ð¼ r1=NGÞ ð24Þ
TOF2 ¼ 1:2 ? 10�3 s�1ð¼ r2=NGÞ ð25Þ

The inverse of these numbers express roughly the average lifetimes of oxygen at
the two adsorption states at steady state, i.e.,

t1&0:01 s t2&1000 s ð26Þ

Can these two oxygen adsorption states, clearly manifested by TPD and cyclic
voltammetry in Figure 15(b) and (c), have indeed such different reactivities with
C2H4? A look at Figure 16 can convince us about this: the figure shows how the
population of the two states evolves in time, in absence of C2H4, if we just let oxygen
desorb by stopping the applied current, i.e., Figure 16 shows the results of isothermal
desorption [90,139]. It is clear that the weakly bonded state desorbs much faster, at
least 50 times faster, than the strongly bonded one. It is thus also reasonable to
expect that it will react with C2H4 much faster than the strongly bonded one.

Can we identify the strongly bonded oxygen state as the ‘‘backspillover’’
oxygen originating from the solid electrolyte? Since the strongly bonded state is

Figure 16 Oxygen thermal desorption spectra after electrochemical O2� supply to Pt/YSZ

at 673K (I¼þ 12 mA for 1800 s) followed by isothermal desorption at the same temperature at

various times as indicated on each curve. (Reprinted from Ref. 139 with permission from

Academic Press.)
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occupied over a time period 2FNG/I (Figure 15) the answer is, for all practical
purposes, yes. But we should also keep in mind that oxygen atoms can exchange
between the two states: at 400 8C and in presence of gaseous 18O2,

18O tracer
experiments have shown isotopic scrambling between the two states to be almost
complete after 30 s.

A straightforward, qualitative, but strong confirmation of the electrochemical
promotion mechanism described above is obtained when we try to predict what will
happen to the promoted catalytic rate after the current is interrupted [Figure 15(a)]:
if the average lifetime of the promoting strongly bonded oxygen species is indeed
1000 s ½¼ TOF�1

2 ¼ ðr2=NGÞ�1�, then one would expect that upon current interrup-
tion the promoted catalytic rate will decay to its unpromoted (open-circuit) values
within a time tD of roughly 1000 s. This is exactly what Figure 15(a) shows upon
current interruption. Thus by simply knowing the TOF of the electrochemically
promoted catalytic reaction ð¼ TOF1Þ and estimating the TOF of the reaction of the
promoting species (¼TOF2) from the time decay of the rate upon current
interruption, one can estimate the Faradaic efficiency L from

L ¼ TOF1=TOF2 ¼ tD=ðr1=NGÞ ð27Þ

without knowing the value of the applied current I [14]!
Thus the picture that emerges is quite clear (Figure 17): at steady state, before

potential (or current) application, the Pt catalyst surface is covered, to a significant
extent, by chemisorbed O and C2H4. Then upon current (and thus also potential)
application, O2� ions arriving from the solid electrolyte at the tpb at a rate I/2F react
at the tpb to form a backspillover ionically strongly bonded species:

O2�ðYSZÞ?½Od���dþ�ðPtÞ þ 2e� ð28Þ

The exact value of d is not yet known, but useful information can be extracted
from the surface spectroscopic techniques described in the continuation of this
chapter. Both XPS [87] and dipole moment measurements [139] suggest d&2, so that
Od� is O2�, at least for Pt [138]. Nevertheless it is still safer to maintain the
symbolism Od�. The symbolism ½Od�–dþ� emphasizes that the backspillover oxygen
species is overall neutral, as it is accompanied by its compensating image charge in
the metal ðdþÞ. At the same time the applied potential and concomitant high-oxygen
chemical potential creates on the Pt surface two new oxygen adsorption states: a
strongly bonded one and weakly bonded one. The backspillover ½Od�–dþ� species
migrate over the entire Pt catalyst surface. Due to the repulsive interaction of the
½Od���dþ� dipoles, diffusion on the Pt surface is fast and the rate of spreading of the
½Od���dþ� species on the Pt surface is controlled by the rate, I/2F, of their creation at
the tpb and not by their surface diffusivity [13,14].

The backspillover oxygen species primarily occupies the strongly bonded
oxygen chemisorption state. Oxygen adsorbing from the gas phase is forced to
populate primarily the weakly bonded (and highly reactive) state (Figure 17).
Consequently, the catalytic rate starts increasing dramatically up to the point where
a steady-state coverage is established for the strongly bonded oxygen. At this point
the (electrochemically promoted) catalytic rate is at its new steady-state value
(Figures 15 and 17).
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Which surface sites are occupied by the strongly bonded oxygen state? This is
not known yet. It is likely that they correspond to threefold hollow sites while the
weakly bonded state corresponds to bridge-bonded or even on-top sites. This is only
a proposition at this time, but STM should soon be able to provide useful
information. The point is that, as shown by the TPD spectra of Figure 15(b),
electrochemical promotion forces large amounts of oxygen (near monolayer
coverages) to remain adsorbed on the catalyst surface under conditions where
gaseous adsorption (many kilolangmuirs) leads to coverages of the order of 0.05
[Figure 15(b)].

Figure 17 Atomic visualization of NEMCA during ethylene C2H4 on Pt/YSZ. The

backspillover [Od�–dþ] species forces O(ad) to a more weakly bonded and more reactive

state.
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The same figure proves unambiguously that electrochemically controlled
backspillover of oxygen from the solid electrolyte onto the catalyst surface takes
place and is the cause of NEMCA.

Figure 15(b), as well as 15(c), also demonstrates the enormous power of
electrochemistry to create new adsorption states on a catalyst surface.

Other Techniques

Although the use of TPD and cyclic voltammetry described above suffice to clarify
the origin of electrochemical promotion with O2� conductors, we survey here some
of the key results obtained with work function measurements, AC impedance
spectroscopy, XPS, PEEM, and STM, together with some additional results
obtained from TPD in conjunction with rigorous quantum mechanical calculations.
For experimental details, results with other techniques of Figure 14 and a more
detailed analysis of the results surveyed here, the reader is referred to a recent book
[14] and to the original papers.

Work Function Measurements

One of the first key steps in understanding the origin of electrochemical promotion
was the realization that solid electrolyte cells with metal electrodes are both work
function probes and work function controllers for the gas-exposed surfaces of their
electrodes (Figure 18):

eUWR ¼ FW � FR ð29Þ
eDUWR ¼ DFW ð30Þ

These important equations have been established using both the Kelvin probe
(vibrating capacitor) technique [11,140] and UPS [89] (electron cutoff energy). At the
molecular level the variation of F with catalyst-electrode potential UWR is due to the
spillover-backspillover of O2� (or Naþ) from the solid electrolyte onto the catalyst–
gas interface.

In view of the fact that in any electrochemical cell it is [13,14,140]

eUWR ¼ �mmR � �mmW ¼ FW � FR þ eCW � eCR ð31Þ
eDUWR ¼ DFW þ eDCW ð32Þ

the experimental Eqs. (29) and (30) imply that in solid electrolyte cells with ion
spillover-backspillover one has

CW ¼ CR ¼ C ð33Þ

where the constant C is zero for overall neutral cells [140], which is usually the
case. Equation (33) and its mathematically equivalent Eqs. (29) and (30) simply
reflect the presence of an overall neutral electrochemical double layer at the metal–
gas interface [140–142]. This double layer is usually termed the effective double layer
[140–142] and is overall neutral, as is every other double layer in electrochemistry
(Figure 19).

The effective double-layer concept is an important one, as it shows that
electrochemical promotion, but also promotion and, as we shall see, metal–support-
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Figure 18 Effect of catalyst-electrode potential UWR on the work function F of the gas-

exposed catalyst-electrode surface. (a) Pt/YSZ, T¼ 300 8C (squares), Pt/b00-Al2O3, T¼ 240 8C
(circles), filled symbols: closed-circuit operation, open symbols: open-circuit operation, O2,

C2H4/O2, and NH3/O2 mixtures. (From Refs. 11 and 93.) (b) Ag/YSZ, T¼ 547 8C. (From Ref.

89.) (c) Dependence of FW(Pt)-FR(Ag) on potential UWR for the system Pt(W)-Ag(R). (From

Ref. 140.) Open symbols: Open-circuit operation. Filled symbols: Closed circuit operation

T¼ 673K.
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interactions-promoted catalysis, is catalysis in presence of a double layer [14]. In the
case of electrochemical promotion the double layer is in situ controllable.

Equations (29), (30), and (33) are valid both at open-circuit and under closed-
circuit, i.e., NEMCA, conditions, in the presence or absence of catalytic reactions as
long as the effective double layer is present at the metal–gas interface [140].

Figure 19 Schematic representation of a metal crystallite deposited on YSZ and of the

changes induced in its electronic properties upon polarizing the catalyst–solid electrolyte

interface and changing the Fermi level (or electrochemical potential of electrons) from an

initial value �mm to a new value �mm-eZ. (From Ref. 142. Reprinted with permission from Elsevier

Science.)

Copyright © 2003 by Taylor & Francis Group, LLC



Deviations from Eqs. (29), (30), and (33) occur when the effective double layer
at the metal–gas interfaces is destroyed [140]. This is the case for (1) very low
temperatures (<250 8C for YSZ, <100 8C for b00-Al2O3) where ion spillover-
backspillover is kinetically frozen, or (2) very high temperatures (>500 8C for
YSZ, >400 8C for b00-Al2O3) where the effective double layer desorbs; (3) fast
diffusion-controlled catalytic reactions, which again destroy the double layer; (4)
formation of insulating carbonaceous or oxidic deposits at the metal–gas interface
which allow for the storage of electric charge [140].

Nevertheless, the experimental range of stability of the effective double layer
and thus validity of Eqs. (29), (30), and (33) is very broad and practically coincides
with the range of electrochemical promotion itself.

Absolute Potential of Supports

Another important consequence of Eq. (29) is that it automatically defines by itself
an absolute potential scale in solid-state electrochemistry. The absolute potential is
simply the extraction potential, F=e, of an electrode (any electrode) in contact with the
solid electrolyte. The reference state of the electrons is not that in another (reference)
electrode, but rather that of an electron at its ground state outside the electrolyte
surface (or at its ground state at ‘‘infinity’’ as long as the cell is overall neutral; thus
C¼ 0) [140].

An amazing, yet straightforward, fact is that the absolute potential does not
depend on the electrode material, but is only a property of the electrolyte and of the gas
phase [140]. This is why Frumkin [143] called the absolute potential (in aqueous
electrochemistry) energy of solvation of an electron into the electrolyte.

This can be understood easily as follows:
Consider the equilibrium

O2 þ 4e� Ð 2O2� ðYSZÞ ð34Þ

which takes place not only at the three-phase boundaries (tpb) metal–solid
electrolyte–gas but also over the entire metal–gas interface as long as O2�

backspillover is in equilibrium ð�mmO2�ðYSZÞ ¼ �mmO2�ðMÞÞ. The resulting equilibrium
conditions are

�mm ¼ 1

2
�mmO2�ðYSZÞ �

1

4
mO2ðgasÞ ð35Þ

where �mm is the electrochemical potential (Fermi level) of electrons in the metal.
As long as the double layer is present at the metal–gas interface, it is C ¼ 0,

thus ��mm ¼ F, and thus

Uabs ¼ F=e ¼ 1

4e
mO2ðgÞ �

1

2e
�mmO2�ðYSZÞ ð36Þ

and one therefore sees that indeed the absolute potential, Uabs, is only a property of
the electrolyte and of the gaseous oxygen chemical potential [140].

Experiment has shown [140] that for standard conditions in solid-state
electrochemistry (pO2

¼ 1 atm, T ¼ 673K) the corresponding standard absolute

Copyright © 2003 by Taylor & Francis Group, LLC



potential of YSZ is

Uo
abs ¼ Fo=e ¼ � 1

2e
�mmO2�ðYSZÞ ¼ 5:14+0:05V ð37Þ

This, in view of Eq. (36), means that the standard electrochemical potential of O2� in
YSZ is

�mmO2�ðYSZÞ ¼ �10:28+0:1 eV=atom ð38Þ

It is thus now clear that one can assign to each O2�-conducting support, or to any
ionic or mixed ionic-electronic conducting support two new properties, i.e., its
absolute potential and its standard absolute potential. For O2�-conducting or mixed
O2�-electronic conductors the defining equations are Eq. (36) and Eq. (37),
respectively, where the numerical value corresponds to 8 mol% Y2O3-ZrO2 [140].

In view of Eq. (37) one may conclude that the more stable O2� is in the support
(carrier), i.e., the lower �mmO2� is, the higher are the work function and absolute
potential of the support.

It must be emphasized that due to Fermi-level pinning ð�mm ¼ EFÞ between the
metal and the solid electrolyte, �mm in Eq. (35) is also the Fermi level of the support
[140]. Thus the absolute potential of a support equals the negative of its Fermi level.

The importance of these considerations for metal–support interactions with
ZrO2-, TiO2-, and CeO2-containing supports is obvious and will be discussed in the
last section.

A last practical question: how can one easily measure the absolute potential of
a support? The answer is simple: by simply depositing a metal (any metal) electrode
on it and measuring the work function of the backspillover-modified electrode [140].

AC Impedance Spectroscopy

The technique of AC impendance spectroscopy, one of the most common techniques
in aqueous and solid-state electrochemistry, was used recently to confirm the
formation of the effective double layer on metal surfaces interfaced with YSZ [43,95].
An example for the case of Pd/YSZ is shown in Figure 20. The semicircle labeled C1

is associated with the charge-transfer reaction

O2� Ð OðaÞ þ 2e� ð39Þ

taking place at the tpb metal–YSZ–gas. The semicircle labeled C2, which forms in
this case only under anodic (positive) polarization, i.e., supply of O2� to the catalyst,
corresponds to reaction (39) taking place over the entire metal–gas interface. The
computed capacitance of the double layer at the metal–gas interface is of the order of
200–500 mF/cm2 of solid electrolyte area or [43] 10–25 mF/cm2 of metal/gas interface
area, i.e., comparable to that of a dense metal/aqueous electrolyte double layer.

XPS

The key XPS results confirming O2� backspillover as the origin of electrochemical
promotion both with YSZ [87] and with TiO2 [64] are shown in Figure 21. The figure
shows the Ols spectrum of porous polycrystalline Pt films deposited on YSZ and on
TiO2, first under open-circuit conditions [Figure 21(a)A, (b)A] and then under
positive current and potential application [Figure 21(a)B, (b)B]. Figure 21(a)C and
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(b)C show the difference spectra. In both cases XPS clearly shows the presence of the
O2� double layer, even under open-circuit conditions, and also clearly confirms the
electrochemically controlled backspillover of O2� from the YSZ or TiO2 support
onto the catalyst surface. Note that the binding energy of the backspillover O species
is in both cases near 529 eV, which confirms its strongly anionic (probably O2�)
state.

Another point worth discussing in Figure 21 is the following: part of the O1s
spectrum under open-circuit conditions [Figure 21(a)A, (b)A] corresponds to O2� in
YSZ at the vicinity of the Pt electrode visible through microcracks. Upon potential
application DUWR between the grounded Pt electrode and a reference electrode, the
O1s signal of the O2� of YSZ species shifts to lower binding energies by DUWR.
This is the well-known electrochemical shift in XPS. Note, however, that the
electrochemically shifted O2� of YSZ has practically the same binding energy with
the backspillover O2� on the Pt electrode. This means that O2� in YSZ at the vicinity
of the Pt electrode has the same electrochemical potential with O2� on the Pt
electrode, i.e., the two species are energetically indistinguishable and the Pt electrode
is ‘‘wetted’’ by a sea of O2� ions both from the electrolyte side and from the metal–
gas interface side [14].

Figure 20 Complex impedance spectra (Nyquist plots) of the CH4, O2, PdjYSZ system at

different Pd catalyst potentials. Open-circuit potential Uo
WR ¼ 0:13V.
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Photoemission Electron Microscopy

The photoelectron emission microscopy (PEEM) investigations of Imbihl and co-
workers [91] (Figure 22) have nicely confirmed not only the potential-controlled
variation in the work function of model Pt electrodes deposited on YSZ but also the
Fermi-level pinning between Pt and YSZ.

Figure 22 shows a Pt electrode (light) deposited on YSZ (dark). There are three
circular areas of bare YSZ connected via very narrow bare YSZ channels. The rest of
the surface is Pt. Note that the Fermi levels of the Pt film and of the YSZ solid
electrolyte in the vicinity of the Pt film are equal. The YSZ, however, appears in the
PEEM images much darker than the Pt film since YSZ has a negligible density of
states at its Fermi level in comparison to a metal such as Pt.

Figure 22 clearly shows how the application of potential changes the brightness
and thus the work function, F, of the grounded Pt catalyst-electrode and of the YSZ
surface, in accordance to the above discussed alignment (pinning) of the two Fermi
levels.

Increasing UWR increases F, according to Eq. (30), thus causes local darkening
(fewer electrons are emitted), as expected. Decreasing UWR decreases F, again
according to Eq. (30), thus the brightness increases as expected (Figure 22).

The significant point is that PEEM, as clearly presented in Figure 22, has
shown conclusively that F reversibly follows the applied potential and has provided
the basis for space- and time-resolved ion spillover studies of electrochemical

Figure 21 XPS confirmation of Od� backspillover as the mechanism of electrochemical

promotion on Pt films deposited on YSZ (a) and on TiO2 (b). (Adapted from Refs. 64,87.) In

both cases A is the open-circuit O1s spectrum, B is the O1s spectrum under anodic (I> 0,

DUWR> 0) polarization and C is the difference spectrum. (Reprinted with permission from the

American Chemical Society [(a), ref. 87] and from Academic Press [(b), 64].)
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promotion. It has also shown that the Fermi level and work function of the solid
electrolyte in the vicinity of the metal electrode follow the Fermi level and work
function of the metal electrode [91,140].

Scanning Tunneling Microscopy

Scanning tunneling microscopy (STM) has also nicely confirmed ion backspillover as
the origin of NEMCA [92,144]. Figure 23 shows an unfiltered STM image of a Pt
single-crystal surface consisting mainly of Pt(111) terraces interfaced with b00-Al2O3,
a Naþ conductor, following negative current application between the Pt single
crystal and a counterelectrode also deposited on b00-Al2O3. Electrochemically
controlled Na backspillover leads to the formation of an ordered Pt(111)-(126 12)-
Na adlattice. Sodium can be reversibly pumped back and forth on the Pt catalyst
surface via current or potential application [92,144].

Temperature Programmed Desorption

In addition to investigating the dual nature of surface oxygen under electrochemical
promotion conditions on Pt/YSZ [90], temperature programmed desorption, TPD,
was also used to investigate the effect of catalyst potential and work function on the
binding energy of the weakly bonded atomic oxygen species on Pt [90,139], Ag [145],
and Au [146]. The last case is noteworthy since oxygen was found to chemisorb on
Au only electrochemically and not when added from the gas phase [146].

Figure 22 PEEM image of a Pt/YSZ microstructure showing three circular YSZ domains

connected via channels surrounded by a Pt film. (a) UWR¼ 0 at 695K; (b) UWR¼� 2V for

2min at 695K; (c) UWR¼ 2V for 2min at 737K. (From Ref. 91. Reprinted with permission

from Wiley-VCH.)
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The key results are shown in Figure 24. The chemisorptive binding energy of O
decreases linearly with F in all three cases, in excellent agreement with Eq. (22). The
slopes are �1 for Pt and Ag and �4 for the case of Au.

Quantum Mechanical Calculations

Pacchioni and Illas performed rigorous quantum mechanical calculations using Cu34
and Pt25 clusters to model O chemisorption on the Cu(100) and Pt(111) surfaces
[135,136]. The adsorbed oxygen atom was surrounded by ions or point charge on the
cluster to simulate electrochemical promotion conditions.

The key results for Pt are shown in Figure 25. The binding energy of O on the
Pt(111) surface decreases linearly with the cluster HOMO, thus with the work
function of the Pt(111) surface. The slope is �0.5. This is in excellent qualitative
agreement with the experimental value �1 (Figure 24).

Equally important is the observation that, as Figure 25 shows, the
chemisorptive binding energy–work function behavior can be described almost
quantitatively by taking into account only the electrostatic (Stark) interactions, i.e.,
only the ‘‘through the vacuum’’ electrostatic interactions in the double layer and
neglecting the ‘‘through the metal’’ interactions, i.e., the redistribution of electron
states near the Fermi level of the cluster. This is an important result as it provides

Figure 23 STM image (unfiltered) of a Pt single-crystal surface consisting mainly of Pt(111)

terraces and covered by a Pt(111)-(126 12)-Na adlattice formed via electrochemical Naþ

supply (from a b00-Al2O3 Naþ conductor interfaced with the Pt single crystal) on a Pt(111)-

(26 2)-O adlattice. Each sphere on the image corresponds to a Na atom. (From Refs.

14,140,144.)
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strong support for the effective double-layer kinetic model of promotion and
catalysis presented in the next section.

19.3.3 The Effective Double Layer

The picture that emerges from all the catalytic, electrocatalytic, and surface-science
techniques reviewed in this section is clear [14]. At sufficiently high temperatures for
ionic motion in the solid electrolyte, the entire gas-exposed surface of the metal is
covered, to a significant extent, by ionic species that migrate there from the solid
electrolyte. These ionic species are accompanied by their compensating (screening)
charge in the metal; thus an overall neutral dipole layer is formed (Figure 26). This
double layer has practically all the properties of the classical metal–solid electro-
lyte double layer. Like in every double layer, the field strength, ~EE, within the effective
double layer is typically of the order of 1V/Å. This parameter, which equals dj=dz
within the double layer, plays an important role in the quantitative description of
electrochemical and classical promotion.

The unique characteristic of the ‘‘effective double layer,’’ in comparison to all
classical metal/electrolyte double layers, is that it is directly accessible to gaseous
reactants. Thus electrochemical promotion is catalysis in the presence of a

Figure 24 Effect of catalyst potential on the oxygen desorption activation energy, Ed ,

calculated from the modified Redhead analysis for Pt, Ag, and Au electrodes deposited on

YSZ. (Reprinted from Ref. 146 with permission from the Institute for Ionics.)
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Figure 25 (a) Dependence of the position of the HOMO in Pt25 and of the Pt25/O

adsorption energy, Eads, at the Stark and full self-consistent field (SCF) levels, as a function of

the presence of point charge q above and below the cluster first layer. (b) Oxygen adsorption

energy, Eads versus work function change, as measured by the cluster HOMO, for Pt25/O. The

curves refer to the cluster with point charges (PC). Both Stark and full SCF curves are shown.

(From Ref. 135. Reprinted with permission from the American Chemical Society.)
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controllable (via current and potential) electrochemical double layer. The theoretical
implications and practical opportunities are obvious and numerous [14].

19.3.4 Dependence of Catalytic Rates on the Catalyst Potential and
Work Function

Similar to the case of classical promotion, four types of r versus UWR, thus in view of
Eq. (29) r versus F, behavior are observed experimentally (Figure 27) [4,129,130]:

1. Purely electrophobic
2. Purely electrophilic
3. Volcano-type
4. Inverted-volcano type

In the first two cases the r versus UWR (or r versus F) dependence frequently
conforms to the equation

lnðr=r0Þ ¼ aFDUWR=RT ¼ aDF=kbT ð40Þ

where the ‘‘NEMCA coefficient’’ a is positive (and of the order of 0.2 to 1) for
electrophobic reactions and negative (and of the order of �0.2 to �1) for
electrophilic reactions.

Figure 26 Schematic of the effective double layer during C2H4 oxidation on Pt/YSZ (top)

and Pt/b00-Al2O3.
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Rules of Promotion

Table 3 lists all published electrochemical promotion studies on the basis of their
global r versus F behavior. The term ‘‘global’’ denotes over the entire accessible
eUWR and DF range (typically �1.5 to 1.5 eV) as opposed to ‘‘local,’’ which denotes
the r versus F behavior at a specific F value. The table also provides, wherever

Figure 27 Examples for the four types of global electrochemical promotion behavior: (a)

electrophobic, (b) electrophilic, (c) volcano-type, (d) inverted volcano-type. (a) Effect of

catalyst potential and work function change (versus I¼ 0) for high (20:1) and (40:1) CH4 to O2

feed ratios, Pt/YSZ (from Ref. 33). (b) Effect of catalyst potential on the rate enhancement

ratio for the rate of NO reduction by C2H4 consumption on Pt/YSZ (from Ref. 39). (c)

NEMCA generated volcano plots during CO oxidation on Pt/YSZ (from Ref. 34). (d) Effect

of dimensionless catalyst potential on the rate constant of H2CO formation, Pt/YSZ (from

Ref. 37). P ¼ FUWR=RTð¼ DF=kbTÞ.
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Table 3 Classification of Electrochemical Promotion Studies on the Basis of Global r Versus

F Behavior

A. Purely electrophobic reactions

Reactants Kinetics Kinetics

Solid in D in A

(D) (A) Catalyst Electrolyte pA/pD T (8C) ðqr=qpDÞF ðqr=qpAÞF Rule Ref.

C2H4 O2 Pt ZrO2(Y2O3) 12–16 260–450 þ 0 G1 10,26,31

C2H4 O2 Pt b00-Al2O3 238 180–300 þ 0 G1 13,67

C2H4 O2 Pt TiO2 3.5–12 450–600 þ 0 G1 64

C2H4 O2 Rh ZrO2(Y2O3) 0.05–2.6 250–400 þ 0 G1 28,30,40

C2H4 O2 Pd ZrO2(Y2O3) 0.2–10 290–360 þ 40 G1 43

C2H4 O2 Ag ZrO2(Y2O3) 0.2–1.1 320–470 þ 0 G1 9,49–51

C2H4 O2 IrO2 ZrO2(Y2O3) 300 350–400 þ 0 G1 18,61

C2H4 O2 RuO2 ZrO2(Y2O3) 155 240–500 þ 40 G1 62

CO O2 Pt CaF2 11–17 500–700 þ 0 G1 13,63

CO O2 Pd ZrO2(Y2O3) 500 400–550 ? ? ? 13,29

CH4 O2 Pd ZrO2(Y2O3) 0.2–4.8 380–440 þ 0 G1 43,46

C3H6 O2 Ag ZrO2(Y2O3) 20–120 320–420 þ 40 G1 13,52

CH4 O2 Ag ZrO2(Y2O3) 0.02–2 650–850 þ 0 G1 13,53

C6H6 H2 Pt b00-Al2O3 0.02–0.12 100–150 50 *0 G1 20,69

C2H2 H2 Pt b00-Al2O3 1.7–9 100–300 ? ? ? 70

H2 CO2 Rh ZrO2(Y2O3) 0.03–0.7 300–450 þ 0 G1 13

H2 C2H2,

C2H4

Pd b00-Al2O3 0.1–5.9# 70–100 50 0 G1 76

H2S — Pt ZrO2(Y2O3) — 600–750 ? ? 13,45

CH4 — Ag SrCe0.95Yb0.05O3 — 750 ? ? 13,82

NH3 — Fe CaZr0.9In0.1O3-a 4–12 kPa 530–600 þ G1 79

NH3 — Fe K2YZr(PO4)3 4–12 kPa 500–700 þ G1 79

CH4 H2O Ni ZrO2(Y2O3) 0.05–3.5 600–900 þ 40 G1 13,59

# pD ¼ pC2H2
þ pC2H4

B. Purely electrophilic reactions

Reactants Kinetics Kinetics

Solid in D in A

(D) (A) Catalyst Electrolyte pA/pD T (8C) ðqr=qpDÞF ðqr=qpAÞF Rule Ref.

C2H4 O2 Pt CaZr0.9In0.1O3-a 4.8 385–470 — þ G2 80

C2H4 O2 Pt CeO2 1.6–3.7 500 — þ G2 65

C2H4 O2 Pt YZTi10 3 400–475 ? ? ? 66

C2H4 O2 Ag b00-Al2O3 0.3–0.4 240–280 — þ G2 77

CO O2 Ag b00-Al2O3 0.1–10 360–420 0 þ G2 13

C3H6 O2 Pt ZrO2(Y2O3) 0.9–55 350–480 40 þ G2 13,38

CH3OH O2 Ag ZrO2(Y2O3) 0–2 500 ? þ G2 23

CH4 O2 Au ZrO2(Y2O3) 0.1–0.7 700–750 0 þ G2 56,57,60

H2 N2 Fe CaZr0.9In0.1O3-a 0–3 440 ? ? ? 81

H2 C2H4 Ni CsHSO4 1 150–170 ? ? ? 13,17

CH3OH Pt ZrO2(Y2O3) — 400–500 — ? ? 13,37

CH3OH Ag ZrO2(Y2O3) 0–6 kPa 550–750 — þ G2 13,55

C2H4 NO Pt ZrO2(Y2O3) 0.2–10 380–500 0 þ G2 39

C2H4 NO Pt b00-Al2O3 0.1–1.1 280–400 ? ? ? 19

CO NO Pt b00-Al2O3 0.3–5 320–400 40 þ G2 71–73

CO NO Pd ZrO2(Y2O3) 0.5–6.5 320–480 *0 þ G2 47,48

CO N2O Pd ZrO2(Y2O3) 2–50 440 — þ G2 47

1-C4H8 Pd Nafion — 70 — ? G2 21
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available, the observed open-circuit kinetics, i.e., the dependence of r on the partial
pressures, pD and pA, of the electron donor and electron acceptor reactant,
respectively.

The rules of electrochemical promotion follow directly from Table 3 [4,129]:
for example, as shown in Table 3, all purely electrophobic reactions are positive
order in D and zero or negative order in A. All purely electrophilic reactions are
positive order in A and zero or negative order in D. Volcano-type reactions are
always positive order in one reactant and purely negative order in the other. Inverted
volcano-type reactions are positive order in both reactants. Thus the following
promotional rules can be formulated.

Table 3 Continued

C. Volcano-type reactions

Reactants Kinetics Kinetics

Solid in D in A

(D) (A) Catalyst Electrolyte pA/pD T (8C) ðqr=qpDÞF ðqr=qpAÞF Rule Ref.

C2H4 O2 Pt Na3Zr2Si2PO12 1.3–3.8 430 � þ G3 78

CO O2 Pt ZrO2(Y2O3) 0.2–55 468–558 þ � G3 13,35,36

CO O2 Pt b00-Al2O3 0.5–20 300–450 � þ G3 13,68

H2 O2 Pt H2O-0.1N KOH 0.3–3 25–50 þ � G3 13,84,85

H2 O2 Pt Nafion 0.2–5 25 þ � G3 83

SO2 O2 Pt V2O5-K2S2O7 1.8 350–450 ? ? ? 86

C3H6 NO Pt b00-Al2O3 2–70 375 � þ G3 72–74

H2 NO Pt b00-Al2O3 0.3–6 360–400 � þ G3 75

D. Inverted volcano reactions

Reactants Kinetics Kinetics

Solid in D in A

(D) (A) Catalyst Electrolyte pA/pD T (8C) ðqr=qpDÞF ðqr=qpAÞF Rule Ref.

C2H4 O2 Pt TiO2 0.2–0.3# 450–600 þ þ G4 64

C3H6 O2 Pt YZTi10 5 400–500 ? ? ? 66

CO O2 Ag ZrO2(Y2O3) 0.6–14 350–450 þ þ G4 13,54

CO O2 Ag-Pd alloy ZrO2(Y2O3) 3.5–12.5 450–500 þ þ G4 58

CO O2 Au ZrO2(Y2O3) 3–53 450–600 þ 50 G4 56,57

C2H6 O2 Pt ZrO2(Y2O3) 0.06–7 270–500 þ þ G4 32

CH4 O2 Pt ZrO2(Y2O3) 0.02–7 600–750 þ þ G4 13,33

CH3OH O2 Pt ZrO2(Y2O3) 3–45 300–500 þ ? ? 13,37

H2 CO2 Pd ZrO2(Y2O3) 0.2–1.1 500–590 þ þ G4 13,29

C3H6 NO,O2 Rh ZrO2(Y2O3) 0.08–8$ 250–450 þ NO:þO2: 0 G4 41

CO NO,O2 Rh ZrO2(Y2O3) 0.33$ 250–450 þ NO:þO2: 0 G4 42

$ pA/pD is the ratio pNO=pC3H6
and pNO/pCO. The pO2

range is between 0–6 kPa.
# low pA, pD region, (?): No data available.
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Electrophobic Reactions

Inspection of Table 3 shows the following rule for electrophobic reactions:

Rule G1: A reaction exhibits purely electrophobic behavior ½ðqr=qFÞpA;pD > 0�
when the kinetics are positive order in the electron donor (D) reactant and
negative or zero order in the electron acceptor (A) reactant.

Table 3 provides 22 such examples. Sufficient information (kinetics) exist in 18
cases. Rule G1 is valid in all 18 cases. There are no exceptions. A typical example
from the literature [20] is shown in Figure 28.

An equivalent formulation of rule G1 is the following:

Rule G10: A reaction exhibits purely electrophobic behavior ½ðqr=qFÞpA;pD > 0�
when the electron acceptor reactant (A) is strongly adsorbed and much more
strongly adsorbed on the catalyst surface than the electron donor reactant
(D).

In terms of adsorption equilibrium constants the latter can be expressed as

kApA 4 1 and kApA 4 kDpD ) ðqr=qFÞpA; pD > 0 ð41Þ

Figure 28 Example of rule G1 (electrophobic behavior): Effect of Na coverage and

concomitant work function change on the rate of C6H6 hydrogenation on Pt deposited on

b00-Al2O3 at 130 8C. Note that the rate is positive order in C6H6 (D). It is also near zero order

in H2. (From Refs. 20 and 69.)
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where kA; kD are the adsorption equilibrium constants of A and D on the catalyst
surface.

Electrophilic Reactions

Inspection of Table 3 shows the following rule for electrophilic reactions:

Rule G2: A reaction exhibits purely electrophilic behavior ½ðqr=qFÞpA;pD < 0�
when the kinetics are positive order in the electron acceptor (A) reactant and
negative or zero order in the electron donor (D) reactant.

Table 2 provides 18 such examples. Sufficient information (kinetics) exists in 13
cases. Rule G2 is satisfied in all cases. A typical example from the electrochemical
promotion literature [80] is shown in Figure 29.

An equivalent formulation of rule G2 is the following:

Rule G20: A reaction exhibits purely electrophilic behavior ½ðqr=qFÞpA;pD < 0�
when the electron donor reactant (D) is strongly adsorbed and much more
strongly adsorbed on the catalyst surface than the electron acceptor reactant
(A).

In terms of adsorption equilibrium constants the latter can be expressed as

15 kDpD and kApA 5 kDpD ) ðqr=qFÞpA; pD < 0 ð42Þ

Volcano-type Reactions

Inspection of Table 3 shows that reactions exhibiting volcano-type (maximum type)
behavior with respect to F are those where the kinetics also exhibit a maximum with

Figure 29 Example of rule G2 (electrophilic behavior): Effect of pC2H4
ð¼ pDÞ (a), pO2

ð¼ pAÞ
(b), and DF (c) on the rate of C2H4 oxidation on Pt films interfaced with CaZr0.9In0.1O3-a, a

Hþ-conductor (from Ref. 80). Note that Figure 29(c) is obtained under gaseous composition

where the rate is positive order in O2 and negative order in C2H4 [(a) and (b)]. (Reprinted with

permission from the Institute for Ionics.)
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respect to A and D so that the rate is always positive order in A or D and at the same
time negative (not zero) order in D or A, respectively. Thus the following rule is
derived:

Rule G3: A reaction exhibits volcano-type behavior when both the electron
donor D and electron acceptor A are strongly adsorbed on the catalyst
surface.

Table 3 provides eight such examples. Sufficient information exists in seven
cases. There are no exceptions. Some typical examples from the literature [84,85] are
shown in Figure 30. In terms of adsorption equilibrium constants, rule G3 can be
expressed as

kApA; kDpD 4 1 )
ðqr=qFÞpA;pD > 0; F < FM

ðqr=qFÞpA;pD ¼ 0; F ¼ FM

ðqr=qFÞpA;pD < 0; F > FM

8

>

>

<

>

>

:

ð43Þ

where FM is the work function value at the rate maximum (volcano-maximum).

Figure 30 Example of rule G3 (volcano-type behavior): Effect of pH2
ð¼ pDÞ (a), pO2

ð¼ pAÞ
(b), and potential UWR and DF (c) on the rate of H2 oxidation on Pt/graphite (a and b) and Pt/

black (c) in aqueous 0.1M KOH solutions (from Refs. 84 and 85). Note that under the pH2
; pO2

conditions of (c) the open-circuit rate is positive order in H2 (a) and negative order in O2

(b) and that the orders are reversed with the applied positive potential ðUWR ¼ 1:2VÞ. At

this potential the rate passes through its maximum (volcano) value (c). [Reprinted with

permission from McMillan Magazines Ltd (Ref. 84) and from the American Chemical Society

(Ref. 85).]
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Inverted Volcano (Minimum) Type Reactions

Inspection of Table 3 shows the following rule for inverted volcano-type reactions:

Rule G4: A reaction exhibits inverted volcano (minimum rate) type behavior
when the kinetics are positive order in both the electron acceptor (A) and
electron donor (D) reactant.

Table 3 provides 11 such examples. Sufficient information exists in nine cases.
There are no exceptions. Some typical examples from the literature [54] are shown in
Figure 31.

In terms of adsorption equilibrium constants, rule G4 can be expressed as

kApA; kDpD 5 1 )
ðqr=qFÞpA;pD < 0; F < Fm

ðqr=qFÞpA;pD ¼ 0; F ¼ Fm

ðqr=qFÞpA;pD > 0; F > Fm

8

>

>

<

>

>

:

ð44Þ

where Fm is the work function value at the rate minimum.

Complementary Rules

Three additional rules, also derived from experiment [14,129], can be formulated:

Rule G5: The above rules G1–G4 also apply when D and A are both electron
acceptors or electron donors. In this case D is always the stronger electron
donor or weaker electron acceptor and A is always the weaker electron
donor or stronger electron acceptor.

Rule G6: A monomolecular reaction is electrophobic for an electron donor
adsorbate and electrophilic for an electron acceptor adsorbate.

Rule G7: The maximum rate modification (rmax/rmin) obtained under
electrochemical promotion conditions increases for every fixed overpotential

Figure 31 Example of rule G4 (inverted volcano-type behavior): Effect of pCO ð¼ pDÞ (a),
pO2

ð¼ pAÞ (b), and DF and dimensionless work function P ð¼ DF=kbTÞ (c) on the rate of CO

oxidation on Ag films deposited on YSZ (from Ref. [54]); T ¼ 415 �C. (a) pO2
¼ 3 kPa, &:

open-circuit, d: UWR ¼ 475mV, ~: UWR ¼ �1300mV. (b) pCO ¼ 5 kPa, &: open-circuit, d:

UWR ¼ 475mV, ~: UWR ¼ �1300mV. (c) pO2
¼ 3 kPa, pCO ¼ 5 kPa, d: T ¼ 363 �C, r0 ¼

2:7 nmol O/s, &: T ¼ 390 �C, r0 ¼ 3:4 nmol O/s, !: T ¼ 410 �C, r0 ¼ 5:5 nmol O/s.

(Reprinted with permission from Trans. Tech. Publications.)
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with increasing difference in the electron acceptor-electron donor character
of the two reactants.

On the basis of the published literature on NEMCA or electrochemical
promotion as of this writing (2001) there appear to be no exceptions to the above rules.

19.3.5 Mathematical Modeling of Promotional Kinetics

Recently a rigorous quantitative model was developed in order to describe
promotional and, more generally, catalytic kinetics [130,147]. The model can be
viewed as an extension of classical Langmuir–Hinshelwood–Hougen–Watson
(LHHW) kinetics.

The basis of the model is shown in Figure 32. Each adsorbate is modeled as a
dipole characterized by the distance, l, between the positive and negative charge q
and by the partial charge-transfer parameter lj defined from the equilibrium:

SjðgÞ Ð ½Slþj
j � lje�� ð45Þ

where Sj denotes a reactant, j, and the rhs of Eq. (45) denotes the adsorbate dipole.
The dipole interacts with the field strength, ~EE, of the double layer, so that its
electrochemical potential, �mmjðadÞ, can be written as

�mmjðadÞ ¼ mjðadÞ þNAV
~PPj ? ~EE ð46Þ

where mj(ad) is the chemical potential of the adsorbed species and NAV is Avogadro’s
number.

Assuming uniform adsorption sites and using the fact [14] that

~EE ¼ ðDF=edÞ~nn ð47Þ

where DF is the deviation of F from its value at the point of zero charge (pzc) [14],

Figure 32 Schematic of an adsorbate, modeled as a dipole, in the presence of the metal–gas

effective double layer.
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one obtains the isotherm

kjpj ¼ ðyj=ð1� yjÞÞ expð�ljPÞ ð48Þ

with

P ¼ DF
l
2d

coso
� �

=kbT ð49Þ

kj ¼ expððmoj ðgÞ � moj ðadÞÞ=RTÞ ð50Þ

The first success of the effective double-layer isotherm [Eq. (48)] is that it predicts
the experimentally observed linear variation of isosteric heat of adsorption or
chemisorptive binding energy Ej with work function F (Figures 11, 12, 24, 25):

Eb; j ¼ Eo
b; j þ ðljl=2dÞDF ð51Þ

Thus for an electron acceptor adsorbate (lj< 0), Eq. (51) predicts a linear
decrease in Eb, j with F while for an electron donor adsorbate (lj> 0), Eq. (51)
predicts a linear increase in Eb, j with F, both in excellent agreement with experiment
(Figures 11, 12, 24) and with rigorous cluster quantum mechanical calculations
(Figure 25).

The second, and most important, success of the effective double-layer isotherm
is that when considering the coadsorption and rate-controlling surface reaction of
two reactants, A and D, one obtains the following analytical expression for the
catalytic rate:

r ¼ kRyDyA ¼ kRkAkDpDpA exp½ðlD þ lAÞP �
ð1þ kDpD expðlDPÞ þ kApA expðlAPÞÞ2

ð52Þ

which provides an excellent semiquantitative fit to the experimentally observed
promotional kinetics as shown in Figure 33. This simple expression predicts indeed
purely electrophobic behavior for strong adsorption of A (kD¼ 10�2, kA¼ 102),
purely electrophilic behavior for strong adsorption of D (kD¼ 102, kA¼ 10�2), and
volcano-type behavior for strong adsorption of A and D (kD ¼ kA ¼ 102Þ. In the
case of weak adsorption of A and D, since repulsive lateral interactions can be
neglected [14,129], Eq. (52) is replaced by

r ¼ kRkAkDpApD expf½maxð0; lDPÞ� þ ½maxð0; lAPÞ�g
ð1þ kDpD exp½maxð0; lDPÞ� þ kApA exp½maxð0; lAPÞ�Þ2

ð53Þ

which also nicely predicts inverted volcano behavior for kA¼ kD¼ 10�2 [Figure
33(d)].

The success of the model can be appreciated from Figure 34, which compares
model predictions [top, Figure 34(a) and (b)] with some truly interesting and
complex experimental results [bottom, Figure 34(c) and (d)] obtained during C2H4

oxidation on Pt/TiO2 [64,130]. As shown in Figure 34(c) and (d) (bottom) the rate
dependence on UWR and P shifts from inverted volcano [Figure 34(c)] to purely
electrophobic [Figure 34(d)] as pC2H4

ð¼pDÞ is decreased by a factor of 10 at fixed pO2
.

As shown in Figure 34(a) and (b) (top) the model predicts the shift in global behavior
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in a truly impressive semiquantitative manner and in fact with very reasonable lD
and lA values ðlD> 0, lA< 0Þ.

Finally, the success of the model can be judged from Figure 35(a) and (b),
which show the experimental and model-predicted rate dependence on pCO and work
function during CO oxidation on Pt/b00-Al2O3 [68]. Note the transition from a
classical Langmuir–Hinshelwood to a positive order rate dependence on pCO with
decreasing work function. Also notice that on every point of the experimental or

Figure 33 Model predicted electrochemical promotion behavior: (a) electrophobic,

(b) electrophilic, (c) volcano-type, and (d) inverted volcano-type.
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model-predicted rate dependence, the basic promotional rule

qr
qF

� �

pA;pD

qr
qpD

� �

F;pA

> 0 ð54Þ

is strictly obeyed. The optimal lD and lA values are again quite reasonable

Figure 34 Experimentally observed (bottom) and model predicted (top) transition from

inverted volcano to electrophobic behavior upon increasing the O2 to ethylene (i.e., A/D) ratio

by a factor of 10, C2H4 oxidation on Pt/TiO2. (From Ref. 64. Reprinted with permission from

Academic Press.)
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(lD; lA < 0). The large optimal kA and kD values (*9) are also quite reasonable as
they indicate strong adsorption of both CO (¼D) and oxygen (¼A), which is the
necessary and sufficient condition (rule G3) for the appearance of volcano-type
behavior.

In general, Figures 33 to 35 show, beyond any reasonable doubt, that the
effective double-layer model of promotion, expressed mathematically by Eq. (52),
grasps the essence of promotional kinetics [14].

Figure 35 Experimental (from Ref. 68) (top) and model-simulated (from Ref. 147) (bottom)

dependence of the rate of CO oxidation on Pt deposited on b00-Al2O3 as a function of pCO,

catalyst potentialUWR, and dimensionless catalyst work functionP ð¼ DF=kbTÞ at pO2
¼ 6 kPa

(from Ref. 68). Parameters used in Eqs. (52) and (53): kA ¼ 9:133, kD ¼ 8:715, lA ¼ �0:08,
lD ¼ 0:09, lR ¼ 0, kR ¼ 6:19 ? 10�6. (Reprinted with permission from Academic Press.)
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19.4 THE MECHANISM OF METAL–SUPPORT INTERACTIONS

19.4.1 Self-Driven NEMCA: The Bridge Between Electrochemical
Promotion and Metal–Support Interactions

Before discussing in the next section the series of experimental results that proved the
functional identity of electrochemical promotion and metal–support interactions
with O2� conductions (YSZ) and mixed O2�-electronic conducting (TiO2, CeO2)
supports, it is useful to first review an experiment reported in 1993 by Cavalca,
Larsen, Vayenas, and Haller [141] in the course of their investigation of
electrochemical promotion of methanol oxidation on Pt deposited on YSZ in a
single-chamber reactor (Figure 36). Cavalca et al. [141] noticed (as one easily
observes in any electrochemical promotion study using the single-chamber design)
that a negative potential appears ðUWR&0:3VÞ between the Pt catalyst and the Ag
counter- and reference electrodes under open-circuit conditions.

This negative potential is easy to understand and is actually used today in the
single-chamber fuel cell [14]: oxygen is consumed by the catalytic reaction of CH3OH
oxidation much faster on the Pt catalyst-electrode than on the Ag counterelectrode
(Ag is also a catalyst for CH3OH oxidation and partial oxidation, but much less

Figure 36 Self-driven electrochemical promotion of CH3OH oxidation on Pt using O2

conductor (YSZ) with external catalyst-counterelectrode short-circuiting (a) and a mixed ionic

(O2�)-electronic conductor (TiO2) with internal short-circuiting.

Copyright © 2003 by Taylor & Francis Group, LLC



active than Pt). Consequently the observed open-circuit potential is a Nernst
potential:

Uo
WC ¼ ð1=4eÞðmO2ðPtÞ � mO2ðAgÞÞ ¼

RT

4F
lnða2OðPtÞ=a

2
OðAgÞÞ ð55Þ

where the oxygen chemical potential and activity on Pt are significantly smaller than
on Ag (due to the faster catalytic reaction on Pt, which forces the oxygen adsorption
step to be not in equilibrium), thus Uo

WC is negative.
Cavalca et al. [141] utilized this self-created potential and the fact that

methanol oxidation on Pt exhibits electrophobic behavior, i.e., is promoted by O2�

supply to the catalyst, to induce NEMCA (electrochemical promotion) on Pt without
an external power source (galvanostat or potentiostat) by just short-circuiting the
catalyst and the counterelectrode [Figure 36(a)].

What is the mechanism of electrochemical promotion under these short-circuit
conditions? It is very simple, as shown in Figure 36. Upon short-circuiting, the Fermi
levels in the Pt catalyst and Ag counterelectrode become equal and O2� are being
continuously supplied to the Pt catalyst, inducing NEMCA and attempting to
establish there an oxygen chemical potential mO2ðPtÞ equal to that on Ag. Due to the
fast catalytic reaction on Pt, this is not possible and thus the O2� flux to the Pt
catalyst continuous ad infinitum. The spent O2� are continuously replenished by
gaseous O2 at the Ag counterelectrode. This is a self-driven NEMCA system, suitable
for promoting any electrophobic reaction.

To compensate the O2� flux and close the circuit there is an electric current
flowing through the short-circuiting wire [Figure 36(a)]. Now let us imagine that
YSZ is replaced by TiO2, which has both ionic (O2�) and electronic conductivity
[Figure 36(b)]. In this case the need for the short-circuiting wire is eliminated as the
electronic current can flow in the TiO2 pellet itself. Under these conditions there is no
net current flowing in the TiO2 pellet but the Pt catalyst is electrochemically
promoted. This is again a self-driven NEMCA system suitable for any electrophobic
reaction and having no net current flowing anywhere in it (the O2� current in the
TiO2 is equal and opposite to the electronic current).

The similarity with TiO2-supported dispersed Pt catalyst is obvious. For if O2�

backspillover can take place over mm distances on the porous Pt films used for
electrochemical promotion studies with YSZ and TiO2 (as proven conclusively by
XPS and several other techniques [148]) it can certainly take place over nm distances
on the supported Pt nanoparticles of commercial highly dispersed YSZ and TiO2-
supported catalysts.

Do we really need an Ag counterelectrode in this self-driven NEMCA (or
metal–support interaction promoted) system? The answer is no, for two reasons:

1. With the usual size distribution of nanoparticles in a commercial ZrO2- or
TiO2- or CeO2-supported noble metal catalyst, each two dissimilar size
crystallites create a small local galvanic cell able to electrochemically
promote one of the two nanoparticles.

2. In mixed conducting supports (TiO2, CeO2) but also on doped ZrO2 direct
replenishment of O2� by gaseous O2 is rather efficient:

O2 þ 4e�?2O2� ðYSZÞ ð56Þ
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Thus on the basis of the experiments of Cavalca et al. [141], in conjunction
with the XPS studies surveyed previously, it is reasonable to anticipate that the
mechanism of metal–support interaction promotion of catalytic oxidations is
the same with the mechanism of self-driven electrochemical promotion systems:
self-induced migration of promoting O2� species on the nanoparticle catalysts
surface [137].

19.4.2 Confirmation of the Self-driven NEMCA Metal–Support
Interaction Mechanism

Three independent systems were used by Nicole, Tsiplakides, Pliangos, Verykios,
Comninellis, and Vayenas [137] to show the mechanistic equivalence of NEMCA
and metal–support interactions (Figure 37).

Here we discuss the results obtained for the model reaction of C2H4 oxidation
on IrO2, Pt, and Rh, but similar conclusions are reached when using other model
reactions such as CO oxidation or NO reduction by CO [137]. The three systems
shown in Figure 37 were used to compare

Figure 37 Schematic of the experimental setup used (a) to induce electrochemical promotion

(via YSZ) on IrO2 and IrO2-TiO2 porous catalyst films (b) to compare the electrochemical

promotion induced on Pt via YSZ and via TiO2 and (c) to compare the electrochemical

promotion behavior induced by varying UWR on a Rh porous catalyst film (left) and on a fully

dispersed Rh catalyst supported on porous (80m2/g) YSZ support. (From Ref. [137].)

Copyright © 2003 by Taylor & Francis Group, LLC



1. The open-circuit and NEMCA-induced catalytic activity of IrO2 (which is
a metal-type conducting metal oxide [149]) and of mixed IrO2-TiO2

catalysts consisting of micro- and nanoparticles of IrO2 (active phase) and
TiO2 (inert support) in intimate contact [Figure 37(a)] [150].

2. The open-circuit and NEMCA-induced catalytic activity of Pt films
deposited on YSZ [26] and on TiO2 [137]. In this case XPS was also used in
vacuum [87,137] to quantify the coverage of the backspillover O2� species
on the Pt surface [Figure 37(b)].

3. The catalytic rate enhancement induced on porous Rh films via
electrochemical promotion with YSZ [Figure 37(c), left [40]] and that
induced on dispersed Rh nanoparticles upon varying the porous, high-
surface-area (*100m2/g) catalyst support (TiO2, SiO2, g-Al2O3, YSZ, and
TiO2 doped with 4mol% WO3) [151]. In all five cases the Rh metal loading
was 0.5wt.% [151].

In view of the title of this section the reader can anticipate and predict the
results of these key experiments [137]:

1. There is similar, roughly 12-fold, maximum rate enhancement induced on
the IrO2 catalyst via NEMCA (r&12, pure IrO2, Figure 38) and via metal–
support interactions of IrO2 with TiO2 (rMSI&13, XIrO2

&0:5, Figure 38).
The parameter rMSI is defined from

rMSI ¼ r=ru ð12Þ

where ru is the (unpromoted) catalytic rate per unit mass of the active
catalyst and r is the same (promoted) catalytic rate, enhanced due to the
metal–support interaction.

Moreover, as also shown in Figure 38, there is practically no
electrochemical promotion ðr < 1:5Þ of the mixed IrO2-TiO2 catalyst. It is
thus clear that IrO2 in the IrO2-TiO2 catalyst is already in an
electrochemically promoted state. It thus becomes apparent that TiO2 is
constantly supplying O2� to the IrO2 surface. This ingenious experiment is
due to Nicole and Comninellis [150]. Note that pure TiO2 (XIrO2

¼ 0) is
always inactive (Figure 38).

2. There is similar transient and steady-state electrochemical promotion
behavior of Pt on YSZ and Pt on TiO2 [Figure 39(a) and (b)] and similar
O2� backspillover mechanism of Pt on YSZ and of Pt on TiO2 as
manifested by XPS (Figure 21).

In particular:
In both cases imposition of a positive current I (with a concomitant

rate, I/2F, of supply of O2� to the catalyst for the case of Pt/YSZ and also
an concomitant increase in catalyst potential UWR) causes a pronounced,
25-fold in Figure 39(a), 22-fold in Figure 39(b), increase in catalytic rate
(r¼ 26 and r¼ 23, respectively).

The Faradaic efficiency L is 74 ? 103 in Figure 39(a) (YSZ) and
1:88 ? 103 in Figure 39(b) (TiO2), suggesting that only a fraction f ð&2:5%Þ
of the current I in TiO2 is anionic (O

2�), the rest being electronic, in good
agreement with the literature [137]. This is nicely confirmed by comparing
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the time, t, required for the rate increase to reach 63% of its steady-state
value with the parameter 2FNG/I (Figure 39). In the case of YSZ, t is
shorter than 2FNG/I, while in the case of TiO2 t is longer than 2FNG/I,
again suggesting that only a fraction of the current I in TiO2 is ionic. By
comparing the ratio t/(2FNG/I) in both cases, one may conclude that
f&0:05, in qualitative agreement with the value estimated from the
Faradaic efficiency, L, values.

3. There is similar electrochemical promotion behavior of Rh films on YSZ
and similar metal–support interaction-induced behavior of dispersed Rh on
different supports for the model reaction of C2H4 oxidation on Pt (Figure
40). In particular, there are very similar r values (r&rMSI&120) upon
increasing the potential and work function of the Rh film or upon
increasing the work function (or absolute potential) of the support of the
dispersed Rh catalyst (Figure 40).

Figure 38 Effect of the mole fraction, XIrO2
, of IrO2 in the IrO2-TiO2 catalyst film on the

rate of C2H4 oxidation under open-circuit conditions (open circles) and under electrochemical

promotion conditions (filled circles) via application of I ¼ 200 mA, T ¼ 380 �C,
pC2H4

¼ 0:15 kPa, pO2
¼ 20 kPa. Triangles indicate the corresponding electrochemical promo-

tion rate enhancement ratio r values. (From Refs. 137 and 150.)

Copyright © 2003 by Taylor & Francis Group, LLC



In more detail: Figure 40 shows the rate dependence on pO2
for the dispersed

Rh catalysts deposited on TiO2, SiO2, YSZ (8mol% Y2O3 in ZrO2), and TiO2 doped
with 4mol% WO3. In all five cases the Rh metal loading is 0.05wt.% [137,152].

Figure 39 Galvanostatic catalytic rate transients showing the equivalence of electrochemical

promotion when usingYSZ (fromRef. 26) (a) or TiO2 (fromRef. 64) (b) as the Ptmetal film sup-

port. See text for discussion. (FromRef. 137. Reprinted with permission fromAcademic Press.)
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The inset of Figure 40 shows the rate dependence on pO2
(at the same pC2H4

and
T) for the Rh film deposited on YSZ at various imposed potentials UWR. The
similarity between Figure 40 and the inset of Figure 40 is striking and underlines the
equivalence of metal–support interactions and electrochemical promotion: for low
pO2

values the rate is first order in pO2
followed by a sharp decrease at a characteristic

pO2
value denoted by p�O2

ðU�
WRÞ, which depends on the support (Figure 40) or on the

potential (inset of Figure 40).
Thereafter the rate becomes very low and negative order in pO2

. It has been
shown that this sharp rate transition is due to the formation of a catalytically
inactive surface Rh oxide [137]. As shown in Figure 40 (inset) increasing UWR and
thus F causes a pronounced increase in p�O2

and thus a dramatic rate increase at
intermediate pO2

values with r values up to 100. Exactly the same behavior is

Figure 40 Effect of pO2
on the rate of C2H4 oxidation on Rh supported on four supports of

increasing F. Catalyst loading 0.05wt.%. (From Refs. 137 and 152.) Inset: Electrochemical

promotion of a Rh catalyst film deposited on YSZ: effect of potentiostatically imposed

catalyst potential UWR on the rate and TOF dependence on pO2
at fixed pC2H4

. [Reprinted with

permission from Elsevier Science (Ref. 137) and Academic Press (Ref. 152).]
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obtained (Figure 40) upon varying the dispersed catalyst support in the sequence
TiO2, SiO2, g-Al2O3, YSZ, TiO2 (4%WO3). For intermediate pO2

values the metal–
support interaction rate enhancement ratio, rMSI, is up to 120 versus r&100 for the
electrochemically promoted system.

This destabilization of surface Rh oxide formation with increasing catalyst
potential or work function has been shown to be due to strong lateral repulsive
interactions of the backspillover O2� species and normally chemisorbed oxygen,
which causes a pronounced, up to 1 eV, decrease in the chemisorptive bond strength
of normally chemisorbed O [13,14].

By comparing Figure 40 and the characteristic p�O2
ðU�

WRÞ rate breaks of the
inset of Figure 40 one can assign to each support an equivalent potential U�

WR value
(Figure 41). These values are plotted in Figure 41 versus the actual work function F8
measured via the Kelvin probe technique for the supports at pO2

¼ 1 atm and
T¼ 400 8C, i.e., versus the absolute potential of the supports.

The good qualitative agreement between eU�
WR variation and F8 variation

shown in Figure 41 for the various supports used underlines again the common
promotional mechanism of electrochemically promoted and metal–support interac-
tion promoted metal catalysts.

Figure 41 Correlation between the equivalent potentials of the supports defined by Figure 40

and of the work function or absolute potential (from Ref. 140) of the supports measured via

the Kelvin probe technique in pO2
¼ 1 atm at 400 8C. (From Ref. 137.)
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The common underlying principle is shown in Figure 42. The electrochemical
potential of electrons �mme (¼EF, the Fermi level) in the metal catalyst is fixed at that of
the Fermi level of the support [140]. This is valid both for electrochemically
promoted model catalysts (left) and for semiconducting or ion-conducting-supported
metal nanoparticles (right).

In electrochemical promotion experiments (Figure 42, left) one can vary
�mmeðMÞ ¼ �mmeðSÞ by varying UWR and thus also [Eq. (29)] F. In this way via Eq. (35) one
can also vary the electrochemical potential and thus coverage of backspillover O2�

on the catalyst-electrode surface.
In dispersed metal–support systems (Figure 42, right), one can vary �mmeðMÞ ¼

�mmeðSÞ by varying the support or by doping the support with aliovalent cations. This is
known in the literature as dopant-induced metal–support interactions (DIMSI)
[153,154]. Thus one can again vary the electrochemical potential and thus the
coverage of backspillover O2� on the supported catalyst surface.

This simple model (Figure 42) can account for the observed equivalence
between electrochemical promotion and metal–support interaction-induced
promotional phenomena. In both cases O2� backspillover to the catalyst surface is
the dominant promotional mechanism. It should be noted that according to the

Figure 42 Schematic of a metal grain (*mm) in a metal catalyst film deposited on YSZ or

TiO2 under electrochemical promotion conditions (left) and of a metal nanoparticle (*nm)

deposited on a porous TiO2 support (right) showing the locations of the classical double layers

formed at the metal–support interface and of the effective double layers formed at the metal–

gas interface. The energy diagrams (bottom) indicate schematically the spatial constancy of

the Fermi level EF (or electrochemical potential �mme) of electrons, of the chemical potential of

oxygen, and of the electrochemical potential of O2�. Note that under electrical bias applica-

tion (left) �mmO2� remains spatially constant but �mme and mO2
both bend in the solid electrolyte

support (dashed lines). The Fermi level �mme of the metal can be affected by varying UWR (left) or

by varying via doping the Fermi level of the support (right). (From Refs. 137 and 138.)
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above equivalence only electrophobic reactions can be promoted by metal–support
interactions on YSZ and TiO2, i.e., only reactions in which the rate increases with
potential or work function. This is nicely confirmed by experiment, since C2H4

oxidation both on IrO2 and on Rh is an electrophobic reaction ðqr=qUWR > 0Þ.
Detailed investigation of C2H4 oxidation on different metals and ion-conducting
supports (Tables 1 and 3) has shown that it always exhibits electrophobic behavior
under oxygen-rich conditions [31].

In conclusion, electrochemical promotion is an electrically controlled metal–
support interaction. The corollary is that metal–support interactions on YSZ, TiO2,
and doped TiO2 supports are similar to the ‘‘wireless’’ self-driven NEMCA
configurations tested already on YSZ pellets (for the electrophobic reaction of
CH3OH oxidation on Pt) by short-circuiting the Pt catalyst and Ag counter-
electrodes. The carrier continuously supplies promoting Od� species to the catalyst
surface while spent O2� in the support is continuously replenished by gaseous O2.

Mathematical Modeling and Range of Operability of
Electrochemical Promotion and of Metal–Support Interactions

In view of the functional similarity of electrochemical promotion and metal–support
interactions, a mathematical promoter reaction-promoter diffusion model has been
developed recently [138] in order to identify the dimensionless groups, which govern
both phenomena and quantify their limits of applicability.

The model geometries are shown in Figure 43, and the basic dimensionless
promoter (O2�) reaction-diffusion equation, governing both phenomena, is

d2yi
dx2

� F2
Pyi ¼ 0 ð57Þ

with boundary conditions

x ¼ 0
dyi
dx

¼ �JF2
Pð1� yiÞ ð58Þ

x ¼ 1 dyi=dx ¼ 0 ð59Þ

where x is the dimensionless distance across the electrochemically promoted catalyst
film or nanoparticle, y, is the coverage of the backspillover O2� species, and FP and J
are the promotional Thiele modulus and dimensionless current, respectively, defined
from

FP ¼ L
ffiffiffiffiffiffiffiffiffiffiffi

k=Ds

p

ð60Þ
J ¼ I=ð2FkCi;maxAcÞ for electrochemical promotion ð61Þ
J ¼ ðr=AcÞ=ðLkCi;maxÞ for MSI ð62Þ

Here L is the catalyst film thickness or nanoparticle size, k is the rate constant
for depletion (reaction or desorption) of the promoting O2� species, Ci;max is its
maximum possible surface concentration on the catalyst or nanoparticle surface, Ac

is the metal–gas interface area of the film or nanoparticle, r is the promoted catalytic
rate, and L is the Faradaic efficiency of the catalytic reaction being promoted.
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Figure 43 Schematic of an electrochemically promoted metal catalyst film supported on an

O2� conductor (top) and schematic of cylindrical or, more generally, fixed cross-section

nanoparticles deposited on an O2� conducting support (bottom). (From Ref. 138.)
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Solution of Eq. (57) with boundary conditions (58) and (59) leads to the
following expressions for the rate enhancement ratio r in terms of the dimensionless
dipole moment, P, of the promoting species:

r ¼ expðPZPÞ ð63Þ

P ¼ aeNMPi

eokbT
ð64Þ

where ZP is the promotional effectiveness factor defined from

ZP ¼
ð1

0

yiðxÞdx ð65Þ

and computed from

1=ZP ¼ 1=J þ FP= tanhFP ð66Þ

In order to have significant electrochemical promotion of metal–support
interaction promotion of a catalytic reaction, ZP must be at least 0.2. Equation (66)
and the corresponding Figure 44 show the range of FP and J values that allow for
this to happen: the Thiele modulus FP must be smaller than 5. This means small film
thickness or catalyst particle size, small kinetic constant k for promoter destruction,
and finite surface diffusivity, Ds, of the promoter. Also the dimensionless current J
must be larger than 2, and this again dictates a small k value for promoter
destruction, a finite current for electrochemical promotion, and a fast catalytic rate,
r, for metal–support interactions.

Numerical Examples

Electrochemically Promoted Films

In order to estimate ZP in actual electrochemical promotion experiments we use here
typical values [138] of the operating parameters (Table 4) to calculate J and F. The

Figure 44 Dependence of promotional effectiveness factor, Zp, on Thiele modulus Fp and

dimensionless current J. (From Ref. 138.)
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value of k is estimated on the basis of typical NEMCA galvanostatic transients
which show that the lifetime of the promoting Od� species on the catalyst surface is
typically 102 s at temperatures 350–400 8C.

The surface diffusivity Ds is computed (conservatively) from the diffusivity
measurements of Lewis and Gomer [122] for O on Pt(111) and Pt(110) near 400 8C
[Eq. (17)].

The computed J, FP, and ZP results (Table 4) show the significance of this
analysis [138]. It is very likely that many of the published electrochemical promotion
data have been obtained under promoter diffusional-controlled conditions, i.e., the
actual measured (quite large) r values may not correspond to full utilization of the
promoting species ðZP ¼ 1Þ, so that one could obtain even larger r values [¼ expP,
Eq. (63)] if thinner catalyst films are used. This is corroborated by the fact that the
highest r value for C2H4 oxidation on Pt supported on YSZ ðr&60Þ has been

Table 5 Typical Operating Parameters in a Supported

Catalyst

r=Ac ¼ 10�6 mol=s ? cm2

L ¼ 102

k ¼ 10�2 s�1

Ci;max ¼ 10�7 mol= cm2

L ¼ 3 nm

Computed Parameters

J ¼ 10

Fp ¼ 4:8 ? 10�3

ZP ¼ 0:91

Condition for F< 1

Fp < 1 ) L < 0:6 mm

Table 4 Typical Operating Parameters in Electrochemical

Promotion Studies (Electrolyte surface area AE ¼ 1 cm2,

T ¼ 400�C)

I ¼ 100mA
k ¼ 10�2 s�1

AcCi;max ¼ 10�7 mol

L ¼ 3 mm
Ds ¼ 4 ? 10�11 cm2=s

Computed Parameters

J ¼ 0:5
Fp ¼ 4:8
ZP ¼ 0:15

Condition for F< 1

Fp < 1 ) L < 0:6 mm
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reported so far for a Pt film with surface area corresponding to 4.26 10�9mol Pt
[26] (L< 0.1 mm), whereas significantly smaller r values (*10–20) have been
reported [31] for the same reaction on Pt films with surface areas corresponding to
10�7mol Pt ðL&3 mmÞ [31].

Dispersed Supported Catalysts

In order to estimate ZP in actual fully dispersed Pt, Rh, and Pd catalyst deposited on
highly porous Y2O3-doped-ZrO2, WO3-doped-TiO2, TiO2, and g-Al2O3 supports
used for CO and light hydrocarbon oxidation we use typical operating parameter
values similar to those used in Table 4 and assume L¼ 100, which is a rather
conservative value [13], to compute J via Eq. (62) and F via Eq. (60). The results
show ZP&0:91, which implies that the O2� backspillover mechanism is fully
operative under oxidation reaction conditions on nanoparticle metal crystallites
supported on ionic or mixed ionic-electronic supports, such as YSZ, TiO2, and CeO2.
This is quite reasonable in view of the fact that, as already mentioned, an adsorbed O
atom can migrate 1mm per s on Pt at 400 8C. So unless the oxidation reaction
turnover frequency is higher than 103 s�1, which is practically never the case, the Od�

backspillover double layer is present on the supported nanocrystalline catalyst
particles [137].

19.5 INTERRELATION OF PROMOTION, ELECTROCHEMICAL
PROMOTION, AND METAL–SUPPORT INTERACTIONS:
THE DOUBLE-LAYER MODEL OF CATALYSIS

Promotion, electrochemical promotion, and metal–support interactions are, at a
first glance, three independent phenomena that can affect catalyst activity and
selectivity in a dramatic manner. However, as recently discovered, promotion,
electrochemical promotion, and metal–support interactions on ion-conducting and
mixed-conducting supports are three different facets of the same phenomenon. All
three are linked via the phenomenon of spillover-backspillover. And all three are
due to the same underlying cause: the interaction of adsorbed reactants and
intermediates with an effective double layer formed by promoting species at the
metal–gas interface (Figure 45).

For time scales shorter than that of a catalytic turnover (typically 10�2 to 102 s)
the three phenomena are indistinguishable. Looking at the Na-promoted Pt surface
in Figure 23 and imagining that CO oxidation is taking place on that surface, there is
no way to distinguish if this is a classically promoted surface where Na has been
added from the gas phase, or an electrochemically promoted one where Na
originated from b00-Al2O3 interfaced with the Pt crystal, or finally if it is the surface
of a larger crystallite deposited on a porous b00-Al2O3 carrier where Na has
spontaneously migrated on the Pt surface (metal–support interaction). The oxidation
of CO will be equally promoted in all three cases.

Similar would be the situation on a Pt surface decorated with O2�, the only
difference being the experimental difficulty of introducing O2� with classical
promotion and its short lifetime on the catalyst surface, only L times longer than the
catalytic turnover.

Consequently, the proven functional identity of classical promotion, electro-
chemical promotion, and metal–support interactions should not lead the reader to
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pessimistic conclusions regarding the practical usefulness of electrochemical
promotion. Operational differences exist between the three phenomena, and it is
very difficult to imagine how one can use metal–support interactions with
conventional supports to promote an electrophilic reaction or how one can use
classical promotion to generate the strongest electro-negative promoter, O2�, on a
catalyst surface. Furthermore, there is no reason to expect that a metal–support-
interaction-promoted catalyst is at its ‘‘best’’ electrochemically promoted state. Thus
the experimental problem of inducing electrochemical promotion on fully dispersed
catalysts remains important [14].

Having discussed the functional equivalence of classical promotion, electro-
chemical promotion, and metal–support interactions on O2�-conducting and mixed
electronic-ionic conducting supports, it is useful to also address and systematize their
operational differences. This is attempted in Figure 46: the main operational
difference is the promoter lifetime, tPR, on the catalyst surface (Figure 46).

For any practical classical promotion application in a fixed-bed catalytic
reactor, tPR must be longer than a year (*36 107 s). But even for lab-scale classical
promotion experiments tPR values in excess of 106 s are required (Figure 46). On the
other hand, electrochemical promotion is not subject to any such restrictions
regarding tPR (Figure 46). Thus when using O2� conductors or Hþ conductors, tPR is
102–104 s, but when using Naþ conductors tPR can be well in excess of 107 s at low T,
but also in the range 104–106 s for higher T.

This is an important operational advantage of electrochemical promotion: it
permits the use of a wide variety of sacrificial promoters (e.g., O2�, Hþ) that have too
short lifetimes for classical promotion applications.

Figure 45 Schematic of the promotional mechanism for electrophobic reactions: A: via

electronegative promoter addition of long lifetime (classical promotion), B: via potential- or

current controlled O2� backspillover (electrochemical promotion), C: via self-driven O2�

backspillover (metal–support interactions).
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SUMMARY

Interactions between semiconductive support materials and highly-dispersed metal
particles, affecting chemisorptive and kinetic parameters, are induced by aliorvalent
cation doping of the carrier. Doping is achieved by high-temperature diffusion of the
foreign cation and it is confirmed by measurements of electrical conductivity and
activation energy of electron conduction. It was observed that upon doping TiO2

with higher valence cations, the adsorption capacity of Group VIII metal
nanoparticles and the strength of adsorption bonds was significantly altered.
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Turnover frequencies and kinetic parameters of hydrogenation, oxidation, and
reduction reactions were also influenced to a significant extent. These phenomena are
interpreted on the basis of the metal–semiconductor boundary layer theory, which
proposes that, at thermodynamic equilibrium, the Fermi energy level of the two
solids in contact is at equal height. This implies that charge is transported across the
interface, until the electrochemical potential is uniform throughout the system. As a
result, long-range, or short-range interactions, affecting the electronic structure of
the gas–metal–support interface atoms are induced. An alternative explanation is
based on the theory of electrochemical promotion. According to this, the charge
carriers that are transported from the support to the metal nanoparticles are oxygen
ions which diffuse to the surface, altering the work function and, subsequently, the
chemisorptive and catalytic parameters.

20.1 INTRODUCTION

A large fraction of practical catalysts consists of transition-metal or metal oxide
nanoparticles dispersed onto the surface of insulator or semiconductor oxides that
function as support materials. For industrial applications, the supports employed are
selected on the basis of their surface area (high surface area is usually, but not
always, desirable), high thermal and hydrothermal stability, chemical stability, and
mechanical strength.

The criteria listed above ignore the fact that in many cases the support may
play a direct or indirect role, significantly influencing the chemisorptive and catalytic
properties of the metal-carrier ensemble ([1] and references therein). The direct role
refers to a bifunctional type of catalytic mechanism in which a particular function is
provided by the dispersed metal particles and a distinctive function is provided by
the carrier. Alternatively, the catalytic function may occur at sites created at the
interface or at the point of contact between the metal particles and the carrier
material [2]. Obviously, the nature and strength of these catalytic sites are defined, to a
large extent, by the support material. The indirect catalytic role refers to the fact that
the support may influence the size (dispersion) and morphology of the metal crystal-
lites, their surface and bulk electronic properties, as well as their resistance to sintering
and poisoning. These parameters define catalytic performance, in terms of both
fundamental scientific considerations as well as industrial and economic aspects.

Many investigations have been inspired by the possibility that an interaction
between metal crystallites and support materials can alter the chemisorptive and
catalytic properties of the former. Strong evidence for this concept has been provided
by Sinfelt and his co-workers [3] and later by many other investigators who showed
that kinetic parameters of certain catalytic systems may be influenced by the
particular support employed. In more recent years, the concept of strong metal–
support interactions (SMSI) was introduced by Tauster et al. [4], who observed that
Group VIII metal particles supported on titania and other reducible oxides lose their
ability to chemisorb H2 and CO when they are reduced at temperatures higher than
773 K. Significant alterations in kinetic parameters in hydrogenation, dehydrogena-
tion, and hydrogenolysis reactions have also been observed over SMSI catalysts
[5–7].

A number of models have been proposed to explain the mechanism of this
phenomenon, which include formation of intermetallic bonds with localized charge
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transfer from the reduced titania support to the metal crystallites [8–10], and
diffusion of a suboxide species to the surface of the metal crystallites, rendering them
partially inaccessible to chemisorption and catalytic action [1,11,12]. The geometric
decoration model has been shown by many investigators to be mostly responsible for
the SMSI state [13–18]. Direct experimental evidence for the occurrence of metal
decoration by TiOx species has been provided by HREM [16–19]. In some cases,
electronic effects may also be playing an important role in the phenomenon [20,21].
Certain similarities but also significant differences with the M/TiO2 catalytic system
are observed with the M/CeO2 system [22–27], in which support effects are mainly
attributed to electronic type of interactions [27].

The general subject of metal–support interactions is discussed in detail in
another chapter of this volume. In the present article we concentrate on interactions
of the electronic type and their influence on chemisorptive and kinetic parameters.
More specifically, we concentrate on electronic metal–support interactions induced
by doping of semiconductive support materials with cations of valence lower or
higher than that of the host cation.

20.2 METAL–SUPPORT INTERACTIONS OF THE ELECTRONIC TYPE

The origin of electronic type of interactions between dispersed metal particles and
the support material has been viewed in two distinctly different ways: (1) as the result
of collective interactions between the metal particle and the support, defined
primarily by the bulk electronic structure of the two phases, and resulting in short-
range or long-range charge transport to or from the metal nanoparticles; (2) as the
result of the interaction of the metal clusters with local sites of the support,
possessing specific properties, such as acidity or basicity.

The concept of electronic interactions originating from the bulk electronic
properties of the two phases in contact (metal crystallites and support materials) was
first proposed by Schwab ([28] and references therein) and Solymosi ([29] and
references therein), followed by other investigators at the time [30]. This concept is
based on the metal–semiconductor boundary-layer theory, according to which
thermodynamic equilibrium develops at a metal–semiconductor contact (metal
crystallites-support, in the present case). Equilibrium requires that the Fermi energy
level of electrons of the two solids is at equal height. In order for this to be achieved,
charge must be transferred from one material to the other. In cases where the work
function of electrons of the metal is higher than the work function of the
semiconductor, charge will flow from the semiconductor to the metal, until the Fermi
level at the interface is equilibrated. The opposite is also true. This charge-transfer
process causes significant alterations in catalytic properties of the dispersed metal
particles and also of the support, if it has a distinctive catalytic function. In fact, the
phenomenon of the metal particles’ modifying the electron structure of the
semiconducting support has been termed the ‘‘Schwab effect of the first kind,’’
while the modification of the electron density of the dispersed metal particles by
charge transport from the carrier has been termed the ‘‘Schwab effect of the second
kind’’ [31]. The methodology of these investigators [28,29] was based on the
alteration of the electronic structure of semiconducting carriers by doping with
aliovalent cations, thus raising or lowering the Fermi energy level of the
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semiconducting carrier. They observed that the activation energy of certain
reactions, such as formic acid decomposition, was significantly affected by doping
of the support.

The concept of electronic interactions of metal nanoparticles with local sites of
the support, primarily Broensted or Lewis acid sites or oxide entities, has been
mostly applied to metal/zeolite systems and has recently been reviewed [32]. In
the same field, the idea of metal-proton adduct has been proposed [33–36] according
to which protons of the support are delocalized on the metal particles forming a
proton adduct that withdraws electron density from metal atoms. Metal particles
forming metal-proton adducts with electron-deficient metal have been detected in
Rh/Yzeolite [37–39], Ru/Yzeolite [40], and Au/Yzeolite [41]. The effect of Broensted
acidity on the electronic structures of Pt/Yzeolite has also been investigated [42].
The creation of electron-deficient metal particles was also detected in the case of
Pt/mordenite [43,44] as well as Pt dispersed onL zeolite [45–47]; Pd dispersed on the
same support [48], and Ir dispersed on zeolite ZSM-5 [49]. Similar interactions,
leading to electron-deficient metal clusters, have been observed in Pt, Pd, Rh, and Ni
dispersed on sulfated zirconia, which is a superacidic support [50,51]. The opposite
effect, i.e., negative charging of metal clusters when these are dispersed on basic
supports, has been attributed to enhancement of the electron density of the oxygen
atom of the support with increasing alkalinity [33,52,53]. Electron transfer between
the oxygen atoms of the support and metal particles leads to enhanced electron
density of the metal particles. Such effects have been observed in various catalytic
systems [54–57].

A new model describing electronic metal–support interactions in noble metal
catalysts supported on acidic or alkaline supports has recently been proposed by
Mojet et al. [58], based on EXAFS structural analysis, XPS, FTIR of adsorbed CO,
XANES shape resonance, and AXAFS. This model is based on the change in the
energy position of the metal valence orbitals as a result of the metal–support
interaction [58–60]. A decrease of the metal ionization potential with increasing
alkalinity of the carrier occurs, i.e., a shift to lower binding energy due to the
electrostatic Coulomb interaction between the two solids in contact. The changes in
the energy of the metal valence orbitals alter the chemisorption energy, a factor that
influences catalytic activity [58].

Electronic interactions at the metal–support interface have been used to
interpret alterations in catalytic parameters in other systems as well. As mentioned
earlier, although the SMSI phenomenon has been found to be, in its greatest part,
due to migration of reduced support species onto the metal surface, electronic
interactions have also been proposed to account for some of the experimental
observations. Evidence for electron transfer from the support to the metal has been
provided by use of electron spectroscopies and other techniques [61–68]. Similarly,
electronic-type metal–support interactions have also been detected in the Rh/, Pd/,
and Pt/CeO2 catalytic systems when they are reduced at moderate temperatures [27].
The decrease of the adsorption strength of CO on Pt/ and Ni/TiO2 [69,70] was also
attributed to electronic interactions. Electron transfer has also been proposed in the
case of Ru supported on alkaline earth [71] and different kinds of oxides [72]. The
adsorptive and catalytic behavior of the Ru crystallites was correlated with the
electronegativity of the support, which is a measure of its electron-donating
properties. Similarly, enhanced activity of Cu supported on high work function
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semiconductive oxides (73) under CO hydrogenation conditions was attributed to
electron transfer from Cu to the support.

A quantitative understanding of metal–support interactions, especially those
involving charge transport at the metal–support interface, has been attempted
through theoretical calculations [74–77]. These calculations provide information
concerning the nature of chemical bonds at the surface, the direction and magnitude
of charge transport at the metal–support interface, and the influence of charge
transport on the strength of adsorption bonds.

It is apparent from the discussion above that metal–support interactions of the
electronic type have been proposed to explain a large variety of catalytic phenomena.
The exact nature and mechanism of this interaction depend on the particular
catalytic system, i.e., the support material, the nature of the active phase, the size of
the metal cluster or particle, the gaseous atmosphere under which the catalyst
operates, and possibly other parameters.

In subsequent sections of this chapter we concentrate on electronic-type metal–
support interactions that are attributed to the collective electronic structure of the
support and the metallic phases. The approach is based on the early work by Schwab
[28] and Solymosi [29], and the interpretation of the observed chemisorptive and
catalytic phenomena is, to a large extent, based on this early work. In order to obtain
a more comprehensive understanding of the proposed interpretations, a brief review
of important concepts of the electronic structure of metals and semiconductors, as
well as of their contacts at equilibrium, is presented.

20.3 THE ELECTRON STRUCTURE OF METALS AND
SEMICONDUCTORS

The electron potentials related to the electron structure of a metal are shown
schematically in Figure 1(a). Free electrons inside the metal possess kinetic energy,
and the energy of the highest occupied level is defined as the Fermi energy, EF .
Electrons are bound inside the bulk by the action of an attractive potential, named
Vb. The net stabilizing energy corresponds to the chemical potential of the electrons,
me [78,79].

me ¼ EF þ Vb ð1Þ

A metal surface is characterized by the presence of a dipole layer with its
negative end pointing away from the surface. The potential due to this dipole is
called surface potential, w. The real potential, ae, of the electron is defined as [78]

ae ¼ me � ew ð2Þ

while the minimum energy required for transferring an electron out of the metal,
namely the work function, F, is [78–80]

F ¼ �ae ¼ �me þ ew ð3Þ

The work function incorporates the contribution of a term related to the bulk, me,
and a term related to the surface, ew. If the metal surface contains a net macroscopic
charge, there is an electrostatic (or outer) potential, C, corresponding to this charge.
The energy binding the electrons inside the metal in this general case is called the
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Figure 1 Electron potentials related to (a) the metal and (b) the semiconductor electron

structure.
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electrochemical potential of the electrons, me [78]:

me ¼ ae � eC ¼ me � ew� eC ð4Þ

The condition of thermodynamic equilibrium requires that the electrochemical
potential should be the same throughout the metal. In a polycrystalline sample with
many crystal planes exposed (which have, in general, different work functions), the
condition of equilibrium requires the development of net charge in each plane.

The electron potentials relating to the electronic structure of a semiconductor
are shown schematically in Figure 1(b). The upper edge of the valence band is of
energy Ev, while the lower edge of the conduction band is of energy EC. Thus,
semiconductors are characterized by the existence of an energy gap, Eg, between the
highest occupied energy level (valence band) and the lowest unoccupied empty level
(conduction band). The magnitude of this energy gap is used to differentiate metal
oxides as semiconductors and insulators. If the magnitude of Eg is such that thermal
excitation is capable of transferring an appreciable number of electrons into the
conduction band, the solid is considered to be a semiconductor, otherwise an
insulator. Generally, solids whose band gap is less than 4 eV are classified as
semiconductors.

Electrons in a solid are distributed in available energy states following the
Fermi–Dirac statistics. The Fermi energy, EF , is defined as the energy at which the
probability of occupancy is 0.5. For intrinsic or ionic conducting solids, the Fermi
level is located at the center of the energy gap and shifts toward the empty zone for
an n-type semiconductor or the filled band for a p-type semiconductor. As in the case
of metals, the Fermi energy is equal to the electrochemical potential ðEF ¼ meÞ as
shown in Figure 1 for both metals and semiconductors.

The work function, F, is defined as the average work needed to move an
electron from the solid and place it at a distance x from the surface where the
classical image-force potential, �e2=4x, is just negligible. A distance of 10�4 cm is
sufficient to meet this requirement. Its value is equal to the difference between the
Fermi level and the electrostatic potential, C, just outside the semiconductor. (The
vacuum level is the energy level of an electron just outside the semiconductor with
zero kinetic energy.)

F ¼ �me � eC ð5Þ

Another important parameter is the electron affinity, wS, which is defined as the
difference between the lower end of the conduction band and the electrostatic
potential just outside the semiconductor:

wS ¼ �Ec � eC ð6Þ

The electron affinity is a critical surface parameter that is not dependent on the
nature and concentration of dopants in a semiconductor. In contrast, the work
function depends on doping as well as on temperature.

For an intrinsic semiconductor the electron concentration in the conduction
band, n, is given by the simplified expression (when EF � EC 4 kT)

n ¼ NC exp �EC � EF

kT

� �

ð7Þ
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Similarly, the hole concentration in the valence band, p, is

p ¼ Nv exp �EF � Ev

kT

� �

ð8Þ

where, NC and NV are the densities of states in the conduction and valence bands,
respectively [81].

The Fermi level in an intrinsic semiconductor is located near or at the middle of
the band gap. The position of the Fermi level can be manipulated by doping, which
creates donor or acceptor levels in the band gap. Focusing on the semiconductor that
is of interest in this study, i.e., TiO2, doping with cations of valence higher than þ 4
(Wþ6, for example) leads to the creation of a donor level near the conduction band.
As a result, the Fermi level moves upward close to the conduction band and the
work function decreases. This has been verified experimentally by electrical
conductivity [82] and work function measurements.

20.4 METAL–SEMICONDUCTOR CONTACT THEORY

The condition of thermodynamic equilibrium in a metal–semiconductor contact
states that the electrochemical potential should be uniform throughout the system.
If, before contact, the metal and the semiconductor have different electrochemical
potential, then upon contact, charge will flow to the material with the smaller
potential, until the potentials are equalized. When the two materials have no net
charge, mMe ¼ FM and mSe ¼ FS, where M and S denote the metal and the
semiconductor, respectively. If FM > FS, the electron flux will be toward the metal.
At equilibrium, the common electrochemical potential will be

meqe ¼ �FM � eCM ¼ �FS � eCS ð9Þ

and

DF ¼ �eDC ð10Þ

that is, a contact potential difference equal to the work function difference has
developed. CM and CS refer to the outer potential of the metal and the
semiconductor, respectively. The contact of a metal with an n-type semiconductor,
in the situation in which FM > FS, is shown schematically in Figure 2. In this case,
charge is transferred from the semiconductor to the metal. Electrons transferred to
the metal are contained at the interface atoms, while the region in the semiconductor
depleted of electrons is characterized by bending of the valence and conduction
bands [83–86]. The Schottky barrier, FSB, at the interface is

FSB ¼ ðFM � FSÞ=e ð11Þ

Covalent semiconductors, such as Si or GaAs, have a large density of surface
states in the band gap, causing pinning of the barrier [83]. On the other hand, ionic
semiconductors, such as ZnO, have low density of surface states in the band gap, and
the barrier height does indeed depend on the work function difference between the
metal and the semiconductor. It has been shown that for strongly ionic
semiconductors the barrier height will indeed be equal to or proportional to the
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work function difference [83,84], as Eq. (11) indicates. Because TiO2 is an ionic
semiconductor, it is logical to assume that the ideal Schottky theory can be used to
describe a metal–TiO2 contact; experimental evidence also supports this hypothesis.
The barrier height in contacts of TiO2 with metals, such as Pd, Pt, or Au under air,
was experimentally found to be equal to the work function difference [87], as Eq. (11)
predicts.

A mathematical model of metal–semiconductor contacts has been employed to
estimate the quantity of charge transferred through the interface, based on
parameter values that pertain to the M/TiO2 system [88]. The direction of electron
flux in a metal–semiconductor contact depends on the relative values of the work
function of the two materials. The work function of the semiconductor is a function
of the kind (valence) and concentration of the dopant and of temperature. Doping of

Figure 2 Contact of a metal with work function FM, with an n-type semiconductor with

work function, FS; FM>FS: (a) before and (b) after contact.
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the TiO2 carrier with cations of higher valence (e.g., W6þ) significantly enhances its
electrical conductivity [82], which can be attributed to the creation of donor levels
near the lower edge of the conduction band. As a consequence, the Fermi level of
TiO2 is shifted upward, closer to the conduction band, and the work function
decreases. Therefore, the Schottky barrier will be higher in the case of TiO2 doped
with higher-valence cations.

The number of electrons transferred, ne, and the number of electrons
transferred per metal atom, e/M, were estimated as a function of the mean diameter
of the metal crystallites, d, employing two models pertaining to infinite and finite
interfaces between the metal and the support [88]. The parameters employed
correspond to metal with work functions of 5.0 or 6.0 eV (the corresponding contact
potential differences, V0, being 0.9 and 1.9V, respectively), in contact with TiO2

doped with a donor impurity (W6þ, for example) with donor concentration of
26 1020 cm�3. The results obtained are shown in Figure 3, in which the number of
transferred electrons, ne, and the number of electrons transferred per metal atom,
e/M, are plotted as a function of d [88]. The number of transferred electrons ranges
from about 8000 for a 40-nm metal particle to approximately 60 electrons for a

Figure 3 Total number of electrons transferred, ne, and electrons transferred per metal

atom, e/M, as a function of the metal crystallite diameter, d. (From Ref. [88].)

Copyright © 2003 by Taylor & Francis Group, LLC



1.5-nm particle. It can be seen that the ratio e/M is less than 0.01 for crystallites
larger than 10 nm, but can be as high as 0.5 for 1.5-nm crystallites. The quantities ne
and e=M are almost directly proportional to d�1.5.

The presence of a fairly strong dipole at the metal–support interface leads to
the creation of strong electrostatic fields in this region. Predictions of the magnitude
of the electrostatic field are shown in Table 1 [88] for different metal-particle
diameters, for metals of different work function, corresponding to different contact
potential ðV0Þ and for different donor concentrations ðNdÞ. Typical estimated values
are in the range of 106–107V/cm or 0.1–1V/nm. The electric field is dependent on
metal-particle diameter, being more intense for small particles, due to the curvature
of the metal surface. It is also dependent on the contact potential difference and, less
intensely, on donor concentration. The fraction of metal atoms at the three-phase
boundary (metal–support–gas) affected by the electric field and that participate in
the catalytic action is proportional to metal dispersion, D. Because, however, the
electric field increases with increasing dispersion, the total effect will be proportional
to Da, where 1 < a < 2.

It should also be pointed out that any process or mechanism that alters the
Fermi level of the support (or of the metal), and thus the contact potential difference,
will also influence the magnitude of the electric field. For example, alterations in the
acidity of the surface of the support influence the Fermi level, or adsorption or
spillover of adsorbed species from the metal to the support. Obviously then, the
magnitude of the electric field at the metal–support interface may depend strongly on
the atmosphere (i.e., reaction conditions, temperature) in which the catalyst exists.

20.5 PROBING ALTERATIONS OF SUPPORTS AND METAL
PARTICLES UPON DOPING

As mentioned earlier, electrical conductivity measurements have been employed to
gain an insight into the modification of the electronic structure of TiO2 carriers
upon doping with aliovalent cations [28,29,82]. Results of electrical conductivity
measurements conducted in vacuum over 0.5% Pt/TiO2 are summarized in Figure 4.
The presence of Pt on the samples is not expected to influence electrical conductivity
measurements because of the high dispersion of the metal. It is apparent that both
electrical conductivity and activation energy of electron conduction are affected by

Table 1 Prediction of Magnitude of Electrostatic Field Developing at

the Metal–Support Interface

Nd (cm
�3) V0 (V) D (nm) (V/cm)

26 1020 1.9 10 7.96 106

2 2.56 107

26 1020 0.9 10 4.56 106

2 1.36 107

26 1019 0.9 10 3.36 106

2 1.16 107

Source: Ref. [88].
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the doping process. The electrical conductivity of TiO2 doped with cations of higher
valence (Ta5þ, Sb5þ, W6þ) is two to three orders of magnitude higher than that of
undoped TiO2, while the electrical conductivity of lower-valence (Mg2þ)-doped TiO2

is one order of magnitude lower. The conductivity of Ge4þ-doped TiO2 is
approximately the same as that of the undoped sample.

Since the absolute values of specific electrical conductivities may be influenced
by grain boundary effects, the true effect of modification of the electronic structure
of TiO2 by altervalent cation doping is given by the activation energy of electron
conduction, EC, which is not influenced by grain boundary effects. It is observed in
Figure 4 that EC is decreased by 30 to 45% when TiO2 is doped with cations of higher
valence, whereas no significant changes are observed for lower-(Mg2þ) or equal
(Ge4þ) valence doping. Similar results were obtained under other environments, such
as H2 and CO [82] or when measurements were conducted with TiO2 [89].

Figure 4 Influence of aliovalent cation doping on specific electrical conductivity and

activation energy of electron conduction of 0.5% Pt/TiO2(D) at 333K, in vacuum. (From

Ref. 82.)
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The measurements of electrical conductivity and activation energy of electron
conduction [82,89] confirm that dopant cations are indeed incorporated into the
crystal matrix of TiO2 and those of higher valence create a donor level below the
conduction band of TiO2, as expected for an n-type semiconductor. These results
further suggest that doping with higher-valence cations shifts the Fermi energy level
closer to the conduction band. The fact that the doping cations are incorporated into
the crystal matrix of the host material has also been shown by high-resolution
ESCA, which, in most cases, failed to detect surface segregation of the dopants [90].

The influence of doping of the support with altervalent cations on the chemical
and electronic structure of the dispersed metal nanoparticles has been investigated
employing various techniques, such as XPS, FTIR, and XANES [91–95]. The effects
of modification of the support (TiO2) on the oxidation state of Ru under conditions
of partial oxidation of methane to synthesis gas have been investigated employing
XPS and FTIR techniques [94,95]. XPS spectra obtained in the Ru(3d) region from
the unmodified Ru/TiO2 catalyst are shown in Figure 5(a). It is observed that the
oxidation state of ruthenium depends strongly on reaction temperature and, under
reaction conditions, the fraction of metallic Ru increases with increasing
temperature. Aliovalent cation doping of TiO2 results in significant changes in the
oxidation state of supported Ru [Figure 5(b)–(c)]. In particular, doping with W6þ

cations results in the stabilization of a portion of Ru in its oxide forms under
reaction conditions, while doping of the carrier with Ca2þ cations results in the
stabilization of Ru in its metallic form.

These results may be explained using the theory of metal–semiconductor
contacts as follows: metal crystallites may be viewed as electron donors while the
adsorbed oxygen molecules behave as surface electron acceptors. It is then expected
that in the case of the W6þ-doped catalyst, where charge transfer from the carrier to
the supported Ru is increased, the oxygen chemisorption process will be favored. In
addition, doping TiO2 with W6þ cations will also favor the formation of active
oxygen species, such as O�

2 , O2�
2 , and O�, which are generated by electron

acceptance on the metal surface. Therefore, the stabilization of Ru in its oxidized
forms observed over the W6þ-doped catalyst under reaction conditions (Figure 5)
may be attributed to the stronger interaction of oxygen with the Ru surface,
compared to the other two catalysts, which originates from the W6þ-induced
increase of charge transfer from the carrier to the Ru crystallites.

The opposite behavior is expected from the Ca2þ-doped catalysts under similar
experimental conditions, i.e., Ru should remain in the metallic state under reaction
conditions and should be more easily reduced compared to the undoped catalyst.
This is because doping TiO2 with Ca2þ cations results in reduced charge transfer to
the Ru crystallites. Thus, it is expected that Ru on Ca2þ-doped TiO2 will exhibit
lower density of states at the Fermi level.

In-situ FTIR spectroscopy [95] over the Ru/TiO2 family of catalysts showed
that an adsorbed CO species, located at 1985 (or 1990) cm�1, exists on the surface of
the unmodified and Ca2þ-doped catalysts under reaction conditions, even at
temperatures as high as 1073K. This species, which was not observable over the
W6þ-doped catalyst, was attributed to CO species linearly bonded on reduced Ru
sites [95]. It was concluded that the presence and population of this adsorbed CO
species depend on the oxidation state and the electronic properties of the catalyst,
which, in turn, depend on the type of the support employed to disperse the Ru
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crystallites, in particular the type of doping cation incorporated into the crystal
matrix of TiO2.

20.6 INFLUENCE OF CARRIER DOPING ON
ADSORPTION PARAMETERS

20.6.1 Equilibrium Chemisorption Measurements

Equilibrium chemisorption of H2 and CO at room temperature is a standard
technique used for the estimation of the metal dispersion of supported metal
catalysts. The values of H/M and CO/M (number of hydrogen atoms or CO
molecules adsorbed at equilibrium over the total number of metal atoms in the
catalyst) determined from the monolayer uptakes of H2 and CO are presented for the
M/TiO2 (D), M: Pt, Rh catalysts in Table 2. In the case of Pt catalysts, doping with
higher-valence cations leads to a decrease, by about 70–80%, of hydrogen and CO
uptake, while doping with lower-valence cations has no significant effect. For Rh
catalysts supported on higher-valence doped TiO2, on the other hand, exactly the
opposite behavior is observed. The hydrogen uptake increases monotonically with
W6þ dopant content in the TiO2 support by up to 1000%, while CO uptake exhibits a
maximum at a 0.22-at.% W6þ dopant content. Transmission electron microscopy
(TEM) experiments showed that this behavior is not due to a different particle size of
Pt or Rh on doped catalysts [90,96]. The particle size of Pt or Rh crystallites on the
doped catalysts was found not to differ appreciably from that observed over the
undoped catalysts. These alterations are suggested to be manifestations of an
electronic interaction between the doped TiO2 carrier and the supported metal. The
observed increase in the H2 uptake of Rh catalysts when they are dispersed on W6þ

doped carriers is too large to be solely attributed to enhanced adsorption on the Rh
surface. There are experimental indications, obtained from IR spectroscopy of
adsorbed CO, supporting the idea that the enhanced hydrogen uptake is due to
increased hydrogen spillover on the doped TiO2 surface [97]. The enhanced CO
uptake has been found by IR to be due to the enhancement of the disruption of Rh
crystallites induced by CO. As a result of the electronic interaction at the support–

Table 2 Equilibrium H2 and CO Uptakes over the

M/TiO2(D) Catalysts Expressed as H/M and CO/M Ratios

Catalyst H/M CO/M

0.5% Pt/TiO2 0.73 0.92

TiO2 (0.66% Mg2þ) 0.68 0.83

TiO2 (0.12% Ta5þ) 0.12 0.19

TiO2 (0.16% Sb5þ) 0.14 0.28

0.5% Rh/TiO2 0.10 0.09

TiO2 (0.11% W6þ) 0.13 0.26

TiO2 (0.22% W6þ) 0.62 0.37

TiO2 (0.45% W6þ) 0.81 0.17

TiO2 (0.67% W6þ) 0.99 0.13

Source: Ref. 96.
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metal interface, the Rh–Rh bond strength at the periphery of the metal particles is
weakened and the formation of gem-dicarbonyl [Rhþ(CO)2] species on isolated Rh
sites is facilitated [97].

20.6.2 Infrared Spectroscopy of Adsorbed CO

IR spectroscopy was used to probe the adsorption mode of CO, at room
temperature, on M/TiO2 (D) catalysts and possible effects of the doping process
on adsorption characteristics. In the case of Pt catalysts, adsorbed CO was found to
be mainly in the linear form. In Rh catalysts, linear, bridged, and gem-dicarbonyl
CO IR bands were observed. A blue shift toward higher wavenumbers of the linear
CO band was found in both Pt and Rh catalysts supported on higher-valence doped
TiO2. The magnitude of this blue shift, at full coverage, was found to be 15–22 and
9 cm�1 for Pt and Rh catalysts, respectively [90,97].

For the linearly adsorbed CO, the shift of the C–O vibrational frequency upon
carrier doping may be related to three factors: (1) effects of the surface electronic
states of the Rh crystallites; (2) Rh particle size (due to the Rh–Rh bond disruption);
and (3) changes of CO coverage. In order to eliminate any shift due to factors other
than electronic parameters, the position of the linear CO bands on the doped and the
undoped catalysts obtained at small and equal CO coverage are compared. Low yCO
was obtained by careful control of CO exposure to the fresh sample. Figure 6 shows
the spectral features of CO (yCO¼ 0.08–0.09) adsorbed on the doped (x¼ 0.67 at.%)
and the undoped catalysts, following CO exposure at 300K. The linear CO band is
observed at 2028 cm�1 on the undoped catalyst and at about 2037 cm�1 on the doped
catalyst, showing a blue shift of about 9 cm�1 upon carrier doping. Under these
experimental conditions, the observed blue shift should be exclusively attributed to
alterations of the surface electronic states of the Rh crystallites via electronic
interactions between the Rh particles and the carrier at the interface.

According to the Blyholder–Dewar–Chatt model [98–100], the bonding of CO
to a metal surface occurs through formation of a s bond by overlapping of an
unoccupied d orbital and a lone electron pair on the carbon atom of CO and
formation of a p bond between a filled metal d orbital and an empty antibonding p
orbital (2p*) of CO. The s and p bondings between the metal and CO are
coordinative to each other. The p bonding cannot be efficiently formed without a
proper s bonding [98]. Earlier studies of CO adsorption on metal surface (e.g., Pt,
Cu, Pd, Ni) [101,102] suggested that the p back donation was more important in
forming a metal–CO bond than the bonding between the CO 5s molecular orbitals
and the unoccupied metal electronic states. In this case, the transfer of electrons from
the carrier to the supported metal particles would favor the p back donation to the
antibonding p orbital of CO, which would result in strengthening the metal–CO
bond. However, evidence indicating the significance of the s bond between a metal
and CO has been presented by several authors. In a study of CO adsorption over
Ni/TiO2, Raupp and Dumesic [103] observed a correlation between weakening of the
Ni–CO bond and charge transfer from the reduced TiO2 to metallic Ni. They explain
that the transfer of charge to Ni would result in a saturated electronic configuration
of Ni, onto which the bonding of CO is significantly weakened. In the study of CO
adsorption over M/TiO2 (W6þ) catalysts [97], the strengthening of the C–O bond,
which is revealed by the blue shift over the doped catalysts, was interpreted to imply
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that the platinum or rhodium particles dispersed on the doped carrier have an
electronic configuration that does not favor the formation of M–CO bonds, as
compared to the undoped catalysts. This result can be explained by the reasoning
discussed above, i.e., the intensified transfer of charge from the doped carrier to the
metal crystallites, which then possess a nearly saturated electronic configuration,
which resembles that of silver or gold. Consequently, the bonding between the CO
molecule and the Pt or Rh sites is weakened due to the unavailability of unoccupied
states of the metal to form the s bond. Without a proper s bonding, back donation
of electrons from the d orbitals of the metal to the 2p* orbital of CO (i.e., the p
bonding) cannot be efficiently conducted even if the metal is enriched with electrons
in the d orbitals [98,104]. Alternatively stated, the s bonding becomes important for
the metal with a nearly saturated electron configuration.

20.6.3 TPD of Adsorbed CO

Temperature programmed desorption (TPD) is a very useful technique for studying
the interactions between metal surfaces and various adsorbates. TPD profiles of
desorbed CO, CO2, and H2 were obtained following room-temperature adsorption
of CO on Rh/TiO2 (W

6þ) catalysts. The CO and CO2 profiles are shown in Figure 7

Figure 6 Infrared spectra of Rh/TiO2(D) catalysts following exposure to CO at 300K:

(a) yCO¼ 0.09, Rh/TiO2; (b) yCO¼ 0.08 Rh/TiO2 (0.67 at.% W6þ). (From Ref. [97].)
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[89,96]. CO2 desorption, accompanied by H2 desorption, was attributed to reaction
of desorbing CO with hydroxyl groups on the carrier surface, although a small
amount of desorbed CO2 might be due to CO dissociation.

Peak temperatures observed during CO TPD over the entire family of Rh/TiO2

(W6þ) catalysts are summarized in Table 3. It is apparent that the CO peaks are
shifted toward lower temperatures as the W6þ content of the supports increases. The

Table 3 Peak Temperatures of TPD Profiles from

the 0.5% Rh/TiO2 (x% W6þ) Family of Catalysts

Following CO Adsorption at 25 8C

TM (8C)

x at.% CO CO2

0 119, 202, 380 300, 380

0.11 104, —, 360 240, 360

0.22 85, —, 330 250, 330

0.45 70, 180, — 278

0.67 77, 160, — 270

Source: Refs. 89 and 96.

Figure 7 TPD profiles of CO and CO2 following CO adsorption at room temperature on

Rh/TiO2 (x% W6þ) catalysts. (From Refs. [89] and [96].)
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main CO peak is shifted from 119 8C for the undoped catalyst to 70–77 8C for the
catalyst containing 0.45–0.67 at.%W6þ. The peak at 202 8C in the undoped catalyst
is not apparent in the 0.11 and 0.22 at.% W6þ catalysts, but it appears again at lower
temperatures (160–180 8C) when the dopant concentration is further increased. The
small peak at 380 8C is also shifted toward lower temperatures and disappears at
higher levels of doping. The broad CO2 peak seems to consist of two overlapping
peaks at 300 and 380 8C in the undoped catalyst which shift to 240, 360 8C at low
levels of doping, while at higher levels the two peaks seem to merge into a single one
at 270–278 8C.

These observations indicate that the adsorption of CO on Rh supported on
higher-valence-doped titania is weakened and that the degree of alteration of the
strength of the Rh–CO adsorption bond is a function of the concentration of the
dopant in the TiO2 matrix. Similar weakening was not observed in the case of H2

adsorption. It was also found that, because of weakening of the Rh–CO bond in
doped catalysts, CO does not displace preadsorbed hydrogen from the Rh surface as
easily as in the case of undoped Rh/TiO2 [96]. This implies that hydrogen competes
more favorably with CO for active sites.

20.7 INFLUENCE OF CARRIER DOPING ON KINETIC PARAMETERS

The probe reactions of CO and CO2 hydrogenation, CO and C2H4 oxidation, partial
oxidation of CH4, aromatic hydrocarbons hydrogenation, NO reduction in the
absence and in the presence of oxygen, and photocatalytic decomposition of water
have been employed to study the effects of doping of the TiO2 carrier on the catalytic
performance of Pt, Rh, and Ru catalysts. Because of the anomalous hydrogen and
CO adsorption behavior of doped catalysts, specific activities (turnover frequencies)
cannot be estimated with certainty. There are, however, experimental indications
(TEM) showing that doped catalysts have approximately the same dispersion as that
of the corresponding undoped catalysts. Therefore, specific activities were calculated
on the basis of the measured dispersion of the undoped catalysts, assuming that the
doped catalysts exhibit the same dispersion as the corresponding undoped ones.

20.7.1 CO and CO2 Hydrogenation

Doping of the TiO2 carrier with higher-valence cations was found to have a negative
influence on the activity of Pt in the CO/H2 reaction. As shown in Table 4, [104] Pt
catalysts supported on higher-valence doped TiO2 are about two orders of

Table 4 Summary of Kinetic Results of the CO/H2 Reaction over Pt/TiO2(D) Catalysts

TOFCH4
TOFCO2

ECH4
ECO2

Catalyst (103 s�1) (kJ mol�1)

0.5% Pt/TiO2 5.78 3.95 70 76

Pt/TiO2 (Sb
5þ) 0.05 0.04 79 82

Pt/TiO2 (Ta
5þ) 0.04 0.03 78 83

T¼ 548K, H2/CO¼ 3. Source: Ref. 104.
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magnitude less active than the undoped Pt/TiO2 catalyst [104,105]. The dramatic
reduction in the activity of Pt catalysts supported on higher-valence doped TiO2 is
accompanied by a small increase in the apparent activation energy of the reaction. In
all cases the main products were CH4 and CO2, although small quantities of ethane
and propane were observed over the doped catalysts.

In contrast, significant increases in the specific activity of Rh in the CO/H2 and
CO2/H2 reactions were observed when the metal was dispersed on W6þ-doped TiO2

carriers [106–108]. The kinetic results are summarized in Figure 8(a), which shows
the ratio of the turnover frequency (TOF) of the doped catalysts over that of the
undoped catalysts as a function of dopant content in the TiO2 carrier. Doped
catalysts were found to be up to 20 times more active in CO2 methanation. The

Figure 8 (a) Activity enhancement of Rh catalysts for methane formation upon carrier

doping, expressed as the ratio (TOF)d/(TOF)und, for CO/H2 and CO2/H2 mixtures and (b)

dependence of coverage of adsorbed CO, yCO, and surface carbon species, yCa, on W6þ dopant

content of Rh/TiO2 (W
6þ) catalysts. (From Refs. [107] and [109].)

Copyright © 2003 by Taylor & Francis Group, LLC



activity enhancement, in both cases, was found to be a similar function of the dopant
content in the carrier and is significant even at low levels of dopant content in the TiO2

matrix. In all catalysts, CH4 was the main product, with a selectivity of about 83%.
The selectivity, however, toward higher hydrocarbons decreased on doped catalysts
(the probability of carbon chain growth decreased), while the selectivity toward C2

and C3 saturated hydrocarbons increased at the expense of the corresponding
unsaturated ones. In the CO2/H2 reaction, the selectivity toward CH4 formation was
observed to increase on doped catalysts at the expense of CO formation. At 508K and
a ratio of H2/CO2 of 4, the CH4 selectivity was approximately 55% on the undoped
catalyst, while on doped catalysts it was as high as 90%.

The apparent activation energy of both reactions was found to decrease when
they were carried out over the doped Rh catalysts. The decrease was found to be
about 20 kJ mol�1 for the CO/H2 reaction and 25–30 kJ mol�1 for the CO2/H2

reaction, almost independent of the W6þ dopant content in the TiO2 support. Doped
Rh catalysts also exhibited superior stability with time on stream in both reactions.
While the activity of the undoped Rh catalyst declined by about 30–50% in the first
3 h on stream, the activity of the doped catalysts remained practically constant even
after 4–5 h on stream. This implies that carbon deposition is retarted on doped
catalysts, a phenomenon also investigated by temperature programmed surface
reaction techniques [107].

This dramatically different behavior of Pt and Rh catalysts when they are
supported on higher-valence doped TiO2 is, at a first glance, a contradiction. The
decrease in Pt activity can be explained, considering the lowering of its adsorption
capacity for H2 and CO and the weakening of the Pt–CO bond, which implies that
under steady-state reaction conditions the surface coverage of CO and hydrogen is
very low.

Concerning the behavior of Rh when it is supported on TiO2 (W6þ),
temperature programmed surface reaction (TPSR) and oxidation (TPO) techniques
were employed to further investigate the kinetic results and their cause [107]. TPSR
of preadsorbed CO with H2 revealed that adsorbed CO is less active toward
hydrogenation on doped catalysts. The amount of surface carbon formed during
exposure to CO or CO/H2 mixtures, as determined by TPO, was also found to be less
on doped catalysts, which implies that CO has a smaller tendency toward
dissociation on doped catalysts. The activity enhancement under steady-state
reaction conditions must then be sought in the increased surface coverage of
hydrogen under these conditions, which is a consequence of the weakened Rh–CO
bond. All experimental observations concerning the CO and CO2 hydrogenation
over Rh/TiO2 (W

6þ) catalysts are in harmony with this hypothesis. For example, the
observed changes in the selectivity in the CO/H2 and CO2/H2 reactions over the
doped catalysts are consistent with the hypothesis of reduced surface coverage of CO
and carbon and increased coverage of hydrogen. This has indeed been observed
experimentally, as shown in Figure 8(b) [109], which shows the influence of W6þ

dopant content on concentration of adsorbed CO and carbon on Rh/TiO2 (W6þ)
catalysts. Reduced formation of surface carbon during reaction is expected to lead to
smaller deactivation (less active sites blocked by carbon), as was indeed observed in
the case of doped catalysts. The reduced activation energy of both reactions on
doped catalysts might reflect the reduced energy barrier for product formation in a
surface where hydrogen competes favorably for active sites.
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20.7.2 Hydrogenation of Aromatic Compounds

Pt/TiO2 (W6þ) and Rh/TiO2 (W6þ) catalysts were also tested under conditions of
benzene and naphthalene hydrogenation in a batch, slurry-phase reactor. Similar
trends to those reported earlier for the CO and CO2 hydrogenation reactions over
the same catalysts were observed [110,111]. Thus, Pt was found to lose more than
90% of its hydrogenation activity when dispersed on higher-valence doped TiO2

carriers, while the specific hydrogenation activity of Rh was found to be significantly
enhanced. Rh supported on W6þ-doped TiO2 was found to be approximately 10
times more active for benzene hydrogenation and more then 30 times more active for
naphthalene hydrogenation. The rate enhancement was observed to be a function of
the dopant content in the TiO2 carrier. Doped Rh catalysts were also found to be
more resistant to sulfur poisoning. In the presence of 50 ppm of thiophene in the
reaction mixture, the Rh/TiO2 (0.45% W6þ) catalyst retained about 60% of its
hydrogenation activity compared to 20% for the undoped Rh/TiO2 catalyst. In the
presence of thiophene, the doped catalyst was more than two orders of magnitude
more active in naphthalene hydrogenation than the undoped catalyst.

20.7.3 CO and C2H4 Oxidation

Generally, the trends observed in hydrogenation reactions were also observed in the
case of CO oxidation. Pt catalysts supported on higher-valence doped TiO2 were
about 3–4 times less active than the undoped Pt/TiO2 catalyst [105]. The decrease of
specific activity upon carrier doping was not as dramatic as in the case of CO
hydrogenation. The apparent activation energy of the reaction was found to be
about 20 kJmol�1 higher when Pt was dispersed on higher-valence doped carriers.
W6þ doping of the TiO2 carrier was found to lead to an increase of the activity of
supported Rh catalysts in the CO/O2 reaction [107]. The kinetic results are presented
in Figure 9, where the ratio (TOF)d/(TOF)und is plotted as a function of W6þ dopant
content in the TiO2 carrier for two different gas-phase compositions. The activity
enhancement appears to be rather small (50–90%) in the region of the gas-phase
composition where CO inhibits the reaction (pCO¼ 0.02 bar, pO2¼ 0.06 bar,
T¼ 393K). These variations in activity could even be attributed to slightly different
dispersion of doped catalysts. Greater enhancement of the specific activity, by up to
8 times, was observed in the composition region where the maximum rate is observed
(pCO¼ 0.001 bar, pO2¼ 0.06 bar, T¼ 393K). The activity enhancement exhibits a
maximum of about 0.2 at.%W6þ dopant content. This trend is qualitatively similar
to the one observed for the CO equilibrium uptake over the same catalysts. The
apparent activation energy of CO oxidation was found not to be affected by doping
in the gas-phase composition where CO inhibits the reaction. At low CO pressures
(pCO¼ 0.001 bar), however, an increase in the activation energy by about 25 kJmol�1

was observed on doped catalysts.
The important issue of surface oxidation of the metal particles under reaction

conditions was investigated in the cases of C2H4 oxidation over Rh/TiO2(D)
catalysts [112] and CH4 partial oxidation over Ru/TiO2(D) catalysts [93–95]. The
dependence of turnover frequency on oxygen and ethylene partial pressures is shown
in Figure 10(a) and (b), respectively, for the Rh/TiO2 and Rh/TiO2 (0.45% W6þ)
catalysts. At low oxygen pressures the reaction is approximately first order in oxygen
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pressure. There exists, however, a very narrow oxygen pressure region in which the
catalysts abruptly lose a large fraction of their activity. This can also be seen in
Figure 10(b), where the effect of ethylene pressure on activity is shown. In this case,
at low ethylene pressures, the catalysts have low activity, and they ‘‘light off ’’
abruptly at a very narrow region of ethylene pressure. At higher ethylene pressures,
zero or slightly negative order with respect to ethylene pressure is observed. The
doped catalyst was found to be significantly more active in ethylene oxidation,
especially in the region of intermediate oxygen and ethylene pressures, where the
activity enhancement is more than 100-fold. The sudden drop of catalytic activity as
the oxygen pressure is increased, or, alternatively, the sudden ‘‘light-off ’’ as the
ethylene pressure is increased, is attributed to oxidation or, respectively, reduction of
the Rh surface. This transition takes place at higher O2/C2H4 ratios in the case of the
doped catalysts, which means that oxidation of Rh on doped catalysts takes place at
higher oxygen pressures. This is in accordance with what was observed in the case of
CO oxidation and suggests that Rh catalysts supported on W6þ-doped TiO2 are
more resistant to deactivation resulting from oxidation of the Rh surface.

20.7.4 Partial Oxidation of Methane

At relatively low temperatures (< 800 8C), over most catalysts investigated, the
catalytic partial oxidation of methane to synthesis gas is thought to follow the so-
called indirect scheme, according to which initially methane is combusted until all

Figure 9 Effect of gas-phase composition on the activity enhancement ratio (TOF)d/

(TOF)und in the CO/O2 reaction over Rh catalysts as a function of dopant content. (From Ref.

107.)
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available oxygen is consumed, followed by reforming of the unconverted methane
with CO2 and H2O produced primarily. It has been shown [91–96,113] that TiO2-
supported Ru exhibits a unique catalytic behavior by promoting the direct-
conversion scheme, i.e., direct formation of synthesis gas without the intermediate
production of CO2 and H2O, even at relatively low temperatures. This behavior has
been correlated with the ability of TiO2 to stabilize dispersed Ru in its metallic state
under reaction conditions [93]. It was also found that the selectivity of Ru in
catalyzing direct formation of CO and H2 in the presence of oxygen is improved
upon doping of TiO2 with small amounts of Ca2þ cations, while the opposite is true
upon doping with W6þ cations. Typical results, obtained over Ru/TiO2, Ru/TiO2

(Ca2þ), and Ru/TiO2 (W
6þ) catalysts at 1073K, are presented in Figure 11, in which

selectivities toward CO (SCO) and H2 (SH2
) are shown as functions of CH4

Figure 10 Dependence of the rate of C2H4 oxidation on the oxygen (a) and ethylene (b)

partial pressure for W6þ-doped and undoped Rh/TiO2 catalysts. (From Ref. [112].)
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conversion (XCH4
). In all cases, two distinct regions can be observed: one for

XCH4
< 35%, where SCO and SH2

remain constant, and one for XCH4
> 35%, where

selectivities toward both products increase with increasing methane conversion. It is
important to note that in the first region (XCH4

< 35%Þ, analysis of the gas at the
effluent of the reactor shows that oxygen is not fully consumed ðXO2

< 100%Þ while
conversion varies between 10 and 90%. In this region, selectivities toward both CO

Figure 11 Selectivities toward CO and H2 formation, obtained over Ru/TiO2(D) catalysts,

as a function of methane conversion at 10738K under conditions of partial oxidation of

methane. (From Ref. 95.)
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and H2 depend strongly on the nature of the support: doping TiO2 with Ca2þ cations
results in increased selectivities, while the opposite is true upon doping TiO2 with
W6þ cations. The activity of the catalysts was also found to depend on the carrier
and to follow a pattern similar to that of selectivity, i.e., the Ca2þ-doped catalyst
exhibits highest activity while the W6þ-doped catalyst exhibits the lowest (Table 5).
A qualitatively similar behavior was observed over a wide temperature range (973–
1073 K). These results correlate well with the oxidation state of Ru under reaction
conditions [93–95]. As illustrated in Figure 5, doping of the TiO2 carrier with W6þ

cations results in the stabilization of a portion of Ru in its oxide forms and,
concomitantly, in lower methane conversions and lower selectivities toward CO and
H2. In contrast, doping of TiO2 with Ca2þ cations results in stabilization of a larger
fraction of Ru in its metallic form and, thus, enhanced activity and selectivity for CO
and H2 formation.

20.7.5 Reduction of NO by CO

Detailed investigation of the NOþCO reaction over Rh catalysts supported on TiO2

and TiO2 (W6þ) carriers [114–115] has shown that W6þ-doping of TiO2 results in
expansion of the temperature window of operation toward lower temperatures by
more than 50 8C (Figure 12). The mechanism of the reaction has been examined
employing FTIR and transient-MS techniques. It was found that the formation of
N2 is related to the dissociation of negatively charged [Rh-NO�] species while the
formation of N2O is related to the presence of a dinitrosyl [Rh(NO)2] complex on the

Figure 12 Conversion of NO and yield of N2O obtained over Rh/TiO2(D) catalysts as a

function of reaction temperature. (From Refs. [114] and [115].)
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catalytic surface. The presence of reduced Rh0 sites was found to be necessary for the
production of both reduction products [114–115]. The positively charged species
[Rh-NOþ], which is present over partially oxidized surfaces, is inactive. Rh-NCO
species do not interact directly with CO and O2. On the contrary, isocyanates react
with NO to yield N2O, thus providing an alternative route for the production of
nitrous oxide. The role of CO is to remove atomic oxygen formed by dissociation of
NO, thus regenerating the catalytically active sites.

The beneficial effect of doping TiO2 with W6þ cations on the catalytic
performance has been attributed to alterations of the chemisorptive behavior of Rh
toward NO and CO induced by doping. In particular, it was found that doping
results in blue shifts in the stretching frequencies of N–O and C–O bonds contained
in Rh-NOþ, Rh(NO)2, Rh-CO, and Rh(CO)2 species, indicating a weaker bonding
of the adsorbed molecules with the surface (Table 6). In contrast, the N–O bond of
the Rh-NO� species is weakened by doping, resulting in higher rates of dissociation
and, therefore, in higher transient yields of N2 production in the gas phase,
compared to the undoped catalyst.

The strengthening of the C–O bond, which is revealed by the blue shift over the
doped catalysts, implies that the rhodium particles have an electronic configuration
that does not favor the formation of Rh–CO bonds, as compared to the undoped

Table 5 Results of Activity and Selectivities Toward CO (SCO) and H2 (SH2
) Formation,

at Low Oxygen Conversion, Under Conditions of Partial Oxidation of Methane

Reaction

Temp.

(K)

Ru/TiO2 Ru/TiO2 (Ca
2þ) Ru/TiO2 (W

6þ)

*RCH4

(mol. g�1 s�1)

SCO

(%)

SH2

(%)

*RCH4

(mol. g�1 s�1)

SCO

(%)

SH2

(%)

*RCH4

(mol. g�1 s�1)

SCO

(%)

SH2

(%)

973 8.06 10�5 61 27 8.96 10�5 70 35 6.86 10�6 30 6

1023 10.1610�5 64 31 11.66 10�5 75 37 8.16 10�6 37 9

1073 11.96 10�5 71 34 14.96 10�5 81 42 1.46 10�5 45 11

*The rate of CH4 consumption is referred to the region where XCH4
< 10%. Source: Refs. 95 and 113.

Table 6 Vibrational Frequencies of CO and NO Species Adsorbed over Rh Catalysts

Supported on Undoped and W6þ-Doped TiO2, at 250 8C

Adsorbed Species

Band Frequency (cm�1)
Blue Shift

(Dn, cm�1)Rh/TiO2 Rh/TiO2 (W
6þ)

Rh-NOþ 1910–1912 1920–1922 10

Rh(NO)2 1725 (asym) 1750 25

1830–1840 (sym) 1870–1880 40

Rh-NO� 1770

1660 Not clearly

distinguishable

Rh-CO 2045 2050 5

Rh(CO)2 2094 (asym) 2106 12

Source: Refs. 114 and 115.
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catalysts. This result has been attributed to the intensified transfer of charge from the
doped carrier to the Rh crystallites so that the supported Rh crystallites have a
nearly saturated electronic configuration, which resembles that of silver or gold, as
described earlier.

As described in detail earlier, the binding energy of CO to a metal surface
occurs through formation of a s bond by overlap of an empty d orbital and a lone
pair of the carbon atom of CO, and formation of a p bond between a filled metal d
orbital and an empty antibonding p orbital (p*) of CO. Then, if transfer of electrons
from the doped carrier to the supported metal particles is assumed to partially fill the
empty d orbitals of the surface atoms, the overlapping of empty Rh d orbitals and a
lone pair of the C atom will be less effective in forming a Rh–CO bond. On the other
hand, the ability of filled d orbitals to backdonate electrons to the 2p* orbitals of
adsorbed CO will be enhanced due to the greater availability of electrons.
Consequently, the bonding between the CO molecule and the Rh site is weakened
due to the unavailability of unoccupied states of Rh metal to form a s bond. Without
a proper s bonding, back donation of electrons from the d orbitals of the metal to
the 2p* orbital of CO (i.e., the p bonding) cannot be efficiently conducted even if the
metal is enriched with electrons in the d orbitals.

NO has a very similar electronic structure as CO and the corresponding
molecular orbitals (2p and 5s) involved in the formation of the metal–NO bond are
the same. The only difference is that NO possesses an unpaired electron in the
antibonding 2p orbital, which is the reason for a higher probability for dissociation
of NO, compared to CO. The cationic species (Rh-NOþ) is produced by donation of
an electron antibonding ðp�2pzÞ of NO to d orbital of the metal to strengthen the N–O
bond, while the anionic one (Rh-NO�) is produced by transfer of a d electron of the
metal to an antibonding p�2pz orbital of NO to weaken the N–O bond. Due to these
differences in the characteristics of bonding of the two species, W6þ-doping of TiO2

is expected to affect in a different manner the positively and negatively charged
species. The blue shift of Rh-NOþ and Rh(NO)2 bands may be explained in a way
similar to that used for the Rh-CO and Rh(CO)2 species discussed above.

Concerning the catalytically active Rh-NO� species, doping results in further
weakening of the N–O bond. Assuming that the rate-determining step is that of NO
dissociation, the higher initial yield of N2 formation observed over Rh/TiO2 (W

6þ)
as compared to the Rh/TiO2 catalyst can then be attributed to the larger value of the
rate constant associated with this step.

It was also found that isocyanate species adsorbed on Rh are significantly
stabilized over the W6þ-doped Rh/TiO2 catalyst and are present on the catalyst
surface under all experimental conditions that lead toward formation of N2O in the
gas phase. As a result, reduction of NO by CO over doped catalysts occurs at lower
temperatures ð&50 �CÞ compared to the undoped catalyst mainly due to expansion
of the temperature window of N2O formation.

20.7.6 Other Reactions

The influence of aliovalent cation doping of the support (TiO2) on the catalytic
properties of supported Pt and Rh crystallites was also investigated under other
reaction conditions, among which the photocatalytic cleavage of water [116] and the
reduction of NO by propylene [117] in the presence or absence of oxygen. In the case
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of photocatalytic water cleavage, it was found that doping of TiO2 with cations of
higher valence has a positive influence in the rate of hydrogen production, while
doping with cations of lower valence has a weak negative influence. In the case of
NO/C3H6/O2 reaction, it was observed that the activity of supported Rh is weakly
affected when the TiO2 carrier is doped with aliovalent cations.

20.8 INTERPRETATION OF CHEMISORPTIVE AND KINETIC
PHENOMENA ON THE BASIS OF THE METAL–SEMICONDUCTOR
BOUNDARY-LAYER THEORY

According to the metal–semiconductor boundary-layer theory, when a Group VIII
metal is dispersed on the surface of TiO2, charge is being transferred from the
support to the metal particles. The driving force for charge transfer is the difference
in the work function of the two materials or, alternatively, the difference in the
electrochemical potentials. The driving force is enhanced upon doping TiO2 with
higher-valence cations. The maximum number of electrons transferred has been
estimated [88] to be in the range of 0.1–0.4 e/atom, for metal crystallites in the range
of 1–2 nm (Figure 3). This significant amount of charge transferred is partly due to
the very high static dielectric constant of TiO2, compared to other semiconductors.

The charge transferred is expected to lie at the metal–semiconductor interface,
on the side of the metal (Figure 13). This can be explained by the following
argument: a metal surface is an equipotential surface. Because the dielectric constant
of TiO2 is 130, the charge located at the interface will be 130 times larger than the
charge at the free metal surface, even without taking into account the attractive
contribution of the positively charged depletion region in the semiconductor.
Therefore, the charge at the free metal surface is negligible. The negative charge on
the metal side of the metal–semiconductor interface is balanced by a positive charge
on the side of the semiconductor, which is created by the transport of electrons away
from this region. The distribution of positive charge within the semiconductor
follows the Poisson distribution, and the volume of the semiconductor depleted from
electrons is very large. In fact, the depletion length W (Figure 13) can be as high as a
few hundred nanometers [88].

It is still unclear in what way the electrons transferred to the metal–
semiconductor interface can perturb the electronic structure of the metal crystallites,
leading to modifications of their chemisorptive and catalytic properties. Intuitively,
one expects that whatever the interaction is, it will be more intense for small metal
crystallites, for which the ratio e/M was found to be significant (Figure 3) and the
fraction of interface metal atoms is large. Two different modes of electronic
interaction can be considered, namely:

1. Long-range interactions, affecting the whole metal crystallite
2. Short-range interactions, affecting the atoms at the gas–metal–support

three-phase boundary

The former case implies modifications of the electronic structure of the metal
crystallite, such as the following:
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1. Changes in the d-band population. Chen et al. [118] have proposed that
electronic modifications might be due to rehybridization of electron
orbitals in the presence of charge at the interface.

2. Shifting of the Fermi level and, as a consequence, of the work function.
Theoretical calculations by Ward et al. [119] have shown that the Fermi
level of Rh, Pd, and Pt is shifted when they are present as mono- or three-
layer slabs on alumina surfaces. This shift is a consequence of charge
transfer between the metal and the support. The charge transferred was
found to be of the order of 0.1–0.2 e/atom.

3. Changes in the density of states at the Fermi level.

It should be emphasized at this point that charge transported across the
interface cannot propagate through the metal as a result of very effective screening
by metal electrons [90,120]. Furthermore, metals have a high concentration of free
electrons and, as a result, only minimal perturbations of the electron state of the
metal atoms via electron transfer from the support would be expected. In fact, if
electrical conductivity is used as a measure of free electron concentration, the
difference between Pt metal and TiO2 is of the order of 10

7 [90]. However, in addition
to the relative concentration of free electrons, the ‘‘affected volume’’ of each solid
must also be considered. The electrons that cross the metal–semiconductor interface
into the metal form a thin sheet of negative charge contained within a distance of
approximately 0.5 Å (Thomas–Fermi screening distance). On the other hand, the
‘‘depletion region’’ in the semiconductor is of the order of many hundreds of Å [90],
giving a difference in the affected volumes of the two solids in the order of 106. This

Figure 13 Physical model of a metal crystallite in intimate contact with an n-type

semiconductor whose work function is lower than that of the metal. Charge is transported

from the semiconductor to the metal and is contained at the interface metal atoms, while a

large volume of the semiconductor is depleted of electrons.
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difference is similar in magnitude to the difference in free electron concentration
between the metal and the semiconductor.

The short-range interaction can be considered as a consequence of the strong
electric fields, which are present at the interface. The existence of strong electric fields
(> 0.1V/nm) can have a significant impact on the adsorptive and catalytic properties
of the metal atoms. The effect of an electric field on the adsorption of NO on Pt(111)
and Rh(111) has been studied theoretically and experimentally [121–123]. It was
shown that for a field pointing away from the surface the binding energy of NO on
Rh(111) is reduced by 15% (or about 4 kcal/mol) at a field of 3V/nm. In stronger
fields, even the dissociation of NO on the surface can be induced. Theoretical
calculations show that an electrostatic interaction can explain many aspects of the
promoting or poisoning effect of several preadsorbed atoms on the metal surface
[124]. Vanselow and Mundschau [125] have observed the formation of high work
function islands on a Pt surface on which TiO2 has been deposited and has been
heated above 800K. They estimate that the induced electric field by the interaction of
these islands with the rest of the surface is in the range of 0.06–6V/nm. It should be
noted that our own estimates (Table 1) are in the same range.

The transfer of electrons from the support to the metal particles, or vice versa,
also influences the electron structure of the support at the periphery of the metal
particles. This part of the support can be either depleted or enriched in electrons. The
affected region of the support, as deduced from the magnitude of the depletion
length [88], can be quite large and might respond differently to various adsorbates.
For example, in the depletion region of an n-type semiconductor, the adsorption of
electron donor adsorbates might be enhanced, while the adsorption of electron
acceptor adsorbates might be hindered. This phenomenon can affect the catalytic
behavior of the metal–semiconductor system via one of the following mechanisms:

1. Creation of new catalytic sites on the support surface at the periphery of
the metal particle

2. Enhancement of the spillover of intermediate species of the reaction from
the support to the metal, or vice versa

The work function is an important parameter that influences the catalytic
behavior of the metal surface. The work function effect has been clearly
demonstrated in the case of the NEMCA (non-Faradaic electrochemical modifica-
tion of catalytic activity) effect, where it has been shown experimentally that catalytic
reaction rates depend exponentially on the work function change of the metal surface
([126–130] and references therein). Work function changes in the case of NEMCA
are caused by backspillover of O2� anions on the metal surface, and they reflect
changes in the surface potential.

Another quantity that has to be taken into consideration is the density of states
at the Fermi level, g(EF), and any alterations caused to it by the charge transfer
process. The importance of g(EF) on the adsorptive and catalytic properties of a
metal surface has been stated by some investigators [131–133]. More specifically, the
density of states defines the ability of the surface to respond to the presence of an
adsorbate [132]. Theoretical calculations for the density of states function, g(E), have
been reported in the literature for certain metals [134]. The g(E) function for the d
metals Ru, Rh, and Pd is characterized by the participation of the d electrons. All
three metals have a high density of states at the Fermi level (1.13 for Ru, 1.35 for Rh,
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and 2.31 for Pd). The position of the Fermi level with respect to the d band gives an
indication of the d unoccupied density. Thus, for Ru there are many unoccupied d
states in the region up to 2 eV above the Fermi level, while for Pd the Fermi level is
situated very close to the end of the d band [134]. It can then be speculated that
significant charge transfer to a Pd crystallite can lead to filling of all the unoccupied d
levels, so that the Fermi level will now be located at the region where the s electrons
predominate, which is characterized by a low density of states, as in the case of silver.
Essentially, what is proposed is that a similar phenomenon to the one found in alloys
of Pd or Ni with electropositive elements is at work [135]. In these alloys, the Ni and
Pd d bands become filled and the density of states at the Fermi level is greatly
decreased. This effect does not require significant charge transfer, as it is mainly a
hybridization effect. Based on this approach, the observed suppression in the
adsorptive and catalytic activity of Pt, when it is supported on higher-valence doped
TiO2 [90,104,105], can be related to the decrease in the density of states of Pt at the
Fermi level because of the electron-transfer process. On the other hand, the opposite
effect has been observed in the case of Rh [105–107]. Rh is different from Pt, in the
sense that it has a large fraction of unoccupied d states, so that the charge transfer
should be much more significant to produce a similar effect. An estimation from
[134] gives a value of about 1.1 d unoccupied states per Rh atom, whereas for Pt the
d unoccupied states are about 0.2–0.3. The maximum charge transfer predicted by
our model, for comparison, is also about 0.2–0.4 e/atom (Figure 3). It should also be
stressed that changes induced at the Fermi-level local density of states by an
electronic perturbation of a metal surface can have a long-range character, despite
the fact that the electronic perturbation is localized [132,133].

20.9 AN ALTERNATIVE INTERPRETATION OF METAL–SUPPORT
INTERACTIONS INDUCED BY CARRIER DOPING

Recently [136], ethylene oxidation over IrO2 and Rh was used as a probe reaction to
establish comparative kinetic modifications, induced either by electrochemical
promotion (NEMCA) or by metal–support interactions, employing pure and doped
TiO2 and other carriers whose work function was determined. Electrochemical
promotion refers to the electrochemical supply of O2� ions from the Yttria–
stabilized-Zirconia (YSZ) solid electrolyte to the surface of the metal film in contact
with the solid electrolyte, and the concomitant increase of the metal work function
[127–130]. In the case of IrO2, it was observed that a maximum enhancement of
catalytic rate by a factor of 12 could be achieved by electrochemical promotion,
while exactly the same rate enhancement was achieved by addition of TiO2 to the
IrO2 catalyst. It was also found that IrO2-TiO2 mixtures could be only marginally
promoted electrochemically.

The same reaction was also investigated over Rh nanoparticles dispersed over
pure and doped TiO2 and other porous supports of known work functions [136]. It
was established that the influence of electrochemical promotion on kinetic
parameters of the model reaction is identical to the influence of metal–support
interactions, under conditions at which the change of the work function of the
catalyst is the same, regardless of the means by which the alteration in the work
function is achieved.
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These results indicate that, at least under certain conditions, the mechanism of
metal–support interactions may be identical to that of electrochemical promotion,
i.e., the charge exchanged between the metal particles and the support material,
caused by the difference in the electrochemical potential of the two solids, may be
oxygen ions, as in the case of electrochemical promotion. This, of course, could be
complementary, or in addition, to electrons or positive holes or other charge carriers,
depending on the support material and gas-phase conditions.

In order for this process (backspillover of oxygen ions from the support
material to the surface of the metal crystallites) to be effective, the support material
must possess sufficient ionic conductivity. It has been shown that TiO2 is a mixed
conductor, i.e., it possesses n-type semiconductivity at low-oxygen partial pressures
and p-type semiconductivity at high-oxygen partial pressures, while, at intermediate
oxygen pressures, it exhibits ionic conductivity, which is due to migration of O2�

ions or vacancies [137,138] and/or protons [139]. The ionic conductivity of TiO2 has
been confirmed by Pliangos et al. [140], who show that it can be used as a solid
electrolyte to induce electrochemical promotion to Pt catalysts by supply of O2� ions
to its surface, by application of a current or potential. The alteration of oxygen ion
conductivity of TiO2 upon doping with a lower-valence cation was studied by
Efstathiou et al. [141], who measured the mobility of lattice oxygen by performing
18O2 transient isotopic experiments. The activation energy of bulk lattice oxygen
diffusion was found to increase upon doping with 1 wt.% Li2O and to decrease at
high levels of Li doping. The influence of various dopants on oxygen ions
conductivity of metal oxides is discussed by Zhang et al. [142].

The concepts discussed earlier are still valid: the thermodynamic driving force
for charge transport is due to equilibration of the Fermi level of the two solids in
contact. This is true for both the electrochemically promoted catalysts and the
dispersed metal particles on an ion-conducting support. This interpretation of
metal–support interactions, which involves oxygen ion backspillover from the
support to the metal crystallites, is shown schematically in Figure 14. In the same
figure, the concept of electrochemical promotion, which is induced by application
of a current or potential (NEMCA), is also shown. The difference between
electrochemical promotion and metal–support interactions is the driving force for
the transport of oxygen ions from the carrier to the metal particles.

At the three-phase boundary (metal–support–gas) the following charge-
transfer equilibrium is established:

O2 ðgÞ þ 4e�ðMÞ?/2O2�ðSÞ ð12Þ

where M denotes the metal particles and S the support. Then, the electrochemical
potentials of electrons, me, oxygen ions, mO2� , and gaseous oxygen, mO2

, are related as
follows [136]:

mO2�ðSÞ ¼ 2meðMÞ þ ð1=2ÞmO2
ðgÞ ð13Þ

If we assume that the oxygen ions are mobile on the metal surface and do not desorb
rapidly or do not participate in fast catalytic reactions, then the equilibrium
described by Eq. (12) is also established at the catalyst surface, in which case,

mO2�ðMÞ ¼ 2meðMÞ þ ð1=2ÞmO2
ðgÞ ð14Þ
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Thus, in the metal–support system, the thermodynamic driving force for O2�

backspillover from the support to the metal surface is the difference in the
electrochemical potentials of oxygen ions, mO2�ðSÞ � mO2�ðMÞ [130,143,144]. Alter-
natively stated, the Fermi level of the two solids in contact is equalized by transport
of charged carriers, such as oxygen ions. This could occur simultaneously with the
transport of electrons or positive holes, depending on the extent of electronic and
ionic conductivities of the semiconducting support. In any event, in dispersed metal-
semiconducting support catalytic systems the extent of this phenomenon can be
altered by doping the support with aliovalent cations, thus altering its electro-
chemical potential (or Fermi level) and subsequently the electrochemical potential of
the metal particles since, under all conditions meðMÞ ¼ meðSÞ.

20.10 EPILOGUE

Significant alterations in the chemisorptive and catalytic parameters of supported
metal nanoparticles are observed upon doping semiconductive carriers with cations
of valence different than that of the host cations. These alterations may be

Figure 14 Alternative approach to metal–support interaction involving backspillover of

oxygen ions from the doped TiO2 carrier to the metal nanoparticles. The locations of the

classical double layers formed at the metal–support interface and of the effective double layers

formed at the metal–gas interface are shown. The bottom diagram shows the spatial constancy

of the Fermi level, EF (or electrochemical potential, me) of electrons, of the chemical potential

of oxygen, and of the electrochemical potential of O2�. (From Ref. [136].)
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interpreted on the basis of the theory of metal–semiconductor contact, according to
which the Fermi energy level of the two solids in contact must be at equal height.
This requires transport of charge across the interface, until the electrochemical
potential is uniform throughout the system. Thus, electrons may be transferred from
the semiconductor to the metal, they are contained at the interface metal atoms, and
a strong dipole develops at the interface. This may result in long-range interactions,
affecting the entire metal crystallite, or in short-range interactions, affecting the
atoms at the gas–metal–support three-phase boundary.

An alternative interpretation of the phenomenon of metal–support interactions
induced by doping of semiconductive carriers with aliovalent cations is based on the
theory of electrochemical promotion or the NEMCA effect. According to this
interpretation, the charge carriers transported from the carrier to the metal particles
are oxygen ions, which diffuse to the surface of the metal particles, thus altering the
surface work function and, subsequently, chemisorptive and catalytic parameters.
Work is currently in progress to elucidate the mechanism of induction of metal–
support interactions by carrier doping.
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SUMMARY

In this chapter, the investigations of abnormal infrared effects (AIREs) of
nanometer-scale thin film material of platinum group metals and alloys were
reviewed. The AIREs describe the ensemble of abnormal IR features that have been
discovered recently for CO and other molecules (CN�1, SCN�1, PoPD, etc.)
adsorbed on nanostructured films. It was observed on nanometer-scale thin film of
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platinum group metals and alloys that, in comparison with IR features acquired on
corresponding massive metals, the direction of IR bands of adsorbates was inverted,
the IR absorption of adsorbates was significantly enhanced, and the full width at half
maximum (FWHM) of IR bands of adsorbates was considerably increased. It was
revealed that the AIREs relate mainly to the structure and properties of nanometer
scale thin film material, and reflect the collective interaction of adsorbates with
nanoparticles that come into contact with each other in the thin film. Studies of
scanning tunneling microscopy (STM) illustrated that the thin film prepared by
electrodeposition under cyclic voltammetric conditions consisted of uniformly
distributed layer crystallites, and may be considered as a two-dimensional
nanomaterial. Such a layer structure of the film is different from the island structure
that is essential to initiate the so-called surface-enhanced infrared absorption
(SEIRA), in which only enhancement of IR absorption and increase in FWHM of
IR bands of adsorbates are presented, and the inversion of the direction of IR bands
of adsorbates is absent. A comparison of AIREs with the SEIRA was also done. The
significance of the AIREs are straightforward not only in studying the properties of
two-dimensional nanostructured film material, but also in applications of catalysis,
electrocatalysis, and surface analysis.

21.1 INTRODUCTION

The platinum group metals and alloys are excellent catalytic materials that are
widely employed in the field of electrocatalysis [1,2]. It is well known that
electrocatalytic reactions occur at electrode–electrolyte interfaces and depend
strongly on the surface structure (chemical composition, atomic arrangement,
electronic structure, etc.) of the electrocatalyst. Different types of material from the
platinum group metals including polycrystalline [3], single-crystal planes [3–7], and
bulk alloys [8–10] have been extensively studied in both fundamental aspects and
applications of electrocatalysis. The studies, especially those employing single-crystal
planes, helped to reveal the intrinsic relationship between the electrocatalytic activity
of electrocatalysts and their surface structure. The knowledge gained from
fundamental studies is of importance in designing practical electrocatalysts
employed in diverse applications. Electrocatalysis is the key subject in high-
technology fields such as energy conversion (fuel cells) and green synthesis
(electrosynthesis), and electrocatalysts employed in these fields are often prepared
by dispersing catalytic material on conductive substrates [11,12]. Since electro-
catalytic effects depend mainly on the interaction of the reagent molecule with
electrode surface, the efforts to reduce the cost and to enhance the performance of
electrocatalysts were conducted mainly in two aspects: (1) to disperse, as large as
possible, the catalytic material on the substrate in order to minimize the loading; and
(2) to design and control the surface structure for optimizing the electrocatalytic
properties. In recent years the investigation of nanomaterial has become a rapidly
expanding area. Novel effects such as the nanosize effect [13], the surface effects [14],
and the macro quantum tunneling effect [15], etc. make nanomaterials more
promising as the next revolution in science and technology and have attracted the
attentions of almost all disciplines [16]. In accordance with this trend the design and
fabrication of different nanostructured catalytic materials have become important
subjects of study [17,18].
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In 1996 it was revealed for the first time that the nanometer-scale thin films of
platinum supported on glassy carbon or other substrates exhibited abnormal IR
features in CO adsorption [19], i.e., the inversion of IR band direction, the significant
enhancement of IR absorption, and the increase of the full width at half-maximum
(FWHM) of IR band for adsorbed species in comparison with the same species
adsorbed on a massive Pt electrode. These abnormal IR properties of nanometer-
scale thin film material were later called abnormal infrared effects (AIREs) [20].
AIREs were also observed on platinized platinum electrodes [21] and thin film
electrodes of other platinum group metals. The thin film deposited on a conductive
substrate is, in fact, a sort of two-dimensional nanomaterial, and the AIREs are
associated effectively to nanosize effects. It is evident that systematic studies of the
AIREs will contribute not only to reveal the origin of nanosize effects of two-
dimensional nanomaterial, but also to explore applications of the nanometer-scale
thin film material in electrocatalysis. The present chapter reviews the main progresses
in the investigation of AIREs in platinum group metals and alloys at electrode–
electrolyte interfaces as well as the particular electrocatalytic properties of these film
materials.

21.2 EXPERIMENTAL SECTION

21.2.1 In Situ FTIR Spectroscopy

The in situ FTIR spectroscopic experiments were carried out either on a Nicolet 730
FTIR spectrometer or on a Nexus 870 apparatus (Nicolet), both equipped with
liquid-nitrogen-cooled MCT detectors and a Gopher IR source or an Ever-Glo2 IR
source. A thin-layer configuration IR cell was constructed by pushing the working
electrode against a CaF2 disk IR window, so as to form a thin layer of electrolyte
between the electrode and the IR window for in-situ FTIR measurements. Two
procedures were employed in the investigations: (1) the subtractively normalized
interfacial FTIRS (SNIFTIRS) [22,23], in which the interferograms were collected
alternatively at the sample potential, ES, and at the reference potential, ER. The data
acquisition process may be repeated a few times, and interferograms collected at ES

and ER were respectively co-added and Fourier-transformed into single-beam
spectra R(ES) and R(ER); (2) the multistep FTIRS (MSFTIRS) [24,25], in which a
series of single-beam spectra, R(ES,i), were acquired first at different sample
potentials, then the single-beam spectrum of reference, R(ER), was collected at the
reference potential. In both procedures 400 interferograms in total were collected at
both ES and ER, and the resulting spectrum is defined as the relative change in
reflectivity of the electrode [26,27] and is calculated as

DR
R

¼ RðESÞ � RðERÞ
RðERÞ

ð1Þ

In order to study only adsorbates on the electrode surface, the adsorption of CO was
conducted in such a way that during potential cycling between �0.20 and 0.05V
(SCE) in sulphuric acid solution CO gas of high purity was introduced into the IR
cell, and after the adsorption of CO on the electrode surface has reached saturation,
the solution CO species were removed by bubbling the solution with nitrogen gas of
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high purity. In the study using the SNIFTIRS procedure the ES and ER were set at
potentials where the adsorbed CO (COad) are stable on the electrode surface.
According to Eq. (1), bipolar bands will appear in IR spectra with their negative-
going peak corresponding to IR absorption of COad at ES and their positive-going
peak for IR absorption of COad at ER. In the investigation employing the MSFTIRS
procedure, the ES,i and ER were regulated in such a way that COad was stable at ES,i

and oxidized at ER. As a consequence, negative-going bands relating to IR
absorption of COad at ES,i and positive-going CO2 bands will both appear in IR
spectra.

21.2.2 Preparation of Electrodes of Nanometer-Scale Thin Films of
Platinum Group Metals and Alloys

The glassy carbon (GC) substrate was polished using sand paper, alumina powder of
5, 1, 0.3, and 0.05 mm with a polishing cloth. It was cleaned in an ultrasonic bath and
then subjected to electrochemical cleaning through potential cycling between �0.25
and 0.40V (SCE) in 0.5M H2SO4 solution. The nanometer-scale thin film of
platinum group metals was deposited on the prepared GC substrate in 0.5M H2SO4

solution containing 2mM metal ions under cyclic voltammetric conditions. The
electrochemical co-deposition method was employed in the preparation of
nanometer-scale thin film of alloys on GC substrate, in which the 0.5M H2SO4

solution contains a mixture of metal ions. The thickness of the film was controlled by
altering the number of cycles of potential cycling applied to deposition or co-
deposition. The electrodes of nanometer-scale thin films of platinum group metals
and alloys prepared in this way were denoted as nm-M/GC and nm-M1M2/GC,
respectively.

21.2.3 Other Methods

A model P4-18-SPM scanning tunneling microscope (NT-MDT, Russia) was
employed to investigate the structure, in atmosphere, of nanometer-scale thin film
materials and also to measure the thickness of the film. A setup [28] combining
electrochemical studies and X-ray photoelectron spectroscopic (XPS) analysis served
to characterize the surface composition of alloy films.

Electrode potentials reported throughout this chapter were referenced to the
saturated calomel electrode (SCE) scale.

21.3 ABNORMAL INFRARED EFFECTS IN CO ADSORPTION ON
ELECTRODES OF NANOMETER-SCALE THIN FILM OF PLATINUM

21.3.1 In-Situ FTIRS Features of CO Adsorbed on a
Massive Pt Electrode

In order to define the abnormal infrared effects, it may be convenient to first examine
in-situ FTIR spectra of CO adsorbed on massive Pt electrode. Figure 1 shows a
series of MSFTIR spectra [29] of CO adsorbed on a massive Pt electrode recorded at
different ES that varied from �0.20 to 0.30V. It is known that the adsorbed CO
(COad) species are stable at these potentials of ES [30]. The ER was set at 0.70V,
where COad was oxidized immediately into CO2 species. The negative-going band
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near 2075 cm�1 is observed in all spectra in Figure 1. This band is assigned to IR
absorption of linearly bonded CO (COL) [29–31] at ES, and its negative-going
direction fits in with the prediction of Eq. (1). It can be observed also as a positive-
going band near 2345 cm�1, which is ascribed to IR absorption of CO2 species at ER.
The center of the COL band (nCOL) is shifted positively following the increase of ES,
manifesting a linear variation (Figure 2). The Stark effect that represents the effect of
electric field in the double layer on the adsorbed molecule [32], i.e., dn/dE, can be
determined from the slope of the linear relationship between n and ES. A value of
31 cm�1 V�1 is measured from Figure 2, which is in good agreement with those
reported in the literature [30,31,33]. The full width at half-maximum (FWHM) of the
COL band is measured to be around 20 cm�1 from the spectra in Figure 1.

As indicated in the experimental section, only adsorbed CO on the electrode
surface is subjected to MSFTIRS investigation, since the solution is free of CO. The
CO2 species were thus derived uniquely from the oxidation of COad at ER when the
electrode potential was stepped from the last ES to ER. It is known that within a
relatively short time window the CO2 species can all be retained in the thin layer
between electrode and IR window, because diffusion from the thin layer to bulk
solution is very slow. As a consequence, the integrated intensity of the CO2 band

Figure 1 MSFTIR spectra of CO adsorbed on a massive Pt electrode in 0.1M H2SO4

solution, ER¼ 0.70V, ES is indicated for each spectrum. (From Ref. 29. Reprinted by

permission of the publisher.)
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(ACO2) can be taken as a measure of the quantity of CO adsorbed on the electrode
surface, and the normalized intensity of COad bands (AN,COad) may be defined as

AN;COad ¼
P

i A
COi

ACO2
ð2Þ

The term SiA
COi is the sum of the integrated intensity of IR bands of different

adsorbed CO species. In Figure 1 only the COL band appeared, the SiA
COi is

equal to ACOL, and the AN,COad has been measured to be 0.21 on a massive Pt
electrode.

21.3.2 In-Situ FTIRS Studies of CO Adsorption on Nm-Pt/GC
Electrodes—Abnormal Infrared Effects (AIREs)

Characterization of Nm-Pt/GC Electrode by Cyclic Voltammetry

The cyclic voltammograms [20] recorded on massive Pt and nm-Pt/GC electrodes are
compared in Figure 3. The voltammogram recorded on nm-Pt/GC displays two
distinct pairs of current peaks at �0.02 and �0.16V, which are characteristic of
hydrogen adsorption-desorption on a polycrystalline Pt surface. Nevertheless, the
current in the potential region between 0.1 and 0.5V due to double-layer charging is
much larger than that recorded on a Pt surface, signifying the influence of the GC
substrate. The charge of hydrogen adsorption per geometric area of GC substrate
(712 mCcm�2) integrated from the voltammogram recorded on the nm-Pt/GC
electrode is close to the value obtained on the Pt surface (663 mCcm�2), indicating
that the two electrodes have a comparable number of surface sites for hydrogen
adsorption. The roughness of the nm-Pt/GC and the mechanically polished Pt
surfaces can be estimated from the comparison of above electric charge densities
with the value of 210 mCcm2 for hydrogen adsorption on a perfect, smooth

Figure 2 Variation of nCOL
versus ES, data measured from Figure 1.
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polycrystalline Pt electrode; the values of 3.39 and 3.15 have been obtained
respectively for the roughness of nm-Pt/GC and mechanically polished Pt surfaces.

MSFTIRS Studies of CO Adsorbed on Nm-Pt/GC Electrode

Figure 4 displays a series MSFTIRS spectra [29] of CO adsorbed on an nm-Pt/GC
electrode at different ES. Three positive-going bands appear in all spectra. As
previously discussed the band near 2345 cm�1 corresponds to IR absorption of CO2

species at ER that were derived from oxidation of COad and were in solution. The
band around 2075 cm�1 is obviously assigned to IR absorption of linearly bonded
CO species at ES. A positive-going broadband can be observed in all the spectra in
Figure 4 near 1850 cm�1, which is ascribed to IR absorption of bridge-bonded CO
(COB) species. In comparison with CO adsorption on a massive Pt electrode (Figure
1), three abnormal IR features of COad bands are manifested: (1) the inversion of the
direction of COad bands. Both COL and COB bands are in the positive-going
direction in Figure 4, i.e., they appear in the same direction as the CO2 band; (2) the
increase of the FWHM of COad bands. The FWHM of the COL band is measured at
about 32 cm�1, i.e., 12 cm�1 larger than the value measured from spectra of CO
adsorption on a massive Pt electrode; (3) the significant enhancement of IR
absorption of COad species. The appearance of the COB band in the spectra is
definitely due to enhancement effects, since the population of this species is too small
to yield enough IR absorption to be determined on a massive Pt electrode. The
normalized intensity of COad bands, AN;COad, has been measured from Figure 4 to be
4.30 for CO adsorbed on an nm-Pt/GC electrode. The enhancement factor ðDIRÞ of
IR absorption of CO adsorbed on an nm-Pt/GC electrode is defined as the
comparison of the intensity of IR absorption of the same quantity of CO species
adsorbed on an nm-Pt/GC with that on a massive Pt, which is equal to the ratio of

Figure 3 Comparison of cyclic voltammograms recorded on a massive Pt and an nm-Pt/GC

electrode in 0.5M H2SO4 solution, sweep rate 50mV s�1. (From Ref. 20. Reprinted by

permission of the publisher.)
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AN;COad measured on an nm-Pt/GC versus that acquired on a massive Pt, i.e.,

DIR ¼ ðAN;COad
Þnm� Pt=GC

ðAN;COad
ÞPt

ð3Þ

In Figure 4 the DIR is measured to be 20.5 for CO adsorption on an nm-Pt/GC
electrode. We have named the above abnormal IR features observed on electrodes of
nanometer-scale thin films of platinum in CO adsorption as the abnormal infrared
effects (AIREs) [20,29,34,35]. It may be worthwhile to point out that the Stark effect
of COL on nm-Pt/GC measured from spectra of Figure 4 is 32 cm�1 V�1, which is
close to the value obtained on a massive Pt electrode.

It is interesting to compare the single-beam spectra [35] (Figure 5) recorded on
an nm-Pt/GC electrode at 0.0 and 0.70V, respectively. In normal cases, such as CO
adsorption on a massive Pt electrode, IR bands of CO adsorbates often cannot be
observed in single-beam spectrum since the IR absorption of COad is usually too
small and is buried in the strong background, only the CO2 band that is derived from
COad oxidation and is in the thin layer may appear due to the strong IR absorption

Figure 4 MSFTIR spectra of CO adsorbed on nm-Pt/GC electrode in 0.1M H2SO4

solution, ER¼ 0.70V, ES is indicated for each spectrum. (From Ref. 29. Reprinted by

permission of the publisher.)
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of this species. We can observe from the single-beam spectrum at 0.70V a negative-
going band near 2345 cm�1 due to IR absorption of CO2, and a positive-going band
centered around 2070 cm�1 from the single-beam spectrum at 0.0V. It is evident that
the band centered near 2070 cm�1 can be assigned to the enhanced IR absorption of
CO adsorbed on the nm-Pt/GC electrode and that the direction of the band has been
inverted because in normal cases all IR bands in a single-beam spectrum are in the
negative-going direction, as previously stated. The results obtained from the single-
beam spectra provided further evidence of the AIREs.

SNIFTIRS Studies of CO Adsorbed on Nm-Pt/GC Electrode:
Effects of Substrate Material on the AIREs

In order to examine IR features of COad at both ES and ER, the SNIFTIRS
procedure was used to record the spectra. Figure 6 illustrates a series of SNIFTIR
spectra [35] of CO adsorbed on nanometer-scale thin film of Pt supported on
different substrates, which are graphite, gold, platinum, conducting polymer of
pyrrole on GC (ppy/GC) and GC. A spectrum recorded on a massive Pt electrode is
also displayed in the figure for comparison. Because the COad species are stable on
electrode surface at both ER (�0.20V) and ES (0.10V), the IR absorption at the two
potentials yields a bipolar band in the resulting spectrum. The bipolar band in the
spectrum recorded on the massive Pt electrode consists of a positive-going peak near
2067 cm�1 and a negative-going peak around 2084 cm�1. According to Eq. (1) the
negative-going peak corresponds to IR absorption of COL at ES, and the positive-
going peak is associated with IR absorption of COL at ER. However, the peak of the

Figure 5 Comparison of single-beam spectra of CO adsorbed on nm-Pt/GC electrodes

recorded at 0.0V and 0.7V, respectively. (From Ref. 35.)
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bipolar band for IR absorption of COL at ER (at low wavenumbers, according to the
Stark effect) becomes negative-going and that at ES (at high wavenumbers) becomes
positive-going in the spectra recorded on all Pt thin film electrodes. The peak-to-
peak intensity of the COL bipolar band on nm-Pt/GC is 11 times larger than that on
the massive Pt. It is evident that the inversion of the IR band direction and the
enhancement of IR absorption of COad are sustained in the SNIFTIRS spectrum
recorded on the nm-Pt/GC electrode. It can be observed also that the peak-to-peak
intensity of the bipolar band varies with different substrate materials, descending in
the order of nm-Pt/GC> nm-Pt/ppy/GC> nm-Pt/Pt> nm-Pt/Au> nm-Pt/graphite.
It is evident that the inversion of the band direction in the AIREs is maintained on
all Pt film electrodes and is independent of substrate material. However, the
enhancement of IR absorption of COad in the AIREs depends strongly on the
substrate material; among the substrate material studied, GC manifests the largest
enhancement factor of IR absorption of COad.

Recently Gong et al. [36] discovered that a nanostructured film grown on a
microplatinum electrode also exhibits AIREs in CO adsorption. They applied a fast
potential cycling treatment (between 0.0V*1.58V at a scan rate of 30V ? s�1) to a
micro-Pt electrode (r¼ 100 mm) and found that a nanostructured film ranging from a
few nm to a few tens of nm in thickness was formed at the surface of Pt upon the
treatment. The CO on such nanostructured film surface of micro-Pt electrode was
detected by employing an in-situ FTIR microscope [37]. Similar abnormal IR

Figure 6 SNIFTIR spectra of CO adsorbed on electrodes of nanometer-scale thin film of

platinum supported on different substrate materials, 0.1M H2SO4, ER¼� 0.20V, ES¼ 0.10V.

(From Ref. 35.)
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features to those previously reported on an nm-Pt/GC electrode were also observed
on the electrode of nanostructured film grown on a Pt surface, implying that the
AIREs are related mainly to the properties of film materials.

21.4 ABNORMAL INFRARED EFFECTS IN CO ADSORPTION ON
ELECTRODES OF NANOMETER-SCALE THIN FILM
OF PALLADIUM

21.4.1 Cyclic Voltammetric Characterization of Nm-Pd/GC Electrodes

The cyclic voltammogram of an nm-Pd/GC electrode and the CV recorded on a
massive palladium electrode are compared in Figure 7 [38,39]. Using STM the
thickness of Pd film was measured to be 7.4 nm. The CV features of the nm-Pd/GC
electrode are much different from those of the massive Pd electrode. We can observe
two pairs of current peaks near �0.04 and �0.12V from the voltammogram of nm-
Pd/GC, which are ascribed to hydrogen adsorption-desorption on the surface of the
Pd film. Nevertheless, the current appearing in the voltammogram of the Pd
electrode is mainly the reduction current corresponding to hydrogen absorption by
Pd matrices. Although the pair of current peaks near �0.04V can be perceived in
voltammogram c of the Pd electrode when the EL is increased to �0.07V, the current
of hydrogen absorption is always large. This result demonstrates that the main
process occurring on an nm-Pd/GC is the hydrogen adsorption rather than the
hydrogen absorption, which is the principal reaction on a massive Pd electrode.
Clavilier et al. [40] and Kolb et al. [41] have both reported that the hydrogen
adsorption process is the main process on ultrathin film Pd electrodes, which were
fabricated by epitaxial growth of one or a few atomic monolayers of Pd on single-
crystal surfaces. It is evident that the Pd film formed by electrochemical deposition
on GC is much thicker than the ultrathin film of Pd grown by epitaxial growth on
single-crystal surfaces, i.e., the size (thickness) of the two-dimensional Pd film of the
nm-Pd/GC electrode is much larger. Cai et al. [38] have demonstrated that hydrogen
adsorption is in fact the main process on the electrode surface of a thin film of Pd. As
shown in Figure 8, the two pairs of hydrogen adsorption-desorption current appear
in all voltammograms of the nm-Pt/GC electrode where the Pd film thickness varies
from 7.4 to 27.2 nm.

21.4.2 In-Situ FTIRS Studies of CO Adsorption on Nm-Pd/GC
Electrodes in Acid Solutions and Effects of Thickness of
Pd Film on the AIREs

The nanometer-scale thin film may be regarded as a two-dimensional grown film on
the GC substrate, so the thickness of the film is an important parameter
characterizing the dimension of the film. The effects of film thickness on the AIREs
were investigated quantitatively on nm-Pd/GC electrodes. Figure 9 shows a series of
MSFTIR spectra recorded on nm-Pd/GC electrodes of different film thickness ðdmÞ
measured by using an STM [38,39]. We can observe that following the increase of dm
the intensity of the CO2 band is increased continuously, while the intensity of the
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COad bands is augmented at first to a maximum and then declines progressively. The
quantitative results are listed in Table 1. The ACO2 and ACOB are the integrated
intensity of CO2 and COB IR bands, respectively. The DIR is calculated with Eq. (3)
by taking into account the appearance of both COL and COB bands in the spectra of
nm-Pd/GC electrodes, so that the normalized intensity of COad bands
ðAN;COadÞnm-Pd=GC is calculated as AN;COad ¼ ACOL þ ACOB

� �

=ACO2 . The RIR is the
surface roughness of the nm-Pd/GC electrode that is defined as

RIR ¼
ðACO2=SÞnm�Pd=GC

ðACO2=SÞPd=GC

?
ACOB

ACOB þ ACOL

� �

nm�Pd=GC

ð4Þ

Figure 7 Comparison of cyclic voltammogram of an nm-Pd/GC electrode (a, d¼ 7.4 nm)

with those of a massive Pd electrode (b, c) in 0.5M H2SO4, sweep rate 50mV s�1. (From Ref.

38. Reprinted with permission of the publisher.)
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where S is the geometric area of massive Pd or nm-Pd/GC electrode. Since only
bridge-bonded CO is determined on a massive Pd electrode, the term
ACOB=ACOB þ ACOL
� �

nm-Pd=GC
gives the proportion of COB to the total COad species

on nm-Pd/GC and is introduced to correct the deviation of using ACO2 that is in
direction proportional to the total quantity of COad species. The data listed in Table
1 confirm quantitatively the variation of the ACO2 and ACOB with dm and illustrate
that at dm¼ 12.2 nm the DIR reaches its maximum value of 42.6. It is interesting to
see that RIR is increasing continuously with the increase of dm and that RIR is always
small. RIR is only 2.7 even as the Pd film thickness reaches 32.5 nm, signifying that
the Pd film electrodeposited under cyclic voltammetric conditions on GC substrate
has a low roughness. Similar results concerning the surface roughness have been also

Figure 8 Cyclic voltammograms of nm-Pd/GC electrode of different Pd film thickness: (a)

7.4 nm, (b) 12.2 nm, (c) 20.3 nm, and (d) 27.2 nm, 0.5M H2SO4, sweep rate 50mV s�1. (From

Ref. 38. Reprinted with permission of the publisher.)
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obtained by comparing the reduction charge of surface oxide formed on the nm-Pd/
GC in a positively going potential scan until 1.1V with results from cyclic
voltammetry studies on massive Pd electrode [38,43].

21.4.3 In-Situ FTIRS Studies of CO Adsorption on Nm-Pd/GC
Electrodes in Alkaline Solutions

The reaction steps of CO adsorption and oxidation in alkaline solutions may be a bit
complex due to the retention of CO2 by the solution. The adsorption and electro-

Figure 9 In-situ MSFTIR spectra of CO adsorbed on Pd and nm-Pd/GC electrodes. The dm
of nm-Pd/GC is (a) 4.7, (b) 6.2, (c) 8.5, (d) 10.7, and (e) 14.5 nm; ES¼ 0.2V, ER¼ 0.7V, 0.1M

H2SO4. (From Ref. 38. Reprinted with permission of the publisher.)

Table 1 List of ACO2, ACOB, RIR, and DIR for Nm-Pd/GC Electrodes

with Different dm

dm (nm) ACO2 (a.u.) ACOB (a.u.) RIR DIR

4.7 12.7 26.9 1.0 19.8

6.2 17.7 74.9 1.3 42.6

8.5 20.8 54.3 1.5 26.3

10.7 23.3 24.4 1.8 9.8

14.5 34.4 5.9 2.7 1.6

Source: Ref. 38. (Reprinted by permission of the publisher.)
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oxidation of CO on a Pd surface may be written as

COþ 2Pd Ð Pd2COB ð5Þ
COþ Pd Ð PdCOL ð6Þ
Pd2COB þH2O �?CO2 þOH� þ 2Pdþ 2e� ð7Þ
PdCOL þH2O �?CO2 þOH� þ Pdþ 2e� ð8Þ
CO2 þ 2OH� �?CO2�

3 þH2O ð9Þ

The MSFTIR spectral features for CO adsorption and oxidation in alkaline
solutions on a nm-Pd/GC electrode are shown in Figure 10 [44]. The main bands
appearing in the spectra within the given wavenumber region (2100–1200 cm�1) are
two positive-going bands situated in the region from 1905 to 1930 cm�1 and near
1390 cm�1, respectively. The first band between 1905 and 1930 cm�1 is obviously
assigned to IR absorption of COB species at ES. It has been negatively shifted by
about 35 cm�1 in comparison with the COB band center measured in 0.1M H2SO4

solution (Figure 9). A linear relationship between the center of this band and ES is
illustrated by the insert to Figure 10, which yielded a Stark effect at 59 cm�1 V�1 that
is much larger than the Stark effect (38 cm�1 V�1) measured in 0.1M H2SO4 solution
[39]. The FWHM of this band is 28 cm�1. The second band near 1390 cm�1 can be
ascribed to IR absorption of carbonate species [45,46] that are generated according
to Eq. (9) during COad oxidation at ES. The center of this band remains unchanged
regardless of the variation of ES, signifying that the carbonate species are in solution
of the thin layer between the nm-Pd/GC electrode and CaF2 IR window. Figure 10
clearly illustrates that one of the main features of the AIREs in CO adsorption on
nm-Pd/GC in alkaline solutions is that the COad bands appear in the same direction
of the IR band of solution carbonate species.

21.5 ABNORMAL INFRARED EFFECTS IN CO ADSORPTION
ON ELECTRODES OF NANOMETER-SCALE THIN FILM
OF RUTHENIUM

21.5.1 Acid Solutions

A series of MSFTIR spectra [47] of CO adsorbed on the nm-Ru/GC electrode of
dm¼ 86 nm in 0.1M H2SO4 solution are shown in Figure 11(a). Three positive-going
bands appear in the spectra, i.e., the CO2 band near 2345 cm�1, a strong broadband
around 2006 cm�1, and a weak broadband close to 1810 cm�1. The latter two bands
can be assigned to IR absorption of COL and COB species, respectively. The FWHM
of COL and COB bands are 53 and 80 cm�1, respectively. It is evident that the nm-
Ru/GC electrode exhibits AIREs in CO adsorption. If we take a massive Pt electrode
as reference (Figure 1), the direction of COad bands is inverted; the enhancement
factor of IR absorption for CO adsorbed on the nm-Ru/GC electrode has been
calculated at 25.5 according to Eq. (3). Lin et al. [49] have studied the adsorption and
oxidation of CO on a massive Ru electrode by using in-situ FTIRS. They observed
only the COL band around 2000–2020 cm�1, the COB band being absent in their
spectra. Moreover, the COL band appeared in the opposite direction of the CO2

band, signifying that the IR features of COad on a massive Ru electrode are normal.
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The fact that both the COad bands and the CO2 band appeared in the same direction
on an nm-Ru/GC electrode illustrates one of the main characteristics of the AIREs.
It may be worth noting that the COL band center measured in Figure 11(a) is close to
that reported by Lin et al. but is about 15 cm�1 lower than the value for CO
adsorbed on a massive Ru electrode in CO saturated 0.5M HClO4 solution studied
by using electromodulated infrared spectroscopy (EMIRS) [50]. It is evident that the
appearance of the COB band in the spectrum of the nm-Ru/GC electrode is due to
significant enhancement of IR absorption.

The positive-going CO2 band appears in all spectra, and its intensity maintains
a constant value along with the variation of ES. It can be seen that following the
increase of ES the intensities of the COL and the COB bands also keep constant, but
their center is blue-shifted. The variation of the center of the COL band ðnCOL

Þ versus
ES is plotted in Figure 11(b). We may draw two straight lines on the variation of nCOL

with ES. One is for ES < �0:1V, which yields a slope of 34 cm�1 V�1 and

Figure 10 MSFTIR spectra of CO adsorbed on nm-Pd/GC electrode (dm¼ 20.3 nm),

ER¼ 0.0V, ES is indicated for each spectrum, 0.1M NaOH solution. (From Ref. 44.

Reprinted with permission of the publisher.)
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corresponds to a Stark shift rate of 34 cm�1 V�1. The second linear part of the nCOL

versus ES plot is manifested in the potential range between �0.05 and 0.1V, from
which a Stark shift rate of 55 cm�1 V�1 has been measured. In comparison with the
values of Stark effect of 52 cm�1 V�1 for lower ES and 72 cm�1 V�1 for higher ES

measured on a massive Ru electrode [49], the smaller values of Stark shift rate
measured in Figure 11(b) may be attributed to the particular structure of Ru thin
film. On an nm-Ru/GC electrode of dm ¼ 20 nm the Stark shift rates were measured
to be 21.1 cm�1 V�1 for lower ES and 82.6 cm�1 V�1 for higher ES [47], indicating

Figure 11 (a) MSFTIR spectra of CO adsorbed on nm-Ru/GC (dm¼ 86 nm) electrode for

ES varying from �0.25 to 0.10V and ER¼ 0.5V in 0.1M H2SO4 solution; (b) potential

dependence of IR band center of COL (nCOL
) on the nm-Ru/GC electrode. (From Ref. 47.

Reprinted with permission of the publisher.)
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furthermore that the IR features of COad depend strongly on the thickness of the Ru
film of the nm-Ru/GC electrode.

Figure 12(a) shows a series of MSFTIR [47] spectra of CO adsorbed on nm-
Ru/GC electrodes of different thickness for ES ¼ 0:0V and ER ¼ 0:5V. The IR
features of AIREs can be observed from all spectra displayed in this figure. The
quantitative results measured from spectra in Figure 12(a) are listed in Table 2. It
can be seen that, following the increase of Ru film thickness, ACO2 continuously
increases. This increase of ACO2 implies an increase in the quantity of CO adsorbed
on the nm-Ru/GC electrode surface, corresponding to an increase of surface
roughness of the nm-Ru/GC electrode since the geometric area of GC substrate is a
fixed value of 0.28 cm2, as stated previously. However, the enhancement factor DIR

increases first as the thickness of dm is increased up to 86 nm, then decreases for nm-
Ru/GC electrodes with a higher film thickness. The maximum value of DIR was 25.5,
found for the nm-Ru/GC electrode of dm ¼ 86 nm. In Figure 12(a) a large negative-
going band appearing near 1645 cm�1 in the spectra h and i corresponding to CO
adsorbed on thick Ru film electrodes (dm ¼ 180; 397 nm, respectively) can be
observed. As the quantity of CO adsorbed on these nm-Ru/GC electrodes is large
(this can be noticed from the large values of ACO2 listed in Table 2), the oxidation of
COad will consume a corresponding large quantity of H2O, i.e.,

COad þH2O �?CO2 þ 2Hþ þ 2e� ð10Þ

As a consequence, the large negative-going band near 1645 cm�1 due to H2O
bonding appears.

The variation of the enhancement factor DIR versus the thickness dm of the Ru
film is plotted in Figure 12(b) [47], which shows an asymmetrical volcano curve. As
stated previously, similar results of variation of DJR versus dm were observed on nm-
Pt/GC and nm-Pd/GC electrodes. The maximum values of DIR measured on the
three kind of electrodes can be sorted in a descending order of nm-Pd/GC> nm-Ru/
GC> nm-Pt/GC.

Table 2 Quantitative Results of IR Features for CO Adsorbed on

Nm-Ru/GC Electrodes

dm (nm) ACOad (a.u.) ACO2 (a.u.) DIR

5 6.1 5.1 9.2

10 11.5 9.0 9.8

20 43.1 18.7 17.7

35 63.6 24.0 20.4

43 72.7 26.9 20.8

74 123.3 38.2 24.8

86 141.1 42.5 25.5

187 211.1 76.2 21.3

397 56.5 154.3 2.8

Source: Ref. 47. (Reprinted by permission of the publisher.)
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21.5.2 Alkaline Solutions

Figure 13 displays MSFTIR spectra [51] of CO adsorbed on an nm-Ru/GC electrode
in 0.1M NaOH solution. Three positive-going bands can be observed. The strong
band near 1400 cm�1 is assigned to IR absorption of solution carbonate species,
which are formed according to Eqs. (7)–(9) due to oxidation of COad at ER. The
other two bands are located near 1960 and 1780 cm�1 and may be ascribed to IR
absorption of COL and COB species. The centers of COL and COB bands have been
red-shifted about 50 and 60 cm�1, respectively, in comparison with CO adsorption
on the nm-Ru/GC electrode in 0.1M H2SO4 solution (Figure 11). From results of

Figure 12 (a) MSFTIR spectra for CO adsorbed on nm-Ru/GC electrodes of different

thickness (a: 5 nm, b: 10 nm, c: 20 nm, d: 35 nm, e: 43 nm, f: 74 nm, h: 180 nm, g: 86 nm, i:

397 nm) in 0.1M H2SO4 solution, ES¼� 0.0V, ER¼ 0.5V. The spectra h and i have been

multiplied respectively by factors of 0.5 and 0.2 for displaying in the figure; (b) variation of

enhancement factor (DIR) of IR absorption of CO adsorbed on nm-Ru/GC electrode versus

the thickness dm of Ru film. (From Ref. 47. Reprinted with permission of the publisher.)
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CO adsorption on an nm-Pd/GC electrode in alkaline solution (Section 21.4.3) we
know that the nm-Ru/GC exhibited also AIREs in alkaline solution. The
enhancement factor DIR of IR absorption of COad is 33, which is larger than the
DIR measured in acid solutions. We can see that both the COL and COB bands are
shifted linearly to higher wavenumbers when the ES is increased positively. The Stark
effect of the COL band is 34 cm�1 V�1. It may be noteworthy that in an early study
[50] of CO adsorption on a massive Ru electrode in alkaline solutions, only one COad

band near 1970 cm�1 was observed and assigned incorrectly to IR absorption of
bridge-bonded CO species.

Besides nanometer-scale thin film materials of Pt, Pd, and Ru studied above,
some preliminary studies on nanometer-scale thin film materials of three other
platinum group metals, Rh [20,52], Os [53], and Ir [54], have illustrated the AIREs of
all these metals in CO adsorption. Based on studies so far, we can conclude that the
AIREs are general phenomena of platinum group metals in chemisorptions of CO
and other molecules [20].

21.6 ABNORMAL INFRARED EFFECTS IN CO ADSORPTION ON
ELECTRODES OF NANOMETER-SCALE THIN FILM OF ALLOYS

Bimetallic alloy materials often present good electrocatalytic properties and have
been abundantly investigated [55]. The surface composition of an alloy can be
conveniently monitored, leading one to vary the synergy of the surface. As a

Figure 13 MSFTIR spectra of CO adsorbed on an nm-Ru/GC in 0.1M NaOH. The ES is

indicated on each spectrum, ER¼� 0.2V. (From Ref. 51. Reprinted with permission of the

publisher.)
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consequence the electrocatalytic activity may be easily adjusted. The most commonly
employed bimetallic electrocatalysts are platinum alloys. Both bulk alloys prepared
by metallurgical methods [56–62] and surface alloys made by chemical or
electrochemical codeposition [63–67] were studied extensively. Since the activity of
an electrocatalyst depends strongly on its surface composition and structure, the thin
film alloy materials are most frequently used in diverse applications such as fuel cells,
electrosynthesis, etc. This section describes studies of nanometer-scale thin film
materials of PtRu and PtPd alloys, which are of particular importance in fuel-cell
applications.

21.6.1 Nanometer-Scale Thin Film Materials of PtRu Alloy

Electrocatalytic Properties

The material of PtRu alloy exhibits good properties for CO tolerance in polymer
electrolyte membrane fuel cells (PEMFC) [68] and has been studied extensively in
recent years [69]. Particular interest has been focused on the application of the PtRu
alloy materials as anodes in methanol fuel cells (MFC) for electric vehicles [70]. The
most convenient way to alter the surface composition of a PtRu alloy is to employ
the electrochemical co-deposition method in the preparation of the alloy. Richcharz
and co-workers have studied the surface composition of a series of PtRu alloys using
X-ray photoelectron spectroscopy (XPS) and low-energy ion spectroscopy (LEIS)
[71]. They found that the composition of electrodeposited PtRu alloys showed a
linear dependence on the concentrations of the deposition solution, but an
enrichment of the Pt-component both in the bulk and at the surface. Zheng et al.
[72] have tested that the composition of PtRu alloy supported on glassy carbon
depends also on the ratio of Pt4þ and Ru3þ concentration in the electrodeposition
solution under fixed deposition conditions (i.e., 5 cycles of potential cycling between
�0.5V and 0.4V at sweep rate 50mV s�1). As it is not convenient to measure
accurately the content of Pt and Ru in a PtRu alloy film, the composition of nm-
PtRu/GC electrodes is represented thereafter by specifying the concentration of Pt4þ

and Ru3þ ions in the electrodeposition solution. Thus an nm-PtRu/GC(4:1) indicates
that the electrode was prepared from electrodeposition solution containing 4mM
H2PtCl6 and 1mM RuCl3 in 0.1M H2SO4.

The oxidation of adsorbed carbon monoxide may be employed as a probe
reaction to assess the activity of nm-PtRu/GC electrodes. Figure 14 displays cyclic
voltammograms [72] of CO oxidation on nm-Pt/GC, nm-Ru/GC, and nm-PtRu/GC
of different alloy composition. Significant catalytic characteristics are observed on
nm-PtRu/GC and nm-Ru/GC electrodes. The most evident catalytic effect is the
negative shift of peak potential ðEpÞ of the oxidation current peak. Ep measured
from the voltammogram recorded on an nm-Pt/GC electrode is 0.575V. However,
for nm-Ru/GC and nm-PtRu/GC electrodes it is shifted negatively to the potential
region between 0.3 and 0.4V. The main parameters that characterize the catalytic
properties of nanometer-scale thin film electrodes toward COad oxidation are the
potential ðEpÞ, the current density ð jpÞ, and the full width at half-maximum
(FWHM) of the current peak. The saturation coverage of CO adsorption has been
achieved on each electrode under experimental conditions. As a consequence, the
quantity of electric charge of COad oxidation ðQOX

COÞ can be taken as a measure of the
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surface roughness of the electrode, since the geometric area of the GC substrate has a
defined value of 0.28 cm�2. The relative roughness of Ru and PtRu alloy film
electrodes with regard to the nm-Pt/GC electrode may be defined as
ðQOX

COÞ=ðQOX
COÞnm-Pt=GC, and jp=Q

OX
CO represents the normalized rate of COad oxidation.

Table 3 lists parameters measured on different nanometer-scale thin film electrodes.
It is interesting to observe that, following the increase of Ru in PtRu alloy film, the
FWHM increases progressively from 27mV on nm-Pt/GC to 212mV on nm-Ru/
GC, and jp=Q

OX
CO decreases from 1.35 s�1 on nm-Pt/GC to 0.24 s�1 on nm-Ru/GC. It

is important to note that the variation of Ep showed a minimum at 308mV on an
nm-PtRu/GC(4:6) electrode. Gasteiger et al. [60] demonstrated that the minimum Ep

of COad oxidation was measured on a 50:50 PtRu alloy electrode. The present results
confirmed that the composition of nm-PtRu/GC(4:6) electrode might be close to a
50:50 PtRu alloy, since it was prepared in a solution containing 4mM Pt4þ and
6mM Ru3þ, which is near the solution composition of electrodeposition to produce
50:50 PtRu alloy [66,67]. The relative roughness of nm-Ru/GC and nm-PtRu/GC
electrodes is always larger than 1 but smaller than 2.6, signifying that these electrodes
have a low surface roughness.

Figure 14 jE curves for COad oxidation on different nanometer thin film electrodes. (a) nm-

Pt/GC, (b) nm-PtRu/GC(4:1), (c) nm-PtRu/GC(4:2), (d) nm-PtRu/GC(4:6), (e) nm-PtRu/

GC(4:10), (f) nm-Ru/GC. 0.1M HClO4 solutions, sweep rate 50mV s�1. (From Ref. 72.

Reprinted with permission of the publisher.)
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In-Situ FTIRS Studies of CO Adsorption on Nm-PtRu/GC Electrodes

Figure 15 displays the spectra [48] recorded on nm-PtRu/GC electrodes of different
film composition at the same ESð0:0VÞ and ERð0:5VÞ. Three positive-going bands
appeared in all spectra, i.e., the CO2 band, the COL and the broad COB bands. It is
interesting to see that the center of the COL band is shifted to a lower wavenumber
direction as the Ru component is increased in the PtRu alloy film. The nCOL is
measured respectively at 2067, 2064, 2051, 2044, and 2043 cm�1 on PtRu/GC(4:0.5),
PtRu/GC(4:2), PtRu/GC(4:4), PtRu/GC(4:6), and PtRu/GC(4:8) electrodes. These
values of nCOL are between the nCOL measured on nm-Pt/GC (2076 cm�1) and that
on nm-Ru/GC (2009 cm�1) under the same conditions. The FWHM of the COL

band also increases with the increase of the Ru component in the PtRu alloy film. As
described in previous sections, the FWHM of the COL band measured on an nm-Pt/
GC is 20 cm�1 and that on an nm-Ru/GC electrode is 55 cm�1. The values of the
FWHM of the COL band measured on the five nm-PtRu/GC electrodes are 24, 30,
35, 43, and 53 cm�1, respectively. The IR features of COad in Figure 15 clearly
illustrate that the nanometer-scale thin film of PtRu alloy exhibited abnormal
infrared effects in CO adsorption. The IR absorption of COad has been significantly
enhanced, and the enhancement factor DIR has been measured to be 10.5 on nm-
PtRu/GC(4:2), 12.8 on nm-PtRu/GC(4:6), and 13.1 on nm-PtRu/GC(4:8).

The variations of nCOL versus ES on the five nm-PtRu/GC electrodes are shown
in Figure 16 [48]. The Stark shift for COL on all nm-PtRu/GC alloy film electrodes
was measured to be around 34 cm�1 V�1. In contrast to the nm-Ru/GC electrode,
where two Stark shift rates (a small value in the low potential region and a large
value in the high potential region) were obtained, only one straight line can be drawn
through the experimental data points. The results clearly demonstrate that the
properties of an nm-PtRu/GC electrode are not a simple combination of the
properties of nm-Pt/GC and those of nm-Ru/GC. The fact that the band center, the
FWHM, and the Stark effect of the COL band all lie in between the values of nm-Pt/
GC and those of nm-Ru/GC confirmed that the alloy of PtRu thin film was formed
by electrochemical co-deposition under cyclic voltammetric conditions.

Table 3 List of Parameters of Cyclic Voltammograms Recorded on Different

Thin Film Electrodes

Electrode

Ep

(mV)

FWHM

(mV)

jp
(mAcm�2)

QOX
CO

(mC; cm�2)

jp=Q
OX
CO

(s�1)

QOX
CO=

ðQOX
COÞnm-Pt=GC

nm-Pt/GC 575 27 874.9 646.7 1.35 1.0

nm-PtRu/GC(4:1) 370 67 804.1 1666 0.48 2.57

nm-PtRu/GC(4:2) 331 56 978.4 1555 0.63 2.40

nm-PtRu/GC(4:4) 335 53 796.5 1223 0.65 1.89

nm-PtRu/GC(4:6) 308 63 732.1 1364 0.54 2.11

nm-PtRu/GC(4:8) 356 88 562.0 1184 0.48 1.83

nm-PtRu/GC(4:10) 355 128 557.1 1626 0.34 2.51

nm-PtRu/GC(4:12) 357 160 340.1 1163 0.29 1.80

nm-Ru/GC 378 212 289.2 1190 0.24 1.84

Source: From Ref. 72. (Reprinted with permission of the publisher.)
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In-Situ FTIRS Studies of CO Adsorption on Pt-Modified Nm-Ru/GC
and Ru-Modified Nm-Pt/GC Electrodes

In order to study the influence of the surface composition of the thin film electrode
on IR features of CO adsorption, nm-Pt/GC and nm-Ru/GC electrodes were
modified with Ru and Pt, respectively. Modifications to the Pt on the nm-Ru/GC
surface and the Ru on the nm-Pt/GC surface were carried out by employing an
electrodeposition method [48]. The nm-Pt/GC or nm-Ru/GC electrode was
introduced into 0.1M H2SO4 solution containing 1mM Ru3þ or Pt4þ ions, and
the potential was cycled between �0.25 and 0.40V at a scan rate of 50mV s�1. The
quantity of Pt deposited on the nm-Ru/GC surface or Ru deposited on the nm-Pt/
GC surface was controlled by varying the number of potential cycles that initiated
the deposition.

Figure 17(a) shows MSFTIR spectra [48] of CO adsorbed on an nm-Ru/GC
electrode modified with different quantities of Pt on the surface. It is observed that

Figure 15 In-situ MSFTIR spectra of CO adsorbed on electrodes of nanometer-scale thin

film of PtRu alloys of different compositions: (a) PtRu/GC(4:0.5), (b) PtRu/GC(4:2), (c)

PtRu/GC(4:4), (d) PtRu/GC(4:6), (e) PtRu/GC(4:8) electrodes; ES¼ 0.0V, ER¼ 0.5V, 0.1M

H2SO4. (From Ref. 48.)
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on all electrodes the COad bands (one or two COL bands and a broad COB band) and
the CO2 band are in the same positive-going direction, and the intensity of COad

bands is significantly enhanced, indicating that the AIREs are maintained on all Pt-
modified nm-Ru/GC electrodes. The COL band in the spectrum of the nm-Ru/GC
electrode is located near 2025 cm�1 with an FWHM of 42 cm�1. The enhancement
factor of IR absorption DIR is measured to be 9.7. Following the increase in the
quantity of Pt on the nm-Ru/GC surface, the most significant changes in IR features
are the increase of the intensity of the CO2 band and the variation of the COL band.
The increase of the CO2 band intensity is obviously due to the increase of electrode
surface roughness. It is interesting to observe, in spectrum b, two COL bands, one
near 2019 cm�1 and another around 2069 cm�1. It is evident that the COL band near
2019 cm�1 can be assigned to IR absorption of CO adsorbed on surface Ru sites, and
the COL band around 2069 cm�1 to IR absorption of CO adsorbed on surface Pt
sites. When the quantity of Pt is progressively increased, the band of COL on Ru sites
(COL-Ru) becomes a shoulder peak and finally disappears in spectrum e. However,
the band of COL on surface Pt sites (COL-Pt) gradually develops into the main band
in the spectra and is measured near 2063 cm�1 in spectrum e. Two points may be
remarked from the above results: (1) two kind of surface sites, i.e., the Pt and Ru
sites, can be distinguished in CO adsorption when the nm-Ru/GC surface is not
completely covered by Pt. This is very different from the case of nm-PtRu/GC alloy
electrodes, where only one COL band was observed, indicating that the surface Pt or
Ru sites could not be discerned on PtRu alloy surface [49,62,73]; (2) the intensity of
the COad bands decreases with the increase of the quantity of Pt deposited on nm-
Ru/GC surface. The DIR measured from spectrum e is only 2.2. Goodman et al.
[74,75] have pointed out, in FT-IRAS studies of CO adsorption on Cu or Ag

Figure 16 Potential dependence of IR band center of COL (nCOL) on (a) PtRu/GC(4:0.5),

(b) PtRu/GC(4:2), (c) PtRu/GC(4:4), (d) PtRu/GC(4:6), and (e) PtRu/GC(4:8) electrodes in

0.1M H2SO4 solution. (From Ref. 48.)
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Figure 17 (A) In-situ MSFTIR spectra for CO adsorbed on Pt modified nm-Ru/GC

electrode. The number of potential cycling used in Pt deposition: 5(e), 3(d), 2(c), 1(b), and 0(a),

which represents the quantity of Pt deposited on nm-Ru/GC surface (see text in detail);

ES¼ 0.0V, ER¼ 0.5V; (B) in-situ MSFTIR spectra for CO adsorbed on Ru modified nm-Pt/

GC electrode. The number of potential cycling used in Ru deposition: 10(e), 7(d), 4(c), 1(b),

and 0(a); ES¼ 0.0V, ER¼ 0.5V (0.75V for nm-Pt/GC electrode). (From Ref. 48.)
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ultrathin film modified Pt(111) surface, that the Cu-bonded CO molecules or Ag-
bonded molecules screen CO molecules bonded to Pt, and they found that this
‘‘screening’’ effect depends on the morphology and polarizability of the Cu or the Ag
in the overlayer. The decrease in the enhancement factor of IR absorption in the
AIREs upon the deposition of Pt may thus be attributed to the ‘‘screening’’ effect
together with the increase in film thickness.

A series of MSFTIR spectra of CO adsorbed on nm-Pt/GC and Ru-modified
nm-Pt/GC electrodes are illustrated in Figure 17(b) [48]. The AIREs are manifested
in all spectra. We observe two COL bands from spectra c, d, and e; one is the COL-Pt
band near 2065 cm�1 and another is the COL-Ru band close to 2025 cm�1. The COL-
Ru band appeared as a shoulder peak in spectrum b. It can be seen that the intensity
of the COL-Pt band progressively decreases and the intensity of the COL-Ru band
increases with the increase of the quantity of Ru deposited on the nm-Pt/GC surface.
Nevertheless, the COL-Ru band remains discernible in spectrum e for 10Ru
deposition potential cycles, which may indicate that the nm-Pt/GC surface is still
partially covered by Ru. The results imply that the deposition of Ru on an nm-Pt/
GC surface is less efficient than the inverse process, i.e., the deposition of Pt on an
nm-Ru/GC surface. Similar results have been reported concerning in-situ FTIRS
studies of CO adsorption on Ru ad-atom or Ru nanoparticle modified Pt(111)
single-crystal electrodes [76–78], in which a COL-Pt band near 2070 cm�1 and a COL-
Ru band around 2010 cm�1 were observed in the spectra.

21.6.2 Nanometer-Scale Thin Film Materials of PtPd Alloy

According to the phase diagram [79], Pt and Pd can dissolve each other in any
proportion to form a binary alloy. Thus it may be interesting to take PtPd alloy as a
kind of model alloy electrocatalyst, for which the ratio of surface Pt sites versus
surface Pd sites may be varied continuously [80]. PtPd alloy is a good catalyst
material [81] and exhibits high tolerance to poisoning by sulfur [82]. It has been
revealed that the nanometer-scale thin film material of PtPd alloy also presented
AIREs in CO adsorption [52,83–85]. A series of spectra [85] for CO adsorbed on an
nm-PtPd/GC electrode at different ES is illustrated in Figure 18. The positive-going
CO2 band near 2345 cm�1 appears in all spectra. Two positive-going COad bands are
observed, one near 2047 cm�1 and another close to 1933 cm�1, corresponding to the
IR absorption of COL and COB, respectively. It is obvious that the COL and COB

species are adsorbed on surface Pt and Pd sites, respectively, since, as previously
demonstrated, the main band appearing in the spectra of CO adsorbed on Pt or the
nm-Pt/GC electrode is the COL band and that on Pd or the nm-Pd/GC surface is the
COB band. The FWHM of the COL band is measured to be 54 cm�1 and that of the
COB band is 48 cm�1 from the spectra in Figure 18. These FWHM values are three
times and twice as large as the FWHM of COL (14 cm�1) on massive Pt and COB

(21 cm�1) on Pd electrode, respectively, implying an increase in the discreteness of
vibration energy states of COad on the surface of the nm-PtPd/GC electrode. It is
apparent from the figure that the C–O stretching frequency of both COL and COB

species is shifted to higher wavenumbers when ES is increased. From the linear
variation of the band center versus ES the Stark shift rate is measured to be
28 cm�1 V�1 for the COL band and at 43 cm�1 V�1 for the COB band. These values
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are close to the values of the Stark effect measured for COL adsorbed on a massive Pt
electrode and for COB on a massive Pd electrode.

The enhancement factor for the IR absorption of CO on nm-PtPd/GC is
calculated using the following equation:

DIR ¼
ACOLþACOB

ACO2

� �

nm�PtPd=GC

ACO

ACO2

� �

Pt-Pd

ð12Þ

where ACOL , ACOB, and ACO2 refer to the integrated intensity of COL, COB, and CO2

bands, respectively. ACO=ACO2
� �

Pt-Pd is the mean value of ACOL=ACO2 and
ACOB=ACO2 measured respectively from the spectrum of a massive Pt electrode and
the spectrum of a massive Pd electrode. ACO=ACO2

� �

Pt-Pd was measured to be 0.152
[85]. A DIR value of 38.4 has been measured from Figure 18 for CO adsorbed on an
nm-PtPd/GC electrode that was prepared by applying two cycles of potential cycling
at a scan rate of 50mV s�1 between �0.20 and 0.40V in a solution containing
26 10�3M K2PtCl6þ 26 10�3M PdCl2þ 0.5M H2SO4.

It has been demonstrated in previous sections that the enhancement factor for
IR absorption in the AIREs strongly depends on the thickness of the film material
of the platinum group metals. This dependence is also valid in nanometer-scale
thin film materials of alloys. Preliminary results concerning this point are shown in

Figure 18 In-situ MSFTIR spectra of CO adsorbed on nm-PtPd/GC (n¼ 2) electrode in

0.5M H2SO4þCO (saturated) solution, ER¼ 0.75V, ES are listed in the figure. (From Ref. 85.

Reprinted with permission of the publisher.)
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Figure 19 [85], in which in-situ MSFTIR spectra of CO adsorbed on nm-PtPd/GC of
deferent film thickness (indicated by the number of potential cycles of co-deposition)
are displayed. The IR datameasured from the spectra of Figure 19 are listed in Table 4.
The co-deposition charge Qcodep and the estimated film thickness de calculated
from Qcodep by using a model of cubic-closest packing are also listed in the table. It
may be shown from STM images of the PtPd alloy film (see the following section)
that the co-deposited PtPd alloy could not be packed in a cubic-closest way, so the

Figure 19 In-situ MSFTIR spectra of CO adsorbed on nm-PtPd/GC electrodes in 0.5M

H2SO4þCO (saturated) solution. The numbers of potential cycling in codeposition are (a) 1,

(b) 2, (c) 3, (d) 5, (e) 8, (f) 12; ES¼ 0.0V, ER¼ 0.75V. (From Ref. 85. Reprinted with

permission of the publisher.)

Table 4 IR Data of CO Adsorbed on nm-PtPd/GC of Different PtPd Film Thickness

n Qcodep (mC) de (nm) ACO2 (a.u.) ACOL (a.u.) ACOB (a.u.) ACOB=ACOL DIR

1 4.15 4.5 11.9 30.7 29.8 0.97 33.4

2 6.50 7.1 18.7 53.1 55.8 1.05 38.3

3 8.46 9.2 22.6 38.0 44.7 1.18 24.1

5 11.85 13.0 22.3 21.7 27.3 1.26 14.5

8 16.31 17.8 33.2 12.8 22.8 1.78 7.1

12 21.70 23.7 32.4 12.2 17.6 1.44 6.1

Source: Ref. 83. (Reprinted with permission of the publisher.)
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real thickness should be larger than de, but it will still be within a few tens of
nanometers [38]. The data listed in Table 4 illustrate that an increase of de leads to
an increase of ACO2 . As stated previously, the ACO2 can therefore be taken as a
measure of roughness of the surface of the nm-PtPd/GC; the results indicate that
the roughness of the nm-PtPd/GC surface becomes larger with the increase of the
film thickness. As a consequence, the quantity of adsorbed CO is continuously
increased. However, after reaching their maximum values at n ¼ 2, the ACOL and
the ACOB decrease gradually, yielding a volcano-type variation of DIR with the
increasing n. When n ¼ 2, DIR reaches its maximum value of 38.3. It may be
interesting to see from Table 4 that the ratio ACOB

=ACOL
is increased continuously

with the increase of n, indicating that the bridge-bonded CO trends to increase its
proportion on the nm-PtPd/GC surface.

21.7 PRELIMINARY INVESTIGATIONS ON THE ORIGIN OF AIREs

21.7.1 In-Situ MSFTIRS Studies of Adsorption of Molecules Other
Than CO on Electrodes of Nanometer-Scale Thin Film Material
of Platinum Group Metals

Adsorption of CN2 Ions on Nm-Pd/GC Electrode

CN� can adsorb irreversibly on metal surfaces, and the study of the adsorption of
CN� is of importance in revealing the properties of the electrolyte–electrode
interface [86]. The adsorption of CN� on the platinum electrode has been
investigated extensively by using in-situ IR spectroscopy [87–89], while only a few
papers concern in-situ IR spectroscopic studies of CN� adsorption on the palladium
electrode [88,90] since IR absorption of CN� on Pd is very weak. Figure 20 shows a
series of in-situ MSFTIR spectra of CN� adsorbed on an nm-Pd/GC electrode in
0.1M NaOH solution [39,44]. A broad positive-going band with FWHM equal to
67 cm�1 appears around 1970 cm�1 in all spectra. This band can be assigned to IR
absorption of bridge-bonded CN� on the nm-Pd/GC surface. The band center is
shifted to high wavenumbers as ES is increased (see the insert to Figure 20), yielding
a Stark effect of 24 cm�1 V�1. It is evident that AIREs are maintained for CN�

adsorption on the nm-Pd/GC electrode.
It may be interesting to study the coadsorption of CO with CN�. The CN�

compound holds the same number of covalent electrons as CO but possesses one unit
of negative charge. In-situ FTIR studies of the coadsorption may reveal the
interaction between CO and CN� on the electrode surface. In the coadsorption
process the nm-Pd/GC electrode was first put in a 1.0mM KCN solution to adsorb
CN� and then transferred to a CO-saturated 0.1M KOH solution to adsorb CO.
The in-situ MSFTIR spectra are shown in Figure 21 [44]. The IR features of the
spectra in Figure 21 are similar to those of CO adsorbed on nm-Pd/GC (Figure 10).
We can observe two positive-going bands in the spectra, one near 1910 cm�1

assigned to IR absorption of COB and another around 1390 cm�1 ascribed to IR
absorption of CO2�

3 species. Although the CN� band could not be discerned in the
spectra, the effects of the interaction of CN� with CO on the nm-Pd/GC surface may
be determined in the following four aspects in comparison with IR features of CO
adsorption alone: (1) the COB band center has been red-shifted about 6 cm�1; (2) the
FWHM of the COB band is measured to be 35 cm�1, i.e., an increase of about 25%;
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(3) the Stark effect of the COB band is measured from the insert to Figure 21 to be
67 cm�1 V�1, which is 8 cm�1 V�1 larger than that determined from Figure 10; (4) a
higher enhancement factor for IR absorption has also been determined; it is
augmented for about 60% of that measured in Figure 10. The last point may be also
confirmed by perceiving a weak band near 2025 cm�1 that is attributed to IR
absorption of COL species. Such a COL band could not be observed in the spectra of
CO adsorption alone on the nm-Pd/GC electrode in Figure 10.

Adsorption of SCN2 Ions on Nm-Pt/GC Electrode

It is generally agreed that SCN� ions can adsorb on Pt via either the nitrogen atom
or the sulfur atom. The N-bound species are dominant at negative potentials, while

Figure 20 In-situ MSFTIR spectra of CN� adsorbed on nm-Pd/GC electrode.

dm¼ 20.3 nm, ER¼ 0.5V, ES is indicated for each spectrum, 0.1M NaOH solution. (From

Ref. 44. Reprinted with permission of the publisher.)
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the S-bound species are the main adsorbates at more positive potentials [91–93].
Figure 22 displays a series of spectra [20] for SCN� adsorbed on an nm-Pt/GC
electrode. We observed a positive-going band near 2085 cm�1 for ES at �0.8V. This
band is assigned to the stretch of C:N in SCN� that is coordinated with the N-end
to the surface of the nm-Pt/GC. The center of this band is shifted linearly to higher
wavenumbers with the increase of electrode potential, yielding a Stark effect of
40 cm�1 V�1. A small negative-going band around 2063 cm�1 can be observed in the
spectra. It has been attributed to solution SCN� species in the thin layer, since the
center of this small band is independent of the electrode potential. The assignment of
this negative-going band has been confirmed by adding additional NaSCN to the
solution. As the concentration of SCN� increases, the negative-going band near
2063 cm�1 becomes the dominant band in the spectra and does not shift with the
variation of electrode potential. The appearance of a positive-going band due to the

Figure 21 In-situ MSFTIR spectra of CN� and CO adsorbed on nm-Pd/GC electrode.

dm¼ 20.3 nm, ER¼ 0.5V, ES is indicated for each spectrum, 0.1M NaOH solution. (From

Ref. 44. Reprinted with permission of the publisher.)

Copyright © 2003 by Taylor & Francis Group, LLC



IR absorption of adsorbed SCN� species confirmed the abnormal IR effects of nm-
Pt/GC in SCN� adsorption [20]. It is interesting to observe the broadening of the
positive-going band from the spectra recorded at potentials above 0.2V in Figure 22.
A shoulder peak is growing to the high wavenumber side of the positive-going band.
These observations suggest that some of the N-bound SCN� species have changed
their orientation to form S-bound SCN� species when the electrode potential is
increased above 0.2V.

It may be worthy to mention some studies concerning the AIREs of the nm-Pt/
GC electrode in the adsorption of other molecules: (i) a polymer of poly-o-
phenylenediamine (PoPD) covered on an nm-Pt/GC surface [20]. All IR bands of
PoPD in the fingerprint region, i.e., the bands near 1550, 1488, and 1306 cm�1

corresponding to the stretching of the C55N bond, the skeletal breathing of aromatic
rings, and the C–N stretching of the C–N–H group of the PoPD, respectively, appear
in the opposite direction of the bands of PoPD covered on a massive Pt electrode; (ii)
the adsorbed species derived from the dissociative adsorption of glycine [94]. As
illustrated by in-situ SNIFTIR spectra in Figure 23, the bipolar band with its two
peaks around 2076 and 2104 in the spectra recorded on nm-Pt/GC appear in the
opposite direction of the bipolar band in spectra acquired on a massive Pt electrode,
and the intensity of the bipolar band has been enhanced about 14 times on an nm-Pt/
GC electrode. The bipolar band in Figure 23 was assigned to IR absorption of CN�

Figure 22 In-situ MSFTIR spectra of SCN� adsorbed on nm-Pt/GC electrode. ER¼ 0.5V,

ES is indicated for each spectrum, in 0.1M NaOH solution. (From Ref. 20. Reprinted with

permission of the publisher.)
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species, since glycine is dissociated in alkaline solutions on Pt surface according to
following equation:

CH2(NH2)COO� þ Ptþ 6OH� �?Pt-CN� þ CO2�
3 þ 5H2Oþ 5e� ð12Þ

21.7.2 Structure of Nanometer-Scale Thin Film of Platinum
Group Metals and Alloys Investigated Using STM

The structure of thin film prepared by electrodeposition was studied using scanning
tunneling microscopy. STM images of an nm-Ru/GC electrode are shown in Figure
24 [47]. Figure 24(a) illustrates a typical STM image of the Ru thin film deposited on
a GC substrate. It shows that the electrodeposited Ru film is composed of layered Ru
crystallites appearing in a hexagonal form with a uniform size of about 250 nm in
dimension. The thickness of each Ru crystallite can be measured from the profile
[Figure 24(b)] of a cross section S–S in Figure 24(a). An average thickness of about
30 nm has been measured. It is interesting to see that the electrodeposited Ru thin
film manifests a particular structure, which consists of Ru crystallites of hexagonal
shape in layered stacks. It is obvious that the hexagonal shape of Ru crystallites may
be attributed to a hexagonal system of crystallography.

An STM image of nm-Pt/GC and an STM image of nm-Pd/GC are shown in
Figure 25 [72,38]. The nm-Pt film is composed of crystallites in a cubic form [Figure
25(a)], clearly showing a face-centered cubic (fcc) structure. The width and the length
of each crystallite are around 200 and 250 nm; nevertheless, the thickness (or the
height) ranges only between 20 and 25 nm. The nm-Pd film is also respectively
composed of layered crystallites [Figure 25(b)]. The average size of the Pd crystallite

Figure 23 In-situ FTIR spectra of irreversibly adsorbed glycine on massive Pt and nm-Pt/

GC electrodes. ER¼� 0.6V, ES is indicated for each spectrum, 0.1M Na2SO4 solution. (From

Ref. 20. Reprinted with permission of the publisher.)

Copyright © 2003 by Taylor & Francis Group, LLC



is measured to be 120 nm in length, 60 nm in width, and a few nm in height. Figures
24 and 25 demonstrate that the films of Ru, Pt, and Pd electrodeposited on GC
substrate under cyclic voltammetric conditions were grown in a specific way that led
to form nanostructured material; not only is the thickness of the film in nanometer
range, but also the film consists of crystallites in layered stacks.

The STM images of the nm-PtRu alloy films of different composition are
illustrated in Figure 26 [72]. The crystallites of the PtRu(4:1) [Figure 26(a)] alloy
appear to be hexagonal in form. The dimension of each crystallite is around 300 nm,
with a thickness of about 10 nm only. In comparison with the STM image of nm-Ru
film in Figure 24, some fine structures over the PtRu alloy crystallites can be

Figure 24 (a) STM image of Ru thin film supported on GC, Vb¼ 0.160V, It¼ 0.122 nA. (b)

The profile of A–A section in (a). (From Ref. 47. Reprinted with permission of the publisher.)

Figure 25 STM images of (a) nm-Pt/GC, It¼ 0.274 nA, Vb¼ 0.130V. (From Ref. 72.

Reprinted with permission of the publisher.) (b) nm-Pd/GC, It¼ 0.049 nA, Vb¼ 0.020V.

(From Ref. 38. Reprinted with permission of the publisher.)

Copyright © 2003 by Taylor & Francis Group, LLC



observed. When the component of Ru is increased in the nm-PtRu thin film, i.e., for
an electrode of nm-PtRu/GC(4:8) [Figure 26(b)], the crystallites are still in a
hexagonal-like form of dimension around 300 nm and thickness about 15 nm. It can
be observed that one or two scratches appear on the top of each crystallite of nm-
PtRu(4:8) alloy. This may imply that some sort of twin crystallite of PtRu alloy is
formed. Richard et al. [71] report that the surface composition of PtRu alloy
prepared by electrochemical co-deposition depends on the percentage of Pt4þ ions
(Pt%) in the solution, and a linear relationship was obtained when the Pt% in
solution was above 20%. They found by X-ray photoelectron spectroscopy (XPS)
and low-energy ion spectroscopy (LEIS) analysis that the molar fraction of Pt in the
surface is always higher than that of the deposition solution. The above STM results
indicate that the crystallites of electrodeposited PtRu alloy tend to grow in the form
of a hexagonal layered structure, even with a composition of 4:1 (Pt:Ru) at which the
fcc structure was determined for bulk PtRu alloy with x-ray diffraction [95]. Similar
layered structure of nm-PtPd alloy film was also observed with STM [85].

The STM investigations reveal that the nanometer-scale thin film material of
platinum metals and alloys prepared by electrochemical co-deposition under cyclic
voltammetric conditions presents a common feature, i.e., the film is composed of
layered crystallites. This kind of particular nanostructure may be one of the origins
to produce the abnormal infrared effects.

21.7.3 Comparison of AIREs with the Phenomenon of Surface-
Enhanced IR Absorption (SEIRA)

Since the enhancement of IR absorption is one of the important characteristics in
abnormal IR effects, it may be interesting to compare the AIREs with the
phenomenon of surface-enhanced infrared absorption (SEIRA) reported in the
literature. The SEIRA was discovered by Hartstein et al. [96] in the early 1980s and
describes the phenomenon of the enhancement of IR absorption for some specific

Figure 26 STM images of (a) nm-PtRu/GC(4:1), It¼ 0.504 nA, Vb¼ 0.060V, and (b) nm-

PtRu/GC(4:8), It¼ 0.093 nA, Vb¼ 0.170V. (From Ref. 72. Reprinted with permission of the

publisher.)
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molecules adsorbed on film materials of island structures. In order to generate
surface enhancement of IR absorption, vacuum-evaporated films of Au and Ag on
IR-transparent substrates were employed in attenuated total reflection (ATR) mode
and transmission mode studies, and p-nitrobenzoic acid (PNBA) and molecules of
similar structure were typical compounds used in the investigations [96–107]. An
enhancement factor of 1 to 3 orders of magnitude for IR absorption of some
particular vibration modes have been reported in the SEIRA. The absorbate of
organic molecules over the island metal surface was prepared by depositing an
aliquot of solution containing the organic molecules and allowing the solvent to be
evaporated. The origin of the surface enhancement has not been completely
understood yet and has been discussed by similar enhancement mechanisms as those
proposed for surface-enhanced Raman spectroscopy (SERS), i.e., the electromag-
netic (EM) effect and the chemical effects [100,101]. As for the EM mechanism,
excitation of surface plasmon polarization (SPP) caused by metal islands or rough
metal surfaces is introduced for the interpretation of the SEIRA phenomenon.
Although SEIRA with thin island films [101] has been reported, almost all
observations were conducted on island films of coinage-group metals (Cu, Ag, Au)
as those employed in the SERS studies, where the significant SPP effect is involved.
Obviously, for the investigation of molecules adsorbed on coinage-group metals, the
SEIRA is much less popular and also much less significant than SERS, especially in
the in-situ electrochemical studies where infrared spectroscopy is facing additional
difficulties. In fact, there are only very few in-situ electrochemical SEIRA
investigations on electrode–electrolyte interfaces. Osawa and co-workers have
reported SEIRA for the water molecule on gold [104] and the heptylviologen on
silver [105] thin films. More recently, Sun et al. reported the first SEIRA study of CO
adsorption on gold films [108].

From the above discussions, it is obvious that the AIREs differ from SEIRA in
the following aspects:

1. The AIREs exhibit other distinct characters not including the enhanced IR
absorption. The most significant character is the inversion of the direction
IR bands that was not present in the SEIRA.

2. In the AIREs, the nanometer thin film supported on glassy carbon or other
conductive substrates was prepared by convenient electrodeposition
method of cyclic voltammetery that led to form nanometer-scale thin
film of layered structure. The film of island structure is nevertheless
fabricated by evaporation method and employed in the SEIRA.

3. AIREs were observed with platinum group metals and alloys, which are of
particular interest in wide applications, especially in electrocatalysis.

It may be worthwhile to point out that the term ‘‘abnormal infrared effects’’
refers to the phenomenon of different spectral properties of adsorbates at thin film
electrodes in comparison with those at massive metal electrodes. The origin of the
AIREs relates certainly to the particular properties of thin film material and the
interaction of adsorbates with the nanometer-scale thin film. A change in optical
properties of the adsorbate–thin film system may be consequently expected. Bjerke et
al. [21] have simulated the variation of IR features of CO adsorption on platinized
platinum electrodes, which may have thrown a light on interpreting the
phenomenon. However, thoroughly understanding the origin of the AIREs is yet
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a subject of an ongoing scientific discussion, which may involve efforts of
investigation from different related disciplines.

21.8 CONCLUSIONS

The present chapter reviews the discovery of abnormal infrared effects of nanometer-
scale thin film material of platinum group metals and alloys at electrode–electrolyte
interfaces. AIREs describe the abnormal IR features for CO or other molecules
adsorbed on electrode surfaces of thin film nanostructured materials. In comparison
with the same molecule adsorbed on an electrode of the corresponding massive
metal, the direction of IR bands of chemisorbed species is inverted, the IR
adsorption is significantly enhanced, and the FWHM of the IR bands is increased to
a large extent on a nanometer-scale thin film electrode. The inversion and the
increase of the FWHM of IR bands of chemisorbed species were observed on all
electrodes of nanometer-scale thin film material studied so far and manifested the
typical unambiguous characteristics of AIREs. The enhancement of IR absorption
in the AIREs nevertheless depends strongly on the thickness (d) of the thin film
material, and a volcano relationship has been revealed between the enhancement
factor (DIR) and the d. The maximum values of DIR ðDmax

IR Þ were measured at about
10 to 40, associating in general with electrodes of thin film material of thickness at a
few tens of nanometers. The different platinum group metals investigated in the
current chapter can be sorted as nm-Pd/GC> nm-Ru/GC> nm-Pt/GC in descend-
ing order of Dmax

IR .
The studies employing an STM revealed that the thin film prepared by

electrodeposition under cyclic voltammetric conditions is a sort of nanostructured
material. Either the thin films of platinum group metals or the thin films of alloys
consist of uniformly distributed layered crystallites and can be considered as a kind
of two-dimensional nanomaterial. The AIREs are, in fact, common effects of
nanometer-scale thin film materials of platinum group metals and alloys and are
related directly to nanosize effects of the two-dimensional nanomaterial. Unlike the
phenomenon of so-called surface-enhanced IR absorption (SEIRA), which is
exhibited solely on coinage metals (Au, Ag, and Cu), the AIREs are more significant
in diverse applications, especially in electrocatalysis. As stated previously, the
platinum group metals and alloys are excellent catalytic materials; thin films of these
materials supported on carbon or other conductive substrates can be conveniently
prepared by electrochemical deposition or co-deposition methods under cyclic
voltammetric conditions and can serve directly as electrocatalysts employed in fuel
cells or electrosynthesis. The AIREs also provided the ability to easily determine the
surface-adsorbed species according to the inversion of IR band direction and
considerably improved the determining sensitivity of in-situ infrared spectroscopy in
surface analysis through the enhancement of IR absorption.

It is evident that the study of AIREs will contribute directly to finding the
origin of nanosize effects of material, and play an important role in the development
of the fundamentals of nanometer science and technology. The discovery of the
AIREs has initiated a new research field in many disciplines, including
electrochemistry, IR spectroscopy, surface science, material science, etc. The
progresses reviewed in the current chapter are just preliminary studies at the
beginning stage of this new field. Further investigation on the AIREs may be carried
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out in the following directions: (1) systematic study of the platinum group metals
and alloys, especially with attention on alloys of different compositions that are very
important for developing applications for nanometer thin film materials; (2) extend
the scope to transition metals other than the platinum group, in order to gain
knowledge concerning the influence of the electronic structure of the metal on the
AIREs; (3) explore the use of nanometer-scale thin film materials in electrocatalytic
systems, especially for direct fuel cells, electrosynthesis, etc.; (4) reveal the origin of
the AIREs, such as the inversion of the IR band direction, the enhancement IR
absorption, which are related directly to fundamentals of optics, surface physics, and
material science. The enhancement of IR absorption is undoubtedly related to the
general optical enhancement by nanomaterials such as surface enhancement of
Raman scattering (SERS) [109], surface-enhanced second harmonic generation
(SESHG) [110], and surface-enhanced sum frequency generation (SESFG) [111].
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SUMMARY

Designing alloy electrocatalysts by the so-called ‘‘ad-atom method,’’ and by alloy
sputtering for oxidation of CH3OH and CO, and for CO tolerance in H2 oxidation,
respectively, as well as for O2 reduction are discussed. Many years of experience are
summarized and collaborations with other groups are highlighted. The particle size
effect in electrocatalysis by small particle electrodes, and the effect of corrosion of
carbon-black supported nanoparticles on the electrocatalytic activity are also
discussed. All these factors, as well as catalyst lifetimes, are very important in fuel
cell performance and in the final cost estimates for the practical fuel cell
applications.

22.1 FACTORS CONTROLLING ELECTROCATALYTIC PROPERTIES

Electrocatalytic reactions occur at active surface sites of electrodes. When an
electrode surface is not active enough to promote a catalytic reaction, it is usually
activated by coating or interdispersing the proper catalyst or additive. For any
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electrode reaction, current density drawn under an overpotential, I (amperes/
projected electrode surface area), is expressed by the following equation;

I ¼ jsw ð1Þ

where j, s, and w stand for the specific current density (amperes/real catalyst surface
area), the specific surface area of catalyst (real catalyst surface area/g), and the
amounts of loaded catalyst (g/projected electrode surface area), respectively. It is
essential to increase j and/or s without increasing w, especially when precious metal
catalysts are used. The j value can be enhanced by cooperation of different metals,
for example, by means of ad-atom addition or alloying. The s value can be increased
by dispersing the catalyst as nanoparticles (2–5 nm in diameter) on high-surface-area
support surfaces (10–50 nm in diameter), e.g., Pt alloy catalysts supported on carbon
black (CB) in gas-diffusion electrodes for fuel cells. In fuel cells, enhancement of the
diffusion rates of reactants or products onto/from the nanoparticle catalysts is also
important in order to minimize the performance loss due to concentration
polarization. In this article, however, we focus mainly on increases of the j and s
described above, i.e., catalytically controlled performances, and on related problems
with the anodic and cathodic reactions in fuel cells.

22.2 ENHANCEMENT OF INTRINSIC PROPERTIES OF PRECIOUS
METAL CATALYSTS FOR FUEL-CELL REACTIONS

22.2.1 Ad-Atom Method for the Design of Anode Electrocatalysts

Watanabe and Motoo extensively studied electrocatalysis by a series of precious
metal alloy blacks [1,2] and precious metals with various ad-atoms [3–11] for the
anodic oxidation of CO and small carbonaceous compounds such as CH3OH and its
oxidative derivatives. They first proposed a ‘‘bifunctional mechanism’’ for the
electrocatalysis at binary or ternary alloys [1–4], consisting of two types of A and B
metals with different adsorbing properties. The former, such as Pt, Ir, Pd, or Rh,
have an affinity for adsorption of the above reactants and show relatively high
catalytic activity for their oxidation. On the other hand, Ru, Os, or Re (both in acid
and alkaline electrolytes), or Au and Ag (in alkaline electrolyte), are inert to such
reactions but have an affinity for adsorption of oxygen-containing species (weakly
bonded O or OH) in a relatively less positive potential region. In the mechanism, the
rate-determining step (r.d.s.) of the oxidation is either an introduction of oxygen-
containing species on the B sites or a successive surface reaction between the oxygen-
containing species and the organic species adsorbed on the A sites. The rate of the
r.d.s. considered above can be enhanced by a synergetic action between species on
the neighboring A and B sites. Relationships between catalytic activities for
methanol oxidation and compositions of Pt-Ru alloy blacks (&8 nm in diameter) [1],
or monolayer alloys of Pt with Ru ad-atoms [3], or Pt-Ru nanoparticles (&3 nm in
diameter) supported on carbon black [5] are shown in Figure 1. The superior
consistency in the catalytic behavior among these catalysts having completely
different morphologies demonstrates the usefulness of the ad-atom method for the
catalyst design and/or the study of mechanism in either wet or dry systems in various
areas of chemistry or physics. This is because the alloyed surfaces of well-defined
composition and easy to be surface-analyzed can be easily obtained as compared
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with those prepared via other means. For instance, a maximum activity about 20
times higher than that of pure Pt was achieved at around PtRu (50:50). The
enhancement was ascribed to the contribution of the Ru component to the
introduction of oxygen species at less positive potential; and the decrease of activity
at a high Ru content was ascribed to the lowered adsorption rate of methanol (r.d.s.)
due to the decrease of Pt sites. This was based on in-situ measurements of the
coverage by organic and oxygen species by applying fast single potential pulses [3].
The work using the ad-atom method was extended further to design new
electrocatalysts consisting of precious metals and nonprecious metals for various
oxidation reaction [3–9]. Oxygen-adsorbing metal ad-atoms belonging to the IVth
and Vth groups of the Periodic Table were found to enhance the oxidation of CO
and small organic molecules [3–7], particularly Ge and Sn on the same level as the Pt-
Ru system. These electrodes with nonprecious components need to be held at a less
positive potential to avoid a formation of oxide formation or oxidative dissolution.
Other electrocatalyses were also found. A typical example is suppression in
formation of self-poisoning species [8] on Pt by no O-adsorbing ad-atoms via
formation of small reactive domains, which consist of a few Pt sites unfavorable to
poison formation, such as CO at formic acid oxidation. This was originally proposed
as a ‘‘third body effect’’ for Hg/Pt [9]. Further research also found enhancement of
Pt by the VIth group elements (S, Se, and Te), explained by the effect of their
electronegativity on the ad-atom surfaces [10]. Adzic and his co-workers have also
contributed extensively to this field [11].

Can information obtained by the ad-atom method be applied to practical
nano-sized alloy catalysts? Watanabe et al. examined the enhanced CO oxidation on
model surfaces and compared the reactivity of the ad-atom catalysts to that of

Figure 1 Relationships between the catalytic activities for methanol oxidation, normalized

at the maximum of each type alloy, and the composition of Pt-Ru alloy blacks (8 nm in

particle mean diameter, *), momolayer alloys of Pt with Ru adatoms (electrodeposited from

10�5M RuCl3 solution, D), or CB supporting Pt-Ru nonoparticles (3 nm in mean diameter, .).
Steady activities were measured in 1M CH3OH/1M H2SO4 solution at 60 8C (*), 40 8C(D),
and 60 8C (.).
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practical clusters by using an Au substrate as an ideal inert catalyst support, as
shown schematically in Figure 2 [12,13]. At least for the reactions and catalysts
shown in these papers, almost the same relationship between the activity and the
alloy composition was obtained. This observation was made for a monolayer of Pt
alloy on bulky Pt, or a monolayer of Pt on the Au support, or a single Pt alloy cluster
on the Au support. Recently, many mechanistic studies have been reported on the
enhancement of CO or CH3OH oxidation on surfaces containing either Pt or Ru ad-
atoms. These are frequently deposited chemically or electrochemically on Ru or Pt
single-crystal electrodes and are characterized by modern experimental methods such
as STM, FTIR, or LEED-HEED [14–18]. In these studies, an islandlike deposition
of Ru ad-atoms has been observed by STM, which corresponds to the observation of
separated CO bands, assigned to CO adsorbed on Pt and Ru sites. However, a single
band was observed on the Pt-Ru alloy [19]. In spite of such a difference of
neighboring states of Pt and Ru sites on their surfaces, the onset potential of CO
oxidation did not show much difference, probably due to enhanced mobility of
adsorbed CO on the surface and high catalytic activity at the boundary of Pt-Ru or
the surface of Ru island. As we showed previously [4,20], the activity increases with
an increasing number of Ru on Pt surface similar to the Pt-As system, where the
adsorption of O-containing species required for the CO oxidation is the r.d.s.,
regardless of the dispersion of ad-atoms. On the other hand, Pt-Sn showed a
maximum at Sn coverage about 0.5, which was explained by the adsorption rate of

Figure 2 Schematic explanation of types of Pt-M catalysts on Pt or Au substrates, Pt(*),M

(.), Au(s=== ). (A) M/Pt(subs); (B) M-Pt/Au(subs), yPt¼ 1.0; and (C) M-Pt(cluster)/Au(subs),

1> yPt> 2/3, (D) M/Pt(cluster)/Au(subs), yPt< 1/3.
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O-containing species being high enough and the activity being proportional to the
number of Pt-Sn pairs [7,12]. Thus, we think, each r.d.s. may be changed, depending
on the reactant and catalyst combinations, and a difference of surface states might be
a possible origin of the inconsistency in terms of the optimum composition of Pt-Ru
catalysts for methanol oxidation between different groups. (Other factors would, of
course, be different experimental methods and conditions such as temperature or
reactant concentration, etc.) Likewise, a clear statement as to what constitutes an
active site needs to be investigated further experimentally and theoretically. From
this viewpoint, the recent work by Wieckowski et al. on Pt nanoparticles, supported
on CB, with spontaneously deposited Ru [16] or vice versa [21] is very interesting,
also as an extension of previous research on Pt black with Sn ad-atoms [22].

22.2.2 Design of Anode Electrocatalysts for the CO-Tolerant H2

Oxidation and CH3OH Oxidation

Polymer electrolyte fuel cells (PEFC) are a potential power source for electric
vehicles (FCEV), residential cogeneration systems, or portable electric devices.
PEFCs require the use of platinum or Pt alloy catalysts at the anode and cathode in
order to achieve acceptable performance at relatively low temperatures. The high
costs of platinum serve as the motivation for research in the further design and
mechanistic understanding of fuel-cell catalysts. A major drawback of conventional
PEFCs using pure Pt anode catalysts operating on reformates is the drastic decrease
in performance due to poisoning of Pt sites [23–25]. There is no need for a reforming
system in the direct methanol fuel cells (DMFC), allowing their use in portable
applications. However, they require 10 times more Pt than reforming-gas-fed
PEFCs. It is essential, therefore, to develop high-performance, low-cost electro-
catalysts for H2 oxidation with high CO tolerance, for direct methanol oxidation
(DMO) as a competitor to the relatively expensive Pt-Ru alloy, which does show
superior performance in both reactions [26].

In order to screen promising new combinations for Pt alloy catalysts,
Watanabe et al. used a rotating disk electrode (RDE) to test for CO tolerance for
H2 oxidation. By sputtering several metals simultaneously, they prepared a series of
Pt alloys on a glass disk with electric lead wires to be used as the RDE. The
experiment was performed in 0.1M HClO4 saturated with 100 ppm CO/H2 at room
temperature [27–30]. Prior to the performance measurement, the samples were
pretreated by several potential sweeps (10Vs�1, 0.05–1.2V) until their cyclic
voltammograms were stable. The cystallographic structure was determined by
grazed incidence (y¼ 18) XRD, while bulk or surface composition was determined
by EDX or XPS. These measurements were done both before and after
electrochemical experimentation. In addition, cyclic voltammetry was used to
determine surface areas and CO coverage (yCO).

Figure 3 shows typical polarization curves for H2 oxidation on pure Pt and
Pt85Fe15 electrodes at 1500 rpm in the presence and the absence of 100 ppm CO.
After 2 hours of CO adsorption, the oxidation current of H2 was hardly observable
on pure Pt. Conversely, no CO poisoning for H2 oxidation was observed on
Pt85Fe15. Based on the data at various rotating velocities, kinetic currents were
evaluated on each electrode at 20mV. Some examples are shown in Figure 4 as a
function of the CO poisoning time. The Pt-Fe, Pt-Ni, Pt-Co, and Pt-Mo alloys
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exhibit no current degradation for a prolonged time period, although the current on
pure Pt declined completely within 30min. CO tolerance of these alloys was found
independent of the catalyst composition. As shown in Figure 9, alloying Pt with only
5 atomic % Fe resulted in excellent stability. The results for all combinations
examined are summarized in Table 1. The same CO tolerance is expected on Pt and
Os or Re alloy, not being tested, similarly to those mentioned above since both
elements behave as Ru described in Section 22.2.1, and Rh, Pd, or Ir are also very
promising as they behave like Pt.

Figure 3 Steady polarization curves for H2 oxidation on pure Pt and Pt-Fe alloy electrodes

at 2000 rpm in 0.1M HClO4 saturated with H2 or 100 ppm CO/H2 balance.

Figure 4 The change of H2 oxidation current on alloy RDE at 20mV in 0.1M HClO4

saturated with 100 ppm CO/H2 balance at room temperature.
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Figure 5 shows examples of where the CO coverage on Pt and the alloy surfaces
was kept constant during H2 oxidation in the presence of 100 ppm CO. The CO
coverage on the CO-tolerant alloys is suppressed to values less than 0.6, while on the
other alloys and on pure Pt the surfaces are almost completely covered with CO [27–
30]. One may therefore ask why the number of the CO-free sites on the CO-tolerant
surfaces is higher, and how do these sites behave for H2 adsorption and CO
oxidation.

Cyclic voltammograms (CV) of all of the alloy electrodes prior to the
experiments mentioned above resembled that of pure Pt, strongly indicating that the
nonprecious metals were leached out from the surface and that a Pt skin-layer was
formed. This was confirmed to be correct using XPS before and after the
electrochemical measurement (Figure 6). Despite the appearance of a superior CO
tolerance discussed above, it is clear from the XPS spectra that nonprecious metals
such as Fe disappear almost completely from the alloy surface, in contrast to the
precious metal Ru alloying the Pt surface. All of the nonprecious metal alloys exhibit
similar phenomena and are leached out to the solution. However, the XPS spectra
for Pt in the alloys revealed only a negligible change before and after the

Figure 5 CO coverage on various surfaces of alloy electrodes under a steady H2 oxidation

condition at 20mV vs. RHE in 0.1M HClO4 saturated with 100 ppm CO/H2 balance at room

temperature.

Table 1 Rank of the Evaluation of Alloying with Pt Toward CO-Tolerant H2 Oxidation

4a 5a 6a 7a 8 1b 2b 3b 4b 5b

Ti P V Cr P Mn G Fe E Co E Ni E Cu P Zn G Ga Ge P As

Zr Nb P Mo E Tc Ru E Rh Pd P Ag G Cd In P Sn G Sb P

Hf Ta W P Re Os Ir Pt Au P Hg TI Pb P Bi P

E: No degradation, G: degradation with time, P: immediate degradation.
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electrochemical pretreatment by potential sweeps, as shown in Figure 6. This gives us
clear evidence for the formation of a Pt skin layer on Pt alloys with nonprecious
metals. The thickness of the Pt layers was estimated to be about 1 to 2 nm, based on
the residual XPS intensity for nonprecious metal permeated through the Pt layer.
The result was confirmed by EQCM measurements [31]. A formation of the (111)-
oriented Pt skin layer has also been confirmed by STM after the CV pretreatment of
the Pt-Fe alloy [32]. In terms of the reactivity, this is contrary to the ‘‘bifunctional
theory,’’ at least for the present nonprecious alloy systems, because of the absence of
second metal atoms on the surface layer.

The differences between the pure-Pt surface and the Pt skin layer were also
examined. One of the differences appeared in the binding energy of Pt4f in Pt56Fe44
as well as Pt51Ru49, exhibiting a positive shift compared to that of pure Pt shown by
dotted lines in Figure 6. The shifts of the binding energy for typical alloy
combinations displaying high and low CO tolerance are shown in Figure 7 [27–30].
The data reveal that all CO-tolerant alloys show positive shifts in the binding
energies for both Pt4d and Pt4f electrons. On the other hand, non-CO-tolerant ones
showed negative shifts [27–30]. The higher binding energies for core levels of the Pt
skin layers are clear evidence of the modification of the electronic structure by the
underlying alloys and are distinctively different from that of pure Pt.

Figure 8(a) demonstrates the dependence of the normalized CO intensities at
pure Pt (yCO¼ 0.48) and Pt-Fe (saturated coverage, yCO¼ 0.55) on the electrode
potential. The difference of the electronic structure between pure Pt and Pt skin layer
on the CO-tolerant alloys, mentioned above, is reflected in the infrared spectra of
chemisorbed CO, i.e., the multibonded CO, which might require the contribution of
the 5d electron, was hardly found on the skin layer [27–30]. This is in contrast to the

Figure 6 Examples of XPS of Pt in virgin Pt alloys and those used for electrochemical

measurements after stabilizing. Dotted lines show peak potentials of the corresponding

energies of pure Pt.
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Figure 8 (A) Normalized IR intensity for adsorbed species on Pt27Fe73alloy (yCO¼ 0.5) and

pure Pt(yCO¼ 0.48) as a function of potential, nCOL/Pt-Fe, *CO2/Pt-Fe, mCOL/Pt, !COB/

Pt, dCO2/Pt; and (B) change of wavenumber for COL on Pt27Fe73alloy (�) and pure Pt (m) as

a function of potential.

Figure 7 Binding energy shifts of Pt skin layers on various alloys.
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case of pure Pt, on which multibonded CO presents all the time together with atop-
CO, except the existence of the latter alone at yCO¼ 1 [33]. The bridged CO on the
pure Pt decreases as the electrode potential increases. This is probably due to the
lowering of the Fermi level of the 5d valence band. However, the bridged CO on pure
Pt does not disappear until the potential increases up to nearly 0.6 V, although no
bridged CO exists on the Pt-Fe in any potential region. This seems to indicate
lowered back donation of the d-electrons to CO molecules due to higher 5d-vacancy
of Pt in the skin layer.

The wavenumber of the COL band at the saturated coverage on the Pt-Fe alloy
electrode is plotted (&) as a function of the electrode potential [Figure 8(b)] in
comparison with that on pure Pt. It was found that the wavenumbers exhibit
extremely small values, e.g., &2000 cm�1 at 0.4V, which is 20 cm�1 and 60 cm�1

lower than for pure Pt at yCO¼ 0.48 and 1.0 [28], respectively. The redshift for CO
vibrations on the skin layer from that for a pure-Pt reference indicates that the
simple model with the d-electron transfer cannot explain all the results observed, and
further experimental analyses, e.g., using UPS, are necessary.

On the Pt skin of the alloy electrode and at potentials higher than about 0.6V,
the surface occupancy by the linear CO (~) decreases steeply with the progress in
oxidation, which is accompanied by an increase in CO2 intensities (*) [Figure 8(a)].
The oxidation potential is almost the same as that of the COB (!) and COL (~) on
pure Pt, and, moreover, the formation of CO2 was observed at rather positive
potentials on the Pt skin layer. Therefore, it is clear that the excellent CO tolerance
on the alloys specified above cannot be explained by the enhancement of the direct
CO oxidation via the bifunctional mechanism originally proposed by Watanabe and
Motoo [1,3,4].

Figure 9 shows the steady kinetic currents (Jk) on various CO-tolerant alloys as
a function of the CO coverage in comparison with those obtained previously on pure
Pt. The Jk values on the pure Pt decrease with increasing CO coverage, i.e., Jk ¼
kð1� yCOÞ at y5&2=3, and Jk ¼ kð1� y2COÞ at y4&2=3, as shown by the dotted
line [34]. The relations indicate that the mobility of adsorbed CO is relatively small

Figure 9 Dependency of steady H2 oxidation current at 20mV vs. RHE on CO coverage at

various alloy surfaces with Pt skin layer in 0.1M HClO4 saturated with 100 ppm CO/H2

balance at room temperature. Dotted line: pure Pt.
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on pure Pt so that dissociative H2 adsorption followed by atomic H ionization
becomes the rate-determining step for the H2 oxidation. On the other hand, it is clear
that the Jk values barely depend on the CO coverage at the CO-tolerant alloys, as
mentioned above. The CO coverage is suppressed on the alloys, and the surface can
support the same large currents as that of pure Pt without poisoning by CO,
regardless of the alloy combination or composition. The independence on this CO
coverage, distinctive from that of pure Pt, cannot be explained unless high mobility
of adsorbed CO and weakening of Pt–C bonding are taken into account. The
weakening of Pt–C bond strength and the increase in the mobility can be explained
by the theory proposed recently by Nørskov et al. [35], where it is claimed that H2

dissociation and successive oxidation may be unaffected by remaining CO molecules
on the surface.

Recently, there has been extensive research on the CO tolerance for Pt-Ru, Pt-
Mo, and Pt-Sn systems [36–39]. It was claimed that the CO tolerance results from the
increased CO-free sites due to the enhanced CO oxidation via bifunctional
mechanism. On Pt-Ru alloys and Pt surfaces covered by Ru ad-atoms, the CO
oxidation has been found at lower positive potential, i.e., around 0.3–0.4V, in many
works. However, the H2 oxidation occurs near the RHE potential. At this potential,
O or OH species required for the oxidation of CO are not present due to negligibly
small equilibrium coverage and due to O or OH reaction with H2 present in large
excess. Assuming that a small fraction of the CO-free sites was present, then they
may only account for very small Jk indeed, as in pure Pt, unless the CO mobility is
taken into account. Consequently, the major factor for the CO tolerance in H2

oxidation of the Pt-Ru system must be ascribed to weakening of the Pt–CO bond in
addition to lowering CO coverage, caused by the modification of the electronic
structure when alloyed with a second metal.

22.2.3 Design of Pt Alloy Catalysts for the O2 Electroreduction

PEFCs and DMFCs cathodes share a large part of the energy loss in the fuel cells. It
is essential, therefore, to develop high-performance, low-cost electrocatalysts for the
O2 reduction reaction (ORR). Watanabe et al. prepared Pt-Ni, Pt-Co, and Pt-Fe
alloy films with various compositions in a solid solution phase of the fcc structure on
the glassy substrates by a sputtering method. They examined the catalytic activity for
ORR using a rotating disk electrode in 0.1M HClO4 saturated with O2, and at
ambient temperature [40–42]. (As in the CO-tolerant studies, see section 22.2.2.)
There were no noticeable changes in the roughness factors of the electrode surfaces,
which lie in the range of 4.0 to 7.7 independent of the alloy composition. The effect
of the roughness factor among the electrodes (in the evaluation of an enhancement
effect) was eliminated by using a normalized kinetic current density, Jk. The
dependency of Jk on the alloy composition of these electrodes is shown in Figure 10.
For the first time, we report that Pt-Ni, Pt-Co, and Pt-Fe exhibit a maximum activity
by alloying around 30, 40, and 50 at.%, and the enhancement factors are around 10,
15, and 20, respectively. Previously, an enhancement on fine Pt alloy particles in the
gas-diffusion electrodes was reported under PEFC operation condition, but the
factors were all small. For example, noticeable values among them were 1.4 and 2.6
for PtFe and PtCr alloys, respectively [43].
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It was found that the Pt skin layers were formed on the alloy surfaces and
exhibited positive chemical shifts of the binding energies in 4f and 4d orbitals
depending on the composition, which indicates a modification of the electronic
structure by alloying, similarly to those for CO-tolerant anode catalysts. The
thickness of the skin layer was estimated to be 1–3 nm, based on the change in the
XPS intensities of Ni, Co, and Fe before and after formation of the layer. The effect
of the thickness of the layer on ORR was examined at Pt50Fe50 with various
thickness of Pt skin formed by sputtering/deposition of pure Pt. The result is shown
in Figure 11. Below 1 nm in the thickness, where no change of the positive shift
(þ0.4 eV) in the Pt4d5/2 binding energy was observed, the activity for the ORR
shows a maximum value. But it decreases with the further increase in the thickness
and coincides with that of pure Pt beyond 4 nm, where the chemical shift was
completely lost. Therefore, it is clear that the enhancement of the ORR by alloying
with the nonprecious d-metals results from the modification of the electronic
structure, i.e., increased 5d-vacancy in the Pt skin layer.

Mechanisms for ORR on pure Pt have been proposed but still remain elusive
[43–48]. As one of the possible mechanisms, Yeager et al. considered that the rate-
determining step (r.d.s.) in acid electrolytes is an adsorption step of O2 molecule as
side-on or bridged types accompanied by electron transfer [49]. Let us consider this
mechanism on the alloy catalysts (see Figure 12 [42]), where the r.d.s. is

O2ðsolutionÞ þ e�?O�
2 ðadsorbedÞ r:d:s: ð2Þ

These types involve a lateral interaction of the p-orbitals of the O2 with empty d2z
orbitals of a surface Pt atom or with empty dxz and dyz orbitals of dual Pt atoms,
respectively, with back bonding from the partially filled orbitals of the Pt to the p*
orbitals of the O2. Increased d-vacancy of Pt on the electrode surface, brought about
by alloying, must lead to the strong metal–oxygen interaction. Such a strong
interaction brings an increase in O�

2 weakening of the O–O bond and an increase in
the bond length, which results in fast bond scission and/or a new bond formation

Figure 10 Dependency of kinetic current density on the alloy composition at Pt-Ni, Pt-Co

and Pt-Fe electrodes in 0.1M HClO4 solution saturated with O2 at room temperature.
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between the O atom and Hþ in electrolyte. Thus, the enhanced catalysis by alloying,
found in the present work, can be well explained in this mechanism. The r.d.s. for the
ORR will not be changed by alloying because Pt and the Pt alloys exhibit the same
Tafel slope, i.e., 120mV/decade, even in the high current density region. Beyond the
Fe content of the maximum enhancement, a back donation of electrons from Pt
atoms to adsorbed O2 molecules might not be enough due to too much d-vacancy,
resulting in the slowdown of the ORR. A review of similar issues by other groups is
given in [42].

Supported binary or ternary alloy catalysts are still used in practical PEFCs as
the cathode catalysts in spite of the presence of dealloying. It is believed that the
dispersion of such catalyst particles is preserved in comparison to pure Pt for a long
time period, although no clear evidence has been reported in that regards. The
stabilization of fine catalyst particles may also be achieved if the change in the
electronic structure and resulting increase in d-vacancies of the bulk alloy affect the
Pt skin layer toward reducing surface energy.

22.3 NANOPARTICLE CATALYSTS SUPPORTED ON
CARBON BLACK

22.3.1 Particle Size Effect

From the viewpoint of cost reduction or conservation of catalyst resources, it is
essential to support the catalysts as nanoparticles with high specific surface area, s,
on high-surface-area CB, even if the catalyst has a high specific activity, Jk. A
method for producing such a high dispersion was first developed by Allen et al. [50].
It is now not difficult to achieve a mean particle diameter d< 2 nm, s> 140m2/gPt,
or the dispersion of particles (number of atoms exposed to the surface/number of
total atoms) D> 0.5 [51]. Unfortunately, however, such highly dispersed Pt catalysts

Figure 11 The effect of Pt skin thickness on the ORR at 0.76V. The Pt layer was formed on

a virgin Pt50Fe50 alloy surface by sputtering Pt target.

Copyright © 2003 by Taylor & Francis Group, LLC



have not shown the same mass activity (A/g Pt) as bulky or larger-size catalysts
(> ca. 5 nm) [52,53]. In this small range of particle sizes, there are significant
variations, not only in the dispersion but also in the nanoparticle morphology.
Typical is a presence of atoms with different coordination numbers; e.g., on (111),
(100) crystallite planes, there are sites at the edge and kink positions of the cluster
[54]. A change in the electronic structure of Pt with decreasing particle sizes has also
been indicated; e.g., a steep increase in the 5d vacancy sites was reported [55].

Bregoli indicated that as the surface area of Pt crystallites supported on CB
increases, the Jk decreases in practical PEFCs operated around 190 8C [52]. This
effect was observed for Pt surface areas ranging from 20 to 80m2g�1 on CB. Ross
extended this work to higher-surface-area Pt and observed a similar but more
pronounced effect in the region larger than 80m2g�1, or d< 3 nm. This is called the
‘‘particle-size effect’’ [53]. Takasu et al. observed the effect of nanoclusters on a

Figure 12 Schematic explanation of oxygen reduction enhancement at Pt skin layer

underlined by Pt alloy.
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glassy carbon surface for the ORR or for the oxidation of small organic molecules at
ambient temperature in H2SO4 solution. They attributed the particle-size effect to
too strong binding of reactants on the catalyst surfaces [56]. Mukerjee arrived at the
same conclusion based on the in-situ XAS analysis [55]. Kinoshita proposed the
‘‘active surface theory’’ to explain the effect from the similarity of the relationship
between the Pt mass activity I and d, and that between I and the number of (100)
sites calculated on cubo-octahedron nanoparticles [57]. Durand et al. used this
theory to explain their experimental results on the ORR at ambient temperature [58].
Watanabe et al. proposed a new explanation and formulated the ‘‘territory theory’’
[51]. When Pt particles are close together within some critical region, there must be a
mutual influence on the diffusion, or some other parameters, such that not all of the
Pt surface sites are usable. As a working concept, if we can separate the Pt particles
by using high-surface-area CB supports or loading small amount of Pt, so that they
do not influence each other, then we should increase the mass activity I. Some
experiments were performed using CB supports with various surface areas (60 to
1250m2g�1) with different amounts of Pt (5–40wt.%) loaded in the gas-diffusion
electrodes for the measurement of the ORR in hot phosporic acid at 190 8C and in
H2SO4 solution at 60 8C. Care was taken to ensure that the potential was never higher
than 0.8V to avoid particle coagulation. It became obvious that (1) when the
intercrystallite distance was greater than an average of 20 nm, the I was fully achieved
for all catalyst dispersions and (2) the ‘‘crystallite size effect’’ was not truly dependent
on the crystallite sizes, but on the interparticle distances. As predicted by this theory,
even the intercrystallite distance effect was not observed for the direct methanol
oxidation, because of the sufficiently small territory of nanoparticle catalysts for the
reactant in 1M CH3OH/1M H2SO4 solution. The results were obtained at elevated
temperature operations leading to higher reactivity or lowered poisoning, indicating
that they should be discussed separately from the catalyst stability.

Recently, Takasu et al. successfully prepared Pt-Ru nanoclusters of various
particle sizes supported on CB [59]. The activity for methanol oxidation at 60 8C was
independent of the particle sizes—so that the higher the dispersion, the higher the I—
and exhibited a maximum at the composition of 1:1, which is consistent with the
author’s previous work [3,5].

The bond strength measured or estimated at a constant temperature or at a
specified facet of single-crystal planes are, of cause, important factors in the
discussion of electrocatalysis. But, if they are obtained under different conditions
from the practical ones, the conclusion might not be correct. The author believes that
the general understanding on the size effect still needs further experimental and
theoretical studies. Particularly careful attention should be paid to the operation
temperature, the coagulation of nanoparticles during the experiment, or the
‘‘territory.’’ Of course, evaluation on the stability of such small particles is essential
in the practical application.

22.3.2 Mechanism of the Corrosion and the Degradation of Activity
at Nanoparticle Electrocatalysts

Alloying with some proper metals can enhance the Jk value. Such alloy nanoparticles
are in single-crystal phases similar to pure metal particles. They expose crystallite
planes with a small surface energy such as (111) and (100) planes at Pt alloys with fcc
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lattice structure, as indicated by icosahedron or cubo-octahedron structures,
consisting of 20 (111) facets or 6 (100) and 8 (111), respectively [54]. The
nanoparticles highly dispersed on supports coagulate easily into larger ones, and
dealloy within a short time, if a nonprecious metal is included as a component,
particularly at small-size particles. However, the mechanism of corrosion, as well as
the way of the suppression, has not yet been elucidated. Using a mother Pt-Ni-Co
(ca. 2:1:1) alloy supported on CB, Watanabe et al. prepared a well-ordered alloy (in a
phase of intermetallic compound, f.c. tetragonal) and a disordered one (in a phase of
solid solution, f.c.c. a), respectively, without a change in their particle sizes ð&6 nmÞ
[60]. They compared the behaviors of the catalysts against the corrosion and the
degradation of activity for the ORR in hot phosphoric acid at 190 8C before and
after occurrences of accelerated corrosion. It became obvious that the disordered
alloy shows better corrosion resistance than the ordered alloys. The result is a
suppressed degradation in the catalytic activity at the disordered alloy. Based on the
results by a chemical analysis, XRD, SEM with EPMA, the authors proposed a

Figure 13 TEM photographs of Pt-Ni-Co supported on carbon black before (A) and after

(C) corrosion (in 100% H3PO4 at 240 8C and 0.9V vs. RHE for 48 hrs), and distributions of

alloy components from the center to the periphery on their representative particles, shown in

(B) and (D).
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corrosion mechanism; once after the corrosion proceeds by the simultaneous dis-
solution of every alloy components from the surfaces at small particles, for example,
less than 5 nm, layer by layer, only Pt redeposit on larger alloy particles existing as
their neighbors, resulting in the formation of Pt skin layer on the surfaces [60].

Figure 13 shows photographs of Pt-Ni-Co alloys supported on CB and the
component distribution in the representative particles before and after the
occurrence of accelerated corrosion (at 240 8C and 0.9V versus RHE in 100% for
48 h), which were taken by Field-Emitting-type TEM with EPMA at an electron-
beam probe size around 1 nm [61]. After corrosion occurred, it is clear that all small
particles disappear and some larger particles with a similar size distribution appear.
A representative small particle before corrosion shows a uniform distribution of the
alloyed components throughout the particle. On the other hand, large particles
subjected to corrosion have a Pt skin layer on the core particle and the uniform
chemical distribution inside. As described in sections 22.2.2 and 22.2.3, the effect of
the modification of the electronic structure by underlying alloy composition declines
when the thickness of the skin layer increases more than 2 or 3 nm, resulting in the
lowered activity for the CO tolerance or the ORR, respectively. In general, therefore,
the specific activity Jk of such larger particles must be smaller than that of the fine
alloy particles; in other words, the degradation of the catalytic activity of these alloys
results from the disappearance of small particles with high specific surface area s and
high specific activity Jk, and the increased abundance of larger particles with lower
Jk. It has been demonstrated that nanoparticles in the solid solution phase, or in
atomically disordered alloy particles, are more stable against corrosion. These result
in higher resistance against activity degradation, in comparison with the intermetallic
compound phase or atomically ordered alloy particles [60].

The major factor for the accelerated corrosion of CB supports and Pt catalysts
is found when the temperature is higher than 220 8C and the potential is higher than
0.9V versus RHE [61], respectively. It is essential to evaluate the stability as well as
the activity under such accelerated corrosion evaluation conditions.
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SUMMARY

Some aspects of the particle size, ‘‘alloying’’ effect, and metal–support interaction in
nano-sized supported metal particles are presented for the oxidation of ethylene, the
hydrogenolysis of alkanes, and the hydrogenations of unsaturated hydrocarbons and
a,b-unsaturated aldehydes. The influence of these phenomena is highlighted on the
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kinetics, the mechanism, the nature of adsorbed species and intermediates, and the
consequences on turnover frequency and selectivity. It is shown, in particular, how
the strength of the chemisorption bond, the topology of the active site, and the
coordination of the metal atoms can determine the nature of the surface
intermediates and, in fine, the orientation of the reaction. Some elements are also
provided about the preparation of supported mono- and ‘‘bimetallic’’ nanoparticles.

23.1 INTRODUCTION

From the pioneering Sabatier’s works on hydrogenation of several organic and
inorganic substrates on powdered metals, the tremendous developments of metal
catalysts during the 20th century can be accounted for by the appearance of
supported pure and ‘‘alloyed’’ metal nanoparticles. At the beginning the first aim
when supporting metal was the stabilization of ‘‘small’’ particles (10–20 nm) against
aggregation. Actually, it soon appeared that the catalytic properties, activity,
selectivity, and even stability could be modified when modulating the size of metal
particles below 10 nm, thanks to the occurrence in various proportions of sites with
different reactivity, depending on the reaction. The first to recognize this concept was
H.S. Taylor in 1925 [1], who said: ‘‘The amount of surface which is catalytically
active is determined by the reaction catalyzed. There will be all extremes between the
case in which all the atoms in the surface are active and that in which relatively few
are so active’’ The most distinctive feature of a small particle is anisotropy. At the
surface this is manifested by surface atoms with different values of their coordination
number Cn. Chemical intuition dictates that the rate of a catalytic reaction should
depend on anisotropy of structure [2]. The classical calculations from Boronin and
Poltorak [3] and van Hardeveld and Hartog [4] showed the most drastic changes of
proportion between facets, edges, corners, and microdefects at the surface occur
between 1.0–1.5 and 5 nm. These changes of proportion of sites with different
topologies tend to disappear for particles larger than 5 nm, making coarser crystals
of little value for studying structural effects in catalysis. In parallel to these changes
of the geometrical features of the surface, there are also strong modifications of the
electronic properties of the metal atoms. Metal particles having less than 200 atoms
(1.2–1.4 nm) exhibit electronic properties differing from those observed for the bulk
metal and move from a band structure to the appearance of discrete levels.
Moreover, the surface sites exhibit specific local density of states (LDOS) depending
on their coordination.

A second breakthrough in catalysis by metals was the discovery of ‘‘alloyed’’
catalysts. Formally, alloyed particles should only be considered when a solid solution
or a definite compound is formed. However, we wish to extend the terminology of
‘‘alloy’’, taking the proposition of Ponec and Bond [5], we will adopt this term to
describe ‘‘. . . any metallic system containing two or more components, irrespective
of their intimacy of mixing or the precise manner in which their atoms are
disposed. . . . ’’ The benefit brought by ‘‘alloying’’ two active metals, or an inactive
with an active one, was recognized early, and systematic studies were carried out
between the First and Second World Wars. From the first finding about stabilization
of Pt gauzes in the NH3 oxidation by adding Pd, some of the best achievements in
catalysis by alloying metals can be found in the refining industry with the very
classical reforming Pt-based catalysts promoted by Ir, Re, Ge, Sn, and selective
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hydrogenations in petrochemistry with promotion of Pd with Sn, Au, Cu, Pb, and so
on.

At the beginning, the behavior of alloy catalysts was interpreted by both the
electronic theory of catalysis and the rigid band theory (RBT) of alloys. The former
stated that molecules are activated during the adsorption process by either releasing
or accepting one electron, whereas the latter postulated that the number of d-band
holes in one metal could be decreased by alloying this metal with another one,
containing more valence electrons, due to the electron transfer. Actually, the
interpretation of the alloying effect was found to be much more complex later,
though this initial concept has remained stimulating ever since. There was thus an
evolution from pure electronic considerations to geometrical ones. The milestone
was an understanding that some reactions needed an ensemble of several neighbor
surface atoms in a dedicated arrangement to proceed, and that dilution of the surface
by any inactive component reduced the rate by disruption of this specific surface
arrangement. For instance, Dautzenberg et al. [6] reported that the rate of C–C
hydrogenolysis in alkanes on Pt is equally affected by addition of C, S, Sn, or Re,
which should have different effects on the LDOS of surface Pt.

It appeared finally that the support can no longer be considered as a pure inert
stabilizing partner. Actually, the support acts as a supramolecular ligand and has
been claimed to promote specific electronic properties and/or geometrical features of
the nano-sized supported metal particles. Any metal–support interaction (MSI) does
occur in any case when small particles are deposited on a carrier. However, the
extent of their interaction depends on the nature of the metal, but much more on the
size of the particles and the nature of the support.

With insulator carriers like Al2O3 or SiO2, the interaction is generally weak
with the remarkable exception of metal in zeolite molecular sieves. The similar order
of magnitude between the sizes of zeolite channels and cavities and the metal
particles makes the latter particularly sensitive to induction of specific morphology
and to the electrostatic field induced by the cations [7]. The MSI increases with
semiconductors with the possibility of electronic modifications [8]. Moreover, some
reducible metal oxides like TiO2 and Nb2O5, initiate after activation at high
temperature in H2 the so-called strong metal–support interaction (SMSI) [9], which
is discussed later. Finally, the interaction between metals and conducting carriers,
like graphite, can lead to significant electronic modifications of the metal particles.
We also have to consider that the support can be a partner to the metal particles in
the chemical transformation of the reactants. Once occurring, the catalyst then
operates as a bifunctional material.

It is moreover obvious that the size of metal particles should have a great
influence on the extent of MSI. In general, properties of particles larger than 4–5 nm
are influenced little by MSI, except in the remarkable case of SMSI. In contrast,
particles on the nanometer size will be much more sensitive to this effect.

These three aspects in catalysis by metals enter in the general frame of
‘‘structure-activity’’ relationships. They have been the subject of reviews dealing with
the (1) particle-size and plane-structure sensitivities [10], (2) ensemble-size sensitivity
[11], and (3) metal–support interaction [9]. Depending on whether or not the
turnover frequency (TOF), or rate per unit surface area or per accessible metal atom,
is affected by the structure of the particle surface, the reactions have been called
structure-sensitive or structure-insensitive [12]. The structure-activity relationships
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have been and still are of paramount importance for a better understanding of the
physicochemical phenomena underlying the catalytic transformation. Ultimately,
the goal of structure-activity relationships is to act as a tool for the design of novel or
improved formulations for very selective catalysts.

In the following we illustrate the particle-size, alloying, and MSI effects with
some selected examples of catalytic transformations. We shall first present very
briefly some fundamentals about the so-called electronic and geometric models in
catalysis by metal and how they help to understand the structure-activity
relationships. These fundamental aspects are described in detail in other chapters
of this book.

23.2 THE ELECTRONIC AND GEOMETRIC MODELS OF
CATALYSIS BY METALS

As mentioned above, the structure-activity relationships are often explained on the
basis of electronic and/or geometric effects. Indeed, with metals and alloys especially,
it has also been proposed to talk more about ligand effect than electronic factors to
designate the influence on a given site of nearest-neighbor sites [2,13]. Geometric and
electronic influences cannot often be separated as independent parameters. For
instance, decreasing the size of metallic particles results in an electron bandwidth
decrease, the appearance of discrete levels, and a shift-up of valence band centroid.
But the nature of the exposed planes and the topology of the surface sites change as
well.

Moreover, we have to take care of a simple view of a geometric basis when
explaining structure sensitivity. There is the possibility, under high-temperature
conditions, or very reactive atmospheres, that surface mobility levels down the
influence of geometric and structural features on small particles. In many cases the
catalyst surface will be very fluid under reaction conditions, and adsorbate-induced
surface reconstruction, fragmentation or agglomeration, and surface segregation
may also create special active centers. In an interesting study by HRTEM of
alumina-supported Au clusters (>1 nm), Ijima [14] has convincingly demonstrated
that surface Au atoms exchange their locations at the minute level when heated, by
the flux of electrons, at 500–600K. Surface-induced reconstruction has been
implicated in the oscillatory behavior of CO oxidation on Pt [15]. This concept of
flexible surface [15,16], and the correlation between reactivity and restructuring
ability, appear extremely puzzling, though fruitful; this is particularly true with
reactant-induced segregation in catalysis by alloys.

Finally, the kinetics approximations cannot be forgotten. Usually, in order to
put in evidence structure-activity relationships, a simple parameter, the TOF, is used.
The TOF, which reflects the rate per accessible site, contains the combination of all
the adsorption and surface reaction elementary steps. Each of these steps is
dependent on adsorption and/or rate constants. For that reason, the significance of
TOF dependence as a function of structural parameters, e.g., the particle size, is not
obvious since the rate equation can be particle-size-dependent [17]. Moreover, the
adsorption and surface reaction steps may exhibit very different sensitivities to
electronic and geometrical features.
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23.2.1 The Electronic Model

To be succinct, the key point in this model lies in the interaction between the d-band
orbitals of the surface sites with the molecular orbitals of reactants and products.
Historically, the premises of this concept were suggested by Sabatier [18], who said
that the intermediate compound formed by one reactant at the surface must be stable
enough to be formed but not too stable since it must decompose to yield the
products. This can be correlated with the heat of adsorption of reactants and
products, mainly governed by the electronic factors, which should be neither too
strong nor too weak to give the optimum coverage for species competing at the
surface, or for the products to desorb. The ammonia synthesis, competition between
N2, H2, and NH3, and the selective hydrogenation of unsaturated hydrocarbons,
competition between H2 and hydrocarbons, are good examples for that. This is
illustrated for the hydrogenation of ethylene on metal wires (Figure 1); the rate is
maximum for Rh, for which the heat of adsorption of ethylene provides the optimum
coverage in C2H4 and H2.

23.2.2 The Geometric Model

The first element of this model lies in the pioneering works from Kobozev [20] and
Boronin and Poltorak [3]. They showed that some reactions need more than one
surface atom to proceed. Moreover, a specific arrangement between these atoms
fitting the molecular feature of the reactant will even be required to generate the
active site [4]. This geometric model was more recently revisited by several authors
[21–23] and named the ‘‘ensemble-size’’ model. The basic idea is that the rate is the
function of the probability to find an ensemble of n free and neighbor atoms in a
specific arrangement on which the adsorption of the reactant(s), and the further
transformations, can occur. In the illustration of Figure 2, the hydrogenolysis of
ethane needs several neighbor metal atoms to accommodate the multibonded HCC*
reactive intermediate and the 5 H* abstracted, 12 atoms on Ni catalysts according to

Figure 1 Relative rate of C2H4 hydrogenation on some metal wires. The heat of ethylene

adsorption increases from the left to the right. (From Ref. 19.)
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Dalmon et al. [23]. In contrast, the reactive adsorption of ethylene could proceed on
a single atom.

23.2.3 Particle-Size Effect

This topic was reviewed in detail by Che and Bennett [10]. In most of the supported
metal catalysts, the size of the metal particles varies in the critical range between 1 to
10 nm. The first point addresses the question as to below which particle size the
metallic properties are lost; ‘‘how small is a metal?’’ [24]. The answer is not so simple
and depends on the properties we are looking for. Bulk properties of metal, like the
melting temperature, are not reached below 10 nm [24].

Regarding the electronic properties, the critical size above which band
structure appears is about 2 nm (several hundred atoms). At a lower size, the d-
band becomes narrower with the appearance of discrete levels. XPS probes the
binding energy of core electrons, and it has been well proved that small metal
particles bind their core electron more tightly (Figure 3). This has been accepted by
many as evidence of electron deficiency of small particles. However, the phenomenon
of higher binding energies may be due to various effects other than electron
deficiency. On the other hand, the occurrence of a possible charge transfer between
the metal and the support may be accounted for by a change in the binding energies
observed in XPS spectra. Finally, the electronic properties of sub-nanometer-sized
clusters change nonmonotonously with the number of atoms [25].

Regarding the geometrical features, the topology of the surface suffers great
changes until 5 nm [4], with evolution in proportion of the various facets, edges,
corners, and defects. Moreover, the lattice parameter generally decreases (by a few
percent) with cluster size due to surface stress [26]. However, the lattice may also be
expanded if the cluster grows pseudo-morphically on the substrate lattice. These
variations of the interatomic distances induce changes in the adsorption energies and
the dissociation barrier. The shape of the cluster is also partially controlled by

Figure 2 Schematic representation of the ensemble size required for the hydrogenolysis of

C2H6 and the hydrogenation of C2H4.
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cluster–support interfacial energy, which can change depending on the atmosphere
composition.

A second very important point when discussing effects of particle size is the
distribution in size of the clusters. The latter is generally wide in real catalysts due to
the methods of preparation (vide infra). The observed rate is thus an average of the
behavior of each entity of the population. Methods for the preparation of model
supported catalysts, with very narrow particle-size distribution, are now developed
and proceed through cluster vapor deposition [27]. Even in this case, the behavior of
an individual particle is not always simple to interpret because the rate is not simply
the average between the intrinsic rates on the different facets of the cluster. In fact,
the facets are connected through edges that can accelerate the rate, or the reverse.

Taking into account all these points, depending on whether the reaction is
more or less affected by electronic or geometric parameters, the zone where particle-
size effect would occur will be different.

23.2.4 The ‘‘Alloying’’ Effect

For both technical and academic reasons the way by which the second component
modifies the properties of pure metals is a subject of interest and is still not well
elucidated. Depending on the reaction and the operating conditions considered,
geometrical and/or electronic effects were claimed (see [11,28] for a review).
Electronic effects were first claimed to operate due to the popularity of the RBT of
alloys in which the d-band holes of one metal are filled by the valence electrons of a
second metal. For instance, the valence shell electronic configuration of Pd in atomic
form is of the 4d105s0 type; in metallic Pd, &0:36 electrons of the d-shell are in the s-
band. This leaves an equivalent number of holes in the d-band. The filling of the 4d
shell on alloying can therefore arise either by a flow of charge from s-band of Pd or
by a charge transfer from a second component. Actually, it was recognized later that
the extent of electron transfer from one component to the other upon alloying is very
small, if any. From quantum chemical calculations on Pd4Cu6 clusters, Fernandez-
Garcia et al. [29] proposed a redistribution of charge from 4d to 5s Pd levels without
any transfer of charge from Cu.

Figure 3 Binding energy of core levels of metal particles as a function of size (schematically).

Copyright © 2003 by Taylor & Francis Group, LLC



Since the simple and attractive hypothesis of RBT in alloys has failed to stand
the test of time, the geometric or ‘‘ensemble-size’’ model became very helpful to
interpret the behavior of alloys. When applied to alloys between an active
component A and an inactive one B, the ensemble-size model in its simplest form
reflects the dilution in ensembles of smaller size of the active surface A by B; these
smaller ensembles of A are less prone to activate the reactant(s). The immediate
consequence of this phenomenon is a sharp decrease of the TOF. Obviously, the fall
of TOF should be all the more so if preferential segregation to the surface of the
inactive component B occurs. In the classical treatment of diluting an infinite surface
A by B, the probability to find an ensemble of neighboring n A atoms is given by
[5,30,31]

P ¼ ð1� yBÞn yB : surface coverage by B ð1Þ

This ideal relationship is true when A and B are randomly distributed on an infinite
surface. The situation becomes more complicated when the distribution of A and B is
not random. If DHf (enthalpy of alloy formation) is positive, components A and B
tend to form separated phases; at variance when DHf is negative, ordering of B into
A prevails. Random distribution of A and B is favored when DHf is slightly negative.
Another limitation to the ideality represented by Eq. (1) is the finite size of metal
particles in real catalysts [31]. Moreover, the surface of small metal particles is
composed of sites with different topologies: facets, kinks, edges, corners, etc. The
distribution of the different components of bimetallic particles can be ordered, and
one component can preferentially occupy sites of a given topology [32,33]. This was
demonstrated by Monte Carlo calculations for Pt alloyed with Cu, Ag, or Au [34]
and by density functional theory calculations for Rh alloyed with Ge, Sn, or Pb [32].

Nevertheless, even if there is clear evidence that the extent of electron transfer
is generally low upon alloying, the consequence of diluting the active metal into
smaller ensembles by a second component is the appearance of discrete levels in the
valence band and in many cases the rehybridization of the orbitals.

In any case, understanding the alloying effect would require the best possible
knowledge for the following points: (1) what is the chemical state of the two
components? (2) are the two elements intimately interacting in the same aggregates
or not? (3) does surface segregation of one component occur? (4) are the two
elements randomly distributed in the surface layer or not? The first and the second
points mainly address the method used for preparing the catalysts and will be shortly
presented. In order to avoid superimposition of particle-size and alloying effects, the
preparation method through selective deposition of the second component on a
parent monometallic catalyst should be preferred (Section 23.3).

23.2.5 The Metal–Support Interaction Effect

An electronic interaction does occur at the interface between a metal particle and a
support, and it may physically be detected, e.g., by x-ray absorption or x-ray
photoelectron spectroscopies [35–38]. However, in many cases it does not
significantly alter the chemical and catalytic properties of the metal particles except
for those metal atoms at the interface or directly contiguous to the support. If the
Fermi level (EF) of the metal and the support are different, an electron transfer does
occur when the metal–support interface is created. The electrons will diffuse until the
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EF is equalized at the interface. But this electron transfer will be quite small. From
solid-state physics, it has been estimated from calculations that no more than 0.003
electrons per metal atom will be transferred at the interface [39]. For cubic shaped
particles of 216 atoms having 36 atoms in contact with the support, one can expect a
transfer of 0.1 electrons per particle. It is obvious that topology of the particle
should, however, affect the extent of electron transfer, and ‘‘raftlike’’ 2D particles, in
which all the metal atoms are in contact with the support, would suffer higher
electron transfer. DFT calculations of Pd atoms supported on MgnOn model clusters
(n¼ 10, 13, 16) have shown that no electron transfer between Pd and MgO occurs
[40]. At variance, there is a strong interaction between Pd and O2� with polarization
of Pd orbitals and promotion of Pd 4d electrons to 5s and 5p levels. Calculations on
Ir4 clusters also led to the conclusion that metal particles of this size can be polarized
by the electric field of Mg2þ [41]. It appears that there is no definite direct proof from
physical techniques that a significant electron transfer occurs at the metal–support
interface. However, even if a clear electron transfer does not occur, a strong
modification of the metal d-band with rehybridization of the orbital may occur.

There are two aspects of geometrical features induced by MSI. One is
concerned with the changes in the morphology of metal particles, the second with the
ensemble-size effect on the active metal surface and arising upon initiation of the
aforementioned SMSI. The MSI can induce some specific shapes of the metal
particles, with changes in the proportion of exposed crystallographic planes and of
the coordination number of surface metal atoms, and pseudo-morphous growth of
cluster on the substrate lattice [27]. Raftlike structures may expose a higher
proportion of highly coordinated atoms than a small polyhedron with the same
number of surface atoms. In addition, more atoms are close to the support, leading
to possible alterations of the electronic states.

A very interesting phenomenon is the SMSI [42] reviewed by Haller and
Resasco [9], which may occur when metal particles are supported on some reducible
supports, e.g., TiO2. The symptom is a strong decrease of H2 chemisorption upon
reduction of the sample without any significant sintering of the metal particles. This
is exemplified in Figure 4 for a series of Group VIII metals supported on TiO2.
However, even if some electronic modifications of the metal in the SMSI state cannot
be neglected, the main feature of SMSI is the decoration of the metal particles by
migrating TiOx species (Figure 5).

Finally, one cannot forget that with supported metal catalysts, besides any
other modifications of the cluster properties by the support, this latter may also play
a role in the catalytic transformation through its own active sites. In this situation,
we could speak about metal–support cooperation, since both active sites of the
support and the metal cluster operate in a synergistic fashion. Some examples will be
described by the end of this chapter in bifunctional catalysis and spillover of
adsorbed species.

23.3 PREPARATION OF SUPPORTED METAL CATALYSTS

There are two main steps in the preparation of real supported metal catalysts
through chemical processes. The first consists of deposing the active component
precursors in a divided form on the support, whereas the second consists of
transforming these precursors into the required active phase. It is worth noting that
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industrially a large majority of deposition methods involve aqueous solutions and
liquid–solid interface. The activation of the deposited precursor(s) will obviously
have a clear impact on the chemical nature and the mutual interaction between the
metal and the support, and between the two components in alloy catalysts. One can
anticipate that treatments in a mild reducing medium at a low temperature will
maintain the ionic states to some extent, whereas reduction at a high temperature in
pure hydrogen will promote stronger MSI and/or pure alloy formation. The metal
precursors generally used are inorganic or organic transition-metal complexes
(TMC), e.g., Pt(NH3)4Cl2, PtCl6H2, or Pt acetylacetonate [Pt(acac)2]. The method of
preparation will be based on the different kinds of interaction between TMC and the
support, through the concept of the interfacial coordination chemistry (ICC) [43]. It
is generally accepted that the stronger the interaction in supported system, the
smaller the metal particles size generated after the thermal reduction of the

Figure 5 Schematic representation of Pt/TiO2 reduced at 473K (left) and at 773K (right,

SMSI state).

Figure 4 Hydrogen uptake (H/metal) after reduction at 773K (HTR) over a series of metals

supported on TiO2 as a function of H/metal after reduction at 473K (LTR). (From Ref. 9.)
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precursor. This sentence should, however, be mitigated since a strong interaction
between TMC and support needs a higher reduction temperature, which results in a
faster surface diffusion of the atoms obtained. This should eventually lead to larger
particles. Moreover, high-temperature reduction of TMC on reducible supports
(TiO2, Nb2O5) can lead to the SMSI state. The deposition of TMC on support can be
simply categorized within two methods: (1) impregnation and (2) ion or ligand
exchange [44,45].

In the course of impregnation, the support is contacted with a solution of
TMC, and the excess solution is then evaporated. The weakness of the interaction in
this deposition procedure usually leads after activation to metal particles with sizes
larger than 4–5 nm.

The ion or ligand exchange method results from an electrostatic or chemical
interaction between TMC and the support. The support surface plays the role of
supramolecular counter-ion or ligand. The resulting interaction is generally strong
and leads to nano-sized (1–2-nm) particles after activation.

For the preparation of supported M1M2 alloy catalysts, the deposition method
of the two precursors of components M1 and M2 can be tentatively categorized
within three general methods:

1. The nonselective deposition (NSD) in which there is no interaction
between the two precursors during the deposition process

2. The selective deposition (SD) in which the precursor of ‘‘co-metal’’ M2 is
selectively deposited onto the metallic particles of the other component M1

3. The deposition of heterobinuclear organometallic complexes, or inorganic
salts, of M1 and M2

The NSD of precursors mainly applies when M1 and M2 are transition metals.
The basic principle of NSD of precursors, together or successively, is such that the
interaction of both precursors with the solid surface was stronger than between the
two precursors. On that account the two deposited precursors are separated on the
support, and surface diffusion will be necessary to yield the ‘‘bimetallic’’ aggregates
during the activation process. NSD will use the same deposition methods as for
monometallic catalysts (vide supra).

The SD of M2 precursor covers methods of wide applicability ranging from the
deposition of clear nonmetal, e.g., Si or Se, to early transition metals, e.g. Cr, on
supported M1 particles. In contrast to NSD, the SD aims at creating an interaction
between M1 and precursor of M2 much stronger than that of M2 precursor with the
support. This is generally achieved through a highly selective interaction between the
M2 precursor, inorganic salt, or organometallic complex, with a prereduced
supported M1 catalyst. The SD methods can be categorized within two types of
approaches. The first group of methods, reviewed by Barbier [46], involves inorganic
salts in aqueous solution and are based on the principle of ‘‘redox’’ reactions. They
are mainly applied to transition metals. Methods of the second type, occurring in gas
phase or in a polar organic solvent, involve organometallic complexes and are based
on surface chemical reactions [47]. The great interest of these methods when studying
the alloying effect in model catalysts is to start from a monometallic parent catalyst
of a definite metal particle size of M1 and to retain a very similar size of M1M2
alloys particles after doping with various components M2.
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Elements for the deposition of heterobinuclear complexes for preparing
bimetallic catalysts have been reported by Ichikawa [48]. The use of heterobinuclear
complexes as precursors for bimetallic catalysts was aimed at the fine-tuned control
of a homogeneous composition in the nuclearity of bimetallic particles. As compared
to catalysts prepared by NSD methods, mixed-metal cluster-derived catalysts should
retain more bimetallic ensembles. However, the use of heterobinuclear complexes is
limited by the availability of high-nuclearity clusters and by the narrow choice of
metallic couples. The different types of interaction of these complexes with the
support are the same as previously described for the NSD methods.

23.4 A PARTICLE-SIZE EFFECT: THE EPOXIDATION OF ETHYLENE

The epoxidation of ethylene on silver is an important industrial process in which the
practical yield is lower than 20%, with a selectivity of about 80%. It is remarkable
that only Ag selectively catalyzes this reaction. The mechanism of epoxidation
originally proposed by Twigg [49] for this reaction can be written as

2AgþO2 ?Ag2O2

Ag2O2 þ C2H4 ?C2H4OþAg2O

4Ag2Oþ C2H4 ? 2COþ 2H2OþAg

This scheme seems consistent with the experimental results since it predicts a
maximum selectivity of 85.7% and has found theoretical support. Recent ab initio
calculations using a cluster approach predict that ethylene can react with the
superoxide ion or the atomically adsorbed oxygen [50,51]. However, while the total
oxidation involving the superoxide is forbidden by the large energy barrier, the
attack of adsorbed oxygen is nonselective and yields CO2 [52]. It was suggested later
that the reaction may occur by a different mechanism [53]. Grant and Lambert [54]
showed that ethylene oxide could be formed as a result of temperature programmed
reaction of ethylene with a silver surface preliminarily treated with the reaction
mixture. According to them, evacuation (UHV conditions) at T> 300K after the
pretreatments excluded the existence of a weakly bonded molecular oxygen before
subsequent adsorption of ethylene. The description of oxygen adsorption, and the
natures of adsorbed species, is therefore a central problem.

The adsorption of oxygen on Ag, Au, Pt, Pd, and Rh usually follows the
scheme

O2 þ e� ?O�
2 O�

2 þ e� ? 2O� O� þ e� ?O2�

with metal remaining in the zerovalent state or being oxidized only at the surface
layer [55]. The most stable form at intermediate temperatures is dissociated O2�, as
shown by the isotopic exchange reaction: 16O2þ 18O2 ? 216O18O, which is catalyzed
by most metals [56]. This reaction has been found structure-sensitive with large
differences of activity between the different group VIII metals [57].

In a study on ethylene epoxidation on Ag catalysts, Kilty and Sachtler [58]
discussed the various forms of adsorbed oxygen in order to establish the presence of
diatomic oxygen at the surface. Two sets of results supported this proposal:
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1. SIMS analysis of the ions emitted by the surface has shown the presence of
Ag2O

�, Ag2O
2, O�

2 , and Oþ
2 ions [59,60].

2. IR spectroscopy of the adsorption of ethylene onto preadsorbed oxygen on
Ag provided evidence of the formation of a peroxo-complex [61]. This finding was
later confirmed by isotopic labeling, giving unequivocal evidence for the formation
of a peroxidic compound Ag–O–O–C2H4 [62]. A careful study of the kinetics of
oxygen chemisorption further suggested that the initial fast adsorption at low
coverage was dissociative, whereas the further adsorption was nondissociative. The
dissociative adsorption of oxygen was represented as the reaction

O2 þ 4Ag? 4Agþ þ 2O2�ðads:Þ

requiring an ensemble of four adjacent Ag atoms, while the nondissociative
adsorption was written as

O2 þAg?Agþ þO�
2 ðads:Þ

with a single silver atom. Therefore, this model might suggest a dependence of the
selectivity of epoxidation depending on the number of quartets of Ag atoms at the
surface (ensemble-size effect). The addition of chlorine, a usual promotor of
epoxidation, decreases the number of these ensembles and increases the selectivity
for epoxidation, supposedly, by an ensemble-size effect.

An investigation about the nature of Ag–O bonding for different oxygen states
on Ag(111) and polycrystalline foils by XPS and UPS has been recently reported
[63]. Besides the adsorbed atomic oxygen with ionic Ag–O bonding, a quasi-
molecular adsorbed oxygen was proposed with ‘‘covalent’’ Ag–O bonding, the latter
being more thermostable. With the help of quantum chemical calculations on Ag12
and Ag12O3 clusters, a more detailed picture of this quasi-molecular species was
proposed [64]. It resembles the C2v structure –Ag–O–Oep–O–Ag– (‘‘metal ozonide’’
species, Oep for epoxidizing oxygen) with Oep interacting with a surface defect (cation
vacancy).

An alternative description of the adsorbed oxygen states based on different
ionicity of the Ag–O bond has also been proposed: one ‘‘ionic’’ or nucleophilic
oxygen [Eb(O1s)¼ 528.4 eV] associated to Agþ ions as sites for ethylene adsorption,
and a ‘‘covalent’’ or electrophilic species [Eb(O1s)¼ 530.5 eV] [65]; both species are
of atomic nature [66]. The covalent species exists only after activation by the reaction
mixture [65], which suggests a role of subsurface oxygen. It was further established
that the relative populations of the nucleophilic and electrophilic oxygen species were
strongly dependent on silver particle size, the nucleophilic oxygen being only
observed for clusters larger than 30 nm [67].

This structure sensitivity of the respective population between the various
states of adsorbed oxygen could explain why it has long been found that ethylene
oxidation is structure-sensitive, with higher selectivity, up to 60–70%, for
nonpromoted catalysts with sizes of about 40–50 nm [68,69]. A similar result has
been recently reported for model Ag/a-Al2O3 catalysts of very narrow size
distribution (Table 1) [70]. The particle-size sensitivity has been attributed to a
change of the equilibrium Ag crystal shape with cluster size (geometric effect) [71].
This leads to a change in the relative concentration of facets and edges at the metal
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surface, which affects adsorption of C2H4 and O2, and thus the reaction rate; the
active sites are those responsible for the ethylene p-adsorption.

Cs has a larger positive effect on small particles and was proposed to stabilize
the active sites at the Ag surface [71]. An alternative explanation was put forward for
the promoting effect of Cs by Epling et al. [72]. They proposed that Cs coats the
support material during the preparation and acts as a binder between the Ag and the
support, resulting in a larger Ag coverage of the a-alumina. The total oxidations of
ethylene and ethylene oxide to CO2 occur primarily on the alumina surface. The
enhancement in selectivity toward ethylene epoxidation may then result from the fact
that Cs addition favors the formation of a thin Ag film covering the alumina [73].

In conclusion, it should be mentioned that notwithstanding the vast amount of
publications on oxygen chemisorption and ethylene epoxidation on Ag, the
mechanisms of these important processes are still not fully understood.

23.5 A PARTICLE-SIZE EFFECT: THE HYDROGENATION OF
UNSATURATED HYDROCARBONS ON Pd-BASED CATALYSTS

The hydrogenation of unsaturated hydrocarbons continues to attract attention by
reason both of the practical importance and of the theoretical interest of this system.
This is particularly true for the selective hydrogenation of alkadienes and alkynes in
alkenes rich cuts [74]. Fundamental studies [75] have shown that Pd is the most
active and selective metal for these reactions. Some reasons for the better
performances exhibited by Pd-based catalysts can be learned from the mechanism
and the surface complexes involved in these transformations.

Taking the hydrogenation of ethyne as a case study, it is well established now
that the interaction of ethyne and/or ethene with a metal surface leads to a wide
variety of adsorbed species, the proportion of which depends on the hydrocarbon
pressure, the temperature, and the nature of the metal [76]. Earlier identifications of
such species—in particular, the ethylidyne :C–CH3—have been reported first on
Pt(111) single crystals [77,78], then on Pd/Al2O3 [79]. With all available spectroscopic
and kinetic data at various conditions, a nearly complete reaction scheme for the
hydrogenation of ethyne on Pd(111) has recently been proposed [80] and illustrated
in Figure 6. The choice between the two routes through ethylidyne or p-bonded
adsorbed species obviously depends on the nature of the metal, but also on some

Table 1 Intrinsic Rate of Ethylene Epoxidation and Selectivity Toward Ethylene Oxide as a

Function of Mean Silver Particle Size for Unpromoted Ag/Al2O3 Supported Catalysts

Particle Size (nm)

Rate (molecules m2 s�1) 7
10�17

Selectivity to Ethylene Oxide

(mol%)

16 0.18 7

22 0.21 8

40 2.0 22

56 6.3 47

100 4.8 41

Source: Ref. 70.
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specific geometric requirements between p-bonded and multibonded species to be
accommodated by the surface. The choice between these two pathways is called the
mechanistically or kinetically determined selectivity [5].

With Pd, and with Pt to a lesser extent, the pathway through the ethylidyne
species, which leads to ethane directly, makes a negligible contribution. As a
consequence, the selectivity to ethene remains high as long as ethyne coverage stays
large enough to reject ethene in the gas phase. Ethyne displaces the weakly bonded
ethene and keeps the selectivity to ethene high; this is called thermodynamic
determined selectivity [5]. The thermodynamic selectivity is mainly dictated by the
ratio of adsorption constants, which are dominated by electronic factors.

The dependence on Pd particle size of the hydrogenations of alkenes,
alkadienes, and alkynes has been studied in the gas and liquid phases and for pure
reactants or simulated real feedstocks. This is illustrated by some typical examples
later.

The liquid-phase hydrogenation of 1-butene, 1,3-butadiene, and 1-butyne
under 2MPa H2 pressure has been reported on Pd supported on SiO2, a- and g-
Al2O3 catalysts of widely varying dispersion [81]. Regardless of the support, the TOF
for 1-butene hydrogenation has been found constant regardless of the particle size.
In contrast, the TOF for 1,3-butadiene and 1-butyne hydrogenations remained
constant for particles larger than 3 nm but decreased noticeably at higher Pd
dispersion. Moreover, the selectivity to the unwanted deep hydrogenation to ethane
increased on large Pd particles.

The TOF also decreased in the gas-phase hydrogenation of but-1-yne-3-ene
(vinylacetylene) at high Pd dispersion regardless of the nature of the support, Al2O3,
SiO2, or carbon [82,83]. In the gas phase and large excess of ethene and H2 pressure,
the hydrogenation of ethyne was also found particle-size-dependent with a decrease
of TOF upon increasing Pd dispersion [84]. Deep hydrogenation to ethane is lower
on smaller particles. Otherwise, kinetics has shown that the reaction order with
respect to ethyne is zero on large Pd particles but � 0.5 on the smallest. Very similar
behaviors were reported for the gas-phase hydrogenation of 1-butyne [85] and of

Figure 6 A proposed reaction scheme for the hydrogenation of ethyne on Pd and Pt

surfaces.
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but-1-ene-2-methyl-3-yne or 2-methyl-1,3-butadiene [86]. The TOF for the hydro-
genation of 1,3-cyclooctadiene to cyclooctene decreased also as the size of Pd in
pumice-supported catalysts decreased [87].

On model-supported Pd catalysts prepared from in-situ chemical vapor
deposition (CVD) on carbon and graphite [88] or on SiO2 [89], it was also put
into evidence a decrease of TOF in the hydrogenation of 1,3-butadiene hydrogena-
tion when the Pd particle sizes decreased.

From all the studies reported above, two main facts come out: (1) the low
particle-size sensitivity of the alkenes hydrogenation, and (2) in contrast, the very
clear structure sensitivity of alkadienes and alkynes hydrogenations. The latter finds
expression in a decrease of TOF with a concurrent higher selectivity for the half-
hydrogenation when the size of Pd particles decreases. Several proposals were put
forward to explain this structure sensitivity. Regarding activity, the ability of Pd to
form a hydride phase could explain to some extent catalytic properties [75]. The
presence of b-PdH phase in the catalyst considerably increases the acetylene
hydrogenation rate to ethane [75,90], and electronic effects mainly accounted for the
interpretation of this behavior. The b-PdH phase tends to disappear as the size of Pd
particles decreases to the nanometer scale [91]. The electronic properties of Pd are of
utmost importance in these reactions, as shown by the correlation between the
increase of Eb Pd 3d levels, the decrease of particle size, and the TOF for
hydrogenation [82]. This decrease of Eb has been generally interpreted as an
‘‘electron-deficient’’ character of the metal particles. However, the real significance
of Eb with respect to particle size has to be taken with care due to the interference of
support effects [87,92]. There is a general agreement, with the exception of Pd on
Na,K-promoted pumice [87], that the decrease of TOF is correlated to a strong
chemisorption of alkynes or alkadienes. This is reflected by the order of � 0.5 on
small particles and of zero on large particles in the hydrogenation of ethyne [84]. This
effect results in self-inhibition of the catalyst. The too-strong ‘‘complexation’’ of Pd
by vinylacetylene can even result in Pd dissolution from the catalyst support [74].
From calorimetric measurements the differential heat of adsorption of propyne was
found to be more than 50% higher for the highly dispersed Pd/Al2O3 catalyst than
for the catalyst of low dispersion, at coverages ranging from 0.2 to 0.7 [93].

Regarding selectivity, the large Pd particles and the presence of b-PdH phase
were claimed to promote the deep hydrogenation of ethyne to ethane [90,92]. Moses
et al. [94] proposed that b-PdH favors the direct hydrogenation of the adsorbed
ethylidyne species to ethane (Figure 6). From a geometrical point of view, one can
indeed anticipate that the formation of these multibonded adsorbed species are
easier on the facets of large particles. This loss of selectivity will be kinetically
determined; in contrast, the hydrogenation on small particles will follow quasi-
exclusively the p-adsorbed species (Figure 6) and the selectivity will be thermo-
dynamically determined (vide supra).

23.6 AN ALLOYING EFFECT: THE HYDROGENOLYSIS OF C–C
BONDS IN ALKANES OVER Ru BIMETALLIC CATALYSTS

Multimetallic formulations are currently in use to improve the properties of metal
catalysts, in hydrocarbons processing, Fischer–Tropsch synthesis, and so on [28].
The hydrogenolysis of alkanes is an unwanted reaction in naphta reforming, and has
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thus been from the last decades one of the most documented reactions for both
practical and fundamental reasons. C–C bonds breaking has long been considered as
the archetype of a structure-sensitive reaction in both alkanes and cycloalkanes
series. Depending on the alkane the C–C bond hydrogenolysis can occur via a great
variety of surface complexes [95–97], which accommodate different degrees of
bonding with the surface. Various adsorbed complexes have thus been proposed for
C–C hydrogenolysis, 1–2C, 1–3C, 1–4C and 1–5C; these species are illustrated in
Figure 7 for different alkanes. The probability for each species to occur depends on
(1) the nature of the alkane, (2) the nature of the metal and its dispersion, and (3) the
number of free and neighbor surface metal atoms. However, some general tendencies
can be drawn. The 1–2C p-bonded and the 1–3C metallocyclobutane species can
occur on a small active center (a single atom?). In contrast, the 1–2C, 1–3C, and 1–
4C multibonded species are favored on large ensembles of atoms. It has been pointed
out that metals with high hydrogenolytic activity also show a high propensity to
form metal–carbon multiple bonds [98]. This was later fully confirmed by works
from Ponec’s group, which also established that small particles are more reluctant to
form multiple bonds than the large ones [99]. The propensity of metals to form
multiple bonds with carbon atoms follows the order

Pt; Pd 5 Rh; Ir < Ni; Co < Ru

One can speculate that (1) a certain electronic structure of metal favors the multiple
bonds formation, and (2) the active center can actually be considered as an

Figure 7 Some possible adsorbed species in the case of substituted butanes.
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ensemble of atoms. To demonstrate the ensemble-size effect in the hydrogenolysis
of alkanes, bimetallic Ru-based model catalysts have been therefore chosen many
times since Sinfelt’s pioneering work on the hydrogenolysis of ethane on RuCu/SiO2

[100].
The kinetics of alkanes hydrogenolysis on metal obeys a Langmuir–

Hinshelwood mechanism with adsorption equilibria for H2 dissociation and alkane
dehydrogenation leading to the CnH2n�x active surface species; the latter then
suffering C–C bond rupture by addition of one H atom, this is usually considered the
rate-determining step [101]. The kinetic study of 2,2,3,3-tetramethylbutane (TeMB)
hydrogenolysis has put in evidence structure sensitivity, even subtle, in mono- and
bimetallic alumina-supported Ru catalysts [102]. Figure 8 shows the rate dependence
of the routes via the 1–3C and 1–4C complexes as a function of H2 pressure on large
and small Ru particles. The kinetic analysis of these plots allowed us to derive a rate
expression that showed that (1) on small particles ð&1 nmÞ three H atoms were
abstracted from TeMB to form the 1–4C complex before C–C bond-breaking
occurred, but only two H atoms to form the 1–3C complex; (2) on large Ru particles
(4–5 nm) five H atoms were removed from TeMB to form the 1–4C complex. The
surface complexes shown in Figure 9 have thus been proposed for TeMB
hydrogenolysis on Ru/Al2O3 catalysts [102]. This is a typical illustration of an
ensemble-size effect where the accomodation of the surface complex requires an

Figure 8 Hydrogen pressure dependence for the rate of 1–3C (full symbols) and 1–4C (open

symbols) routes in TeMB hydrogenolysis at 463K on Ru/Al2O3 of large particles (*, particle

size¼ 4 nm) and small particles (&,&,particle size¼ 1 nm).
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increased number of free neighboring Ru atoms when the surface complex
becomes more and more dehydrogenated. The kinetics of TeMB hydrogenolysis
on a series of Ru/Al2O3 modified by Sn or Ge, by selective deposition (vide supra),
has been studied [102]. The bimetallic catalysts were prepared from the same
parent Ru/Al2O3 (particle size &1 nm) to give RuSn/Al2O3 and RuGe/Al2O3

(particle size &1 nm). Figure 10 shows the rate dependence as a function of H2

pressure for the 1–3C and 1–4C routes in TeMB hydrogenolysis on these catalysts.
It has to be noticed that while selectivity changes significantly with alloying, TOF
was only marginally affected since the addition of Sn did not change the specific
activity, and the addition of Ge decreased it by a factor of 2–3 only. The effect
was stronger on the 1–4C route when Ge was added, but the reverse was true for
Sn. It was concluded that hydrogenolysis of TeMB through 1–3C or 1–4C routes
occurs on specific Ru sites and that a different location of Ge and Sn atoms exists
at the surface. The 1–4C route takes place on the sites of highest coordination of
a given particle (dense plane), whereas the 1–3C route takes place on low-
coordination sites (e.g., kinks, edges, corners). As a result, the preferential location
of Sn at defect sites, corners, and edges in RuSn nanoparticles was postulated
(Figure 11), as it was earlier proposed for RhSn nanoparticles [32]. The same
approach, developed for RuGe nanoparticles, showed that Ge does not have such
a definite site preference and is distributed in a more random fashion in the
surface layer.

A similar interpretation was proposed for the hydrogenolysis of n-butane on
the same bimetallic Ru catalysts [103]: a loss of activity and changes of selectivity

Figure 9 1–3C and 1–4C routes in the hydrogenolysis of TeMB on large and small Ru

particles.
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(more ethane) due to dilution by Ge species of Ru ensembles and Sn located at
low-coordination sites. This behavior is consistent with the EXAFS experiments
[104] and quantum chemical calculations on bimetallic RuSn and RuGe model
clusters [105,106].

Alterations of catalytic properties in n-butane, ethane, and dimethylpropane
hydrogenolysis have also been interpreted by changes in the topology of the Ru
surface in Ru alloyed with Cu, Au, Ag, and Pb [107–112]. From these studies,
clear achievements appear: (1) with the exception of Ge and Si, the modifier (Cu,
Ag, Pb) is located at defect sites of small particles, and (2) the decrease of
activity upon alloying becomes larger when short alkanes are processed due to an
increase of the ensemble size. In particular, from kinetics of ethane hydro-
genolysis on RuCu/SiO2 it was concluded that the active center was composed of
12 neighbor Ru atoms [112]. Moreover, it was also proposed that blocking of Ru
defect sites by Cu alters the H2 chemisorption, because these sites could be the
‘‘portal sites’’ for the rapid dissociative adsorption of highly mobile surface
hydrogen [113]. The incidence of alloying Ru upon hydrogen adsorption,
strength, mobility, location, and so on has long been considered with respect to
geometric [114,115] and electronic [116] features and its consequenes on alkanes
hydrogenolysis [103].

Figure 10 Hydrogen pressure dependence for the rate of 1–3C (full symbols) and 1–4C

(open symbols) routes in TeMB hydrogeolysis at 463K on small metallic particles of Ru/

Al2O3 (&,&), RuSn/Al2O3 (~,~), and RuGe/Al2O3(r,}).
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23.7 A METAL–SUPPORT INTERACTION EFFECT: THE
HYDROGENATION OF a,b-UNSATURATED CARBONYL
COMPOUNDS ON SUPPORTED Pt CATALYSTS

The switch from homogeneous to heterogeneous processes has long been achieved in
the manufacture of commodities, but still remains at stake for fine chemicals
production. In this field, the hydrogenation of C55O bonds constitutes a very
important class of reactions, especially the hydrogenation of those compounds
containing a,b-unsaturated carbonyls; the target compound is usually the
unsaturated alcohol. This is illustrated in the hydrogenation of cinnamaldehyde
(CAL) (Figure 12). In this formal reaction scheme, the selectivity to cinnamyl
alcohol (COL) is determined by the initial attack of CAL at the C55C or C55O

Figure 11 Representation of the surface distribution of Ru, Sn and Ge on Ru, RuSn, and

RuGe model clusters (Sn, Ge/Ru¼ 0.2, at/at) with a perfect cubooctahedral shape (particle

size &3.0 nm).

Figure 12 Formal reaction scheme for the hydrogenation of cinnamaldehyde.
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double bonds, and the desorption of COL or its further hydrogenation to
hydrocinnamyl alcohol (HCOL).

Figure 13 shows some complexes formed in the interaction of unsaturated
C55C–C55O systems with metal surfaces [117]. To reach a high selectivity in the
selective hydrogenation of C55O bonds, it is necessary to promote the Z2(C–O) and/
or the Z4-species (Figure 13, species 2 and 5). The latter was claimed to be a common
intermediate to both the unsaturated alcohol and saturated aldehyde [118,119]. The
selective hydrogenation to unsaturated alcohol through the Z4-species was proved in
deuteriation of acrolein on Pt/TiO2 with formation of HDC55CHCH2OD [120].
Unfortunately, the normal behavior of the metals is to interact preferentially with
the C55C bonds (Figure 13, species 3) to yield the saturated carbonyl. To reach the
challenging goal of C55O hydrogenation, the MSI is of great concern, and some
aspects have been recently reviewed by Gallezot et al. [121] and Ponec [117]. Some
examples of MSI effects on the hydrogenation of a,b-unsaturated aldehydes are
presented in Table 2. For a sake of clarity in the comparison, the selectivity to the
target compounds, the unsaturated alcohols, is only given.

From Table 2, it clearly appears that, e.g., Pt/TiO2,Nb2O5,CeO2 catalysts in an
SMSI-like state are much more prone to hydrogenate the C55O bonds than most of
the others. The promoting action is seen as a strong interaction between the carbonyl
group and a positively charged center of TiOx, Nb2Ox, Ce

nþ species (Figure 14). The
interaction of unsaturated carbonyls through intermediate Z2(C–O), shown in this
scheme, or Z4-species will be impeded in the case of unsaturated ketones by the
higher steric hindrance around the carbonyl group; this would explain the large
difference in promoter effect for hydrogenating aldehydes or ketones [117,127]. The
specific activation of the C55O bond by TiOx adspecies on metals has been put in
evidence by Williams et al. [128] in the hydrogenation of CO to CH4 on Rh foil
coated with increasing coverage of TiO2. The rate went to a maximum value for a
fractional coverage of 0.5.

This promotion of C55O activation in these systems cannot be accounted
neither for a geometric effect nor for an electronic effect in an SMSI-like state.
Actually, this is better explained by the creation of new catalytic sites, mixed sites,
very active for C55O hydrogenation (Figure 14). However, electronic effects were
also considered as operating at a second level, in Pt/ZnO catalysts, for instance [122].
Upon high-temperature reduction, Ptd�-Zndþ entities form; an electron enrichment
of Pt would occur, which repels the C55C bond farther from the Pt surface.

Figure 13 Some surface complexes formed in the interaction of a,b-unsaturated carbonyls

with metals.

Copyright © 2003 by Taylor & Francis Group, LLC



The higher selectivity to COL found in CAL hydrogenation on graphite-
supported Pt, with respect to those supported on charcoal, cannot be interpreted in
the same terms, i.e., the occurrence of mixed sites. It was proposed that graphite acts
as an ‘‘electron-donating’’ macroligand for the nano-sized metal particles [129]. The
adsorption of CAL through the C55C bond will be thus weakened and the selectivity
to COL will increase. Physical proofs for a strong electronic modification of small Pt
clusters ð&1:3 nmÞ on graphite were provided by the radial electron distribution
(RED) obtained from X-ray diffraction spectroscopy [129]. The lattice expansion of
Pt in Pt/graphite, indicated by the RED, has been attributed to an ‘‘electron
transfer’’ from graphite to metal, which would increase the population of the
antibonding levels and thus decrease the cohesive energy of the lattice. In this case
the intervention of electronic effect can be invoked to explain the better performance
of Pt/graphite due to the MSI effect.

Figure 14 Schematic representation of the activation of the C55O bond in a,b-unsaturated
carbonyls on Pt/TiO2 (SMSI state) and Pt/CeO2 (reduced at high temperature).

Table 2 Selectivity to Unsaturated Alcohols in the Hydrogenation of a,b-Unsaturated

Aldehydes on Metal Catalysts

Reactant Selectivity to Unsaturated Alcohol Ref.

Acroleina Pt/SiO2: 0%; Pt/TiO2 reduced at 773K (SMSI): 40% 120

Crotonaldehydea Pt/SiO2: 0%; Pt/TiO2 reduced at 773K (SMSI): 37% 119

Crotonaldehydea Pt/ZnO reduced at 473K: 21%; but reduced at 673K: 49% 122

Crotonaldehydea Pt/CeO2 reduced at 473K: 7.5%, but reduced at 973K: 83% 123

Cinnamaldehydeb Pt/carbon: 39%; Pt/TiO2 reduced at 773K (SMSI): 87% 124

Cinnamaldehydeb Pt/SiO2: 0%; Pt/SiO2þK: 70% 125

Cinnamaldehydeb Pt/charcoal: 0%; Pt/graphite: 72% 121

Cinnamaldehydeb Pt/SiO2-C60: 89% 126

a Gas phase.
b Liquid phase.
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A silica chemically grafted with [60] fullerene, SiO2–C60, was fabricated and Pt
particles were supported on the two-dimentional layer of grafted [60] fullerene [126].
This material, tested in the hydrogenation of CAL, exhibited fairly high selectivity to
COL, 89% at 80% CAL conversion. This behavior was assigned to a joint adsorption
of CAL on both [60] fullerene and Pt particles at their borderline. In this picture, the
phenyl ring will be attracted by [60] fullerene favoring thus an orientation of the a,b-
unsaturated system for an adsorption by the C55O on the Pt particles.

23.8 METAL–SUPPORT COOPERATION

Besides the interaction between metal particles and the support, and without
excluding it, a cooperation between them for the catalytic transformation can exist.
This concerns (1) the occurrence of pre-existing active sites on both metal and
support, which operate in synergy (bifunctional catalysis), and (2) the creation of
active sites on the support by spillover of adsorbed species activated at the metal
sites.

When talking about bifunctional catalysis, one thinks immediately of catalysts
possessing metal and acid functions. It is well known that traces of olefins accelerate
the acid-catalyzed conversion of hydrocarbons and that such a catalysis usually
results in rapid deactivation. More stable catalytic activity for the isomerization of
paraffins is achieved by bifunctional catalysis, i.e., the association of a hydrogena-
tion function of a metal with an acidic function of a support. In this case, the amount
of olefins is controlled by the hydrogenation–dehydrogenation equilibrium. This
topic has received considerable attention and has been earlier reviewed by Weisz
[130]. However, bifunctional catalysis cannot be restricted to catalysts composed of
metal and support with acid sites, but also with supports possessing acid–base pairs,
basic or redox sites [131]. This is illustrated by some upcoming short examples.

The condensation of ketones and aldehydes is an important industrial process
for producing higher homologues. This is a multistep transformation, which needs
acid, basic, and hydrogenating functions. Catalysts prepared from layered double
hydroxydes (LDH) as precursors comprise these functionalities in one material. A
very typical example is the ‘‘one-pot’’ synthesis of 4-methyl-2-pentanone (methyl
isobutyl ketone, MIBK) from acetone on Pd(Ni) particles supported on mixed
oxides Mg(Al)O derived from LDH [132–134]. Acetone is condensed to diacetone
alcohol on basic sites; diacetone alcohol is, in turn, dehydrated to mesityl oxide on
acid sites, which is finally hydrogenated to MIBK on metal particles. The extent of
the acid function is not limiting in these materials, but the selectivity to MIBK
mainly depends on the balance between the basic and metal sites. At 448K, acetone/
H2¼ 0.17 and atmospheric pressure, the highest selectivity to MIBK was achieved
with a Pd/Mg(Al)O catalyst composed of about 46 10�6mol g�1 surface Pd atoms
and 66 10�4mol g�1 basic sites. Moreover, a size of Pd particles lower than 3–5 nm
favors the selective hydrogenation of the C55C bond at the cost of the C55O bond in
mesityl oxide [134].

A nice example of cooperation between metal particles and a support with
redox properties concerns the three-way catalysts for automotive exhaust gases
treatment composed of a noble metal (Pt, Pd, Rh) on a support with ceria additive.
The cooperation was put in evidence in the CO/NO/O2 reactions [135–137] and
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would operate in both stoichiometric and lean-burn conditions. Ceria additive
confers some promoting effect to the catalysts by generating additional bifunctional
sites at the metal–support interface. Under an oxygen-deficient atmosphere, CO can
migrate at the metal–support interface, where it is oxidized by a ceria lattice oxygen
with concurrent oxygen vacancy formation. The so-created oxygen vacancies can act
as NO dissociation sites to yield N2 and N2O. Cataluna et al. [138] have proposed the
formation of N2O over ceria as follows:

2½Ce3þ � ðvÞ� þ 2NO $ Ce4þ�ðONNOÞ2��Ce4þ

$ ðCe4þ�O2�Þ þ ½Ce4þ�ðvÞ� þN2O

Finally, the last example of metal–support cooperation is the so-called spillover
phenomenon, which is concerned with the diffusion of adsorbed species from the
catalyst surface onto the surface of the support. Spillover includes a wide variety of
phenomenon, the most widespread being hydrogen spillover. Hydrogen spillover,
first reviewed by Sermon and Bond [139], is concerned when H atoms formed by
dissociation of H2 on metal particles may easily migrate to another phase of the
catalyst that has hydrogen acceptor sites. The process has chiefly been observed
using Pd or Pt as the metal, which does not bind H atoms so strongly. The spilled-
over hydrogen may (1) reside on the surface of the support, (2) diffuse into it, and (3)
lead to a partial reduction of the support. In each of these states, spilled-over
hydrogen has important implications and potential utilization in catalysis. It has, for
example, been claimed that it can increase the catalytic activity of the support. This
can be illustrated by very recent works concerning the conversion of n-hexadecane
over Pt-zeolite catalysts [140]. The occurrence of a maximum in the rate as a function
of the H2 pressure has been revealed and cannot be explained by the classical
bifunctional mechanism aforementioned. It was proposed that molecular dihydrogen
is homolytically dissociated on metal sites. The hydrogen atoms then migrate to
paired Lewis/framework-oxygen sites (AB) to form hydride species and Brønsted
acid sites, thus leading to active site generation. This phenomenom of Brønsted site
generation by hydrogen spillover has already been put in evidence on a wide variety
of catalysts ([131,141] and references therein).

23.9 CONCLUDING REMARKS

There is no single interpretation to explain the effects of particle size, ‘‘alloying,’’ and
metal–support interaction on the chemisorption and catalytic properties of
supported metal particles. Depending on the particle size, the nature of co-metal
and support, and the nature of the reaction, the change of chemisorption and
catalytic properties can be interpreted in terms of geometric features, electronic
modifications, and/or mixed sites. This is due to the formation of various adsorbed
species and intermediates. Moreover, in many cases, the promotion of catalytic
properties will be directly related to the method of catalyst preparation, which affects
the architecture of the active site, with respect to chemical and electronic states of
components and topology.
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19. J. Cosyns, In Catalyse par les Métaux (B. Imelik, G.-A. Martin, A.-J. Renouprez, eds.),

Editions du CNRS, Paris, 1984, p. 971.

20. N.I. Kobozev, Acta Physicochim. URSS 9 1 (1938).

21. W.M.H. Sachtler, R.A. van Santen, In Advances in Catalysis, Academic Press, San

Diego, 1977, p. 69.

22. R. Coekelbergs, A. Frennet, G. Lienard, P. Resibois, J. Phys. Chem. 39 604 (1963).

23. J.A. Dalmon, G.A. Martin, J. Catal. 66 214 (1980).

24. T. Stace, Nature 331 116 (1988).

25. K.J. Taylor, C.L. Pettiete-Hall, O. Chesnowsky, R.E.K. Smalley, Phys. Rev. B 96 3319

(1992).

26. C.R. Henry, Cryst. Res. Technol. 33 1119 (1998).

27. C.R. Henry, Surf. Sci. Rep. 31 235 (1998).

28. J.K.A. Clarke, A.C.M. Creaner, Ind. Chem. Prod. Res. Dev. 20 574 (1981).

29. M. Fernández-García, J.C. Conesa, A. Clotet, J.M. Ricart, N. López, F. Illas, J. Phys.
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137. G. Djéga-Mariadassou, F. Fajardie, J.-F. Tempère, J.-M. Manoli, O. Touret,

G. Blanchard, J. Mol. Catal. A: Chemicals 161 179 (2000).

138. R. Cataluna, A. Arcoya, X.L. Scoane, A. Martinez-Arias, J.M. Coronado, J.C. Conesa,

J. Soria, L.A. Petrov, In Catalysis and Automotive Pollution Control III (F. Frennet,

J.M. Bastin, eds.), Elsevier, Amsterdam, 1995, p. 215.

139. P.A. Sermon, G.C. Bond, Catal. Rev. 8 211 (1973).

140. L. Perrotin, A. Finiels, F. Fajula, T. Cholley, In Proc. 13th International Zeolite

Conference, Elsevier, Amsterdam, 2001.

141. K. Fujimoto, I. Nakamura, In Spillover and Migration of Surface Species on Catalysts,

Elsevier, Amsterdam, 1997, p. 29.

Copyright © 2003 by Taylor & Francis Group, LLC



24

Conductive Metal-Oxide Nanoparticles
on Synthetic Boron-Doped Diamond
Surfaces

I. DUO and C. COMNINELLIS

Swiss Federal Institute of Technology EPFL, Lausanne, Switzerland

SERGIO FERRO and ACHILLE DE BATTISTI
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SUMMARY

The electrochemical properties of IrO2 and RuO2 nanoparticles, deposited on
synthetic boron-doped diamond (BDD) surfaces, are discussed. After a description
of the preparation procedure and the morphological characterization of BDD/IrO2

and BDD/RuO2 samples, the dispersion efficiency of these oxides on BDD was
estimated for different loading, using cyclic voltammetry.

The electrochemical behavior of 1,4-benzoquinone/hydroquinone redox
couple, oxygen evolution, and organics oxidation reactions have been investigated
at BDD/IrO2 samples; in turn, the chlorine evolution reaction has been studied at
BDD/RuO2 electrodes. ‘‘Noncatalytic’’ and ‘‘catalytic’’ models are proposed to
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explain the modification of the electrochemical behavior of BDD by low- and high-
oxide loading, respectively.

24.1 INTRODUCTION

The determination of the electrochemical properties of supported oxide particles of
nanometer size is of great interest for both fundamental and applied research. The
fundamental interest mainly ensues from their different and sometimes novel
properties compared with that of bulk materials, while the applied interest arises
because oxides are commonly adopted as active catalysts in technical electrodes.

In particular, the catalytic active components for O2 and Cl2 evolution
electrodes are IrO2 and RuO2, respectively [1,2]. These oxide catalysts are usually
deposited on titanium base metal by the thermal decomposition technique, using an
appropriate precursor [3]. The synthesis involves several steps: dissolution of the
precursor (H2IrCl6, RuCl3) in an appropriate solvent (e.g., isopropanol), deposition
of the precursor solution on the pretreated titanium substrate (a common
pretreatment is represented by an etching in hot and concentrated HCl), evaporation
of the solvent, and, finally, thermal decomposition at 350–450 8C, leading to the
formation of a few microns’ layer of the oxide on the titanium substrate (DSA1

electrodes). This procedure is very sensible to preparation conditions and, as a
consequence of the thermal treatment, the titanium base metal itself is partially
oxidized, forming a thin layer of TiOX between the Ti base metal and the overlying
oxide catalyst [4]. The Ti base metal can also strongly influence the electrochemical
behavior of the oxide catalyst (segregation of TiOX on the surface of the oxide
catalyst) and the service life of the electrode (formation of TiOX at the Ti–
electrocatalyst interface during anodic polarization). In order to avoid these
problems of Ti–electrocatalyst interaction, an inert substrate must be used.

Glassy carbon (GC) and gold have usually been adopted as supports in the
investigation of nano-sized electrocatalyst particles [5,6]. However, these supports
pose problems due to a low anodic stability (GC) and the possible formation of
oxides (Au) at high anodic potentials.

The recent achievements in the preparation of highly boron-doped diamond on
silicon substrate (BDD) seem to supply an interesting solution to the above
limitations. BDD does not form a macroscopic oxide layer on its surface, when
brought into contact with an aqueous solution. Other advantages of the BDD
electrode are a high chemical and electrochemical stability, a low background
current, and a wide electrochemical window of polarizability [7–11]. Moreover, the
BDD electrode can be heated in air up to 500 8C without undergoing a significant
surface oxidation. These features make BDD an interesting candidate to use as an
inert substrate for electrocatalysts investigation.

Moving from the above considerations, research has recently been carried out
on the electrochemical properties of nanoparticles of IrO2 and RuO2, synthesized on
highly conductive BDD thin films. Amounts of oxide electrocatalyst on BDD were
between 6:461013 and 1:361016 molecules cm�2 (geometric surface area), in the case
of iridium dioxide [12], and between 1:261013 and 2:961016 molecules cm�2 in the
case of ruthenium dioxide [13]. Such amounts correspond to a nominal surface
coverage (G) ranging approximately between 0.01 and 10 (assuming that 1015 oxide
molecules cm�2 correspond to a monolayer surface coverage, namely G¼ 1).
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24.2 EXPERIMENTAL

Boron-doped diamond (BDD) thin films were synthesized at CSEM (Neuchâtel,
Switzerland) by the hot filament chemical vapor deposition technique (HF CVD) on
p-type, low-resistivity (1–3mO cm), single-crystal, silicon wafers (Siltronix). The
temperature of the filament was between 2440 and 2560 8C and that of the substrate
was monitored at 830 8C. The reactive gas was a mixture of 1%methane in hydrogen,
containing trimethylboron as a boron source (1–3 ppm, with respect to H2). The
reaction chamber was supplied with the gas mixture at a flow rate of 51min�1, giving
a growth rate of 0.24 mm h�1 for the diamond layer. The obtained diamond film has
a thickness of about 1mm (+10%) and a resistivity of 15mO cm (+30%). This HF
CVD process produces columnar, random textured, polycrystalline films [9].

An ‘‘as-grown’’ BDD film is typically hydrogen-terminated and its surface is
hydrophobic; anodic polarization at 10mAcm�2 during 30min results in the
transformation of the BDD surface from hydrophobic to hydrophilic. Alternatively,
a quite hydrophilic surface can be obtained by thermally treating the BDD support
at 400 8C for 30min under oxygen.

IrO2 and RuO2 nanoparticles were deposited on hydrophilic BDD surfaces
(1 cm2) by the above-described traditional sol-gel, thermal decomposition technique
[1,3], applying an isopropanolic solution of a precursor salt (H2IrCl6 ? 6H2O or
RuCl3 ? xH2O, with x&3). Five microliters of the precursor solution were applied
on the BDD surface, then the solvent was evaporated at 60 8C; finally, the sample
was treated in air during 1 h at the target temperature (350–450 8C). Blank
experiments with Si/BDD electrodes showed that the above thermal treatment does
not modify the CV response of the diamond film.

Electrochemical measurements were made in a conventional three-electrodes
cell, using a computer-controlled EcoChemie potentiostat, model Autolab PGSTAT
30.

The properties of the thermally treated BDD support and of the modified
surfaces were investigated in situ by cyclic voltammetry (CV) in H2SO4 and HClO4

(IrO2), and in H2SO4 and HClO4/NaClO4/NaCl (RuO2). The ex-situ characteriza-
tion was carried out by x-ray photoelectron spectroscopy (XPS), scanning electron
microscopy (SEM), transmission electron microscopy (TEM), and atomic force
microscopy (AFM).

24.3 BDD/IrO2 ELECTRODES

24.3.1 Morphological Characterization

Figure 1(a) shows an SEM image of a polycrystalline BDD film, deposited on a p-Si
substrate. The boron-doped diamond layer appears to be continuous and consisting
of randomly arranged microcrystals, having a size variable from 0.2 to 0.6 mm and
facets mainly {111} oriented, with some {100} orientation. Twining can also be
observed on some crystals. Raman spectrum analyses have shown that the ratio
between nondiamond and diamond is less than 1%, indicating films of good quality
and with a significant diamond character (i.e., sp3 bonding).

Figure 2 shows XPS measurements that have been carried out for the
characterization of the iridium-based samples; the binding energy values of Ir4f5/2
(65 eV) and Ir4f7/2 (62 eV) are evidence of the IrO2 formation.
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As shown by SEM investigations carried out at IrO2-modified BDD samples,
the noble metal oxide particles are mainly localized at the grain boundaries of the
BDD microcrystals. At low IrO2 loading (G< 1), very small particles are formed and
they are not detectable by SEM; in contrast, at higher IrO2 loading (G¼ 13), the
particles have dimensions varying between 20 and 200 nm [Figure 1(b)].

Finally, TEM investigations of BDD/IrO2 samples, with two different oxide
loadings, are reported in Figure 3(a) and (b). Nanoparticles having dimensions
between 2 and 5 nm are present on the sample with the lower IrO2 loading [G¼ 0.6;
Figure 3(a)], while IrO2 clusters with dimensions of 10–30 nm are present on the
sample with the higher IrO2 loading [G¼ 6.4; Figure 3(b)].

24.3.2 Voltammetric Characterization

Cyclic voltammetry in the potential range of water and supporting electrolyte
stability provides a sort of ‘‘electrochemical spectrum,’’ giving evidence of surface

Figure 1 SEM images of (A) BDD, (B) BDD=IrO2 (G ¼ 13, sample prepared at 450 8C).

Figure 2 XP spectrum of a BDD=IrO2 sample (G ¼ 6:4, sample prepared at 450 8C).
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redox transitions. Furthermore, the anodic voltammetric charge (q*), obtained by
integration of the anodic part of voltammetric curves (Figure 4), turns out to be
proportional to the number of surface active sites, thus providing a relative measure
of the electrochemically active surface area. Figure 4 shows voltammetric curves for
BDD and BDD/IrO2 (1:361015 IrO2 molecules cm�2, corresponding to G¼ 1.3)
obtained in 0.5M H2SO4, at a scan rate of 3V s�1. It can be appreciated how the
deposition of small amounts of IrO2 on BDD strongly increases the anodic
voltammetric charge (q*), indicating an enhanced electrochemical activity for the
modified electrode.

As shown in the figure, two well-resolved peak couples are observed, probably
related to the solid-state redox couple Ir(III)/Ir(II), at 0.4V, and Ir(IV)/Ir(III) at

Figure 3 TEM images of BDD=IrO2 samples with different IrO2 loading: (A) G ¼ 0:6;
(B) G ¼ 6:4. Samples prepared at 450 8C.

Figure 4 Cyclic voltammetric curves for (A) BDD and (B) BDD=IrO2 (G ¼ 1:3, sample

prepared at 450 8C) in 0.5M H2SO4. Scan rate: 3V s�1; T ¼ 25 �C.

Copyright © 2003 by Taylor & Francis Group, LLC



0.95V (both values are referred to SHE). Such distinct oxidation state changes are
not observed on oxide coatings deposited on Ti substrate. In that case, broad, flat
maxima are generally obtained. Figure 5(a) and (b) show the dependence of anodic
voltammetric charge (q*) on the potential scan rate (v), for different IrO2 loading,
prepared at 350 8C and 450 8C, respectively. These figures show that q* decreases
rapidly with the scan rate then, above about 0.1V s�1, q* remains almost constant.
The influence of the scan rate on q* has to be related to the existence of less
accessible (inner) surface regions in the IrO2 deposits (pores, cracks, and grain
boundaries). At high scan rates (> 0.1V s�1), the voltammetric charge q* is related
only to the more accessible (outer) surface area (Ao), while, at very low scan rates
(& 0.01V s�1), the voltammetric charge is proportional to the whole electroactive
surface (At). Thus, the ‘‘inner’’ surface (Ai) can be calculated as the difference
between the ‘‘total’’ surface (At) and the ‘‘outer’’ surface (Ao). Table 1 summarizes
these definitions.

The influence of IrO2 surface coverage (G) on the ratio between the ‘‘inner’’
surface (Ai) and the ‘‘total’’ surface (At), for IrO2 electrodes prepared at 350 8C, is

Figure 5 Voltammetric charge ðq*Þ of BDD=IrO2 samples in 0.5M H2SO4 as a function of

scan rate; T ¼ 25 �C. (1) G ¼ 0:6; (2) G ¼ 1:3; (3) G ¼ 2:5; (4) G ¼ 6:4. Samples prepared at

(A) 350 8C; (B) 450 8C.

Copyright © 2003 by Taylor & Francis Group, LLC



reported in Figure 6. According to the definitions, the Ai/At value represents the
fraction of surface area that is of difficult access, and the figure shows that it
decreases with increasing the IrO2 loading. This implies that the morphology of the
deposit changes considerably with the IrO2 loading because of the three-dimensional
growth of IrO2 crystallites and clusters formation, as has been shown in TEM
measurements (Figure 3). Similar results have been obtained for IrO2 deposited at
450 8C.

The dispersion efficiency ðgÞ of IrO2 on BDD can be calculated as the ratio
between the measured voltammetric charge q*ðv > 0:1V s�1Þ (related to the outer
surface area Ao only) and the theoretical charge q*th, obtained assuming that all oxide
sites are involved in the charging process [Eq. (1)].

g ¼ q*ðv > 0:1V s�1Þ
q*th

ð1Þ

Assuming that only the redox steps from Ir(II) to Ir(IV) (i.e., two electron
exchanges) are involved in the charging process, the theoretical voltammetric charge
can be estimated from Faraday’s law ð3:2610�16 mC per IrO2 molecule).

The dependency of the IrO2 dispersion efficiency ðgÞ on the IrO2 surface
coverage ðGÞ for two deposition temperatures (350 8C and 450 8C) is shown in

Table 1 Estimation of the Total ðAtÞ, Outer ðAoÞ, and Inner ðAiÞ Surface
Area of the IrO2 Coating from the Anodic Charge ðq*Þ Obtained at Different

Scan Rates ðvÞ

Total surface area At ¼ q*ðv ¼ 0:01V s�1Þ
Outer surface area Ao ¼ q*ðv > 0:1V s�1Þ
Inner surface area Ai ¼ ½q*ðv ¼ 0:01V s�1Þ � q*ðv > 0:1V s�1Þ�

Figure 6 Influence of IrO2 nominal surface coverage ðGÞ on the fraction of surface area of

difficult access for BDD=IrO2 samples prepared at 350 8C. Ai ¼ ‘‘inner’’ surface; At ¼ ‘‘total’’

surface. Electrolyte: 0.5M H2SO4. T ¼ 25 �C.
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Figure 7 (curves A and B). This figure shows that, for the lowest preparation
temperature, the dispersion efficiency (g) decreases with the IrO2 loading. Above
about 1015 molecules cm�2 (corresponding approximately to one IrO2 monolayer,
i.e., G ¼ 1), the dispersion efficiency remains almost constant. The increase in the
deposition temperature also leads to an increase in the dispersion efficiency: the
highest dispersion obtained in this work ðg ¼ 0:16Þ is for the coating prepared at
450 8C, with a nominal coverage G ¼ 0:06.

24.3.3 Investigation of Redox Couples at BDD and
BDD/IrO2 Electrodes

The 1,4-benzoquinone/hydroquinone ðQ=H2QÞ redox couple, which is known to be
quasi-reversible at noble metals and oxide electrodes [14], has been investigated at
BDD and BDD/IrO2 electrodes.

For this couple, both electron and proton transfer reactions are involved
[Eq. (2)].

Qþ 2Hþ þ 2e� Ð H2Q ð2Þ

Figure 8(a) shows a cyclic voltammetric curve obtained at BDD electrode in 0.5M
H2SO4. The fact that the separation between the cathodic and the anodic peaks
ðDEpÞ is very high (about 0.9V) indicates that the Q=H2Q system is irreversible at the
boron-doped diamond electrode. Furthermore, the apparent equilibrium redox
potential of the couple Q=H2QðE0 ¼ 0:65VÞ is much closer to the anodic peak
potential than to the cathodic one.

Figure 8(b)–(d) show voltammetric curves for the Q=H2Q couple, obtained at
BDD=IrO2 electrodes with different IrO2 loading. The reversibility of the couple
increases with the IrO2 loading. At high IrO2 loading, the behavior of the system
approaches that of a continuous film deposited on a Ti substrate [Ti=IrO2; Figure
8(e)], while maintaining a background current much lower than the Ti=IrO2

electrode.

Figure 7 Influence of IrO2 nominal surface coverage ðGÞ on the IrO2 dispersion efficiency

ðgÞ for BDD=IrO2 samples. Electrolyte: 0.5M H2SO4; T ¼ 25 �C. Samples prepared at (A)

350 8C and (B) 450 8C.
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Figure 8 Voltammetric curves of Q=H2Q in 0.5M H2SO4 obtained at electrodes with

different IrO2 loading. (A) BDD; (B) BDD=IrO2ðG ¼ 0:6Þ; (C) BDD=IrO2ðG ¼ 6:4Þ; (D)

BDD=IrO2ðG ¼ 30Þ; and (E) IrO2 continuous film (1 mm) on Ti substrate. Scan rate:

100mV s�1; T ¼ 25 �C.
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The exact role of IrO2 is not clear; as a proposal, both ‘‘catalytic’’ and
‘‘noncatalytic’’ models can be discussed to explain the modifications observed in the
electrochemical behavior of BDD after deposition of IrO2 particles.

According to the catalytic model, only the IrO2 particles participate in the
electrochemical reaction, acting as mediators in the redox process. In the
noncatalytic model, we speculate that the IrO2 particles promote the BDD electrode
surface. This can be achieved either by introducing surface states that facilitate the
electron transfer reaction (this model is similar to that proposed by Swain [8],
according to which carbon sp2 impurities act as surface states at the BDD surface) or
by the spillover of electrogenerated active intermediates from the IrO2 particles to
the BDD surface. These intermediates can be further discharged at the BDD surface.

The fact that at high IrO2 loading the BDD=IrO2 electrode behaves very
similarly to the Ti=IrO2 electrode [Figure 8(e)] can be explained by the catalytic
model, in which IrO2 acts as mediator in the electron transfer reaction. However, the
catalytic model cannot explain the increase in the reversibility of the Q=H2Q couple
at very low IrO2 loading (6:061014 IrO2 molecules cm�2, corresponding to a
nominal surface coverage G ¼ 0:6); in that case, the noncatalytic model should be
preferred.

24.3.4 Oxygen Evolution at BDD and BDD/IrO2 Electrodes

The oxygen evolution reaction (OER) has been investigated at both BDD and
BDD=IrO2 electrodes, using perchloric and sulfuric acid aqueous test solutions.

Oxygen Evolution in 1M HClO4

Figure 9 shows cyclic voltammograms for BDD and BDD=IrO2 electrodes
ðG ¼ 6:4Þ, obtained in 1M HClO4. The presence of IrO2 particles on the BDD
surface results in a considerable overpotential decrease for the OER (about 1V at

Figure 9 Voltammetric curves for (A) BDD and (B) BDD=IrO2ðG ¼ 6Þ in 1M HClO4. Scan

rate: 100mV s�1; T ¼ 25 �C.
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1mA cm�2). As shown in Figure 10, the Tafel slope for the reaction is also strongly
influenced. The value obtained at the BDD electrode (186mV dec�1) decreases
strongly with the amount of IrO2: the value (66mV dec�1) obtained at a BDD=IrO2

electrode with a high IrO2 loading ðG ¼ 6:4Þ approaches the value reported for
continuous IrO2 films (1–2 mm), deposited on a Ti substrate [14].

This behavior of BDD and BDD=IrO2 electrodes can be explained on the basis
of the generalized phenomenological model, previously proposed for oxygen
evolution in acidic medium [10,14,15]. According to this model (Figure 11), the
initial step is represented by the oxidation of water molecules to form adsorbed
hydroxyl radicals (reaction a). Next, two different mechanisms for the oxygen

Figure 10 Influence of IrO2 nominal surface coverage ðGÞ on the value of Tafel slope for

BDD=IrO2 electrodes with different IrO2 loading.

Figure 11 Schematic representation of the reaction pattern for the OER: (a) formation of

adsorbed hydroxyl radicals ( ?OH) by water discharge; (b) oxygen evolution by electro-

chemical oxidation of ( ?OH) species; (c) formation of a metal oxide; (d) oxygen evolution by

chemical decomposition of the oxide. (From Ref. 10. Copyright 1999, The Electrochemical

Society, Inc. Reprinted with permission.)
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evolution reaction are proposed. In the first case, the electrode is referred as
‘‘nonactive’’ and the oxygen evolution occurs via the electrochemical oxidation of
hydroxyl radicals (reaction b). In the second case, the electrode is referred as ‘‘active’’
and the anodic reaction follows a redox catalysis mechanism, in which the electrode
participates via the higher oxide formation. The BDD electrode, because of its inert
surface, behaves like a nonactive electrode, leading to a high overvoltage for oxygen
evolution. Concerning the BDD=IrO2 electrode, Figure 9 shows that, at this
electrode, oxygen evolution starts at about 1.4V (SHE), which is a potential value
close to that of the IrO3=IrO2 redox couple. This indicates an active electrode
behavior, in which the oxygen evolution takes place through a redox catalysis
mechanism.

According to this mechanism, water molecules adsorbed on the IrO2 particles
are oxidized, forming, in a first step, hydroxyl radicals [Eq. (3)] that chemically
interact with IrO2, leading to the higher oxide IrO3 [Eq. (4)]. This step is followed by
the chemical decomposition of IrO3, to oxygen and IrO2 [Eq. (5)].

IrO2 þH2O �? IrO2ðOHÞ þHþ þ e� ð3Þ
IrO2ðOHÞ �? IrO3 þHþ þ e� ð4Þ
IrO3 �? IrO2 þ 1=2O2 ð5Þ

In order to normalize the polarization measurements with respect to the IrO2

loading, we have defined the turnover frequency (TOF), as given by relation (6):

TOF ¼ j

F6m
ð6Þ

where

j: current density (geometric) measured at a given potential (A cm�2)
m: IrO2 loading (mol cm�2)
F: Faraday’s constant

Figure 12 shows that the slopes of potential-log (TOF) plots have very similar
values for different IrO2 loadings; this indicates that oxygen is evolved by the same
mechanism, independently on the IrO2 loading. This result is in favor with the
catalytic model, in which IrO2 acts as a mediator, via redox catalysis, in the oxygen
evolution reaction. However, the striking feature of BDD=IrO2 electrodes is that
already at low IrO2 loading (about 1015 IrO2 molecules cm�2, which is equivalent to
a monolayer) the overpotential for oxygen evolution is decreased by about 1.0V (at
1mA cm�2), compared to BDD. This can be explained by the noncatalytic model, in
which the IrO2 particles promote the BDD electrode surface, either by the
introduction of new surface states on the BDD surface [8] or by the spillover of
active intermediates (hydroxyl radicals) from the IrO2 particles to the BDD surface.
These hydroxyl radicals can be further discharged at the BDD surface.

Oxygen Evolution in 0.5M H2SO4 as Electrolyte

The cyclic voltammograms recorded at BDD and BDD=IrO2 electrodes ðG ¼ 6:4Þ in
0.5M H2SO4 (Figure 13) are very similar to those obtained in 1M HClO4 [12].
However, different reaction products are obtained during preparative electrolyses at
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BDD and BDD=IrO2 electrodes. In fact, during galvanostatic electrolysis using a
BDD anode, peroxodisulfate [Eq. (8)] is formed, beside the oxygen evolution
reaction [Eq. (7)].

2H2O �?O2 þ 4Hþ þ 4e� E� ¼ 1:23V ð7Þ
2SO��

4 �? S2O
��
8 þ 2e� E� ¼ 2:01V ð8Þ

The prevalence of one reaction over the other depends on the applied current
density. In fact, it has been found that high current efficiencies of peroxodisulfate
formation at BDD electrodes can be achieved at relatively low current densities [16].

In the case of BDD=IrO2 electrodes, no traces of peroxodisulfate formation are
detected and the oxygen evolution reaction [Eq. (7)] is the unique anodic reaction.
The inhibition of the oxidation of sulfate to peroxodisulfate, induced by the presence
of IrO2 particles on the BDD surface, can be explained by the catalytic action of IrO2

toward the oxygen evolution reaction. As previously discussed, IrO2 particles act as a
redox catalyst, strongly decreasing the oxygen evolution overpotential. In this case,
the potential for the oxidation of sulfate to peroxodisulfate cannot be achieved, even
at high current densities.

24.3.5 Oxidation of Organic Compounds at BDD and
BDD/IrO2 Electrodes

Different organic compounds have been investigated at BDD and BDD=IrO2

electrodes by cyclic voltammetry and preparative electrolysis. As model organic
compounds, simple alcohols (methanol, ethanol, n-propanol, isopropanol, and ter-
butanol) and simple carboxylic acids (formic acid, oxalic acid, and maleic acid) have
been investigated. Two mechanisms can be distinguished for the organics oxidation:

Figure 12 Potential-log (TOF) plot in 1M HClO4 at BDD=IrO2 electrodes with different

IrO2 loading. (1) G ¼ 0:6; (2) G ¼ 1:3; (3) G ¼ 2:5; (4) G ¼ 6:4.
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a direct oxidation and, alternatively, an indirect oxidation via surface intermediates
at the anode surface.

The cyclic voltammetry measurements have shown that, in the potential region
of water stability, the investigated organic compounds are electrochemically inactive
at both BDD and BDD=IrO2 electrodes. Furthermore, the overpotential for water
discharge decreases in the presence of organic compounds [12]. This is in favor of the
indirect oxidation mechanism; however, the direct oxidation of organics cannot be
completely excluded. A typical example is the isopropanol oxidation in 0.5M H2SO4

at BDD and BDD/IrO2 electrodes (Figure 14). For both cases, the presence of
isopropanol in the electrolyte decreases the overpotential for water discharge. This
may indicate that the intermediates of the oxygen evolution reaction are involved in
the organics oxidation. The fact that at a BDD electrode the relative decrease in
water discharge overpotential, in the presence of organics, is more important than at
a BDD/IrO2 electrode (Figure 15) may indicate that more reactive intermediates are
formed at BDD than at BDD/IrO2 electrodes.

This behavior of BDD and BDD/IrO2 electrodes can be explained on the basis
of the generalized phenomenological model previously proposed for organics
oxidation in an acidic medium [14,15]. According to the model (Figure 16), the initial
step is represented by the oxidation of water molecules to form adsorbed hydroxyl
radicals (reaction a). In the case of BDD, a nonactive anode, the hydroxyl radicals
can be involved in the combustion of organics (reaction e) or they can recombine at
the anode producing O2 (reaction b). In the case of BDD/IrO2 electrodes (active
anodes), the adsorbed hydroxyl radicals may interact with the IrO2 particles forming
the higher oxide IrO3 (reaction c), which is likely to be the active intermediate in the
partial oxidation of organics (reaction f ).

This again shows that the IrO2 particles on the BDD surface act as a redox
catalyst in the oxidation of organics. Such reaction is in competition with the side
oxygen evolution reaction (pathway d ).

Figure 13 Voltammetric curves for (A) BDD and (B) BDD=IrO2ðG ¼ 6:4Þ electrodes in

0.5M H2SO4. Scan rate: 50mV s�1; T ¼ 25 �C. (From Ref. 12. Copyright 2000, The

Electrochemical Society, Inc. Reprinted with permission.)
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24.4 BDD/RuO2 ELECTRODES

24.4.1 Morphological Characterization

A characterization of BDD surfaces, modified with different oxide loadings, has
been carried out by XPS. The Ru3d5/2 signal, partially superimposed with the C1s,
and the O1s signal are shown for the oxide loadings 2:261013 (G&0:02, curve 1),
3:761015 (G&3:7, curve 2), and 2:961016 (G&29, curve 3) in Figure 17(a)–(c). The
binding energy of the signal Ru3d5=2ð280:6 eVÞ and the value of the ratio between the
intensity of the O1s and Ru3p3/2 signals ð2:0+0:2Þ are evidence for the formation of
an RuO2 phase in all the investigated samples.

Figure 14 Voltammetric curves for (A) BDD and (B) BDD-IrO2ðG ¼ 6:4Þ electrodes in

0.5M H2SO4 and different isopropanol concentrations (0 to 2.0M). Scan rate: 20mV s�1;

T ¼ 25 �C. (Picture from Ref. 12. Copyright 2000, The Electrochemical Society, Inc.

Reprinted with permission.)
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On a more qualitative basis, from the data in Figure 17(a), it can be observed
that the ruthenium-related signal does not increase linearly with the oxide loading.
This may be taken as an indication that, with increasing the amount of oxide
deposited, the dispersion of the phase decreases, which may be justified by
accumulation of excess oxide in the ‘‘valleys’’ of the diamond surface texture and
increase in the particle size.

A surface texture of oxide deposits has been also carried out in [13], making use
of AFM, and images are shown in Figure 18(a) and (b) (oxide loading: 2:961016

Figure 15 Influence of isopropanol concentration on the decrease in water discharge

overpotential at 1mA; cm�2. (A) BDD and (B) BDD=IrO2ðG ¼ 6:4Þ electrodes.

Figure 16 Schematic representation of the reaction pattern for the oxidation of organic

compounds with simultaneous oxygen evolution at metal-oxide anodes: reactions (a), (b), (c),

(d) as in Figure 11; (e) combustion of the organic compound R via electrochemical oxidation

mediated by physisorbed hydroxyl radicals; ( f ) selective chemical oxidation of the organic

compound at the higher metal oxide surface sites. (From Ref. 15. Copyright 1994, Pergamon

Press Ltd. Reprinted with permission.)
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molecules cm�2, G&29) and Figure 19(a) and (b) (oxide loading: 3:761015

molecules cm�2, G&3:7). When the amount of deposited oxide is large enough
(Figure 18), there is evidence for the formation of clusters of spherical particles,
whose diameter can reach the size of 50–60 nm. This occurrence is certainly much
less evident in the case of the lower loading (Figure 19) and becomes quite
disregardable below this limit. These data qualitatively confirm the conclusion drawn
on the basis of XP spectra, of a decreased degree of dispersion of the oxide phase
with increasing amounts of deposit. In fact, the combination of the two pieces of
experimental evidence suggests that particle cluster formation possibly takes place
prior to the accomplishment of an oxide monolayer and conditions any further
growth.

24.4.2 Voltammetric Characterization

Cyclic voltammograms obtained at as-prepared BDD=RuO2 electrodes reached a
stable shape after a limited number of cycles. Typical CV data are shown in Figure
20(a) and (b) for samples with different oxide loadings. The main features of the
voltammogram are already present for the lowest oxide deposit (Figure 20(a), dashed
line) and they remain unchanged at electrodes with higher oxide loading (Figure
20(a), solid line), whose only effect is the increase of voltammetric current. Two
solid-state redox couples, between 0.00V and 1.25V (versus SCE), are clearly
identified and related to the oxidation-state transitions Ru(III)/Ru(II) and Ru(IV)/
Ru(III). At RuO2 thick-film electrodes, these pairs partially convolute into broad,
flat maxima [17,18], the voltammograms affording the typical ‘‘brick’’ shape, desired
for supercapacitor applications. As shown in Figure 20(b), evidence for the above

Figure 17 XP spectra for an unmodified BDD (dashed line) and for BDD=RuO2 samples

with different metal-oxide loading: (1) 2:261013, (2) 3:6761015, and (3) 2:8761016

molecules cm�2. The curves in (A) report C1s and Ru3d5=2 signals; data for O1s are reported

in (B) and (C) (magnification of the curve for sample 3).
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signal convolution can be found at oxide loadings as low as 2:6561016, where the
agglomeration of isolated oxide nanoparticles, accompanying the film growth,
evidently leads to heterogeneity of redox sites. This poor peak resolution has
possibly justified an overestimation of the purely capacitive contribution to the
charge–storage capacity of oxide electrodes. Injection–ejection of protons, involved
in solid-state redox equilibria [13,17,19], can better account for the very high
capacities measured, the proton exchange being much faster than double-layer
rearrangements caused by changes of electrode potential.

Figure 18 AFM images of a BDD=RuO2 sample, with a nominal deposit of 2:6561016

molecules cm�2. (Photograph B reprinted with permission from A. De Battisti, S. Ferro,M.

Dal Colle. J. Phys. Chem. B, 105, 1679 Copyright 2001, The American Chemical Society.)
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Figure 19 AFM images of a BDD=RuO2 sample, with a nominal deposit of 3:6761015

molecules cm�2.
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In this connection, it is interesting to observe that the RuO2 rutile crystal
structure consists of a three-dimensional array of distorted RuO6 octaedra, with void
channels normal to the 001 plane (Figure 21). Because the inner walls of these
channels are oxygen-based, the above electrochemical ion (proton) exchange
equilibria may extend several Å below the oxide surface through, e.g., a Grotthus-
type mechanism [20]. The intergrain–interparticle boundaries, often considered the
reason for the large capacities of the RuO2 films, would rather magnify an intrinsic
property of the structure of this oxide.

Figure 20 Cyclic voltammetric curves for three RuO2-modified BDD electrodes, 1:261013

and 6:061014 molecules; cm�2 (A), and 2:6561016 molecules; cm�2 (B), recorded in 1M

H2SO4. Scan rate: 300mV s�1. Electrode (geometric) area ¼ 0:785 cm2. (Photograph (A)

reprinted with permission from A. De Battisti, S. Ferro,M. Dal Colle. J. Phys. Chem. B, 105,

1679. Copyright 2001, The American Chemical Society.)

Copyright © 2003 by Taylor & Francis Group, LLC



From the voltammetric charge and the amount of RuO2 deposit, it has been
possible to evaluate the number of electrons exchanged per ruthenium ion.
Following this procedure, a value of 2.28 electrons per oxide molecule could be
evaluated for the lowest oxide loading (1:261013 molecules cm�2, G&0:01).
Assuming an electronicity of 2 for the global charging process, this result indicates
that partial oxide coverage allows a complete participation of ruthenium sites to the
charging process. An increase of the oxide loading to 6:061014, which approxi-
mately represents one oxide monolayer ðG&0:6Þ and then to 2:6561016

molecules cm�2 is accompanied by an increase of voltammetric charge to only
6.77 mC (almost twice the previous value, 3.44 mC) and 50.62 mC, respectively. This
evident decrease in charge–storage efficiency certainly reflects the building-up of a
three-dimensional oxide phase, in agreement with the observations made on the basis
of XPS and AFM data. Referring again to Figure 18, a simple calculation, based on
the average number of the approximately spherical particles and their size, leads to
an estimated charge of 24.90 mC, in qualitative agreement with the experimental
stored charge.

24.4.3 Chlorine Evolution at BDD and BDD/RuO2 Electrodes

Ruthenium dioxide-based materials represent the catalyst for the industrial anodic
production of chlorine. There is no doubt that, in the case of dimensionally stable
anodes (DSA1), the technological innovation was adopted by industry [21] a few

Figure 21 Three-dimensional array of distorted octahedral in the rutile structure. View

along the 001 direction. (Reprinted with permission from A. De Battisti, S. Ferro,M. Dal

Colle. J. Phys. Chem. B, 105, 1679. Copyright 2001, The American Chemical Society.)
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decades before the beginning of academic studies [22,23]. Despite the fact that RuO2

constitutes the catalytically active material, the composition of the electrode is much
more complex, involving other oxides (e.g., TiO2, SnO2) which should stabilize and
disperse the active material, allowing less loading of a noble metal. As a
consequence, the mechanism of the chlorine evolution reaction (chl.e.r.) is not well
clarified yet, being dependent on material preparation and composition. As
introduced above, a given composition can be the result of a specific experimental
design, or the consequence of interactions with the electrode support, during the
oxide-film preparation. Such interactions cannot be avoided with ‘‘standard’’
supporting materials, but they should be extremely limited by the great chemical and
electrochemical properties of conductive diamond.

It is worth mentioning that neither the electrode material under discussion now
(BDD/RuO2) nor the chl.e.r. has been deeply characterized so far, and the
investigation of the latter could represent a way for going inside both problems.

In Figure 22 a set of cyclic voltammetric curves, recorded in 0.01M perchloric
acid þ xM sodium chloride and (4� x)M sodium perchlorate (in order to maintain a
constant ionic strength of four), is reported, concerning a sample of BDD modified
with a low loading of RuO2 (SMD, slightly modified diamond; nominally, 1.26 1013

molecules cm�2, G&0:01). Although the metal-oxide loading is well below the
amount required for a monolayer, the catalytic effect of RuO2 can be appreciated by
comparing the right y-axis of the figure with those of Figure 23, reporting analogous
cyclic voltammetries for an ‘‘unmodified’’ diamond thin film (3.26 1015 ‘‘C
sites’’ cm�2, assuming a unitary roughness coefficient). Clearly, a comparison

Figure 22 Cyclic voltammetric curves for a BDD=RuO2 electrode with

1:261013 RuO2 molecules; cm�2, in 0.01M HClO4=xM NaCl=ð4� xÞM NaClO4. Scan

rate: 100mV s�1. Electrode (geometric) area ¼ 0:785 cm2.
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between different materials requires normalization of current values to the number
of surface atoms at which the reaction under discussion takes place.

Extending the comparison to the parameters of the chl.e.r. kinetics, the
catalytic activity of the modified electrode becomes more appreciable. Data,
obtained in 1M NaCl/3M NaClO4/0.01M HClO4, are shown in Figures 24 and
25, in terms of polarization curves and Tafel plots, respectively. The slope of the
Tafel plot for the BDD electrode is about 0.150V, giving evidence for a rate-
determining discharge of chloride ions [11,24]; as a further support to this
mechanism, the reaction was found to be of the first order with respect to the
chloride concentration [11]. At the sample slightly modified with RuO2, the Tafel
slope has a value of 0.060V and the reaction order with respect to Cl� is about 0.74.
It is clear that the mechanism of the chl.e.r. is not the same. Another interesting
difference concerns the role of pH: at BDD [11], the chlorine evolution is strangely
stimulated by a higher acidity, the reaction order with respect to Hþ being &0:5 (on
the contrary, at the oxide anodes generally used for chlorine evolution, the acidity
has a depressing effect on the reaction rate), while a just-measurable amount of
RuO2 changes the reaction order with respect to Hþ to about � 0.6, thus
approaching the behavior reported in the literature for this kind of material [25].
The fact that such a behavior cannot be easily accounted for by considering simple
mechanistic paths suggests that also in the case under discussion there would be
complications arising from the diamond surface itself. This problem has been
considered by the present authors, and a possible explanatory mechanism has been

Figure 23 Cyclic voltammetric curves for a BDD electrode in 0.01M HClO4 þ xM sodium

chloride and (4� x)M sodium perchlorate. Scan rate: 100mV s�1. Electrode (geometric) area

¼ 0:785 cm2.
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given [13,26], involving the spillover of chlorine radicals from the donor phase
(RuO2) to the acceptor one (diamond). Accordingly, an electrochemical desorption*
(Volmer–Heyrovsky mechanism [24]) could easily take place at the latter surface, due
to the lack of stabilizing interaction with the C(diamond) surface. Alternatively, a
chemical desorption (Volmer–Tafel mechanism [24]) can occur at the boundaries
between the two materials.

The necessity to consider the above-described mechanism of spillover can be
better justified in light of results obtained at higher RuO2-modified BDD surfaces
(HMD, highly modified diamond). Figure 26 shows cyclic voltammetric curves
recorded in 0.01M perchloric acid þ xM sodium chloride and (4� x)M sodium
perchlorate at the sample with 2.656 1016 RuO2 molecules cm�2 ðG&26:5Þ. As
expected, the CV currents are noticeably higher than those previously discussed
(Figures 22 and 23), evidence for a higher amount of catalyst, present at the BDD
surface. The onset of chlorine evolution shifts to less positive potentials as the

Figure 24 Current-potential curves for chlorine evolution in 1M NaCl/3M NaClO4/0.01M

HClO4. Current values are normalized to the number of surface sites. Scan rate: 0:5mV s�1.

Electrode (geometric) area ¼ 0:785 cm2. (Reprinted with permission from A. De Battisti, S.

Ferro,M. Dal Colle, J. Phys. Chem. B, 105, 1679. Copyright 2001, The American Chemical

Society.)

* The mechanistic path, with a rate-determining second step, can be illustrated as follows, where S and S0

represent two different sites at the electrode surface (and *¼n radical specie):

Sþ Cl� Ð S� Cl? þ e ðIÞ
S� Cl? þ S0 �? Sþ S0 � Cl? ðIIÞ
S0 � Cl? þ Cl� �?S0 þ Cl2 þ e ðIIIÞ
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Figure 26 Cyclic voltammetric curves for a BDD/RuO2 electrode with

2:6561016RuO2 molecules; cm�2, in 0.01M HClO4/xM NaCl/(4� x)M NaClO4. Scan rate:

100mV s�1. Electrode (geometric) area ¼ 0:785 cm2.

Figure 25 Tafel plots for chlorine evolution in 1M NaCl/3M NaClO4/0.01M HClO4.

Current values are normalized to the number of surface sites. Electrode (geometric) area

¼ 0:785 cm2. (Reprinted with permission from A. De Battisti, S. Ferro,M. Dal Colle, J. Phys.

Chem. B, 105, 1679. Copyright 2001, The American Chemical Society.)
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chloride concentration increases; in the cathodic sweep, the catalytic activity of
RuO2 toward the chl.e.r. is manifested by the good reversibility of the reaction, the
reduction of chlorine (produced during the anodic sweep) taking place at a potential
close to that at which the chloride ion is oxidized. In Figure 22 such cathodic signals
could not be observed, as a consequence of too small a chlorine production; on the
contrary, analogous signals are present in Figure 23, for the case of BDD. The
presence of two cathodic peaks in cyclic voltammetry has been observed also in the
case of DSA-type (titanium-supported) RuO2 film electrodes [27], and related to
different species of dissolved and electroactive chlorine, i.e., the chlorine itself and
hypochlorous acid formed by hydrolysis of anodically formed Cl2 or by direct
electro-oxidation of Cl� (the potential threshold for this reaction decreases with
increasing the solution pH and/or the chloride concentration).

As far as the chl.e.r. mechanism is concerned, the same, previously described,
investigation has been performed and Figures 24 and 25 respectively report the
polarization curve and the Tafel plot (currents normalized to the number of active
sites at the electrode surface), for the case of a 1M NaCl/3M NaClO4/0.01M HClO4

test solution. The measured Tafel slope has a value of 0.149V, and the reaction order
with respect to Cl� is about 0.7; the values of b and R both agree well with a Volmer–
Heyrovsky mechanism [24], with a rate-determining electrochemical desorption,
provided a value of about 0.7 is assumed for the coverage by the intermediate
chlorine radicals [28]:

Sþ Cl�
k1Ð
k�1

S�Cl? þ e ðIÞ

S�Cl? þ Cl��?k2 Sþ Cl2 þ e ðIIÞ

It seems that the modified BDD surface has now a number of RuO2 sites sufficiently
high to sustain the required passage of current (which is a function of the applied
potential), and accordingly the mechanism does not need any involvement of the
diamond surface. This conclusion is further supported by the dependence on pH: the
Volmer–Heyrovsky sequence of steps does not involve protons and, in fact, a zero
reaction order with respect to Hþ has been found for the electrode material under
discussion (HMD) [13,26].

The pH independence of the reaction taking place at HMD has to be compared
with analogous results obtained at single-crystal faces of RuO2 [25]; as discussed in
[26], the explanation of such a behavior could be related to the homogeneity of sites
that characterizes the two materials. On the contrary, a pH dependence of the chl.e.r.
has been found at unmodified BDD electrodes [11], at polycrystalline RuO2

(relatively thick deposits on titanium substrates [25]), and at SMD, as above
discussed. Focusing on the two RuO2-containing materials, the similarity can be
justified with the presence of active sites having a different energy content. This
evidence, together with the nonlinear decrease of activity of the modified BDD
surface, with decreasing the oxide loading, can be understood only assuming a strong
diamond–ruthenium oxide interaction, more important for thinner deposits.
Apparently, the catalytic activity at the oxide surface, requiring a rearrangement
of oxidation state of the metal ions in the oxide lattice, is enhanced by the existence
of underlying oxide layers, where such rearrangements can take place as well. On the
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basis of this interpretation, the chl.e.r. at the electrode with the lowest oxide loading
can be tentatively described by Figure 27, which takes into consideration the two
possible routes of the chlorine radical consumption. The assumption of adsorbed
radicals interaction with higher oxidation states of the metal ion at the surface would
necessarily imply the participation of the whole near-surface region of the oxide film.
On the contrary, the involvement of the diamond surface can represent an escape
route for the case where the ruthenium site is unable to change its oxidation state.
According to this mechanistic path, both the catalytic and the noncatalytic models,
previously proposed (Section 24.3.3), seem to be also involved in the BDD/RuO2

electrodes. The discharge of chloride ions takes place at the RuO2 particles (catalytic
model) and the electrogenerated chlorine radicals spill over from the RuO2 particles
to the BDD surface (noncatalytic model). The noncatalytic model seems to be
dominant in the presence of the lowest RuO2 loading.

24.5 CONCLUSIONS

The aim of this work was to investigate the electrochemical behavior of IrO2 and
RuO2 nanoparticles deposited on synthetic boron-doped diamond (BDD) surfaces
by the thermal decomposition technique.

BDD/IrO2 Electrodes

Iridium dioxide nanoparticles have been deposited on BDD surface by the thermal
decomposition technique, using H2IrCl6 ? 6H2O as precursor. The XPS character-
ization of the oxide-modified BDD samples confirmed the formation of IrO2 on the
BDD surface (BDD/IrO2 electrode). SEM investigations have shown that the IrO2

particles are mainly localized at the grain boundaries of the BDD microcrystals. At

Figure 27 Schematic representation of the reaction pattern for the chlorine evolution

reaction at BDD/RuO2 electrodes. At low RuO2 coverage, radical spillover can take place.

(Reprinted with permission from A De Battisti, S Ferro,M Dal Colle. J. Phys. Chem. B, 105,

1679. Copyright 2001, The American Chemical Society.)
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low IrO2 loading (G< 1), very small particles are formed and they are not detectable
by SEM; in contrast, at higher IrO2 loading (G¼ 13), the particles have dimensions
varying between 20 and 200 nm.

The TEM study has confirmed that IrO2 nanoparticles, having dimensions
between 2 and 5 nm, are present at low IrO2 loading (G¼ 0.6), while IrO2 clusters
with dimensions of 10–30 nm are present at relatively high IrO2 loading (G¼ 6.4).

Cyclic voltammetry experiments showed the presence of two well-resolved peak
couples, related to the solid-state redox transitions Ir(III)/Ir(II) and Ir(IV)/Ir(III).

The voltammetric charge measurements have shown that the dispersion
efficiency decreases with the oxide loading; the highest dispersion obtained in this
work (g¼ 0.16) is for the coating prepared at 450 8C, with a nominal coverage
G¼ 0.06.

Electrode reactions such the 1,4 benzoquinone/hydroquinone redox couple (Q/
H2Q), oxygen evolution (in HClO4 and H2SO4), and organics oxidation have been
investigated at BDD/IrO2 samples. The following results could be obtained:

The reversibility of the Q/H2Q couple increases with the IrO2 loading.
The presence of IrO2 nanoparticles on the BDD surface causes a considerable

decrease in the overpotential for oxygen evolution, in the inhibition of
sulfate to peroxodisulfate oxidation, and in the modification of the
mechanism of organic oxidation.

Finally, a ‘‘noncatalytic’’ and a ‘‘catalytic’’ model have been proposed to
explain the modification of the electrochemical behavior of BDD by low- and high-
oxide loading, respectively.

BDD/RuO2 Electrodes

The preparation of deposits of ruthenium dioxide at BDD surfaces has been carried
out as described above for the IrO2 deposits. The XPS characterization of the RuO2-
modified BDD surfaces confirmed that the oxygen-to-metal ratio in the deposits is
with good approximation equal to 2. The intensity of the Ru-related signals do not
increase linearly with the amount of oxide deposited, already in the sub-monolayer
range, which is possibly evidence for a clustering of the oxide phase around a given
number of nucleation sites. This view is confirmed by data obtained for the higher
amounts of deposited oxide (around 1016 molecules per cm2).

The AFM study has shown that, for loading around 1016 RuO2 molecules
per cm2 (formally equivalent to about 10 monolayers), the oxide phase is essentially
organized in cluster of particles of approximately spherical shape. The size of the
clusters may reach values of 50 to 60 nm. For lower loadings no particles can be
detected, possibly because of their quite small size.

The cyclic voltammetry experiments have confirmed the presence of species at
the BDD surface across all the loading ranges, from 1013 to 1016. The two peak pairs,
related to the Ru(III)/Ru(II) and Ru(IV)/Ru(III) solid-state couples, are well
separated only for smaller oxide loadings. When the amount of oxide deposited
reaches the value of 1016 molecules per cm2, the shape of the cyclic voltammogram is
very close to that of RuO2 thick films, with the well-known peak convolutions. The
charge–storage capacity of oxide deposits increases with increasing the oxide
loading, but the higher the loading, the lower the increase rate.
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The study of the chlorine evolution reaction at the RuO2-modified BDD
surfaces conforms to the schemes proposed in the literature for thicker oxide films
based on the same catalyst. However, for lower oxide loading, the nanoparticle size
and distribution on the support surface cause a somewhat different reaction path,
possibly related to the occurrence of chlorine radical spillover. Voltammetric tests on
the electrodes after prolonged chlorine evolution experiments showed that the oxide
modifications at BDD were quite stable.

The combined information obtained by the different characterization methods
applied allows the conclusion that deposits of ruthenium oxide at BDD, ranging
from approximately one hundredth of a monolayer, maintain the physicochemical
properties of RuO2, which proves the very limited degree of chemical interaction
with the support. The deposits are most probably organized in nanoparticles
growing around nucleation sites. When particles and clusters of particles reach a size
of 50–60 nm, their charge–storage and catalytic behavior closely resembles that of
thick oxide films.
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SUMMARY

Different electron-conducting polymers (polyaniline, polypyrrole, polythiophene)
are considered as convenient substrates for the electrodeposition of highly dispersed
metal electrocatalysts. The preparation and the characterization of electron-
conducting polymers modified by noble metal nanoparticles are first discussed.
Then, their catalytic activities are presented for many important electrochemical
reactions related to fuel cells: oxygen reduction, hydrogen oxidation, oxidation of C1
molecules (formic acid, formaldehyde, methanol, carbon monoxide), and electro-
oxidation of alcohols and polyols.
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25.1 INTRODUCTION

Electron-conducting polymers (ECP) are conjugated p systems obtained by (electro)-
polymerization of monomers containing some double bonds, such as those found in
an aromatic ring or in a furanoic ring. This leads to quasi-metallic materials, the
conductivity of which can be as high as a few thousand S cm�1 in a given potential
window [e.g., from 0.1V to 0.9V versus RHE for a polyaniline- (PAni) conducting
polymer]. Some of these polymers, e.g., PAni, Polypyrrole (PPy), Polymethylthio-
phene (PMeT), are very stable under ambient conditions, and also in contact with
strong acid electrolytes, including Nafion1 film. Therefore, electron-conducting
polymers were proposed many years ago as good electronic-conducting substrates to
support dispersed electrocatalysts, particularly noble metals (Pt, Pd, Rh) [1–8]. Due
to their controlled structure and to their high porosity, electron-conducting polymers
allow electrocatalytic materials to be dispersed at the molecular level in a three-
dimensional structure. Therefore, each catalytic center will be reached by the
reacting species and will be involved in the electrocatalytic reaction. In this way the
reaction zone is displaced from the electrode surface (classical heterogeneous
electrocatalysis) to the bulk material, i.e., the electrochemical reaction will become
relevant to homogeneous catalysis, and the catalytic process will be more efficient [9].
Provided that the dispersion of the metallic catalyst is high and the metal loading
low, the degree of utilization of the catalysts will approach 100%.

25.2 PREPARATION OF ELECTRON-CONDUCTING POLYMER
MODIFIED BY NOBLE METAL NANOPARTICLES

Different ways can be used to prepare ECP modified by noble metals [9 and
references therein]:

1. Dispersion of the electrocatalysts after the polymerization process. A
polymer film can be synthesized on an inert conducting substrate, e.g., glassy carbon
(GC), by electropolymerization of the corresponding monomer. This can be carried
out at a fixed electrode potential, or by potential cycling. Potential cycling between 0
and 1.0V versus RHE at a sweep rate of 50mV s�1 in a 0.5M H2SO4 solution
containing 0.1M aniline is a very convenient way to prepare PAni film of controlled
porosity and thickness (0.1 to a few mm).

Then the electrodeposition of noble metals (e.g., Pt, Ru) or transition metals
(e.g., Co, Cu, Fe, Mo, Ni, Sn, W) is realized at a fixed potential (e.g., 0.1 V versus
RHE for Pt). With a low concentration of the metallic salt (10�4 to 10�5M) and a
controlled time of deposition, very small quantities of noble metals are deposited,
ranging from a few mg cm�2 to a few hundredmg cm�2.

This procedure usually leads to very active films for many electrocatalytic
reactions: reduction of protons, or of dioxygen, oxidation of dihydrogen, and
oxygenated molecules.

2. Inclusion of the electroactive species as counter-ion during the electro-
polymerization of the monomer. Another way to prepare noble metal modified
electron-conducting polymers is to incorporate into the film a noble metal complex
(e.g., ½PtCl6�2�) as a counter-ion during the electropolymerization process. Then
reduction or electroreduction of the metallic salt gives the corresponding metal
particles. This procedure usually gives not very active Pt particles, maybe because the
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particles are embedded into some polymer films, preventing them from activating the
adsorption of the electroreactive species.

25.3 CHARACTERIZATION OF THE MODIFIED ELECTRON-
CONDUCTING POLYMERS

25.3.1 Electrochemical Techniques

Cyclic voltammetry is a very useful technique to monitor the growth of an
electropolymerized film and to evaluate its thickness. During the continuous growth
of the polymer layer at an inert substrate (gold or glassy carbon electrodes) the
current density at the redox peaks of the electroactive polymer increases
continuously [Figure 1(a)]. Then the film thickness can be evaluated from the
maximum current density (anodic or cathodic peaks) or from the quantity of
electricity involved in the redox process [Figure 1(b)]. Empirical relations were
proposed by Stilwell et al. [10] giving the film thickness of a PAni film as

dðmmÞ ¼ ð0:059+0:007Þjpeak AðmA=cm�2Þ þ ð0:04+0:09Þ
dðmmÞ ¼ ð7:2+1:5ÞQanodicðC=cm�2Þ � ð0:08+0:16Þ

Furthermore, the deposition of platinum-based metals can be made inside the
polymer film by the electroreduction of the corresponding metallic salts at a
constant electrode potential or during a voltammetric sweep. By using diluted
solution of metallic salts (e.g., 10�4M K2PtCl6, or 10�4M K2RuCl5) and by
controlling the deposition time (from a few seconds to a few minutes) it is easy to
prepare electron-conducting polymer electrodes modified by a very small amount of
catalytic metals (from a few mg cm�2 to a few tenths ofmg cm�2). The metal loading
can be estimated from the quantity of electricity involved in the electrodeposition
process, as obtained by integration of the current versus time curves (chronoam-
perometry). For very small Pt loadings the voltammogramms are only slightly
modified, so that the true surface area of the Pt-modified polymer is impossible to
evaluate from the coulometry of the hydrogen adsorption–desorption region.
Therefore, the CO stripping technique is preferably used. It consists of adsorbing a
monolayer of CO from gaseous CO dissolved in the supporting electrolyte, followed
by pure nitrogen bubbling to eliminate the excess CO in the electrochemical cell.
Then an anodic sweep is applied to the electrode surface allowing us to estimate the
true surface area from the quantity of electricity involved in the electro-oxidation
peak of CO, assuming 420 mCcm�2 for the oxidation of a full monolayer of
adsorbed CO (Figure 2).

25.3.2 In-Situ Infrared Reflectance Spectroscopies

An important point to monitor the catalytic properties of modified ECP is to
understand the mechanism of an electrocatalytic reaction, i.e., to identify the
adsorbed intermediate species. During an electrocatalytic reaction the key steps
always involve species coming from the dissociative chemisorption of reactants
(organic molecules and solvent). These species can react at the electrode surface to
give the reaction products (generally also adsorbed), but some of them can remain
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Figure 1 Cyclic voltammograms recorded at 50mV/s during the electropolymerization on a

gold surface of 0.1M aniline in 0.5M sulphuric acid (a), and of the polyaniline film in the

supporting electrolyte (0.5M sulphuric acid) alone after polymerization (b).
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strongly adsorbed (poisoning species). The determination of the nature and structure
of the different species and above all of their coverage versus potential is essential
to understand the overall process. This can be obtained by using in-situ infrared
reflectance techniques designed to get information on the adsorbed layer during the
electrochemical reaction. Such techniques are now used routinely, even if such
experiments are still difficult to do because of the weakness of the reflectivity
change due to the adsorbed layer, particularly at rough surfaces, and because of the
strong absorption due to the water layer for experiments performed in aqueous
medium.

Typically, in-situ infrared reflectance spectroscopic measurements are carried
out with a Fourier transform infrared spectrometer, using an electrochemical cell
specially designed to allow us to carry out electrochemical experiments in a thin layer
of electrolyte. The working electrode surface is pushed against the transparent
window (e.g., CaF2) of the spectro-electrochemical cell. Two acquisition modes are
generally used during the spectroscopic measurements: (1) single potential alteration
infrared reflectance spectroscopy (SPAIRS); (2) subtractively normalized interfacial
Fourier transform infrared spectroscopy (SNIFTIRS). The first mode consists of the
acquisition of interferograms at several electrode potentials, during the first
voltammetric sweep, which is conducted at a very low sweep rate (e.g., 1mV s�1).
The resulting spectra are calculated as the relative reflectivity change DR/
R¼ (R(E)�REref.)/REref., where REref. is the reflectivity taken at a reference potential,
corresponding generally to the lowest potential limit of the forward scan. The second
mode consists of the acquisition of interferograms at two different potentials, E1 and
E2. Spectra are also calculated as the relative reflectivity change DR/
R¼ [R(E2)�R(E1)]/R(E1). The potential range between 0 and 900mV versus RHE
is usually investigated, keeping the difference E2�E1 constant (e.g., E2�E1¼ 0.2V).
According to these calculations, reaction products appear as negative bands, while
reactants appear as positive bands.

Figure 2 Cyclic voltammograms of a platinum-modified polyaniline–glassy carbon

stationary electrode in the supporting electrolyte under nitrogen atmosphere after adsorption

of a CO monolayer (0.5M H2SO4; 300 mgPt cm
�2; 20mV s�1; 25 8C).
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25.3.3 Other Characterizations

Among the specific characterizations needed for such modified conducting polymers,
the determination of the metallic loading and of the atomic composition of the
metallic particles inserted in the organic matrix are essential.

The observation of the structure and determination of the composition of
particles can be carried out by transmission electron microscopy (TEM) in
connection with energy dispersive x-ray (EDX) analysis.

The direct analysis of a modified conducting polymer is rather difficult to carry
out except when the metallic loading is high. For other cases, it is generally necessary
to prepare the sample in order to have a better observation. It consists of dissolving
the conducting polymer (in ethanol in the case of polyaniline) with an ultrasonic
stirring bath. Part of the suspension was then deposited on a copper grid and the
ethanol was evaporated before any measurement.

25.4 KINETICS OF ELECTROCATALYTIC REACTIONS ON ECP
MODIFIED BY PT-BASED CATALYSTS

Most of the electrocatalytic reactions involved in low-temperature fuel cells (i.e., the
dioxygen reduction, the dihydrogen oxidation, or the electro-oxidation of small
organic molecules, such as methanol and C1 molecules) occur on platinum and
platinum-based catalysts dispersed on a convenient substrate. Graphite, carbon
black, and carbon powders are the most favorite substrates used in fuel cells, because
of their large specific surface area (up to 2000m2 g�1), their good electronic
conductivity, and their low cost. In addition, electron-conducting polymers are good
substrates to highly disperse the catalytic material. The catalytic electrodes are
usually realized by reduction process or Doctor blade process, which are not very
well controlled in terms of properties and reproducibility. In the case of electron-
conducting polymers used as substrates, both the polymer film and the metal deposit
can be realized by electrochemical techniques, such as cyclic voltammetry and/or
chronoamperometry allowing us to control the film thickness and structure, and the
metal dispersion and loading.

25.4.1 Oxygen Reduction Reaction

Metallic particles, particularity Pt, have been dispersed in an electron-conducting
polymer, such as PAni and PPy, in order to improve their catalytic behavior toward
the oxygen reduction reaction (ORR).

Apparently, Holdcroft and Funt were the first to disperse platinum
microparticles into a conducting film of PPy in order to activate the oxygen
reduction reaction [11]. Different methods of preparation of the PPy/Pt electrodes
were developed leading to a film thickness ranging from 0.08 to 0.8 mm with a Pt
loading ranging from 0.8 mg/cm2 to 30 mg/cm2. The oxygen electroreduction was
investigated at different pHs (from 2 to 12) with a rotating ring-disk electrode using a
glassy carbon disc on which the modified Pt/PPy electrodes were deposited and a Pt
ring. Levich plots of the oxygen reduction current density deviates from linear at low
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Pt loadings and a large film thickness. This results mainly from a low O2 permeation
through the film, particularly for PPy films containing homogeneously dispersed Pt.
Later on, Vork and Barendrecht [12] investigated again the ORR in 0.5M H2SO4 at
a rotating ring-disk electrode, with a glassy carbon disk first covered by a PPy film of
0.28-mm thickness, then modified by platinum electrodeposition at a constant
cathodic current density (Pt loading from 25 to 200 mg cm�2). The results depended
on the magnitude of the current density used to deposit Pt. At a high current density
most of the Pt particles are concentrated near the polypyrrole–electrolyte interface,
leading to a four-electron reduction to water, as obtained with bulk platinum. At low
current densities the Pt particles are more evenly distributed in the whole film,
leading to a low conversion rate of O2 and thus to the production of hydrogen
peroxide. An increase in the Pt loading gives rise to a higher reduction rate, i.e., a
higher selectivity toward the production of water.

The electroreduction of dioxygen in 0.5M H3PO4 at polypyrrole film rotating
disk electrodes containing nanodispersed colloidal Pt particles was also studied by
Chen et al. [13]. In contrast to the results of Holdcroft et al. [11], there is no
limitation of the current density by O2 permeation through thick PPy films (up to
5 mm). The number of electrons involved, n, and the kinetic currents, Ik, are
evaluated from Koutecky–Levich plots [14]: n increases from 2 (reduction of O2 to
H2O2) to 4 (reduction to H2O) when the Pt loading increases, while the kinetic
current Ik reaches a plateau at high Pt loadings (greater than 25wt. % of the film).

The use of a PPy film as a convenient matrix for dispersing an oxygen
reduction electrocatalyst is questionable since the PPy matrix can react itself with O2,
leading to H2O2 by a two-electron transfer reaction [13,15]. Hydrogen peroxide can
then oxidize the PPy film, leading to degradation of the polymer and to a decrease of
the electrocatalytic activity with time.

Other metallic catalysts, particularly palladium particles, were electrodeposited
in polythiophene [16], polypyrrole [17], or polyaniline [18] and investigated for their
electrocatalytic activity toward the ORR [16,17]. In particular, Yassar et al. [16]
controlled the size of the Pd particles by adjusting the duration of the potential
pulses used for Pd electrodeposition: particles sizes from 6–10 nm to 300–600 nm
were obtained when the pulse duration was varied from 0.1 to 1000ms. Increasing
the Pd loading leads to an increase of the particle size (e.g., from 10 to 23 nm for Pd
loading increasing from 6% to 23%). The specific activity of the Pd/PMeT electrode
for the ORR increases from 30Ag�1 to 160Ag�1 when the particle size decreases
from 300 to 6 nm. This is confirmed by a rotating disk electrode study. More recently
Scharifker et al. [17] studied the ORR at Pd particles incorporated into a PPy film in
0.5M H2SO4 saturated with O2, compared to Pd particles deposited on a glassy
carbon electrode. They observed an apparent higher rate of O2 reduction in the first
case.

With the aim of using them in an H2/O2 PEMFC, Lai et al. prepared composite
films of Nafion- and PAni-containing Pt particles as electrocatalysts for the oxygen
electroreduction reaction [19]. Films cast from a solution of PAni and Nafion
containing chemically reduced Pt displayed good electrocatalytic activity compared
to films without PAni.

In a recent paper, Coutanceau et al. made a detailed kinetic study of the ORR
on Pt particles dispersed in a polyaniline film with several Pt loadings ranging from a
few mg cm�2 to a few hundred mg cm�2 [20]. The PAni film (0.5-mm thickness) was
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electrodeposited by cyclic voltammetry (CV) on a glassy carbon electrode, then Pt
particles were introduced in a controlled way by electroreduction at a constant
potential [� 0.55V versus mercury sulphate electrode (MSE)] of 10�3M K2PtCl6 in
0.5M H2SO4. The platinum loading was varied from 10 to 600 mg cm�2 and the
platinum deposits were characterized by CV (adsorption–desorption of hydrogen,
CO stripping) and by TEM. The ORR kinetics was analyzed by a rotating ring-disk
electrode allowing them to separate the different contributions in the overall process:
diffusion of molecular oxygen in the electrolyte solution, diffusion inside the PAni
film, adsorption process, and electron transfer. From linear Koutecky–Levich plots,
the kinetic parameters as functions of the Pt loading were evaluated: total number of
exchanged electrons, adsorption limiting current density, Tafel slope, and exchange
current density. All these parameters increase with an increase of the Pt loading,
reaching the bulk values for loading greater than 200 mg cm�2 (Figure 3). At lower Pt
loadings (<100 mg cm�2) the kinetic is controlled by a Temkin adsorption isotherm,
and fewer than four electrons are involved in the ORR, which is confirmed by the
detection of hydrogen peroxide at the ring electrode. This last result agrees with what
was previously observed by Vork and Barendrecht [12] and by Chen et al. [13].

Other conducting polymers can be investigated as supports for dispersing
catalytic metallic particles. Shan and Pickup [21] used a composite of poly(3,4-
ethylenedioxythiophene) and poly(styrene-4-sulfonate) (PEDOT/PSS) to disperse Pt
particles. They compared the performances of such electrodes with carbon-
supported Pt for the electroreduction of oxygen, and they found similar exchange

Figure 3 Plots of the total number of electrons nt (a), of the Tafel slope b (b), of the limiting

current density I/Ar, (c) and of the exchange current density I=Ar (d), versus the platinum

loading for the reduction of oxygen on a platinum-modified polyaniline–glassy carbon

rotating disk electrode (O2 saturated 0.5M H2SO4; 2mV s�1; 25 8C; Ar is the true surface

area).
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current densities and mechanism. The only difference is the Pt utilization, which is
lower in the case of PEDOT/PSS. This seems to be due to electronic isolation of
some Pt particles and partial poisoning of these particles.

25.4.2 Hydrogen Oxidation Reaction

The hydrogen oxidation reaction (HOR) was also investigated at noble metals (e.g.,
Pt and Pd) incorporated in an electron-conducting polymer (e.g., PPy, PAni and
PMeT).

The first relevant study is that of Vork et al. [1], who investigated the electro-
oxidation of hydrogen dissolved into a 0.5M H2SO4 solution at a glassy carbon
(GC) rotating disk electrode modified by a polymer film, mainly polypyrrole, but
also polymethylpyrrole (PMP) and polyaniline, in which different amounts (ranging
from a few mg cm�2 to 250 mg cm�2) of platinum were electrodeposited at a constant
cathodic current density. For platinum loadings greater than 50 mg cm�2, the Pt/PPy/
GC electrodes behave similarly to bulk platinum, leading to a limiting apparent
current density following the Levich equation at potentials higher than 90mV/RHE
for all rotation speeds. A bare GC electrode and a GC/PPy electrode without
platinum particles do not give any hydrogen oxidation current. However, the use of
PMP or PAni as a conducting polymer for the preparation of Pt/polymer/GC
electrodes containing 0.1mgPt cm�2 leads to apparent high overvoltages for
hydrogen oxidation (300mV and 350mV, respectively), which may be caused by
the low electronic conductivity of these two polymers in their reduced state [1]. A
similar behavior was obtained with a poly-3-methylthiophene electrode containing
0.1mg cm�2 of Pt with an overvoltage of about 200mV [22].

However, such a behavior was not observed in a more recent work by Laborde
et al. [8], where hydrogen oxidation at a PAni film containing 0.1mg cm�2 of
platinum takes place at low overpotentials, as usual for an electroactive material. In
another paper [23] Laborde et al. observed the electro-oxidation of dissolved
hydrogen at a copolymer (polypyrrole-polydithiophene) electrode modified with
0.1mg cm�2 of platinum, leading to a very small overvoltage.

On the other hand, Chen et al. developed polypyrrole film electrodes
containing nanodispersed platinum particles and investigated their catalytic proper-
ties for the electro-oxidation of hydrogen [13]. They confirm the remarkable
electrocatalytic activity of these PPy/Pt films compared to bulk platinum electrodes,
as the film thickness increases to 5mm.

Using polyaniline as the electron-conducting polymer matrix, Croissant et al.
[24] investigated by the RDE technique, the HOR kinetics as a function of the
platinum loading [5 to 300 mg cm�2]. It was thus possible to separate the different
contributions, e.g., diffusion of molecular hydrogen in the electrolyte, diffusion
inside the 0.5-mm PAni film, adsorption step, electron transfer step, in the overall
oxidation process. Then the following kinetic parameters were evaluated: total
number of exchanged electrons, limiting current of diffusion inside the film, limiting
adsorption current density, Tafel slope, and exchange current density. The values
obtained increase with the Pt loading until reaching the values for bulk platinum at a
Pt loading greater than 100 mg cm�2. The variation of the Tafel slope from 50–
40mVdec�1 at low Pt loading to 30mVdec�1 at high Pt loading was interpreted by a
change in the kinetics control from a slow Heyrowski step to a slow Tafel step [25].
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More recently Bouzek et al. investigated the effect of the preparation
conditions of Pt-modified polypyrrole films on their electrocatalytic properties for
the HOR [26]. Three methods were considered: (1) cathodic deposition of Pt from
H2PtCl6 in the previously synthesized film, (2) incorporation of colloidal Pt particles
during the electropolymerization of polypyrrole; (3) incorporation of [PtCl4]

2� as a
counter-ion during the electropolymerization process and its subsequent reduction.
Only the first two methods lead to active electrocatalytic films, whereas the last one
gives very poor catalysts, maybe because the Pt particles are embedded in the PPy
structure and therefore are not accessible to the reactant.

25.4.3 Electro-Oxidation of Small Organic Molecules

The electrocatalytic oxidation of many small organic molecules was carried out at
Pt-based catalysts dispersed in an ECP, particularly that of C1 molecules (formic
acid, formaldehyde, and methanol).

Electrocatalytic Oxidation of Formic Acid and Formaldehyde

The oxidation of formic acid was one of the first electrocatalytic oxidations at ECP
modified by platinum particles, which was studied by Gholamian et al. [27]. They
observed that the incorporation of 0.1mg cm�2 of Pt into a PAni film enhanced
greatly the oxidation rate of formic acid (10 times enhancement). They evaluated the
optimum film thickness (around 1mm) for a maximum enhancement of the oxidation
current. They also determined the resistance profile of the PAni film correlatively to
the catalytic activity of the Pt particles and found that the maximum electroactivity
occurs within the conducting potential window of the polymer. However, this
correlation is not definitively established since they do not determine the
conductivity of the PAni film in the presence of Pt particles, which must be higher
than in the absence of the metallic particles.

Later on many other investigations were carried out on the electro-oxidation of
formic acid at Pt and Pt-based catalysts dispersed in a conducting polymer,
particularly in our laboratory [8,23,28]. Different conducting polymers, such as PAni
[8,28], polythiophene [29], poly-o-toluidine [30], and poly(2-hydroxy-3-amino)
phenazine [31], were used as conducting substrates to disperse Pt particles. In all
cases, a great enhancement of the electrocatalytic activity was observed, with higher
current densities, and above all with a negative shift of the polarization curves
(smaller overvoltage). Moreover, the addition of a second metal, such as Ru [28], Sn
[28,31], or Pb [29,32] or the modification of the Pt dispersed catalyst by some ad-
atoms, such as Pb, Tl, or Bi [31], greatly improves the electrocatalytic behavior of
these electrodes, leading to a 200-mV negative shift of the polarization curves and to
the quasi-absence of any poisoning effect due to some strongly adsorbed
intermediate species (e.g., linearly and bridge-bonded CO) [33].

A very few studies concern the electro-oxidation of formaldehyde at Pt-
modified electron-conducting polymers [8,28,33]. It is again observed that dispersion
of Pt particles, and above all of Pt-Ru, Pt-Sn, or Pt-Ru-Sn particles in a polyaniline
film, greatly enhances the electro-oxidation of formaldehyde (Figure 4). Pt-Sn is
again the best electrocatalyst leading to a negative shift of the polarization curves as
high as 400mV, certainly because the presence of Sn prevents the electrode poisoning
at low potentials by adsorbed CO [34].
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Electro-Oxidation of Methanol

Among the numerous studies concerning the electro-oxidation of small organic
molecules, those dealing with methanol are the most common due to the huge
potential expected impact from direct methanol fuel cells (DMFC) for various

Figure 4 Cyclic voltammograms of PAni/Pt-based electrodes in 0.1M HClO4 in the

presence of 0.1M HCHO; (a) PAni/Pt; (b) PAni/Pt-Ru; (c) PAni/Pt-Sn; and (d) PAni/Pt-Ru-

Sn.
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applications [35]. It is well known that one of the key points slowing down the
development of DMFC is related to the slow kinetics of the methanol
electrocatalytic reaction.

In a DMFC, the oxidation of methanol occurs in an acidic medium to avoid
the carbonation of the electrolyte. Unfortunately, under such conditions, only
platinum is stable and is able to dissociate the methanol molecule at low potentials.
However, this dissociation leads spontaneously to the formation of an adsorbed
layer of poisoning species (identified as adsorbed carbon monoxide). This poison can
be removed from the electrode surface only at higher potentials when it is oxidized
into carbon dioxide.

Two problems are directly related to electrocatalysis, i.e., to increase the overall
rate of the reaction of electro-oxidation of methanol together with a reduction of the
amount of platinum (and more generally of precious metals) in the electrode
catalytic layer, and to improve the activity at low potentials by adding one or more
other metals to modify the platinum catalytic properties.

The decrease of the metal loading can be achieved by reducing the size of the
particles. There are now various techniques that allow one to obtain nanoparticles
highly dispersed in a conducting support necessary to collect the current at the
electrode. Even if carbon powder is actually the most convenient support for such a
purpose, other conducting matrices can be considered such as the electron-
conducting polymers. This alternative was widely studied during the last decade
[35,36], mainly for more fundamental studies. In this way, it is possible to prepare
not only electrodes with a very low metal loading but also multimetallic electrodes
(generally Pt-based) with the objective to act on the kinetics of the reaction as
mentioned above.

As it was already mentioned in the experimental section, a convenient
procedure to obtain multimetallic electrodes is to electrocodeposit the different
metals directly into the polymer-conducting matrix. With this technique it is possible
to vary the amount and the composition of the catalyst easily to obtain electrodes
with optimum performances. It is thus demonstrated that an optimum amount of
platinum can be found for the oxidation of methanol [23,35].

Kost et al. [37] published one of the first papers dealing with the oxidation of
methanol at platinum particles dispersed into a polyaniline film. A remarkable
stability of the Pt/PAni electrodes was observed during long-term oxidation of
methanol (several tens of hours) at a constant potential with small Pt loadings (10 to
30 mg cm�2), compared to bulk platinum. This behavior was confirmed later on by
Ocon-Esteban et al. [38], with different Pt/PAni electrodes containing from
30 mg cm�2 to 100 mg cm�2 of Pt, as estimated by a spectrophotometric analysis as
suggested by Gholamian et al. [27]. An enhanced electrocatalytic activity (100 times
higher for a 100-mg cm�2 platinum loading, compared to bulk platinum) was
observed. Moreover, a decrease in the poisoning of the electrode active sites is
observed, as confirmed by in-situ infrared reflectance spectroscopy [8,39].

Similar observations concerning the electro-oxidation of methanol were made
by Ulmann et al. [40], using platinum microparticles dispersed into polypyrrole films
(from 100- to 700-nm thickness) deposited on a gold electrode. The platinum loading
was varied from 10 to 300 mg cm�2, leading to an increase in the current density for
platinum loadings up to 150 mg cm�2, after which the current density reaches a
plateau.
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PPy films modified by platinum catalyst particles were also considered for
electrocatalytic reactions (oxygen reduction and methanol oxidation) by Hepel et al.
[41]. The incorporation of a PtCl2�4 anion was performed during the electro-
polymerization of pyrrole and monitored by the electrochemical quartz crystal
microbalance (EQCM) technique, allowing us to evaluate the amount of platinum
obtained after reduction of the PPy=PtCl2�4 film.

A recent publication [42] clearly confirms that according to the amount of
platinum particles inserted in a polyaniline matrix, the mechanism of the oxidation
of methanol can be strongly modified, mainly for very low loadings (around
30 mg cm�2 of platinum). According to these authors, it seems that the conducting
polymers play a significant role in the adsorption of methanol and its further
dissociation when the catalyst is highly dispersed.

Polypyrrole was often used as support for platinum particles. Similarly to the
case of polyaniline, the activity of such electrodes for the oxidation of methanol
depends both on the amount of platinum and on the thickness of the polymer film
[43]. In the same study, by using in-situ infrared spectroscopy, it was confirmed that
linearly adsorbed CO species are the only detectable species present at the electrode
surface. The authors attributed the enhancement of the overall activity observed to
the high and uniform dispersion of the metallic particles with, possibly, an effect of
the conducting polymer matrix itself. The same conclusions were drawn from
another study [44] where the size of the particles obtained by electrodeposition was
estimated at 10 nm. In this study, the Pt particles were entrapped into the polymer
layer and showed a better activity than particles only deposited on the polymer
surface. The authors interpreted their results as a decrease of the poisoning
phenomenon in the 3D film in comparison to the only 2D deposit.

However, it is well known that pure platinum is not the best electrocatalyst for
methanol oxidation [45]. The addition of at least one second metal is necessary. Pt-
Ru catalysts are widely known to give the best performances during the electro-
oxidation of methanol. By using a conducting polymer (typically polyaniline or
polypyrrole) as a support, it was easy to vary the amount and composition of the
metallic electrocatalyst [9,33] to get the optimum performances. Then, to improve
the electrocatalytic properties of methanol electrodes, and to reduce the poisoning
phenomena observed with platinum, different platinum-based alloys, such as Pt-Ru
and Pt-Sn [45], have been considered for a long time. Therefore, such bimetallic
systems were also dispersed into electron-conducting polymers. Hable et al. [6,46]
were apparently the first authors to disperse Pt-Sn catalyst particles in a polyaniline
matrix, with the aim of enhancing the behavior of platinum for the oxidation of
methanol. The Pt/Sn ratio was evaluated by x-ray photoelectron spectroscopy, and
Pt/Sn ratios of 10:1 were shown to be sufficient to enhance the electrocatalytic
oxidation of methanol. Pt was found to be in the Pt(0) state, whereas Sn was in an
oxidized form. A significant enhancement was also observed with PAni/Pt-Ru, but
from XPS measurements, Ru was observed in two states, Ru(0) and Ru(IV). Similar
observations concerning the enhancement of the electrocatalytic activity of Pt-Sn
particles inserted in PAni were made by Laborde et al. [47]. Pt-Sn catalysts were also
dispersed in poly-3-methylthiophene-conducting polymers to investigate the effect of
the catalyst support and Pt loading on the electro-oxidation of methanol [48].
Methanol oxidation currents were appreciable for a platinum loading higher than
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60 mg cm�2, and the presence of a few percent of tin, as analyzed by EDX, decreases
the overvoltage by about 150mV.

Until now, for methanol oxidation the best bimetallic catalyst was found to be
Pt-Ru. Several papers deal with the electro-oxidation of methanol at Pt-Ru
bimetallic system dispersed in polyaniline [33,46]. From results with bulk alloys, the
optimum Pt/Ru ratio of around 6:1 to 4:1 was found [49] and confirmed [50]. The
electroactivity of Pt-Ru-modified polyaniline is much better than that displayed by
pure Pt particles dispersed into the PAni film. The optimum composition of the Pt-
Ru bimetallic system was confirmed from these results [33]. The decrease of the
poisoning phenomenon is the consequence of a low coverage in adsorbed CO
resulting from the chemisorption of methanol. This was checked by considering the
oxidation of CO at the same Pt-Ru/PAni-modified electrode [34], which occurs at
low overvoltages (150mV) in the presence of Ru.

The effect of ruthenium on the oxidation of methanol on Pt is generally
interpreted by the ability of ruthenium to increase the coverage in adsorbed OH of
the electrode at low potentials. These OH species are necessary to oxidize strongly
adsorbed species coming from the methanol dissociation. The optimum composition
of Pt-Ru electrocatalysts, i.e., 4:1 to 6:1 atomic ratios, corresponds to a number of Pt
sites necessary to accommodate the different methanol adsorbed residues, compared
to one Ru site for an optimum coverage in adsorbed OH [50]. However, according to
other authors [51], when ruthenium is dispersed in a form of highly reactive Ru oxo
centers [polynuclear ruthenium (III,IV) oxide/cyanoruthenates], an improvement of
the reaction rate of methanol oxidation with the polypyrrole Pt-Ru modified film is
observed. This improvement may be due to the increase in the stability of the
conducting polymer film after the incorporation of the polynuclear RuO/CNRu
entities.

According to mechanistic considerations, it appears that it seems to be
necessary to increase the coverage of adsorbed OH of the electrode surface at low
potentials. This can be obtained by the modification of the metallic particles by
adding a third metal able to dissociate water, i.e., to form adsorbed OH, at low
potentials. Moreover, the catalyst needs to be stable in a strong acidic medium,
which is necessary for the DMFC operation.

A large screening was recently done to identify such a third metal, X, to add to
platinum and ruthenium [52]. Figure 5 summarizes the behavior of the nine
investigated Pt-Ru-X trimetallic electrocatalysts toward methanol oxidation. At low
potentials, the Pt-Ru-Mo ternary catalyst gives the highest current densities
compared to other ternary electrocatalysts. This catalyst exhibits a current density
10 times greater than Pt-Ru at a potential of 400mV versus RHE under steady-state
conditions (data taken after 5 minutes).

Several of the other tested electrocatalysts give weaker performances than Pt-
Ru, regardless of the anode potential, but some of the ternary catalysts such as Pt-
Ru-Co, Pt-Ru-Ni, or Pt-Ru-Fe, exhibited good performances but showed, however,
poor stability under working conditions, the corrosion of the three metals, Co, Ni,
and Fe, occurring in strong acidic media.

These results clearly confirm that modifying a conducting polymer with
metallic particles containing Pt, Ru, and Mo leads to enhanced catalytic
performances versus the oxidation of methanol in comparison to the behavior of
binary catalysts (Pt-Ru).
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Figure 5 Current densities for the oxidation of 1M methanol in 0.1M HClO4 on several

PAni/Pt-Ru-X electrodes recorded after 5 minutes of potential hold at 400mV versus RHE:

1. PAni/Pt-Ru; 2. PAni/Pt-Ru-Mo; 3. PAni/Pt-Ru-Co; 4. PAni/Pt-Ru-W; 5. PAni/Pt-Ru-Fe;

6. PAni/Pt-Ru-Ni; 7. PAni/Pt-Ru-Cu; 8. PAni/Pt-Ru-Sn; and 9. PAni/Pt-Ru-Au.

Figure 6 Current densities showing the behavior of two catalysts (Pt-Ru and Pt-Ru-Mo)

toward the oxidation of 1M methanol in 0.1M HClO4 measured at 400mV versus RHE after

5 minutes, following different staircase potential to test the stability of the ternary electrode.
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An important point observed in these studies is the rather good stability of the
ternary Pt-Ru-Mo electrode at relatively high anode potentials. This can be seen by
applying a simple potential program to the ternary catalyst in the presence of
methanol in order to evaluate the potential at which the electrode is irreversibly
altered. It appears that the ternary PAni/Pt-Ru-Mo electrocatalyst is to be stable
after 5 minutes of methanol oxidation up to 550mV versus RHE, while the binary
catalyst Pt-Ru seems to be stable for the whole explored potential range (Figure 6).
This relative good stability of the ternary catalyst is somewhat unexpected, especially
for the third element, molybdenum, which is expected to be completely oxidized to
Mo(III) or to Mo(VI) (MoO3) at the anodic potential and pH encountered in a
PEM-DMFC.

The role of molybdenum can be clarified by using information coming from in-
situ infrared reflectance spectroscopy. Such a technique allows us to follow the
variation in the coverage of the different adsorbed species involved during the
oxidation of methanol.

The infrared results are summarized in Figure 7 and in Table 1. These data
compare the results obtained during both the oxidation of methanol and the

Figure 7 (a) Potentials at which CO2 is detected during the oxidation of 1M methanol in

0.5M HClO4 on three modified PAni electrodes (Pt, Pt-Ru, Pt-Ru-Mo), using both SPAIRS

and SNIFTIRS techniques. (b) Potentials at which COADS and CO2 are detected on three

modified PAni electrodes (Pt, Pt-Ru, Pt-Ru-Mo) in 0.5M HClO4, after CO adsorption, using

both SPAIRS and SNIFTIRS techniques.
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oxidation of CO adsorbed after saturation of the solution by gaseous carbon
monoxide. This comparison is instructive as adsorbed CO is the main poisoning
species formed during the dissociation of the methanol molecule.

The promoting effect of the third component is also compared with the case of
Pt and Pt-Ru catalysts dispersed in PAni. During the oxidation of methanol, the
production of carbon dioxide (final product) is observed at a potential as low as
350mV versus RHE on PAni/Pt-Ru-Mo. Concerning the case of CO adsorption
from gaseous CO, formation of CO2 is observed at 250mV versus RHE, indicating
clearly that Pt-Ru-Mo is less poisoned by COADS, in comparison with Pt-Ru and Pt
(the formation of CO2 occurring, respectively, at 400mV and 750mV versus RHE).

The potentials at which CO2 is formed, during the electro-oxidation of
methanol or that of CO (from gaseous CO), are summarized in Table 1. These
threshold potentials were obtained from infrared data. It clearly appears that the
distribution of COADS at the surface of the electrocatalyst depends greatly on the
source of adsorbed CO, confirming undoubtedly the presence of other adsorbed
species in the case of methanol.

The difference in the nature of adsorbed CO (coming from gaseous or during
methanol oxidation) is clarified in Figure 8. With PAni/Pt and PAni/Pt-Ru, COADS

is observed at wavenumbers close to 2050*2060 cm�1. Moreover, the COads band is
narrow (10 to 20 cm�1). As potential increases, a slight increase of the average
wavenumber is observed, as expected (‘‘Stark effect’’). With the ternary catalyst,
PAni/Pt-Ru-Mo, COads is detected at wavenumbers close to 2015*2025 cm�1, with
a wide band (30 to 50 cm�1). This suggests that linearly bonded COads is more
weakly adsorbed on the ternary catalyst surface compared with that observed on
platinum and on platinum-ruthenium. Moreover, the average wavenumber decreases
when the potential increases. These observations prove a lower COADS coverage on
the ternary catalyst in comparison to the cases of Pt and Pt-Ru catalysts.

In order to test the electrocatalytic activity of the Pt-Ru-Mo ternary
electrocatalyst in a direct methanol fuel cell, diffusion electrodes were prepared by
electrodeposition of a thin layer of a polyaniline film on a carbon cloth, followed by
deposition of 2mg cm�2 of catalyst by electroreduction of a mixture containing
K2PtCl6, K2RuCl5, and MoCl5. Then a membrane-electrode-assembly was realized
by hot-pressing this anode on a Nafion 117 membrane, on which is also pressed an
oxygen cathode (E-Tek catalyst containing 2mg Pt per cm2 dispersed on a carbon
powder, e.g., Vulcan XC72). The results obtained, giving the cell voltage and the
power density versus the current density (Figure 9), clearly show that the ternary

Table 1 Potentials (mV Versus RHE) at which the CO2 Infrared SPAIRS

Band Is Detected for Different Electrodes, PAni/Pt, PAni/Pt-Ru and PAni/Pt-

Ru-Mo, During the Oxidation of Methanol and Gaseous CO

Methanol Oxidation COADS Oxidation

PAni/Pt 550 750

PAni/Pt-Ru 450 400

PAni/Pt-Ru-Mo 350 250
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catalyst PAni/Pt-Ru-Mo is much better (1.5 times more active) than the binary
catalyst PAni/Pt-Ru.

Electrocatalytic Oxidation of CO

Carbon monoxide is a key molecule in the electro-oxidation of C1 compounds and of
many alcohols, since it is always produced by the dissociative chemisorption of the
molecule, and since it may block the active catalytic sites. Therefore, its electro-
oxidation on platinum-based metals dispersed in an electron-conducting polymer,
such as PAni, was investigated for a long time in our laboratory [8,28,34].

Pt, Pt-Ru, and Pt-Sn dispersed electrodes were shown to be good
electrocatalysts for CO oxidation at low potentials. All these electrodes lead to a
large negative shift, compared to smooth platinum, of the polarizations curves, as
high as 0.6V for Pt-Sn/PAni electrodes (Figure 10). In the latter case the active sites
are not more blocked at low potentials so that the overall kinetics is not adsorption-
limited, but rather becomes diffusion-limited. It was thus possible to analyze
quantitatively the reaction mechanism using a rotating disc electrode, consisting of a
gold disc substrate covered by a 0.5-mm-thick layer of PAni in which 0.1mg cm�2

of Pt-Sn bimetallic catalyst was dispersed [34]. The kinetic parameters were
then evaluated, i.e., the charge-transfer coefficient an¼ 0.51, the exchange current
density jo¼ 0.0052mAcm�2, and the adsorption limiting current density
jads¼ 4.64mA cm�2. Moreover, the diffusion coefficient, DCO, of carbon monoxide
in the perchloric acid solution was evaluated accurately as DCO¼ 2.16 10�5 cm2 s�1

[34].

Electro-Oxidation of Alcohols and Polyols

The electro-oxidation of ethanol at platinum-based catalysts dispersed in an
electron-conducting polymer was relatively sparsely investigated. It seems that

Figure 8 Evolution of the average wavenumber of the COADS band as a function of

the average potential of the modulation for the three electrodes considered (Pt, Pt-Ru,

Pt-Ru-Mo).
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Hable and Wrighton were the first to study the electrocatalytic oxidation of ethanol
on Pt-Ru and Pt-Sn catalyst particles in PAni [46]. They found that dispersion of Pt,
Pt-Ru, and Pt-Sn in PAni greatly enhanced the oxidation current of ethanol, the Pt-
Sn electrocatalyst being far superior to the two others, with oxidation current
densities reaching 7mAcm�2, and with a shift of the polarization curves of at least
300mV toward the negative potentials.

Figure 9 Potential versus current density (a) and power density versus current density (b)

curves for two different anodes (PAni/Pt-Ru and PAni/Pt-Ru-Mo) in a direct methanol fuel

cell (cell temperature 110 8C; 2 bar O2 pressure, and 100mLmn�1 gas flow; 2M methanol

aqueous solution at 2mLmn�1 liquid flow).
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Similar conclusions were reached by Laborde et al. [47], with an optimum
atomic ratio Pt/Sn of 3:1 for the dispersed catalyst (Figure 11).

The electro-oxidation of ethylene-glycol (EG) was investigated recently on Pt-
doped polyaniline electrodes [53], and on Pt-based catalysts dispersed in polyaniline
[54]. In the first case, it was shown that Pt dispersed into PAni gave oxidation current
densities comparable to those obtained on bulk platinum, regardless of the film
thickness [53]. Conversely, Kelaidopoulou et al. found that Pt dispersed in PAni is a
better electrocatalyst than smooth Pt for the electro-oxidation of EG in an acid
medium [54]. Furthermore, the modification of Pt by Ru or Sn codeposition greatly
enhanced the electro-oxidation currents with quasi-superimposed forward and
backward voltammograms (at 5mV s�1) confirming the quasi-absence of any
poisoning effect (by adsorbed CO). However, the underpotential deposition of Tl
and Bi ad-atoms inhibits the electro-oxidation of EG, whereas the codeposition of
Pb improved the catalytic activity of Pt, but no better than Sn or Ru does it.

Finally, the oxidation of D-glucose at Pt-based electrocatalysts incorporated in
polypyrrole [55,56] or in polyaniline [57] was also considered. The first work [55] was
carried out in Pt-doped polypyrrole films in a neutral medium (phosphate buffer) in
view of biosensor applications. Then the use of Pt-Pd catalysts dispersed in PPy led
to higher current densities of glucose oxidation than on pure metal dispersed in PPy.
This may be related to the decrease of catalytic poisoning (by adsorbed CO as shown
by infrared reflectance spectroscopy [58]), due to the presence of Pd.

The use of PAni instead of PPy to disperse the platinum particles and the
increase of the metal loading (from 100 mg cm�2 in [55,56] to a fewmg cm�2 in [57])
greatly increase the oxidation current of D-glucose, which reached about 6mA cm�2

Figure 10 Comparison of the behavior of different platinum-based electrodes dispersed in a

PAni film toward the oxidation of CO from a saturated aqueous 0.1M HClO4 solution

(100 mg cm�2 metal loading; 5mV/s sweep rate).
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with 2mg cm�2 Pt [57]. On the other hand, the modification of Pt particles dispersed
in PAni by the underpotential deposition of Tl, Pb, and Bi greatly enhances the
electrocatalytic properties of Pt for the electro-oxidation of b-D-glucose, whereas the
upd of Cd ad-atoms inhibits them [57].

25.5 CONCLUSIONS AND PERSPECTIVES

From the different examples described here, it clearly appears that electron-
conducting polymers are convenient matrices to disperse electrocatalytic materials
such as metallic particles or organometallic compounds. Thus, it becomes rather easy
to obtain active electrodes with a high dispersion level of the electrocatalysts. One of
the main advantages of using such a support is the possibility to design electrodes
with chemical bonds between the electrocatalytic material and the supporting matrix.
Then tailor-made catalytic electrodes can be conceived for specific reactions, for
example, in the application field of organic fine electrochemistry.

The other application of the electron-conducting polymer as a matrix is the
replacement of the carbon powder generally used as a support in fuel-cell electrodes.
For such a purpose, conducting polymers present the advantage to facilitate the very
high dispersion of metallic particles (a few mg cm�2 is easy to obtain), even in the case
of bimetallic particles. Furthermore, using electrodeposition techniques, it is easy to
control the metal loading and the atomic composition of bimetallic catalysts. When
such dispersion is obtained by electrodeposition, the size of particles is typically in
the range of 3–4 nm, larger than particles obtained by other techniques.

Nevertheless, as discussed here, it was demonstrated that fuel-cell electrodes
can be obtained with dispersion of plurimetallic particles in an electron-conducting
polymer. Actually, the performances of these electrodes remain lower than the state

Figure 11 Tafel plots for the electro-oxidation of 0.1M ethanol in 0.1M HClO4 on different

Pt-based electrodes dispersed in a 0.5-mm PAni film containing 600mg cm�2 of electrocatalysts.
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of the art of ‘‘classical’’ electrodes prepared with carbon powder as a support. But, it
should be noted that the optimization of fuel-cell electrodes with electron-conducting
polymer has not yet been achieved.

The last topic to discuss is the stability of these electron-conducting polymers
containing electrocatalytic materials. The long-term stability may be a problem, but
it depends on the nature of the polymer used. The most important limitation is
probably the temperature limits, mainly for fuel-cell applications. Actually, above
80 8 to 90 8C, the stability of the conducting polymer is not sufficient for such
applications. But synthesis of new polymers or copolymers can possibly be
considered in the future. However, if it is actually difficult to imagine the use of
these conducting polymers in large-scale fuel cells working at intermediate
temperatures (100–200 8C), numerous applications in small-scale fuel cells (micro-
fuel cells) operating under ambient temperature conditions could be considered. In
this latter case, electron-conducting polymers may have an unforeseeable future
development as convenient matrices to highly dispersed electrocatalysts.
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SUMMARY

The investigation of materials based on transition metal compounds in the nanoscale
range for multi-electron charge transfer catalysis is presented. In this respect, this
contribution stresses (starting from model systems), the development of nano-
structured materials designed from molecular precursors. Ex-situ and in-situ
physical-chemical measurements, which allowed an insight into the synthesis and
the complex interfacial behavior during catalysis, were performed. These results,
taking as a basis the molecular oxygen reduction in acid medium, may confirm that
the strategy can be further evaluated and extended to other reactions of technical
relevance as to those belonging to fuel cell systems.
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26.1 INTRODUCTION AND SCOPE

Up to now most of the research has been mainly focused on the study of platinum
and/or platinum-based materials for electrocatalysis [1–35]. These studies have also
been aimed at understanding the electrode–electrolyte interfacial behavior, in order
to optimize the catalytic properties of such materials. The reason why most of these
studies have been devoted to platinum is evident: this material is today the best
catalyst, especially for processes occurring at the anode and cathode of low-
temperature fuel cells [36–44]. In the abundant literature, one can find reports going
from studies on single crystals [11,12,28,30,35,45–51] to highly dispersed powders
(particle size 2–4 nm) [7,23,24,37–39,41,42,44,52–56] in which interesting features
toward multi-electron charge-transfer reactions have been observed, such as the
surface structure sensitivity [12,30,33,34,46,51,54,57–60]. However, other factors,
less evident to detect, like the synergetic effects (local electronic modification) and
active sites distribution induced by the so-called ensemble effect, can also be
operating during electrocatalysis.

All the studies put into evidence the fact that the gap between model systems
(single crystals) and the understanding of phenomena occurring on the nanorange
scale (dispersed catalysts), particularly on platinum, is becoming smaller. Therefore,
highly dispersed systems can also be considered as a model to understand processes
in real working conditions in low-temperature fuel cells (FC). In these systems
(anode and cathode made of platinum) based on hydrogen (as a fuel) and oxygen (as
the oxidant), the limiting factor is the slow kinetics of reduction of the molecular
oxygen at the cathode. If the fuel is a liquid such as methanol (in DMFC), the slow
kinetics of methanol oxidation at the anode is added to the electrical loss as well.
Besides that, depolarization of the cathode occurs due to the permeability of the
solid polymer electrolyte, further reducing the electrical output of the system. Aside
from developing the anode to increase its reactivity toward methanol oxidation, one
must also develop cathodes with high selectivity or tolerance to the presence of
methanol.

In order to summarize recent progress in the field of material development for
methanol-tolerant electrocatalyst, we wish to present recent findings obtained in our
laboratory on ruthenium-based cluster materials for the molecular oxygen reduction
reaction (ORR). Tailoring novel materials, in fact, offers the opportunity of
arranging individual transition metals to form clusterlike compounds. This has been
done using the reactivity of the transition-metal carbonyls in solvents to tailor either
novel ruthenium-based chalcogenide [61,62] or metal nanostructured clusterlike
materials [63,64]. They were found to be highly selective toward the molecular
oxygen reduction in the presence of methanol [65]. Therefore, this chapter will put
forward some interesting physical-chemical properties of these novel compounds, for
electrocatalysis, which can be modulated, in principle, by a facile chemical synthesis
route.

26.2 STATUS OF CLUSTER-BASED MATERIALS FOR
MULTI-ELECTRON CHARGE TRANSFER

Metal clusters have been considered as model systems for the study of catalytic
reactions [66]. Material bulk properties of clusters, made of a few atoms to a few
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hundred atoms, are already present in the first atomic layers. The term ‘‘cluster’’ was
initially coined to describe a compound in which a group of two or more metal–
metal bonds are involved. This is the description for the family of molecular clusters.
However, materials based on colloidal metal particles may contain from four to
several hundreds of metal atoms in their skeleton. The metal or alloy core is
stabilized by solvents and surfactants. Nanoparticles or clusters, e.g., Au55 [67] Pd561
[68], with dimensions of up to 4 nm can be considered, therefore, as a bridge between
molecular clusters [69] and clusters forming metal particles [70]. A review giving
account of the synthesis of colloidal particles (with a narrow particle-size
distribution) formed by reduction of the metal salts by, e.g., NR4-hydrotrioorga-
noborates, has been written by Bönnemann et al. [71]. The catalytic activities (e.g.,
cyclooctane hydrogenation process) of these mono- or bimetallic cores, after
extraction of the protecting shell (surfactant), are discussed as well. Therefore, the
kind of material design summarized in [71] shows the importance of tailoring
nanometal powders from organosols for catalysis and electrocatalysis [72,73]. To the
best of our knowledge, among the molecular clusters, molecular structures of
platinum and platinum-derived cluster carbonyl compounds [Pt3(CO)]2�n
ðn ¼ 3; 5; 10; . . .Þ [see Figure 1(a)] have been used for the electrocatalytic oxidation
of methanol [74,75]. However, the platinum carbonyl cluster complex Na2[Pt3(CO)]n,
reported in the 1970s by Longoni and Chini [76], was deposited onto surface-
modified graphite substrates. This assembly was, thereafter, annealed. The authors
[75] reported that Pt9- or Pt15-complex-derived clusters showed high levels of
reactivity for the catalytic oxidation of methanol. Because of the instability of the
platinum carbonyl cluster in air, the graphite electrodes were actually covered at the
end with Pt nanoparticles resembling, in this way, platinum obtained by means of
vacuum deposits. Unfortunately, the authors [75] did not give any detail of the
morphology of the platinum-modified electrode surface; therefore, no correlation
between particle size and reactivity can be deduced. We have determined that the
complex [Pt3(CO)]2�10 decomposes at 410K under nitrogen, and TEM analysis reveals
platinum nanoparticles with a narrow size distribution of about 2 nm [77]; see inset in
Figure 1(a). This example shows the interplay between coordination and reactivity.
Thus, following this line of reasoning, using molecular cluster compounds as
precursors emerges as an attractive alternative since the cluster may predetermine the
proper stoichiometry of the metal atoms. Independent of the synthesis route,
molecular clusters compounds offer the opportunity to work on their molecular
design, as it will be shown below for the development of novel chalcogenide-based
materials.

Adams et al. [78,79] have reported a series of synthesis of mixed-metal cluster
compounds. One example, Pt2Ru4(CO)18, is depicted in Figure 1(b). This mixed
cluster compound was investigated to study the effect of Pt-Ru nanoparticles
developed after the precursor annealing on carbon [80]. In line with the spectroscopic
and microscopic measurements, the authors demonstrated that mixed Pt-Ru
nanoparticles, with an extremely narrow size distribution (particle size 1.4 nm),
reflect an interaction that depends on the nature of the carbon support.
Furthermore, as revealed by EXAFS, the Pt-Pt, Pt-Ru, and Ru-Ru coordination
distances in the precursor (2.66, 2.64, and 2.84 Å) [79] changed to 2.73, 2.70, and
2.66 Å, respectively, on the mixed-metal nanoparticles supported on carbon black,
with an enhanced disorder [80]. Furthermore, some metal segregation could be
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inferred from the measurements (probably due to the top limit of the annealing
temperature used); the authors clearly demonstrated that molecular cluster chemical
precursors can be an adequate strategy to develop electrodes for, e.g., the DMFC
anodes.

The electrocatalytic oxygen reduction in DMFC systems requires the
development of highly selective electrodes in the presence of methanol. Present
electrolyte membranes based on Nafion1 117 are permeable to methanol (crossover
effect), which depolarizes the platinum cathode [81,82]. For this reason, our strategy,
some years ago, was to produce electrocatalytic materials from the thermal
decomposition of some neutral transition-metal carbonyl compounds in the presence

Figure 1 Four examples of cluster structures: (a) Na2[Pt3(CO)6]
2�
n (n¼ 2,3,5) inset: TEM

picture of Pt nanoparticles from [Pt3(CO)6]
2�
10 precursor; (b) unit cell of Pt2Ru4(CO)18 cluster.

Coordination distances in a cluster are RPt-Ru¼ 2.70 Å, RPt-Pt¼ 2.66 Å, and RRu-Ru¼ 2.16 Å;

(c) unit cell of Ru4Se2(CO)11 cluster. Coordination distances in a cluster are RRu-Ru¼ 2.79;

2.77 Å, RRu-Se¼ 2.56; 2.60 Å. Inset: TEM picture of RuxSey colloidal nanoparticles from

Ru3(CO)12 and Se, via the Ru4Se2(CO)11 chemical precursor (the stabilizer was octade-

canthiol); (d) Chevrel cluster phase: Mo6Se8. Coordination distances in a cluster are RMo-

Mo¼ 2.68; 2.83 Å, and RMo-Se¼ 2.598 Å. For a pseudo-ternary compound: Mo4Ru2Se8.

Coordination distances in a cluster are RMe-Me¼ 2.659, 2.71 Å; RMe-Se¼ 2.623 Å.
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of selenium in an organic solvent [61,83]. Very recently it has been recognized that
the chemical precursor was not the initial carbonyl complex [Ru3(CO)12] reacting
with the chalcogen [64] (see below). It turned out that the main chemical precursor
Ru4Se2(CO)11, formed in situ in the reaction vessel, led to the novel cluster-based
metallic compound embedded in selenium: RuxSeyðx&2; y&1Þ. The complex
Ru4Se2(CO)11 is depicted in Figure 1(c). The colloidal catalyst solution derived
from such a complex is also monodispersed, as shown in the inset of Figure 1(c). The
synthesis of this cluster, via pyrolysis at 185 8C under vacuum of Ru3(CO)12 and
PhSeSePh during 19 h, was previously reported by Layer et al. [84]. However, our
method of fabricating Ru4Se2(CO)11 is more facile (see Section 26.3.1). The examples
shown above demonstrate that tailoring novel materials is possible via molecular
cluster complexes.

The study of the electrocatalytic molecular oxygen reduction [85–88] on a new
class of materials—Chevrel cluster compounds: Mo6X8 (X¼ Se, S, or Te) [89]; see
Figure 1(d)—led to the development of the chalcogenide clusterlike compound
(RuxSey). Figure 1(d) depicts the structure in which one can recognize the clustering

Figure 1 Continued.
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center (octahedral) based on molybdenum atoms surrounded by chalcogens. This
cluster unit closely resembles [Mo6Cl8]

4þ [90]. The most active material is the so-
called pseudo-ternary cluster, because one or more molybdenum atoms in the unit
Mo6X8 are replaced by other metals, such as Ru, e.g., Mo4Ru2Se8. This substitution
modifies the electronic environment of the cluster unit. The electron number is
increased from 20 (Mo6Se8) to 24 (Mo4Ru2Se8), thus reducing the bonding distance
by about 15%. This cluster compound reduced molecular oxygen directly to water in
acid electrolyte with less than 4% H2O2 formation [86]. The systematic study of these
materials, for the molecular oxygen reduction, indicated that the presence of two
neighboring metals is an important ingredient (synergetic effect). The electroactivity
of the base Mo6 cluster was the least among all the clusters tested [88]. Furthermore,
judging by the structure of such materials, we think that a little dependence on the
surface orientation can be expected due to a similar number of the statistically
exposed clustering units per surface. The advantage of this material structure is that
such cluster units (6 atoms) keep a uniform spatial distribution in the chalcogen
skeleton, which stabilizes them. Such a precondition is lacking in the nanoparticulate
systems. Unfortunately, the Chevrel clusters corrode (mixed potential) and/or react
with oxygen from air as revealed by XPS measurements [86].

26.3 THE CHEMICAL ROUTE IN DESIGNING NOVEL MATERIALS

The synthesis of transition-metal chalcogenide-based material ðRuxSeyÞ in mild
conditions ðT4473KÞ was performed in two ways: powder [61,83] and colloidal
solution [91]. The colloidal material can be easily deposited, e.g., by dipping, on
conducting substrates (e.g., glassy carbon, SnO2:F, etc.). The essential characteristics
of these materials, in powder and in the colloidal form, are their high dispersiveness
in the nanoscale range and the simplicity of manufacturing them [83,91]. Tailoring
the material was also possible using X¼ S, Te, Se [65]. Their electroactivity with
respect to the molecular oxygen reduction reaction and their chemical stability are
higher than those of Chevrel phase materials [61]. Moreover, in spite of the easy way
of synthesis, the route of the chemical reaction has not yet been well established.
However, an attempt has already been undertaken to try to detect the intermediates
formed during the synthesis and to identify the chemical precursor(s) (see below) of
the electrocatalysts chalcogenide-based materials [92]. We can briefly outline some
characteristics of this type of compounds: (1) they have a high monodispersiveness;
(2) the presence of a chemical stabilizer, during synthesis, does not perturbate the
chemical nature of the novel compound, therefore, a similar stoichiometry ðRuxSey,
in which x&2 and y&1Þ as well as a similar atomic coordination distance can be
obtained, as revealed by Rutherford back scattering (RBS) (See Figure 2), and
EXAFS [93] measurements (Figure 3) (see Section 26.4). From RBS spectra, the
calculated stoichiometry for the powder supported as thin layer onto glassy carbon
(GC) was Ru2Se1. The corresponding stoichiometry for the ultrathin layer deposited
onto the same substrate from colloidal solution (after annealing) corresponds to
Ru2.2Se1. One can identify the edge of the carbon (at about 500 keV), due to the
carbon substrate as well as other ‘‘impurities’’ in/on these layers (oxygen, chlorine),
as indicated in Figure 2(a) and (b). On the nanoparticles issued from colloidal
solution, no sulphur (from the stabilizer: octadecanthiol) was detected. This shows
that one can completely eliminate the surfactant shell.

Copyright © 2003 by Taylor & Francis Group, LLC



26.3.1 The Formation of High-Nuclearity Complexes

This study was performed only during the synthesis of the catalyst ðRuxSeyÞ in
powder form in xylene and/or 1,2 dichlorobenzene solvents. The reaction of tris-
ruthenium dodeca-carbonyl [Ru3(CO)12], enriched with 13C for NMR analysis, and
elemental selenium, dissolved in an organic solvent (e.g., xylene), leads to a
polynuclear chemical precursor in the first stages of reaction. After the first 40min of
reaction, new peaks, chemical shift signals [d or ppm], appear in the 13C-NMR
spectrum [Figure 4(a)], namely 198.88, 196.5, and 195.79. The value d ¼ 198:88
(Dd ¼ 0:82 with respect to the parent complex) is characteristic of Ru4Se2(CO)11
[cf. Figure 1(c)]. This finding puts in evidence the fact that selenium must be
dissolved in order to participate in the coordination sphere of ruthenium clusters.

Figure 2 RBS spectra of RuxSey, deposited as thin layers onto glassy carbon (GC)

substrates, from Ru3(CO)12 and Se. (a) Thin layer formed onto the substrate placed in the

reaction for powder synthesis; (b) substrate dipped into the colloidal solution, thereafter,

annealed at 230 8C (under argon) to eliminate the stabilizer.
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The peak intensity with the chemical shift d ¼ 199:7 corresponds to the parent
complex [94]. Furthermore, one observes that between 40 and 80min the peak
intensity of the Ru3(CO)12 complex decreases as a function of the synthesis reaction
time [Figure 4(b) and (c)] concomitant to the increase of the peak at 198.88 ppm.
This evolution in xylene is apparently slow and accompanied by the formation of
other complexes (other minor peak intensities) on both sides of the 13C-NMR

Figure 3 (a) The comparison of the EXAFS interference functions for RuxSey. In powder

form (full line); and as thin layer deposited onto GC substrate, by dipping in the colloidal

solution and annealed (230 8C, Ar) (dashed line). (b) The corresponding Fourier transform

(k1 weighed) of raw data from powder [full line in (a)].
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spectra; Figures 4(b) and (c). The complex interplay of the reaction is evident in
these figures. In fact, the use of 1,2 dichlorobenzene allows the synthesis of the same
complex in a selective way during the first 60min (no other cluster complexes were
detected); see Figure 4(d). The synthesis performed in this solvent represents a

Figure 4 13C-NMR spectra in the first stages of synthesis of RuxSey powder in xylene: (a)

after 40min; (b) after 60min; (c) after 80min; and (d) in 1,2 dichlorobenzene after 60min. The

substances in xylene were redissolved in CD2Cl2.
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comfortable way of obtaining Ru4Se2(CO)11 in comparison to the one reported by
Layer et al. some years ago [84]. The loss of the carbonyl groups is obtained by
keeping the boiling temperature of the solvent in refluxing conditions under argon
or under nitrogen during 20 h of reaction. Thus, the intermediate cluster compound
Ru4Se2(CO)11 evolves continually with the reaction time to the novel clusterlike
material: RuxSey. The addition of a chemical stabilizer (octadecanthiol) for the
synthesis of a colloidal catalyst solution, at the beginning of the reaction, does not
perturbate the chemical route.

26.3.2 RuxSey Nanoparticles Formed from Ru4Se2(CO)11 Precursor

The neutral complex Ru4Se2(CO)11 (formed either in Xylene or dichlorobenzene) as
the molecular precursor for RuxSey was tested. The thermal decomposition of the
complex was followed by the thermal differential analysis (TDA) technique under
nitrogen atmosphere. Figure 5(a) shows that the mass loss corresponding to CO
(35.37%) occurs at a temperature between 140 8C and 225 8C (point 2 in the figure).
Higher temperatures (from 360 8C up to 500 8C) lead to a change of phase (peaks
corresponding to ruthenium and ruthenium diselenide develop [at point 4 in Figure
5(a)], whose DRX spectra are not shown here). Figure 5(b) depicts the DRX
spectrum of the complex (1) as well as the material obtained at 225 8C (2). This latter
spectrum is in agreement with the spectrum recorded from the powder synthesized in
Xylene after a reaction time of 20 h; see Figure 5(c). The composition of the
pyrolized sample at 225 8C was determined by energy-dispersive x-ray (EDX)
analysis. In this analysis the incident electron probe beam was located on various
regions of the sample and the x-ray fluorescence was detected using a Philips-CM
120 with a filament of LaB6 microscope. The quantitative analysis, based on the
characteristic x-ray fluorescence of Ru and Se [Ru(Ka;b), Se(Ka;b)] corrected by Kab
factors (obtained from a reference sample: RuSe2) revealed that the stoichiometry of
the core is maintained, i.e., 66% at. Ru and 33% at. Se, testifying that the sample has
a stoichiometry corresponding to Ru2Se, and verifying the data obtained some years
ago [61]. Now, with respect to the shape of all the DRX spectra recorded on our
chalcogenide samples, one can deduce that long-range order does not exist in these
materials. The local-order technique, EXAFS, revealed that the chalcogenide-based
materials are nanocrystalline; cf. Figure 3. The data in Figure 3, obtained at the Ru-
K edge, shows that the short-range order around this element is one of a crystal
lattice. Assess, then, the nanocrystalline nature of the novel material. Furthermore,
the broad diffraction peak centered at 2y¼ 42.58 shows, essentially, the character-
istics of a nanodivided ruthenium metal [63,95]. This points out that the active center
for electrocatalysis, in these chalcogenide materials, is essentially of metallic nature.

26.4 EVIDENCE OF THE INTERFACIAL DYNAMICS
DURING ELECTROCATALYSIS

As mentioned above, EXAFS studies on nanoparticles synthesized in either powder
form or nanoparticles from the colloidal solution were performed. The coordination
distances for ruthenium–selenium and ruthenium–ruthenium are, respectively,
R(Ru–Se)¼ 2.43 Å y R(Ru-Ru)¼ 2.64 Å. The metal–metal coordination distance is of
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Figure 5 (a) Differential thermal analysis (DTA) of Ru4Se2(CO)11 cluster compound. The

measured mass loss of CO agrees with the theoretical value: 35.39%. (b) DRX diffratograms of

(1) Ru4Se2(CO)11 [see set point 1 in (a)]. Two main diffraction peaks at 2y¼ 9.88 (002) and
19.78 (004) due to the preferential orientation of complex cluster crystallites are observed; (2)

the cluster decomposed at 225 8C [see set point 2 in (a)]; and (c) RuxSey powder synthesized in

xylene. The small peak (spike in the spectrum) at 2y¼ 308 corresponds to unreacted selenium.

The set points 3 and 4 in (a) indicate the change of phase.
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the same order of magnitude as that of well-known cluster-based materials such as
the Chevrel phase [88]. More data concerning the structure are reported in Table 1.

Electrochemical studies [via the rotating ring-disk electrode (RRDE) techni-
que] have revealed that the multi-electron charge-transfer process is possible on
cluster materials (96% water formation). This is in line with the model proposed by
Damjanovic. His model [Figure 6(a)] was discussed by Hsueh et al. [96] and applied
to our kinetic measurements [62]. The reaction takes place via k1 (i.e., 4 electrons). In
this model, it is assumed (1) that there is no catalytical decomposition for hydrogen
peroxide (2) that adsorption and desorption reactions are fast and in equilibrium,
and (3) that the rate constant for the electrochemical oxidation of the same species is
negligible. Measurements were performed on massive electrodes [85,86], or with the
novel compounds deposited in thin layers onto glassy carbon substrates [61,62].
Using the rotating disk electrode (RDE) technique, with highly dispersed samples,
mimicking the electrode used in fuel cells: catalyst powder suspension deposited onto
glassy carbon (typically with a charge of 28 mg cm�2), we observe that the process is
also via 4 electrons, as shown in Figure 6(b) (Koutecki–Levich analysis).

26.4.1 GIXAS on Ultra-Thin Layers of Chalcogenide Materials

It is interesting to probe, in situ, processes being performed at the electrode–
electrolyte interface, using such novel materials, during electrocatalysis with the
specific example of the molecular oxygen reduction. In this connection, in-situ
electrochemical studies with grazing incidence x-ray absorption spectroscopy
(GIXAS) were performed as reported recently [93]. One key question was to
understand the process taking place on the surface. x-rays in the grazing incidence
mode are used to probe the outermost layers or surface atoms of nanoparticles
deposited in ultra-thin layers, even though the surface-to-volume ratio (S/V) of
nanoparticles is enhanced. These conditions appear to be fulfilled in our system
(RuxSey dispersed on conducting glass substrate, SnO2:F). The Fourier transform
(FT) of the EXAFS spectra in open-circuit conditions, OCP (E ca. 0.68V and 0.76V/
RHE in nitrogen and in oxygen-saturated electrolyte solutions, respectively), already
indicates dramatic changes (decrease of the prominent peak in oxygen saturated
electrolyte); see Figure 7(a). This prominent peak, observed at the lower
coordination distance, is mainly attributed to light elements such as oxygen.
Indicating that ruthenium surface atoms are interacting with oxygen from water in a
nitrogen-saturated electrolyte (formation of metal oxidelike species). This can be

Table 1 Structural Parameters of the Novel RuxSey Compound

Ru–Ru Ru–Se

Samples DE0 ðeVÞ N R (Å) 103 Ds2 (Å2) N R (Å) 103 Ds2, (Å2)

RuxSey—powder �1.5+ 0.5 3.2+ 0.5 2.64+ 0.01 3.60+ 0.50 2.0+ 1.0 2.43+ 0.02 8.60+ 3.00

(a) RuxSey—coll/GC 0.3+ 1.0 3.6+ 0.7 2.63+ 0.02 6.27+ 2.00 2.1+ 1.0 2.43+ 0.10 12.30+ 3.00

(b) RuxSey—coll/CG 6+ 1.6 4.1+ 1.2 2.66+ 0.02 4.9+ 1.7 2.5+ 1.5 2.43+ 0.04 16.8+ 5.00

(a) Catalyst deposited onto glassy carbon (GC) from colloidal solution. (b) Catalyst deposited onto con-
ducting glass (CG) from colloidal solution. This data fit required the Ru–O coordination. The fitted values
are N¼ 0.4+ 0.1; R¼ 1.64+ 0.07 Å; and Ds2¼ 3.90+ 1.4 Å2.
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expected since it is known that water has a strong tendency to be adsorbed on
ruthenium centers [97]. When oxygen is dissolved in the electrolyte, the magnitude of
the peak in the FT spectrum decreases as compared to that in the nitrogen-saturated
electrolyte. As observed, the amplitude of the first shell is reduced by a factor of two,
and the position of the first shell is slightly shifted to higher R values. The variation
of R may indicate that during electrocatalysis the oxygen bound to the
electrocatalytic center (the ruthenium) is different in nature. Furthermore, the
reduction of the amplitude may indicate a lowering of the coordination number and/
or increase in the Debye–Waller factor. We believe that during electrocatalysis, the
oxygen coordination to the metal enhances the disorder of the surface atoms,
inducing a more pronounced structure distortion than that of the atoms in the bulk.
Indeed, this increased disorder in the local structure of the metal is amazingly similar
to the process of amorphous state measured via DRX on naked ruthenium particles
exposed to oxygen from air [63,98]. Taking into account these facts, a fitting
procedure with an additional oxygen path (due to the prominent peak in the FT
results) was employed. The fitting results (averaged values, the coordination number,
N, taken from data of powder, was kept constant) for OCP in nitrogen saturated
0.5M H2SO4, were as follows: RðRu�SeÞ ¼ 2:58 Å; RðRu�RuÞ ¼ 2:78 Å; and

Figure 6 (a) The kinetic model proposed by Damjanovic et al. [96] for the molecular oxygen

reduction. (b) Koutecki–Levich analysis for RDE measurements of RuxSey nanoparticles.
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RðRu�OÞ ¼ 1:85 Å; and in oxygen-saturated 0.5M H2SO4, gave the following results:
RðRu�SeÞ ¼ 2:66 Å; RðRu�RuÞ ¼ 3:08 Å; and RðRu�OÞ ¼ 2:09 Å. These values did not
change significantly when the potential was varied from open circuit to 0.09V/RHE
[93]. However, to better understand the interaction of oxygen with ruthenium surface
atoms, ex-situ measurements performed on differently treated powder samples were
necessary; see Figure 7(b). These materials were RuO2 (Johnson Matthey), and
RuxSey annealed at 600 8C under nitrogen with < 5 ppm per vol of O2. For RuO2 the
prominent peak centered at R space (1.38 Å) corresponds to an average value of
1.97 Å. This value is, in fact, an average of two Ru–O coordination distances in the

Figure 7 (a) The FT (k1 weighed) from GIXAS experiments in the open-circuit potential of

ultrathin layers deposited onto conducting glass under nitrogen and under oxygen-saturated

electrolyte. (b) FT (k1 weighed) from EXAFS transmission data on RuO2 and RuxSey. This

latter annealed with nitrogen with <5 ppm per vol of O2.
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first shell. One (1.94 Å) with two oxygen neighbors and the second (1.98 Å) with four
oxygen neighbors, according to crystallographic data for the ruthenium dioxide
sample [99]. These distances are not easy to distinguish via the EXAFS analysis. The
annealing of RuxSey in the presence of <5 ppm per vol of oxygen produces a change
in its structure. It is clear that one phase corresponds to the formation of a
ruthenium oxidelike phase, from the position of the first shell. However, the
transformation is not complete because higher shells, at R> 2 Å, look different from
those of the RuO2. The analysis shows, in fact, that this powder consists of RuxSey þ
RuxOy phases [100]. This sample bears a resemblance to the phenomenon observed
at the electrochemical interface and supports the idea that a surface complex, more
likely a RuxOy species, is responsible for the electrocatalytic reduction of molecular
oxygen. In the conditions where oxygen is absent (no electrocalytic currents), the
interaction of the oxygen from water is also clear. When comparing these fitting
results with those obtained on the RuxSey powder material, it turns out that the
coordination distances on this layer-forming particles (surface) are slightly higher (2–
3%) than those obtained for the powder (bulk signal) [101]. This difference can be
attributed to the influence of oxygen atoms coordinated to the metal center. As
compared to the initial values (under nitrogen, see above) the RRu�O;RRu�Se, RRu�Ru

coordination distance variations are 12.6%, 3%, and 13.3%, respectively. The results
indicate that important changes occur mainly on the catalytic center, i.e., on
ruthenium atoms (see Section 26.4.3). Furthermore, one should note that this change
is reversible when changing the atmosphere in the electrolyte, accounting then for
interfacial dynamics in electrocatalysis with these clusterlike materials.

26.4.2 EXAFS on Thin Layers of Rux Xy Materials

Prior to the development of clusterlike catalyst colloidal solution [91], materials were
deposited as thin layers onto conducting supports [glassy carbon, or porous carbon
papers (Toray)] [61,62,83]. The nature of chalcogens was varied in order to
synthesize RuxXy (X¼ Se, S, and Te). In the RuxSey clusters tiny amounts of
molybdenum were incorporated (2–4 at %). It was verified by EXAFS that
molybdenum atoms were highly disordered in this compound [101], and via XPS this
element was found in form of oxides [61]. Its electrochemical behavior was similar to
RuxSey. Furthermore, EXAFS spectra recorded on the Ru–K edge of RuxSey and
MoxRuySez were similar. X-ray fluorescence analysis of RuxXy deposited as thin
layers (from xylene solvent) onto porous carbon paper revealed the following
composition: RuSeMo0.03, Ru1.25S, and RuTe0.055 [102]. Due to the solubility of
elemental chalcogens in xylene, which decreases as follows: S> Se4Te, the
tellurium-containing compound was actually based on ruthenium core. It was also
possible to carry out in-situ studies in the transmission mode with EXAFS [102].
Figure 8 shows the FT spectra of in-situ measurements at 0.08V/RHE on RuxXy

layers in argon- and oxygen-saturated electrolyte (0.5MH2SO4). In line to what was
already observed on powder catalysts [e.g., RuxSey, Figure 3(b)] one recognizes, in
the first coordination sphere, two prominent peaks due to Ru–Ru and Ru–X. The
change from argon to oxygen at the same electrode potential induces significant
modifications, except for the RuxSy compound. For each system, the applied
electrode potential was varied forward (from negative to positive values) and
backward. The EXAFS spectra analysis (Debye–Waller factor was kept constant,
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and coordination numbers were calculated [102]) revealed reversible changes of the
coordination distances, R. For instance, RRu�Ru decreased with the positive potential
and was restored when returning to the initial value in all samples. On the other
hand, RRu�O decreases; see Figure 9. This figure summarizes all the coordination
data from EXAFS spectra analysis which are displayed as the change of
coordination distance DR (%) for RRu�Ru, RRu�O, and RRu�X, between argon and
oxygen, as a function of the applied electrode potential. The reference point was
taken at 0.78V/RHE. At this potential the corresponding coordination of RRu�Ru,
RRu�O, and RRu�X, either in the argon-saturated or oxygen-saturated electrolyte,
was taken as reference for such calculations. Under the consideration that catalysis is
taking place only on metal cluster centers, the present data put in evidence that
structural changes in the catalysts take place. Besides, the surface complex formation
species, as discussed above, is also evident from the interaction of ruthenium centers
with oxygen. However, at this point, it is worthwhile to note that RuxSy is less
electrocatalytic. Although EXAFS reveals some distance changes on the metal core,
a variation of the Ru–S coordination distance is negligible [Figure 9(c)]. This might
point out that the metal center could be inhibited by the presence of sulphur atoms,
and thus hinder an efficient interaction of Ru with oxygen; Figure 9(b). The
differences observed between two calculated coordination distances (same symbols
bound by a line) in Figure 9 represent measurements on the ongoing positive

Figure 8 In-situ FT (k1 weighed) of RuxXy compounds under argon-(left) and under

oxygen-(right) saturated electrolyte. The applied electrode potential¼ 0.08V/RHE.
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Figure 9 The change of coordination distance between argon- and oxygen-saturated

electrolyte, DR (%), as a function of the electrode applied potential for RRu-Ru, RRu-O, and

RRu-X. DR ¼ 0 was taken as a reference at 0.78V.
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potential and backwards. DR ¼ 0 at 0.78V/RHE was taken as a reference. In order
to rationalize the data, they were averaged for each RuxXy compound. These results
are displayed in Figure 10 as a function of the chalcogen nature. Within the limits of
calculation and experimental errors, one can recognize that important changes in the
structure take place on the selenium-containing compound. Ruthenium nanoparti-
cles are, in principle, catalytically active, in that their surface is not coordinated to
oxygen to form RuO2. Although important variation on the RRu�Ru in RuTe0.055
takes place, it is difficult to assess, in light of these measurements, the nature of the
coordinated oxygen. In summary, we arrive at the conclusion that metal cluster
centers, in these novel compounds, are distorted via the adsorption of oxygen. This is
in agreement with data generated via GIXAS. The distortion of metal cluster centers

Figure 10 The averaged DR (%) for RRu-Ru, RRu-O, and RRu-X (deduced from Figure 9) as a

function of the chalcogen nature (see text).

Copyright © 2003 by Taylor & Francis Group, LLC



is probably a precondition to break the O–O bond, which favors multi-electron
charge transfer, generated in the metal clusters.

26.4.3 EXAFS on Chevrel Cluster

The EXAFS spectroscopic analysis of in-situ measurements in transmission mode
together with a model system [polycrystalline Mo4Ru2Se8; cf. Figure 1(d)] [103], for
the reaction of reduction of molecular oxygen in acid medium also revealed several
important aspects, namely: (1) the identification of the electrocatalytic center; (2) the
distortion of the structure, and absence of oxygen in the electrolyte, (3) the cluster
unit works as a reservoir of electrons. The change of the coordination distance,
DR¼R(Ar)�R(O), deduced in a similar way as described in Section 26.4.2, as a
function of the applied electrode potential in argon (Ar) and oxygen (O) reveals the
distortion of the structure (Figure 11, and cf. Figure 9). Within the error estimation,
the distance variation between Mo–Mo in argon, R(Ar) and Mo–Mo in oxygen R(O)
is not significant. However, the coordination distance change, DR, for RRu-Ru, is
evident from the electrode potential in which the electrocatalytic process takes place:
0.7V>E> 0V [85,86]. The distance variation for RRu-Se follows the same trend as
that of RRu-Ru. The distance RRu-Ru decreases by about 1%. Therefore, during the
electrocatalytic process for the oxygen reduction, the distortion of the cluster unit
also points toward an interfacial dynamics during the charge transfer. Furthermore,
EXAFS spectroscopy also provides the information that the catalytic center is
located on the ruthenium atoms. This study supports the analysis of the structural
changes observed on the novel chalcogenide compounds, as discussed above.
However, due to the experimental mode employed, the observed changes were more
bulk than surface due to the low S/V ratio of the polycrystalline material.

26.5 PHYSICAL-CHEMICAL ASPECTS OF THE
METALLIC NANOSTRUCTURE

In an attempt to understand the nature of the catalytic center, metallic ruthenium
nanoparticles were synthesized using the same chemical route described earlier
[63,64]. The precursor obtained was named Rux and was synthesized using two
different solvents [xylene (Xyl) and 1,2 dichlorobenzene (Dcb)]. It turned out that the
nature of the solvents influences the way ruthenium atoms are rearranged in order to
form clusters. This phenomenon can be visualized in Figure 12(a) and (b). Starting
from oxidized nanoparticles [63], the recovery of the metallic precursor by reduction
with hydrogen does not occur at the same temperature; see Figure 12(a) and (b).
While the nanometallic precursor, synthesized in xylene, is obtained at 95 8C, the
precursor nanomaterial prepared in dichlorobenzene is recovered at higher
temperatures (183 8C). Under these conditions hcp of 2 nm are formed. On the
other hand, the intermediate hexagonal (102) peak (at b¼ 0.63 Å�1) is significantly
diminished on both Rux precursors. This testifies toward a very high degree of
stacking faults. Debye function analysis (DFA) simulations performed on such
materials [95] revealed a bimodal size distribution represented by a small fraction of
unfaulted closed-shell hcp model clusters (x¼ 13, 57, and 153). On the other hand,
larger ones (e.g., 20 Å< d< 30 Å) are strongly faulted by stacking defects. The
respective Debye parameters are B¼ 3 Å2 and 0.15 Å2. The mean Ru–Ru distances
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were found to be appreciably contracted against bulk ruthenium by 3.8% and 0.7%
for Rux(Xyl) and Rux(Dcb). These findings are parallel to the electrochemical
behavior, as shown by simple voltammetric measurements for the same equivalent
catalyst charge (57 mg cm�2) deposited onto GC substrates; see insets in Figure 12(a)
and (b). The electrochemical behavior of RuxSey bears resemblance to the behavior
of Rux, both being synthesized in xylene. Moreover, when comparing this behavior
with that of RuxSey prepared in dichlorobenzene, we see that it bears resemblance to
Rux prepared in the same solvent. Furthermore, the electrocatalytic activity for the

Figure 11 The change of coordination distance between argon and oxygen saturated

electrolyte, DR (%), as a function of the electrode applied potential for RRu-Ru, RRu-Se,

RMo-Mo, RMo-Se. The points, at DR ¼ 0, correspond to the reference.
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reduction of oxygen was higher on xylene-prepared samples than on dichloroben-
zene ones. Therefore, based on these observations, it is evident that the catalytic
centers of ruthenium clusters must possess a certain degree of disorder, to coordinate
the oxygen leading to the active surface complex (RuxOy) responsible for
electrocatalysis. Systematic studies are still needed to probe the nature of chalcogen
toward the ‘‘disordered’’ metal center synthesized on different solvents. Figure 12(c)
also testifies that the electrocatalytic water oxidation is enhanced on the more
disordered metallic precursor. However, the naked metallic precursor reacts easily
with oxygen. This phenomenon does not take place when such metallic clusters are
coordinated with a chalcogen, as, for example, RuxSey. The chalcogen as ligand,
stabilizes the metallic structure against oxidation, as demonstrated in various papers
[61,104]. The precondition is that the channels that coordinate molecular oxygen
remain open. This is apparently not the case for the sulphur-containing compound.

26.6 SUMMARY AND OUTLOOK

Significant progress has been achieved in the research of materials based on
clusterlike chalcogenide in the nanometer-scale range. The organizational effect of

Figure 12 (a) and (b) Diffraction patterns of the ruthenium nanoparticles obtained after

hydrogen reduction at the corresponding temperatures. The insets on these figures represent

the electrochemical reduced state (cyclic voltammetry at 50mV/s in 0.5M H2SO4) of such

nanoparticles. (c) Tafel plot for the water oxidation on surface-reduced ruthenium

nanoparticles. For comparison a massive electrode is also depicted in the inset. The current

density measured on nanoparticles is referred to the mass.
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molecular precursors to tailor novel materials opens a variety of interesting
phenomena for physics and chemistry. Our contribution is an attempt to understand
the complex interplay between material design and the physical-chemical aspects that
such materials may bring out for electrocatalytical processes. The application of in-
situ spectroscopic techniques (e.g., GIXAS, EXAFS) revealed that the adsorption
process is accompanied by a distortion of the structure. This seems a precondition to
enhance kinetics of multi-electron charge transfer. Ruthenium, as well as other
transition metals, presents interesting properties in electrocatalysis when the atoms
are arranged in such a way as to fulfill the structure that leads to a novel compound.
RuxXy (X¼ S, Se, Te) is just an example among many other compounds that can be
tailored by means of the method presented in this chapter.
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