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During my academic lifetime I have been in contact with several different scien-
tific communities, including informatics, medical physics, and the physics of
soft matter or magnetism. Each of these branches of science has long had a fas-
cination with patterns, whether data ordering, memory patterns, coat patterns
of animals, arrangements of molecules or spin configurations. The reason for
the inexhaustible interest in the patterning on all length scales is three-fold: (i)
it is recognizable and just beautiful; (ii) it is often unpredictable – that is, it con-
tains a mystery; and (iii) any ordered structure is an encrypted message con-
cerning the reasons for its formation. Thus, all the ingredients of a “good detec-
tive story” are at hand!

There are many exciting interpretations of this story in the literature. Most of-
ten, a tale begins with a description of a system in which a pattern has been ob-
served, after which the mystery is lifted – at least partially – by a description of
the microscopic properties of the system. Sometimes, this leads to a situation
when one and the same pattern is known under diverse conditions, whilst all
captivating names in different communities. Consequently, papers using differ-
ent names are not cited, and phenomena are reinvented. Examples are the “mi-
cro-vortex structure”, “spin ice”, and “�/4± n�/2 configuration” – three notions
all of which describe a ground state of a dipolar system on a square lattice in
different systems. In a rarer and more general interpretation, the analysis is
started with the depiction of a pattern, which is then characterized on the basis
of an order parameter. The order parameter is an abstract construction and of-
ten is not directly related to the properties of a system. This may lead to a mis-
interpretation of the hidden message – that is, the physical or chemical grounds
for pattern formation. For example, the organization of stripes is traditionally
related to the competition between attractive- and repulsive interactions. How-
ever, a stripe pattern with the same order parameter can appear in a system
with two repulsive couplings, or even for a single dipolar interaction in the
presence of anisotropy. Thus, in order to decrypt the puzzles posed to us by Na-
ture, an additional generalization by the type of interactions involved would be
very helpful.

This idea appeared very clearly to me following the plenary lecture given by
Professor J. Kirschner at the Annual Meeting of the German Physical Society in
Dresden, March 2003. Professor Kirschner has demonstrated an experimental
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model made from small magnets which were free to rotate on different lattices.
The geometry of magnets and the model as whole has been adapted to repre-
sent pure dipolar systems. Both, the lecture and the model have attracted the vi-
vid interest of researchers from a number of different fields. As the person re-
sponsible for construction of the model, I was confronted with diverse questions
from the meeting participants with regard to interactions, lattice geometry, or
the correspondence of the model to real physical systems.

This book is a systematic reply to a variety of questions addressed to me in
Dresden. It is intended to serve as an introduction, for students and researchers
alike, into the patterns arising in nanosystems caused by competing interac-
tions. These interactions are classified into four main groups: (i) self-competing
interactions; (ii) competition between a short- and a long-range interaction; (iii)
competition between interactions on a similar length scale; and (iv) competition
between interactions and anisotropy. Each class is further divided into sub-
classes corresponding to the localized and delocalized particles. For each sub-
class, concrete sets of interactions, corresponding patterns and microscopic de-
tails of systems where they appear are presented. Chapter 1 provides an intro-
duction to modulated phases and models for their description, whilst in Chapter
6 several new advances in visualization of dynamical patterning are introduced.

The book can be read from cover to cover in order to explore the principles of
self-organization and diversity of systems. However, it can be used as well in
“cookbook” style – with a certain amount of cross-referencing – to obtain the recipe
for structuring a particular set of interactions, lattice structure, and localization.
For example, if the reader wishes to know which type of pattern appears in a spin
system localized on a hexagonal lattice with antiferromagnetic first/second/third
nearest-neighbor and ferromagnetic first/second/third nearest-neighbor interac-
tions, he or she has simply to consult Chapter 4, which details the competition
on a similar length scale for magnetic systems. Moreover, if the reader is inter-
ested in patterns arising in systems of moving charges or dipoles (e.g., electron
gas or colloidal suspensions), he or she is referred to Chapters 2 or 3, depending
on whether the short-range coupling between the particles exists.

This book is written at a fairly introductory level, for graduate or even under-
graduate students, for researchers entering the field, and for professionals who
are not practicing specialists in subjects such as statistical mechanics. Special-
ized terms are explained in the Insets, and patterns are visualized in many fig-
ures. My main aim was to write a readable text which can be understood with-
out consulting numerous references, though for specialists in the field a vast
body of literature is provided at the end of each chapter. I have also included a
number of problems (with solutions provided!) at the end of each chapter for
the reader to work through if he or she wishes. These problems can also be
used by lecturers of applied mathematics, physics, or biology courses. Some of
the problems are purely analytic, whereas others ask the reader to create a short
program.

I would like to thank the editors, Michael Bär and Heike Höpcke at Wiley-
VCH Verlag, not only for proposing the production of the book, but also for
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their help. I am grateful to many colleagues and friends for fruitful discussions
and suggestions, including Roland Wiesendanger, Jürgen Kirschner, Hans Peter
Oepen, Kirsten von Bergmann, Andre Kubetzka, Matthias Bode, Oswald
Pietzsch, Jean-Claude Lévy, Abdel Ghazali, Kai Bongs, Mykhaylo Kurik, and
Stefan Heinze. I thank Nikolai Mikuszeit for the help with programming on
“Mathematica” and discussions. I also sincerely thank my family for their great
patience and support during the production of this book.

Hamburg, October 2006 Elena Y. Vedmedenko
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What distinguishes order from disorder? Some would argue that we experience
structure as ordered only when the visual (aural) stimuli reveal patterns. If so:
� What are the physical reasons for the pattern formation?
� To what extent do the patterns observed in the world at large resemble those

in the atomic world?
� What happens on the nanometer scale, in two- or even one-dimensional sys-

tems?
� Can the nanoscale patterns always be recognizable?
� What if the complexity of the patterns exceeds our powers of cognition?

In exploring these issues, I will first introduce experimental data on nano- and
mesoscopic patterns, and then present the earliest theoretical models of pattern
formation. We will then move on to investigate in detail the relationships be-
tween the patterns and the interactions within a material that operate on differ-
ent length scales or in opposing/cooperating manners.

1.1
How the Story Began

Self-organization describes the evolution process of complex structures where or-
dered systems emerge spontaneously, driven internally by variations of the system
itself. One can say that self-organized systems have order for free, as they do not
require help from the outside to order themselves. Although the self-organization
phenomena – for example, the formation of snowflakes or the stripes of zebras or
tigers – were known empirically as early as Antiquity, it was only during the twen-
tieth century that studies on that subject become more or less systematic. The very
first publications on self-organization on the micrometer scale appeared in the
surface chemistry due largely to the studies of I. Langmuir and, after the turning
point in surface physics, when the first low-energy electron diffraction (LEED) ex-
periments were conducted by C. J. Davisson and L. Germer in 1927. Nevertheless,
rather few experimental investigations were carried out until the 1970s, this pre-
sumably being due both to the technological complexity of the measurements and
the lack of an adequate theory. During the past 20 years, however, new – appar-
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ently fundamental – patterns and superstructures on the nanometer scale have
been discovered at an alarming rate. This advance was sparked in particular by
the development of electron-, scanning tunneling, atomic force, friction force
and magnetic force microscopies. However, despite several very good reviews [1,
2], editorial collections of articles [3, 4] and books [5–9], self-organization is still
not considered to be a science in its own tight. The reason for this is that there
is a very wide spectrum of scientific directions, each with their own Lexis and
goals, where the ordered superstructures appear. Thus, systematization of the pat-
terns and reasons for their formation are necessary. As a first step in this direction,
Section 1.1 provides a brief review of the earliest known micrometer/nanometer
scale patterns, namely modulated structures and magnetic domains. Subse-
quently, in Section 1.2, the answer is provided to the first question listed above,
namely “What are the physical reasons for pattern formation?”

1.1.1
Structure Periodicity and Modulated Phases

One is aware that many materials have an ordered structure and, indeed, the sym-
metry of the crystalline lattice, for example, is generally well known from X-ray
experiments. These structures are very often periodic, with an ideal crystal being
constructed by the infinite repetition of identical structural units in space. The
philosophy of the life, however, is that all situations – the best and the worse –
have their limits. All materials have surfaces, the physical properties of which dif-
fer from those of the bulk material due to the different atomic surroundings. It is
said that a surface atom has a reduced (compared to the bulk material) coordina-
tion number that is nothing other than the number of nearest-neighbor atoms.
But the question here is: “What type of structure should the surface atoms admit?”

During the 1920s this simple question gave rise to the new scientific direc-
tions of surface physics and chemistry. The answer was soon found, namely
that as the surface atoms lost their neighbors in layers above, the surfaces are
under tensile stress; that is, the surface atoms would prefer to be closer to their
neighbors in the surface layer. This phenomenon, which exists in both liquid
and solid materials, is known as surface tension. It determines the equilibrium
shape of a body that is a minimum state of its surface tension. In a drop of liq-
uid, the surface tension is isotropic, and hence the drop’s equilibrium shape is
a sphere. When this drop is placed on top of a substrate the shape will usually
change. In the case of a solid crystal, the answer to this question is not trivial
because the surface tension is highly anisotropic. With some limitations, the
surface tension of a solid or a liquid body can be calculated theoretically [10].

The existence of surface tension leads to a number of interesting structural phe-
nomena [13]. One of these is the formation of surface domains with different
atomic structure, while another is the formation of surface dislocations. In con-
trast to the bulk dislocations, which are linear defects inside a crystal lattice gov-
erning the plastic behavior of a material, the surface dislocations are concentrated
mainly in the region beneath the topmost atomic layer (see Fig. 1.1 a). Many close-
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packed metal systems show patterns of surface dislocations, which form in order
to relieve the strain between an overlayer and a bulk crystal. Indeed, the well-
known herringbone reconstruction of a clean gold (111) surface [11] [see Inset
1.1 and Fig. 1.1b] is a striking example of such a dislocation pattern, formed be-
cause the lower coordinated surface gold atoms have a closer equilibrium spacing
than normally coordinated bulk gold atoms. The “herringbone” pattern of Figure
1.2b is comprised of “double stripes”, the orientation of which changes periodi-
cally. Each double stripe consists of a wide face-centered cubic (fcc) domain and
a narrower hexagonal close-packed (hcp) domain, separated by domain walls
where atoms sit near the bridge sites. Atoms at bridge sites are pushed out of
the surface plane, and thus show up as light regions on scanning tunneling mi-
croscopy (STM) images. Hence, the stripe contains two partial misfit dislocations.
To form the herringbone out of the double stripe, the stripes must bend at the “el-
bows”. There are additional point dislocations at pointed elbows.

Another prominent example of the surface reconstruction give the reorientation
of the surface atoms that occur on Si(111) surface below a temperature of 860 �C
[14]. Figure 1.1 c illustrates a low-energy electron microscopy (LEEM) image of that
type of reconstruction. The contrast between light and dark regions illustrates the
sharp division between ordered (light) and disordered (dark) phases. Both patterns
are periodic and can be usefully described in terms of larger than atomic basic
structural units or modules. There exist many other complex systems which
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Fig. 1.1 (a) Schematic representation of a surface dislocation.
(b) Scanning tunneling microscopy (STM) image of the
Au(111) reconstruction; adapted from [11]. (c) Low-energy
electron microscopy (LEEM) image of the reconstruction that
occurs on Si(111) surface; adapted from [12].

Inset 1.1 Crystallographic directions

Cutting and polishing a single crystal defines a certain surface. The orienta-
tion of the surface (the arrow in Fig. 1.2) with respect to the crystallographic
structure is usually given by a number in brackets (Miller indices) [15]. For
the gold crystal of Figure 1.1a it was the “(111)”-surface. In this drawing, the
desired direction of the cut is symbolized by the blue line. The actual cut al-
ways has a slight error (green dashed line). This results in a surface with
monoatomic steps. The surfaces with a miscut are also called vicinal surfaces.



may be also systematized in terms of periodic series of stacking variants of the
simple subunits; these structures are often denoted as “arrays”.
An important example of periodic surface structures gives thin epitaxial films
and nanoscale self-assembly on solid surfaces. Epitaxial films are usually ob-
tained by depositing of a material on top of a single crystal (substrate) on which
it can be investigated. Material deposited on top of the substrate may cover it,
thus forming a smooth film or so-called “islands”. Whether a smooth film or is-
lands are formed depends critically on the properties of the substrate, the de-
posited material, and the temperature. Remember “water on glass”: if the glass
is slightly dirty, the water forms a film on it; however, on fresh cleaned glass
the formation of drops is favored. The islands themselves also often represent
single crystals, and have an ordered superstructure. Figure 1.3 provides an ex-
ample of ordered metallic epitaxially grown nanoarrays in three different sys-
tems. However, in the area of the organic and the molecular epitaxy, very suc-
cessful self-assembly techniques have been also elaborated [16, 17]. Of course,
there are many other nano-, meso- and macroscopic systems where the self-or-
ganized arrays can be identified. However, the aim of this section is not to pro-
vide a complete review of the modulated structures, but rather to determine
how they should be described.

As could be seen, the self-organized surface structures possess certain
periodicity. The periodicity has at least two length scales – that of the atomic lat-
tice inside of the islands or domains, and that of an array. Such structures,
which consist of a perfectly periodic crystal, but with an additional periodic
modulation of some order parameter, are denoted as modulated structures. An
important question is, “How the periodicity of the order parameter is related to
the periodicity of the underlying bulk crystal?” If atoms or molecules are weakly
bonded to a surface, the structure they adopt – even periodic – may be almost
completely independent of the lattice structure of the substrate. The periodicity
is then dictated almost solely by the interparticle interactions. If the adsorbed
particles have a strong bonding to the surface, they may be arranged with the
same lattice structure as the substrate. Often however, because of lattice mis-
match or tensile strain, the overlayer has a lattice structure, which differs from
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Fig. 1.2 Single crystal with a miscut resulting in monoatomic steps.
The blue arrow denotes the orientation of the ideal surface with
respect to the crystallographic structure (see Inset 1.1).



that of substrate. If the lattice vectors of the top layer are rationally related to the
substrate lattice vectors, such a structure is denoted as a “commensurate”. In
the case of an irrational relation between the overlayer and the substrate lattice
vectors, one says that an “incommensurate” structure is formed. Many surface
layers – for example herringbone reconstruction and epitaxially grown systems
– adopt incommensurate structures, and consequently the questions arise:
� Are the modulated structures – and particularly incommensurate configura-

tions – thermodynamically stable, or are these some disturbed, metastable
states?

� What is the physical mechanism underlying the formation of modulated
phases?

These questions will be answered in Section 1.2.1.

1.1.2
Ferromagnetic and Ferroelectric Domains

Materials whose atoms carry strong magnetic/electric moments are called ferro-
magnets and ferroelectrics, respectively. Many different substances demonstrate
ferromagnetic and/or ferroelectric properties. For example, iron, nickel, cobalt
and some of the rare earth metals (e.g., gadolinium, dysprosium) exhibit ferro-
magnetism, with iron (ferric) being the most common and most dramatic ex-
ample. Samarium and neodymium in alloys with cobalt are used to fabricate
very strong rare-earth magnets. Among the different ferroelectrics, oxides show-
ing a perovskite or a related structure are of particular importance.

Ferromagnetic/ferroelectric materials possess their properties not only be-
cause their atoms carry a magnetic/electric moment, but also because the mate-
rial is composed of small regions known as magnetic/ferroelectric domains.
The concept of domains was first introduced by Weiss, in his famous study [21].

1.1 How the Story Began 5

Fig. 1.3 (a) Flat Co dots on the herringbone reconstructed
Au(111) surface, that are obtained in the subatomic-mono-
layer regime; reprinted with permission from [18]. (b) STM
image of the Fe nanowires on the W(110) surface; reprinted
with permission from [19]. (c) STM image of the In/Ag alloy
cluster array fabricated on Si(111)-(7�7) surface; reprinted
with permission from [20].



In each domain, all of the atomic dipoles are coupled together in a preferential
direction (see Fig. 1.4). This alignment develops during solidification of a crystal
from the molten state, during an epitaxial growth, or during the ordering of a
liquid mixture. Ferromagnetic materials are said to be characterized by “sponta-
neous” magnetization as they obtain saturation magnetization in each of the do-
mains without an external magnetic field being applied. Even though the do-
mains are magnetically saturated, the bulk material may not show any signs of
magnetism because the domains are randomly oriented relative to each other
(Fig. 1.4a). Ferromagnetic materials become magnetized when the magnetic do-
mains are aligned (Fig. 1.4b); this can be done by placing the material in a
strong external magnetic field, or by passing electrical current through the ma-
terial. The more domains that are aligned, the stronger the magnetic field in
the material. When all of the domains are aligned, the material is said to be sat-
urated, and no additional amount of external magnetization force will cause an
increase in its internal level of magnetization. At the start of the 20th century
the domains were introduced only as an abstract construction to explain:
� that below the critical temperature, the total magnetization of a magnet is not

the same as its saturation magnetization;
� that a permanent magnet can be made from a ferromagnetic material by ap-

plying a magnetic field;
� the hysteresis and necessity for a coercive field to remove any net magnetization;
� the zero average magnetization and non-zero local magnetization of a ferro-

magnet [22].

Despite this very useful phenomenological theory of magnetic domains, the
mechanism of the domain formation remained obscure until the 1930s.

In the seminal report by Landau and Lifshitz in 1935 [24], the domains were
proposed to originate from the minimization of the magnetostatic energy stem-
ming from the dipolar interaction. Since then, a wide variety of two-, three- and
even one-dimensional physical-chemical systems, which display domain pat-
terns in equilibrium [2], has been found. Among these are ferroelectrics [25],
liquid crystals [26], block-copolymers [26], ferrofluids [27], Langmuir layers [28],
superconductors [29], and other related systems. The domains can have peri-

1 Introduction6

Fig. 1.4 (a) Weiss domains, the total magnetization of the
sample is zero. (b) The domains are aligned under the action
of the external magnetic field H; the total magnetization has
a finite value.



odic, random or incommensurate superstructure. Nowadays, nanometer-sized
magnetic [19, 30, 31] and ferroelectric [23] domains, which cannot be expected
from the original theoretical concepts, have been discovered (Fig. 1.5). The ex-
planation of the origin of those domain nanopatterns requires new theoretical
concepts, which will be addressed in Section 1.2.2.

1.2
First Theoretical Approaches for Competing Interactions

1.2.1
Frenkel–Kontorova Model

One of the earliest theories of a system with competing length scales is known
as the Frenkel–Kontorova (FK) model. This was introduced more than half a
century ago [32, 33] in the theory of dislocations in solids to describe the sim-
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Fig. 1.5 (a) Scanning electron microscope
with polarization analysis (SEMPA) images
of magnetic domain structures in a wedge-
shaped Co/Au(111) film; reprinted with per-
mission from [31]. Dark and light regions
represent areas of antiparallel magnetization.
The smallest domain size is 300 nm. (b)
Typical fragment of a domain pattern in elec-
trically poled along the [001] direction ferro-

electic Pb(Mg1/3Nb2/3)O3–xPbTiO2 crystal ob-
served in a polarizing microscope; adapted
from [23]. The typical domain size is 20 �m.
(c) STM image of the magnetic domains
(dark and light gray areas) and domain walls
(black lines) in Fe/W(110) nanowires; re-
printed with permission from [19]. The typi-
cal domain size is 20 nm.

Fig. 1.6 Schematic representation of the Frenkel–Kontorova
model. The balls represent surface atoms bonded with neigh-
boring atoms by the interatomic interactions (Hook’s springs
of natural length a) and with the substrate through the poten-
tial V (solid black line) of periodicity b.



plest situation when the surface atomic layer is assumed to contain a disloca-
tion (see Fig. 1.1). Subsequently, this model has been used extensively for the
modeling of nonlinear dynamical processes in a variety of condensed matter
[34, 35] and biophysical [36] systems. As the FK model captures the essential
physics of many different problems, it is broadly used in present-day research
investigations into metal surfaces [37, 38], atomic friction [39, 40], biological [41,
42] and quantum [43] systems.

The surface layer in the FK approach is modeled by a chain of balls (atoms)
connected by harmonic Hook’s springs of natural length a and stiffness k. The
bottom solid is assumed to be rigid, so that it can be treated as a fixed periodic
substrate potential V (Fig. 1.6) – that is, the surface/interface part of a crystal
can be sheared with respect to the bulk material.

The physics of the model is determined by competition between the elastic en-
ergy, which favors incommensurate (see Section 1.1.1) separation between
atoms, and the tendency for the atoms to sit at the bottom of potential wells,
leading to a commensurate structure. The competition can lead to an interest-
ing situation when the surface atoms are neither ordered (as at the top of
Fig. 1.1a) nor disordered (as beans spilled upon a table), but rather form a non-
trivial pattern of assembled atoms. The exciting question here is what this pat-
tern should look like, and how it depends on the parameters of the FK model.

The periodic force of the substrate has the form (Fig. 1.6) f �x� � V0 sin 2�x
b

� �
,

V0 = const. The elongation of the string from its natural length a is
xn � xn�1 � a and, consequently, the Hook’s force between two neighboring
atoms (Fig. 1.6) is fH�x� � �k�xn � xn�1 � a� � �k�xn�1 � xn � a�.

The potential energy corresponding to a conservative force F�x� is known to
be U�x� � � � x

x0
F�x�dx �U�x0�. As f �x� and fH�x� are not path-dependent they

are conservative. Hence, if U�x0� � 1, the energy of a configuration U�x� or, in
other words, the Hamiltonian of the whole systems can be written as
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Inset 1.2 Solitons

The word “soliton” was first used to describe nonlinear waves interacting as
particles [44]. In fact, the term soliton almost became “solitRon”, as an abbre-
viation for the “solitary wave”, but at the time a company was trading with
the identical name, and hence the ‘r’ had to be removed. The history of
studying solitons began in August 1834, when the Scottish engineer John
Scott Russell observed a large solitary wave in the Union Canal near Edin-
burgh. In the days of Russell there were many debates concerning the very
existence of that type of solitary wave, but today many complex dynamic sys-
tems throughout science are known to possess soliton solutions: from hydro-
dynamics to nonlinear optics; from plasmas to shock waves; from tornados
to the Great Red Spot of Jupiter; from the elementary particles of matter to
the elementary excitations.



H �
�

n

1
2

k�xn�1 � xn � a�2 � V�1� cos�2�xn�b��
� �

�1�1�

with V � V0 � 2��b the amplitude of the potential. It is helpful to introduce a
phase Pn, which measures the position of the atoms relative to the minima of
the potential (Fig. 1.6). Pn can be either positive or negative. Then, the atomic
coordinate is defined by:

xn � nb� bPn�2� � �1�2�

cos�2�xn�b� � cos�2�n� Pn� � cos Pn �1�3�

and the elongation of a string between n and n–1 balls becomes

xn � xn�1 � a � Pn � Pn�1 � 2� � �a� b��b � �1�4�

The expression d � 2� � �a� b��b measures the misfit between two competing
length scales a and b; Pn � Pn�1 gives the mismatch between the equilibrium
positions of the atoms and the periodicity of the cosine potential (i.e., it repre-
sents the heart of the problem).

For a strong interatomic potential k � 1 in Eq. (1.1) the displacement of
atoms from the corresponding potential minima is a smooth function of the co-
ordinate and can be treated in continuum limit

Pn � Pn�1 � dP�dn � �1�5�

With (1.5) the equation (1.1) transforms to

H �
�

dP
dn
� d

	 
2

�2� V�1� cos P�
� �

dn � �1�6�

Minimization of the energy H is equivalent to finding a solution of

�2P��n2 � V sin P � �1�7�

which is the one-dimensional sine-Gordon equation, a special case of the time-
dependent sine-Gordon equation �2P

�t2 � �2P
�n2 � V sin P with t – the time.
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Solutions of that equation are known from mathematics and physics of non-
linear phenomena [46]. The simplest are the “kink” (the black curve at the top
of Fig. 1.7) and the “anti-kink” (the black curve at the bottom of Fig. 1.7) solitons
(see Inset 1.2). A kink is a solution whose boundary value at the left infinity is
0 (–�), and at the right infinity is 2� (+�); the boundary values of an anti-kink
are 0 (+�) and –2� (–�), respectively (black curves in Fig. 1.7). Physically, this
means that the atomic displacement from the position of a potential well Pn is
0 or 2� at the boundary – that is, the atoms are placed in the wells. These are
all light-blue atoms in Figure 1.7. Inside of the kink (anti-kink), the displace-
ments Pn are different as from both 0 and 2�; these are the dark-blue atoms in
Figure 1.7. In our case, the kink describes a vacancy in the chain (as in Fig. 1.7,
top), while the anti-kink corresponds to excess particles (as in Fig. 1.7, bottom).
Thus, the kink-solutions model two simplest types of dislocations.

For a weak interatomic potential k< 1 (see Eq. (1.1)) the kink becomes very
narrow and, therefore, essentially discrete. As a matter of fact, only very few
atoms lying near the center of the kink (anti-kink) have different from 0 or 2�
displacements Pn. In that case, Eq. (1.1) must be solved discretely. To do so, one
rewrites the elongation of a string (see Eq. (1.4)) as

xn�1 � xn � a � xn�1 � xn � �xn � xn�1� � xn�1 � 2 � xn � xn�1 �1�8�
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Inset 1.3 Numerical approximation of the sine-Gordon equation

�2u
�t2 �

�2u
�x2 � sin�u�x� t�� � 0 using difference equations

1) Defining of the coordinate-time rectangle (see sketch below);
2) uij � u�xi� tj� �

3� �2u�x� t�
�t2

� ui�j�1 � 2ui�j � ui�j�1

�t2

4� �2u�x� t�
�x2 � ui�1�j � 2ui�j � ui�1�j

�x2

5� r � �t
�x

initial position function ui�1 � f �xi�
1st derive velocity function ut

i�1 � g�xi�

6� ui�2 � f �xi��1� r2� � g�xi��t� r2

2
�f �xi�1� � f �xi�1�� � sin�f �xi��

ui�j�1 � f �xi��2� 2r2� � g�xi��t� r2�ui�1�j � ui�1�j� � sin�ui�j��t2

For further details see [45].



and Eq. (1.1) as

H �
�

n

1
2

k�xn�1 � 2 � xn � xn�1�2 � V�1� cos�2�xn�b��
� �

� �1�9�

The right-hand part of Eq. (1.8) is nothing else than the central difference ap-
proximation to the second-order derivative, and can be solved numerically (see
Inset 1.3 and Exercise 1). The FK problem in the discrete case is more compli-
cated than the previous one, as it may have unstable solutions [45]. For different
boundary conditions and different parameters of the model, more complicated
solutions than a simple kink exist. These are sequences of kinks or anti-kinks –
that is, the lattice of domain and domain walls is formed (Exercise 1). As the
kinks-series is similar to stairs, it had become a rather colorful name: the “dev-
il’s staircase” (see Exercise 1). Besides this unusual name, this result leads to a
very important conclusion – that the perfect crystal ordering is not always the
most stable! Over a certain range of temperatures, pressures, etc., crystals or
crystal surfaces can spontaneously exhibit a periodic modulation which is not al-
ways a rational combination of the natural periods of the crystal. Examples of
such a configuration are shown in Figures 1.1b, 1.6 and 1.7.

1.2.2
Theoretical Models of the Magnetic/Ferroelectric Domains

The term “domains” can be used in different contexts. In Section 1.1.1, this no-
tation was used to describe those regions of a crystal with different atomic
structures. In the context of the present section, however, a crystalline structure
is the same everywhere, while the orientation of spontaneous polarization in dif-
ferent domains is different. Although the complete mechanism of the formation
of magnetic/ferroelectric domains is rather complex, the main principles can be
understood on the basis of phenomenological conception of the exchange and
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Fig. 1.7 Schematic representation of the “kink” (top of the
figure) and “antikink” (bottom of the figure). While the balls
show real space displacements of the atoms, the black curves
correspond to the function Pi = f(x), where Pi is displacement
of the i-th atom.



the dipolar energy. Therefore, although in the next section I will provide a basic
notion of these energies, they will be described in more detail in the following
chapters.

1.2.2.1 Phenomenology of the Dipolar Interaction
In the first approximation, a magnet or a ferroelectric can be successfully treated
as an ensemble of atomic magnetic or electric moments (dipoles). Each dipole can
be modeled as a pair of magnetic/electric charges of equal magnitude but opposite
polarity, or as an arrow representing the direction of a moment. The moments are
known to align themselves in an external magnetic or electric field (just as a com-
pass needle in the magnetic field of the Earth). As every moment itself is a source
of a field (Fig. 1.8), it can be aligned in the field of any other dipole and vice versa –
that is, the moments interact. The space distribution of the field produced by a di-
pole is nonlinear. The strength of magnetic or electric field is a vector quantity; it
has both magnitude and direction, and is also rather weak. The strength of a di-
polar interaction between two dipoles is of order of few degrees Kelvin. The mag-
nitude of the dipole field decreases with distance as 1/r3, while its direction de-
pends on the relative positions and orientations of atomic moments (Fig. 1.8).
As a crystal consists of milliards of atoms, each atomic dipole experiences the ac-
tion of milliards of fields with different direction and amplitude coming from all
other dipoles (see Fig. 1.8). The total field acting on a moment can be determined
as a vector superposition of all atomic fields. Because of the long-range character
and position-dependence of the field distribution, a low-energy configuration of a
pure dipolar ensemble is fairly difficult to predict. Some of the striking features of
the dipolar coupling, however, can be derived even on the basis of school-level
physics.

It is widely known that opposite charges attract whilst unlike charges repel
each other, or that two bar magnets are attracted the North to the South pole.
Why is this? Two separate magnets have two South and two North poles – to-
gether, four uncompensated poles. But two coupled bar magnets have only one
South and one North pole – the other two poles are compensated. Hence, by
means of attraction, the so-called surface charges – that is, the charges on an
open surface – are minimized. The surface charge minimization leads to the de-
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Fig. 1.8 An energetically favorable orientation of a dipole in
the field of two other dipoles.



crease of the magnetic/electric field and, hence, to a decrease in the total en-
ergy. Thus, one of the main features of dipolar interaction is that this coupling
attempts by all means to avoid free poles. This feature, which is referred to as
the “pole avoidance principle” [47], is very important when explaining domain
formation.

1.2.2.2 Phenomenology of the Exchange and Exchange-Like Interactions
As the dipolar interaction is rather weak it cannot serve as a reason for sponta-
neous magnetization or polarization at room temperature. Hence, aside from
the dipolar coupling, there should exist another, much stronger coupling, and
for a magnet this is the quantum mechanical exchange interaction. Without
going into details, the exchange coupling between two neighboring magnetic
ions will force the individual moments into either parallel (ferromagnetic) or
antiparallel (antiferromagnetic) alignment with their neighbors. Such coupling
is very strong (of the order of 10 . . . 103 K), but is of short range – that is, it de-
creases rapidly as the ions (atoms) are separated. The direct exchange interac-
tion in its simplest form can be described by the Heisenberg Hamiltonian [48]:

Hex � �2J
�
	i�j


Si � Sj

where J is the exchange coupling constant which is non-zero only for nearest
neighbor spins S. For a ferromagnet, J is positive, that is Hex has its minimum
for parallel spins; however, for an antiferromagnet J is negative and Hex has its
minimum for antiparallel spins.

A ferroelectric crystal is a crystal which exhibits an electric dipole moment
even in the absence of an external electric field. The spontaneous ferroelectric
polarization arises due to distortion of the primitive crystal cell inducing the dis-
placement of positive and negative ions with respect to each other. The charge
displacement leads to the formation of strong molecular dipoles oriented along
certain crystallographic directions. If it is possible to reorient the spontaneous
polarization of a material between crystallographically equivalent states (so-
called “variants”) by an external electric field; then, in analogy to ferromagnets,
one speaks about ferroelectrics. In ferroelectrics, nearest neighboring moments
prefer to be collinear, as a non-collinear configuration requires changes in the
geometry of neighboring crystalline cells that would produce a huge strain in
the crystal. Thus, elastic strain energy in ferroelectrics acts similarly to ferro-
magnetic exchange [25, 49, 50]. As in the case of magnetism, the electric di-
poles may also orient themselves in an antiparallel fashion, in which case the
associated dipoles create an antiferromagnetic order. Two types of the ferroelec-
tric order are shown schematically in Figure 1.9.

1.2 First Theoretical Approaches for Competing Interactions 13



1.2.2.3 Mechanism of the Domain Formation
It was highlighted in Section 1.2.2.1 that the dipolar interaction is very weak
compared to the exchange coupling or strain. However, the exchange interaction
is quite short-ranged, whereas the dipolar interaction is not. As a result, the to-
tal dipolar energy becomes significant when enormous numbers of dipoles are
involved, and can compete with the stronger exchange coupling. In particular, a
uniformly magnetized configuration such as that in Figure 1.4b or Figure 1.9a
is highly uneconomical in terms of dipolar energy as it has fully uncompen-
sated surfaces. The poles at the surface can be avoided and, thus, the dipolar
energy substantially reduced by dividing the specimen into uniformly magnet-
ized domains, the magnetization vectors of which point in opposite or widely
different directions. Such a subdivision is paid for in exchange energy, since
near the boundary of two domains the neighboring moments will have a rather
large mutual angle. However, the region where non-collinearity occurs is very
narrow because of the short range of the exchange interaction. In contrast, the
gain in dipolar energy of every dipole drops when the domains are formed.
Therefore, provided that the domains are not too small compared to the bound-
ary between them (the so-called domain wall), domain formation will be fa-
vored. Thus, a lowering of the dipolar energy of the whole sample will compen-
sate for the rise in exchange energy in the domain walls.

There are many different types of domains and domain walls. In the simplest
case, the magnetization in domains have antiparallel orientation, and conse-
quently the moments in the two domains always lie in equivalent crystallo-
graphic directions. Such domains are separated by the so-called 180� domain
walls, which occur in virtually all materials and are distinct from all other non-
180� walls in that they are not affected by stress [51]. The 180 � walls can be also
of different type, depending on the manner in which the magnetization rotates
between two stable orientations. A comprehensive description of magnetic walls
for beginners is provided by Jiles [52], while a more in-depth study is provided
by Hubert and Schäfer [53]. In many cases, the so-called Bloch wall – where
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Fig. 1.9 Schematic diagram of (a) a ferroelectric and (b) an
antiferroelectric with perovskite structure. The brown circles
represent the sublattice with positive charges; the blue dots
are negative ions. The red arrows show the direction of elec-
tric polarization of a cell. The polarization arises due to the
displacement of negative charges from the center of an
atomic cell.



magnetic moments rotate in the plane perpendicular to that of the stable mag-
netization in domains (Fig. 1.10) – has a lowest possible energy. The period of
magnetization rotation in that simple case is 2� and is, usually, a multiple of a
lattice constant (Fig. 1.10); that is, it has a commensurate structure. In some
more complicated cases, however, so-called helical or “spin-wave”-like magnetic
structures can occur [54]. In such structures the domains pass smoothly one
into another, and the magnetization rotates in a helicoidal form along certain
crystallographic directions. One can visualize a helical structure as an infinite
sequence of Bloch walls. For such a structure, the period of rotation of the mag-
netization is not necessarily a rational multiple of the lattice constant as the be-
ginning of a period can lie in-between two atomic sites.

Thus, in addition to atomic incommensurability, incommensurate magnetic
structures can also appear.

1.3
Summary

Now, we are able to answer the question that was posed in Section 1.1 concern-
ing the physical reasons for the pattern formation. The self-organization of sub-
units of different nature – whether atomic or magnetic/electric – into ordered
patterns is due to the competing interactions. The competition between differ-
ent energies often leads to the spontaneous formation of modulated structures,
the period of which is not always a rational combination of the natural periods
of the crystal. For certain range competing energies, incommensurate phases
appear.
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Fig. 1.10 Schematic representation of
a Bloch domain wall.



1.4
Exercises

1. Check numerically that Eq. (1.10) really gives a “devil staircase” of kinks or
anti-kinks in a one-dimensional system.

Solution
Listed below (see Fig. 1.11), Mathematica Notebook permits us to solve numeri-
cally a one-dimensional (no time-dependence) sine-Gordon equation (Eq. 1.7).
In this simple example, Neumann-like boundary conditions are used. The first
two values u0, u1 of the function u are fixed, while the next n values are calcu-
lated using difference equations method (see Inset 1.3).

1 Introduction16

Fig. 1.11 The Mathematica Notebook.



2. Decreases or increases the number of domains/domain walls with increasing
strength of the dipolar interaction relative to the strength of the exchange
coupling?

Solution
The number of domains increases as with decreasing exchange interaction the
energy losses due to the formation of domain walls become smaller.

3. The paradigm of a periodic function is the trigonometric function sin(x),
which is periodic with period 2�, i.e., sin�x � 2�� � sin�x�. Consider the sum
of two sine functions

f �x� � sin�x� � sin�cx� � 2 sin
1� c

2
x

	 

cos

1� c
2

x

	 


where c is some fixed number. Is the function f(x) always periodic? For which
c the function f(x) is aperiodic?

Solution
The periodicity depends on the values of c. If c is a rational number, c � m�n
with coprime integers m and n then the periods 2� (for sin(x)) and 2�c � 2�n
(for sin(cx)) are commensurate, and the function is periodic with period as 2�n
as sin�c�x � 2�n�� � sin�cx � 2�m� � sin�cx�. However, if c is irrational, e.g.,
c � 

2


, the two frequencies are incommensurate, and f �x� is aperiodic. Still,
f �x� retains much of its regularity – after all, it is simply the sum of two sine
functions. It shows a so-called superstructure. Several examples of such super-
structures have been provided in Sections 1.1.1 and 1.2.1. Another comprehen-
sible example of the incommensurable structures is provided in [55].
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As has been demonstrated in Chapter 1, one possible reason for the self-organi-
zation of subunits into ordered patterns is due to competing interactions. Two
striking examples of such structures – dislocation arrays and magnetic domains
– were described in Sections 1.1 and 1.2. In both cases ordered patterns were
seen to arise from the competition between two or more different couplings.
Sometimes, however – as strange it may seem – identical subunits coupled via
one single interaction can also compete with each other and form due to this
competition non-trivial, ordered configurations. The reason for the self-competi-
tion is what is often called a “frustration effect”.

2.1
Frustration: The World is not Perfect

The word “frustration” is familiar to everyone – even to those who are uncon-
cerned with physics! In a common sense, frustration means a general mood of
listlessness – “because anyhow everything runs wrong”. Frustration is a natural
part of all problem-solving, whether it be physics problems, relational problems,
or mechanical problems. In physics, the term “frustration” was first introduced
in 1977 by Toulouse [1], and has a very similar meaning: it is the inability to
satisfy fully all interactions. The challenge is to optimize the situation by mak-
ing a compromise. Frustration occurs in many physical, chemical and biological
systems owing to a variety of microscopic mechanisms:
� competing long-range interactions;
� geometry of the lattice; and
� competition between random ferro- and antiferromagnetic exchange interac-

tions.

In this chapter I will concentrate on the most frequently addressed form in the
literature, namely geometric frustration.

The phenomenon of geometric frustration is simple and fundamental. It can
be applied to different interactions, and is present in a variety of physical sys-
tems such as magnets, liquid crystals, protein structures, or Josephson junction
arrays [2]. One very simple example of local geometrical frustration is the ar-
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rangement of three identical units on an equilateral triangle (Fig. 2.1 a). The units
are constrained to have one of two opposite properties (black/white, up/down, on/
off, etc.), and the energy of the interaction between any two units is minimized if
the two nearest neighbors on the triangle have different states. All three elements,
however, can by no means have different states, and two out of three units will
necessarily have the same property (Fig. 2.1 a). Hence, the energy of the system
cannot be entirely minimized. There exist six possible configurations of equal en-
ergy with, for example, two units up and one down, or vice versa. Hence, the sys-
tem is seen to be hesitating between those six configurations or, in other words, it
is frustrated. If four such elements were to be placed on a square, all nearest neigh-
bors could be in opposite states (Fig. 2.1b), whereupon such a configuration is
said to be unfrustrated. Almost all geometrically frustrated systems can be easily
mapped onto an array of magnetic moments with the antiferromagnetic coupling
(see Section 1.2.2.2), requiring an antiparallel alignment of neighboring spins.
Therefore, the following description of the frustration effects will be based mainly
on models with antiferromagnetic interactions.

2.2
Why is an Understanding of Frustration Phenomena Important for Nanosystems?

Today, the physical properties of bulk materials are quite well understood. The
game rules are clear and concise: bcc Fe is a prototypical ferromagnet, while
bcc Cr is a prototypical antiferromagnet. In order to alter the properties of a ma-
terial one needs either to change a structure (e.g., transform a bcc into an fcc
crystal [3, 4]), or a chemical composition (e.g., to create an alloy). However, arti-
ficially constructed bulk material modifications are often highly unstable, or do
not satisfy all of the requirements.
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Fig. 2.1 Triangle (a) and square (b) building blocks of two-di-
mensional crystals. The red and blue balls represent atoms or
magnetic moments of different sort coupled by antiferromag-
netic-like, short-range interactions. The interactions favor op-
posite alignment of neighboring units. This is not possible on
a triangle (a), but it can be easily achieved on a square (b).



If the size or dimensions of a sample are reduced, then all cards are mixed.
For example, the bcc Fe on W(110) is still ferromagnetic, whereas the same bcc
Fe on W(001) becomes a very stable, collinear antiferromagnet [5]. Slight change
in the lattice structure or a surface orientation in nanosystems may change the
type of interactions or number of atoms involved in the interaction [30], and
hence frustration effects can be expected in otherwise unfrustrated cases. As
will be shown in the following sections, frustration may lead to unstable spin
glass behavior and to stable ordering. Modern data storage relies on the coding
of information into magnetic configurations in a storage medium; thus, in addi-
tion to a fundamental interest in an understanding of the order due to frustra-
tion, these magnetic structures may also be used in practical applications.

Another important aspect of modern technology is the production of metallic
or molecular arrays consisting of nanoparticles. If an array is relatively densely
packed, then the particles interact magnetostatically or electrostatically. These
long-range order interactions are naturally frustrating and, hence, may influ-
ence the self-organization of the whole ensemble of particles. The frustration ef-
fects in antiferromagnetic and magnetostatic/electrostatic systems will be re-
viewed in the following sections.

2.3
Ising, XY, and Heisenberg Statistical Models

All three models have a long history and have been extensively studied during
the past 30 years. The oldest and simplest model is the Ising; this, without
doubt, is the most famous and best understood among models of statistical me-
chanics. Although the model was first proposed in 1920 by Lenz as a toy model
of ferromagnetism, five years later, Lenz’s student Ernst Ising published a solu-
tion of the one-dimensional model as a part of his doctoral dissertation. Ising
considered a linear chain composed of small magnets that were able to take an
up or down orientation, such that the orientation of each magnet influenced
the orientations of those magnets bordering it. Almost 20 years later the con-
cept was expanded on two-dimensional lattices of upward/downward-oriented
magnetic moments or spins, with each moment influencing the behavior of its
nearest neighbors. For magnetic systems this short-range interaction is simply
the strong ferro- or antiferromagnetic exchange coupling described in Section
1.2.2.2. However, instead of orientation, each site can have any two values as
1/0 or +/–, whilst neighboring sites have an energetic preference to have the
same or opposite values. Hence, a particular case of the Ising model is de-
scribed in the example of Figure 2.1. Mathematically, the Ising model is nor-
mally described by one of the following Hamiltonians:

H �
�
	i� j


JiSiSj or H �
�N

i�1

JiSiSi�1 � �2�1�
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where J is the nearest-neighbor ferro- (negative J) or antiferromagnetic (positive
J) coupling constant. The notation 	i� j
 in the first Hamiltonian means that the
sum is restricted to the nearest neighbors only. S denotes “Ising spin” variables,
which can take values Si � {1,–1}. For example, a vector Ising spin can point
either into the +z or the –z direction. Both interpretations of Eq. (2.1) are identi-
cal, though the second one is more appropriate for the introduction of periodic
boundary conditions, that is: SN+1 = S1.

The “Heisenberg” model was introduced into the literature by Werner Heisen-
berg in 1928 [6]. The intention was to capture some of the important aspects of
the quantum mechanical many-body problems in condensed matter, specifically
on a spatial lattice. Heisenberg proposed the following Hamiltonian:

H �
�
	i�j 


JiSi � Sj � �2�2�

where i and j are sites in a lattice, S is a spin operator for site i, and the nota-
tion 	i� j
 is identical to that of the Ising case. Hence, in contrast to the classical
Ising functional this Hamiltonian is an operator in the Hilbert space of lattice
states and not just a simple classical variable. The motivation for this model is
that the wave functions for the valence electrons are localized on lattice sites
and have significant overlap only with their neighbors. The coupling constant J
is then interpreted as an exchange integral. In many cases, however, the spin
operator S can be interpreted as a classical, three-dimensional vector �Sx� Sy�Sz�
and Si � Sj is then a simple scalar product of two vectors.

The XY-model or the so-called “planar rotator” is a lattice system with spins
having a two-dimensional (2D) planar degree of freedom at each lattice site. In
the simplest case the Hamiltonian of 2D XY model may be written by

H �
�
	i� j


JiSi � Sj �
�
	i� j


Ji cos��i � �j� � �2�3�

where �i is an azimuthal angle associated with each vector moment on a lat-
tice.

Thus, all three models contain a sum of the products of two variables, vector
spins or operators belonging to the nearest-neighboring lattice sites. With this
in mind one may generalize the exchange Hamiltonian by

H �
�
	i� j


JiSi � Sj �
�
	i� j


Ji���Sx
i Sx

j � Sy
i S

y
j � � ��Sz

i Sz
j �� � �2�4�

where Sx� Sy�Sz are projections of either an operator S for a quantum system or
of a vector �S for a classical system. The case of ��0 ��1 corresponds then to
the Ising model, ��1 ��0 to the XY model, and ����1 to the Heisenberg
model.
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The main difference between the three models is the different number of avail-
able states. Indeed, an Ising spin attached to a lattice site can have only two states
�WIsing

i �2� – either “up” or “down”. An XY-rotator of a unit length can have any
orientation in the plane of rotation. Hence, number of available states (orientations)
of such a spin increases comparably to the Ising case and is proportional to the
angular coordinate � and to the density of states ����, i.e., WXY

i �� 2�
0 ����d�. A

three-dimensional Heisenberg vector of a unit length can have any orientation
in 3D physical space. Thus, the number of available states for such a spin increases
further. It is proportional to the surface element of a unit sphere and to the density
of states ���� ��, i.e., WHeisenberg

i �� 2�
��0

� �
��0 sin ����� ��d�d�. Following Boltzmann

theory, the entropy of a system is defined as S�kB ln W , where kB�1�38 � 10�23 J/K
is Boltzmann’s constant. Hence, the configurational entropy of a Heisenberg sys-
tem is much higher than that of an Ising or a XY system.

Entropy is also used to indicate disorganization or disorder. J. Willard Gibbs,
the 19th century American theoretical physicist, called this “mixedupness”. The
American Heritage Dictionary gives, as the second definition of entropy, “. . . a
measure of disorder or randomness in a closed system”. In other words, a high-
er entropy corresponds to a higher disorder. The Heisenberg system possesses
the highest entropy among the three models, but on the other hand the antifer-
romagnetic interaction between neighboring spins in all three models requires
one and the same thing – antiparallel alignment of the magnetic moments.
Thus, it seems that for the same strength of J a Heisenberg system should be
more disordered than an Ising one:
� Is this true?
� How does the increasing configurational entropy change ordering in an other-

wise identical system?
� What is the role of geometric frustration in the ordering?

2.4
Order-Disorder Phenomena

In order to answer the questions posed at the end of Section 2.3 we must first
investigate the so-called “ground state” configurations of the three models with
identical interactions on an identical crystallographic lattice. We must then com-
pare the type of ordering and the degree of geometric frustration in all three
cases. Therefore in the following section I will introduce the notions of phase
transition and ground state, and demonstrate how the frustration can be mea-
sured. Following this, the frustrated self-organized systems on different lattices
will be described and compared with experimental nanosystems.
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2.4.1
Phase Transitions and their Characterization

Although it is not really the intent of this book to discuss critical phenomena in
detail, there are certain points about phase transitions which must be recognized
in order to understand the ordering at nanoscale. In physics, a phase transition is
a transformation of a thermodynamic system from one phase to another. The dis-
tinguishing characteristic of a phase transition is an abrupt change in one or more
physical properties, and with a small change in a thermodynamic variable such as
temperature. The phase transitions of water are matters of everyday experience:
water turns into vapor, vapor into ice, and ice into water. Another example is
the superconductivity which arises in certain metals when cooled below a certain
temperature. In magnetic materials, phase transitions appear between the ferro-
magnetic/antiferromagnetic and paramagnetic phases. All of these transitions oc-
cur at a critical temperature, Tc. For ferromagnets this critical temperature is called
the Curie point, whereas for antiferromagnets it is the Néel point. At temperatures
below the Curie point, the magnetic moments are partially aligned within mag-
netic domains in ferromagnetic materials (see Section 1.2.2.3). However, as Tc

is approached, thermal fluctuations increasingly destroy this alignment, until
the net magnetization becomes zero – that is, the material becomes purely para-
magnetic. Hence, at sufficiently high temperatures many systems will disorder, be-
cause the disordered state has a greater configurational entropy, and, therefore, a
lower Gibbs energy at high temperatures:

G � E � PV � TS � �2�5�

where G is the Gibbs energy, E is the mean energy of a system, P and V are
constraints, for example the pressure and the volume, and T and S are the tem-
perature and entropy, respectively. Thus, unless very rare counter-trends occur
[7], the usual situation is that E drives ordering at low T, while the TS term fa-
vors disorder at high T.

The ordering process associated with a phase transition is characterized, aside
from a transition temperature Tc, by a long-range order parameter �, which is a
normalized parameter that indicates the degree of order of a system. An order
parameter of 0 indicates disorder; the absolute value in the ordered state is 1.

T � Tc � 1 � � � 0 � �2�6�
T � Tc � � � 0 �

One can measure � via various physical properties or some abstract variables. For
example, for a ferroelectric crystal such as PbTiO3 the order parameter is numeri-
cally equal to the normalized polarization, whereas for an Ising ferromagnet it is
the normalized magnetic moment. For a two-component alloy, AB, one can mea-
sure � from the difference in occupation between two crystallographic sites � and

�: �� x�
B�x�

A

x�
B�x�

A

� where x�
A is the concentration of component A on site � [7]. All of these
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� are physical quantities. The XY model’s order parameter, on the other hand, may
be complex as two-dimensional vectors may be represented by complex numbers.
Although the order parameter is measured via physical properties, it is always a
thermodynamic function on a par with temperature and pressure, such that:

G � G�T �P� �� � �2�7�

Therefore, � and Tc are essential components of a quantitative theory of phase
transitions. Theories of order-disorder can be divided into phenomenological ex-
pansions of G (Landau theory) and solutions of the Ising, XY, Heisenberg or
other related models. Landau theory is a mean-field analytical approach in which
G is expanded as a Taylor series in the order parameter. In addition to mean-
field methods, numerical solutions can be obtained via Monte-Carlo methods
[8], which are more computationally intensive but always yield correct phase dia-
grams and critical exponents for a given model Hamiltonian.

Other important quantities for the characterization of a phase transition are
correlation length �, specific heat c, and susceptibility 	.

In order to characterize whether and what kind of phase transition appears in
a system, �, �, c and 	 as a function of temperature must be analyzed. The first-
order phase transitions are those during which a system adsorbs or releases a
fixed amount of energy (latent heat), for example water evaporation. First-order
phase transitions exhibit a discontinuity in a first derivative of the free energy
with a thermodynamic variable. The second-order phase transitions have no as-
sociated latent heat; rather, they have a discontinuity in a second derivative of
the free energy. The major part of ordering phenomena in which we are inter-
ested, including ferromagnetism, superfluidity and Bose–Einstein condensation,
show phase transition of the second order. In the case of a ferromagnet magne-
tization, which is the order parameter and at the same time the first derivative
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Fig. 2.2 Schematic view of the internal energy E (dashed
curve) and specific heat c (solid curve) of the Ising ferromag-
netic model.



of the free energy with the field �= M�dE/dH, increases continuously from
zero as the temperature is lowered below Tc . The magnetic susceptibility, the
second derivative of the free energy with the field 	�d2E/dH2 = dM/dH,
changes discontinuously (see Fig. 2.2); �, c also diverge at the critical tempera-
ture.

Interestingly, whether a system demonstrates a phase transition or not de-
pends on its dimension. It had been proven that a one-dimensional Ising model
with short-ranged interactions never exhibits phase transition at finite tempera-
ture [9]. In 1965, Mermin and Wagner [10] demonstrated conclusively that mod-
els with short-range interactions and rotationally symmetric order-parameters –
among them the Heisenberg and XY models – are incapable of displaying long-
range order at dimensions d�2 at finite temperature. The physical reason for
this is that the energy of an interface between two domains of n mutually
aligned spins decreases with the dimension d, and when d is diminished to its
lower critical limit, the entropy increase associated with increasing the number
of such domains outweighs the energetic cost of extra interfaces, no matter how
low the temperature is. In other words, beyond some critical dimension the
thermal fluctuations destroy the long-range order in an infinite sample as a
mean-square deviation of the spins from their equilibrium positions increases
logarithmically with the size of the system. In a finite sample, however, the long-
range order can be obtained even at d �2 and finite temperature.

2.4.2
Order Below Tc

At 0 K, thermal fluctuations and entropy are out of play. Nevertheless, the order-
ing of a quantum-mechanical system can be destroyed by quantum fluctuations
even at zero temperature. In what follows, however, mainly classical systems will
be described. The state of a classical system is determined completely by the en-
ergy and the geometry of the system. At zero temperature, the long-range static
order can be established even in two- or one-dimensional systems with pure
short-range interactions. Ordered zero temperature configurations are termed
the ground states of a system. The calculation of 0 K or low-temperature phase
diagrams for different values of energetic or geometric parameters is one of the
main tasks of modern physics.

2.4.3
Measure of Frustration: Local Energy Parameter

The first quantitative characterization of geometrical frustration was introduced
by Toulouse [1]. It has been formulated for an Ising system where exchange
bonds Jij = ±1 were randomly distributed on a discrete lattice. This is a model
for a disordered magnet or any disordered two-level system. Toulouse intro-
duced the function 
 � �c Jij, which measures the frustration effect in a local
region of a lattice, where c indicates any closed contour along the bonds of a lat-
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tice with interaction Jij��1 or � 1. If 
��1, it is possible to orient the spins
without frustration; if 
��1, it is not. Unfortunately, this function cannot be
simply generalized to other models and it is not suited to models without un-
derlying lattices.

Frustration has an effect on both ground-state energy and entropy. The
ground state energy per element (e.g., spin, Eid� increases up to a critical value
Ei. For example, for an isolated triangular cell (see Fig. 2.1) a spin at every node
(vertex) would have the energy of Eid�2J � Si � Sj�2 � ��1� � ��1� � ��1���2.
This is, however, not possible because of frustration, and only one out of three
spins has Ei � Eid��2. Two other spins have Ei�

�
ij JijSiSj���1� � ��1�

���1� � ��1� � ��1� � ��1��0. The average energy per spin is 	Ei
��2�3 in-
stead of an ideal �2. Hence, the two spins with larger energy are frustrated whilst
the spin with an ideal energy is not. Bearing this in mind, a local measure of
frustration can be introduced

fi � �Eid� � �Ei�
�Eid� � �2�8�

which characterizes energy increase with respect to a relevant unfrustrated sys-
tem. In the case of the triangle (Fig. 2.1), f1�0, while f2�3 has the maximal value
of unity. Frustration of a whole system is then simply an average of local param-
eters 	fi
� for our example, 	fi
�2�3. The advantage of the parameter 	fi
 is that
it can be applied to different models and any lattice [11–13].

As will be shown below, not all configurations in which local energies deviate
from the local ground state energy are frustrated. In those cases, the parameter
	fi
 determines the local energy instead of the frustration.

2.5
Self-Competition of the Short-Range Interactions

Antiferromagnetic or antiferromagnetic-like systems are geometrically frustrated
on lattices consisting of corner-sharing triangles or tetrahedra. These are a trian-
gular and a kagome lattice in two dimensions, and pyrochlores in three dimen-
sions. The kagome ordering is characteristic for SrCr8�xGa4�x O19 and jarosite
family compounds [14, 18], 3He on graphite, and some molecular magnets [15].
Both lattices can also be formed by an array of magnetic or ferroelectric mole-
cules. The triangular symmetry is inherent to materials with hcp(0001), fcc(111)
lattice structure, spinel, Laves phases, and pyrochlore crystals. Another class of
frustrated symmetry represents quasicrystals. During recent years an evidence
of antiferromagnetic interactions in many icosahedral rare-earth-based quasi-
crystals has been reported (for a review, see [21]). In the following section, the
lowest energy states of an antiferromagnet on those lattices will be compared in
the framework of different models.
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2.5.1
Ising Antiferromagnet on a Lattice

2.5.1.1 Triangular Lattice
As shown in Figure 2.1, antiferromagnetism does not fit into the triangular pat-
tern. Each triangle on a triangular lattice (Fig. 2.3a) contains three interactions,
the best of which can achieve two spins of one sign, and one spin of the other
sign. Thus, the final arrangement contains at least one-third of the wrong inter-
actions, and the ground state energy per spin satisfies

E0 � � J � nn
3

� �2 � �2�9�

where the number of bonds with nearest neighboring spins on a triangular lat-
tice is nn = 6. There are actually states in which the number of wrong interac-
tions is just one-third with the energy minimum E0��2. An example of such
an arrangement is shown in Figure 2.3 (a).

However, whilst there exist only three variations of that configuration corre-
sponding to three principal directions of the triangular lattice, there are many
other ways to achieve this lowest energy state. The number of ground state con-
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Table 2.1 Number of ground state configurations W for trian-
gular-shaped samples on a triangular lattice of N sites.

N 3 6 10 15 21 28 36
W 6 26 160 1386 16814 284724 6693180

Fig. 2.3 (a) One possible Ising antiferromagnetic ground
state on a triangular lattice with low statistical weight.
(b) Low-temperature Monte-Carlo configuration of an Ising anti-
ferromagnet with high statistical weight on a triangular lattice.
The different colors represent different orientations of spins.



figurations increases drastically with the size of a lattice. The number of ground
states W as a function of the number of the lattice sites is provided in Table 2.1
[16]. It follows from the data in Table 2.1 that the statistical weight of the con-
figuration in Figure 2.3 a for a triangular net of 36 sites p1� 3

6693180 � 0
vanishes. At the same time, the statistical weight to find other arrangements is
much higher (close to unity). Therefore, this particular configuration is unlikely
ever to be realized because there are arrangements of much higher statistical
weight. The idea about how those ground states should look like gives a low-
temperature Monte-Carlo configuration (see Fig. 2.3 b). By exploring the config-
uration, one will never find an elemental triangle with all three spins being par-
allel. Absolutely all unit-triangles have the lowest possible energy – that is, two
light and one dark spins, or vice versa. The energy density is also in good accor-
dance with that of Eq. (2.9). However, as there exist thousands of possible com-
binations of such triangles, the whole structure of Figure 2.3b is disordered.
The average energy per site is 	E
��1�987 and, hence, the local frustration is
rather high

	f 
triangular � 6� 1�987
6

� 0�669 � �2�10�

As determined by Wannier [17], the entropy of an Ising system on a triangular
lattice at absolute zero is finite, and equals

Striangular�0� � ln W � 0�3383 �2�11�

with W the number of possible ground states. The physical reason for the finite
zero-point entropy of an Ising antiferromagnet on triangular lattice is the huge
number of ground states without energy barriers between them.

2.5.1.2 Kagome Lattice
Another celebrated triangular-based structure is the kagome lattice (kagome
means a bamboo-basket (kago) woven pattern (me) in Japanese [18]). It is com-
posed of interlaced triangles, the lattice points of which each have four neigh-
boring points (Fig. 2.4a). This lattice was first introduced by K. Husimi and I.
Syôzi in 1951 [19], when such baskets were still in fashion, as a next link in the
chain of reports about phase transitions on frustrated lattices. I. Syôzi demon-
strated that, similar to a triangular lattice, a magnetic transition – that is, a sin-
gularity in the free energy and the specific heat c – do not occur in the antifer-
romagnetic kagome structure. The ground state entropy is also finite and very
high [20]: Skagome�0��0�5018, and the ground state is disordered (see Fig. 2.4 b).
The local frustration is 	f 
kagome�0�677.
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2.5.1.3 Ising Antiferromagnet on Aperiodic Tilings
For almost 80 years scientists believed that the occurrence of sharp, pointed re-
flexes in the diffraction image are limited to usual, periodic crystals. Therefore,
it was a shock for the physical community when, in 1984, materials showing
perfect reflexes but fivefold incompatibility with any periodic lattice symmetry
were discovered. These new substances were termed quasicrystals because of
their aperiodic order.

Mathematically, the aperiodic but ordered structures were identified by the Eng-
lish mathematical physicist Roger Penrose who, in 1974, discovered a first aperio-
dic structure – the so-called Penrose tiling – which is formed from two tiles that
can only fill the plane aperiodically. Subsequently, many other quasicrystalline
configurations have been discovered, including the Amman–Beenker octagonal,
the Tübinger triangle, Tie–Navett, Antipenrose, Shield, Chair, and many other til-
ings. In contrast to conventional crystals which consist of one single motif (trian-
gle, square, etc.), aperiodic tilings are made from several units, with the tiles being
arranged without gaps or overlaps according to matching rules. For example, the
Penrose tiling consists of two rhombuses (Fig. 2.5a), while the octagonal tiling is
constructed from a square and a rhombus of equal edge lengths (Fig. 2.5b).

The quasicrystals can be structurally ranked between periodic lattices and com-
pletely disordered media. The aperiodic tilings may be frustrated, as the rhombic
tiles can be regarded as two triangles. In contrast to periodic structures with geo-
metric frustration, however, in quasicrystals the number of nearest neighboring
atoms varies widely from one point to another, as in disordered matter. The Pen-
rose tiling (Fig. 2.6c), for example, has atoms with coordination numbers chang-
ing from 3 to 7, while atoms of the octagonal tiling (Fig. 2.6 b) have from five to
eight nearest neighbors. Hence, the energy per atom also varies. Unlike the disor-
dered media, however, this variation exhibits a long-range orientational order –
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Fig. 2.4 (a) A kagome pattern. (b) Low-temperature Monte-
Carlo configuration of an Ising antiferromagnet on a kagome
lattice. The different colors represent different orientations of
spins.



that is, any finite section of a quasicrystal is reproduced within a certain distance.
Due to the specific atomic structure the quasicrystals pose a number of fundamen-
tal questions. One particularly intriguing problem is that of a long-range magnetic
order due to unusual frustration effects [21–26].

In order to calculate the exchange energy of an atom in a quasicrystalline en-
vironment, the set of nearest neighbors that are coupled via the short-range in-
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Fig. 2.5 (a) A portion of a Penrose tiling. (b) A portion of an
octagonal Amman-Beenker tiling. Courtesy of U. Grimm.

Fig. 2.6 Configurations of a frustrated Ising antiferromagnet
on octagonal and Penrose tilings. (a) Elementary tiles of an
octagonal tiling. The bold lines denote frustrated bonds; the
open and filled circles represent different spins. (b) Six local
environments of the Ammann-Beenker (octagonal) tiling.
(c) Six local environments of the Penrose (five-fold) tiling.



teraction must be defined. In periodic crystals the exchange coupling between
next nearest neighbors is usually enough to study the magnetic order in the
first approximation. In quasicrystals, the situation is different since, as the pat-
tern consists of two tiles with edges of equal length, this distance is usually
taken as the nearest-neighbor distance. The shorter diagonal bonds are, usually,
neglected in the calculations [26]. Such disregard is physically questionable as
the exchange coupling increases exponentially with decreasing interatomic dis-
tance. In the following section the short diagonal of the rhombus and the sides
of the motifs (see Fig. 2.7) will be considered as nearest neighbors.

The square tile of the octagonal structure is non-frustrated, as every pair of
moments can be chosen to be antiparallel (Fig. 2.6a). If we had not taken the
short diagonals of the rhombic tiles into account, the same would have been
true for the entire tiling, and there would be no frustration. Now, if we consider
spins on short diagonals to be nearest neighbors, then the rhombic tiles are al-
ways frustrated. If the energy of one nearest-neighbor pair is minimized by hav-
ing antiparallel spins, the third and fourth spins cannot be chosen to minimize
the energy of both of its neighbors (Fig. 2.6 (a)). The magnetic moment will nec-
essarily be parallel to one of the neighbors. For J�	2 J, two out of six possible
configurations have less energy as they possess only one pair of parallel nearest
neighbors per rhombus instead of two (Fig. 2.6a). In this case the spins can
have one of six possible energy values corresponding to different local environ-
ments (Fig. 2.6 b). For J��2 J, the four configurations with two parallel bonds
(Fig. 2.6a) have the lowest energy as their weight is less than that of the strong
diagonal coupling. The second case comprises much more different possibilities
of energy distribution.

The calculation of the degree of frustrations according to Eq. (2.8) leads to the
following results [27]. In the octagonal tiling, only the central spins of the ver-
tices F and E are frustrated f octagonal�F��0�4 and f octagonal�E��0�8 for J� 	 2 J.
The Monte-Carlo simulations confirm our reasoning based on the analysis of
frustration [27]. Figure 2.8 illustrates graphically the frequency distribution of
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Fig. 2.7 The original Penrose rhombic tiles with angles of 36�
and 144� (left), and the other with angles of 72� and 108�
(right). Five nearest-neighbor distances (the sides and diago-
nals of the rhombuses) and their lengths are given. � is the
golden mean. The two strongest exchange bonds according
to two shortest nearest-neighbor distances are denoted as J
and J�.



the exchange energy per atom for two cases and top-views of a portion of Ising
configuration for J��2 J (Fig. 2.8a) and J�	2 J (Fig. 2.8 b). The energy distribu-
tion for J�	2 J simply reproduces the frequency of six vertex configurations.
The “up” and “down” configurations are perfectly ordered and coincide with the
black-and-white model of Niizeki [28]. For large J�, eight possible energy values
have been found, although the “up” and “down” subtilings are spatially disor-
dered (see inset Fig. 2.8a).

In the case of the ordered configuration with J�	2 J, only two global config-
urations exist. The first is that of Figure 2.8b, and the second configuration is
the reflection symmetric one (dark sites become light, and vice versa). Hence,
the number of configurations per spin is W � 2�N, with N as the number of
spins and the ground state entropy as Soctagonal�0� � ln W�0. The situation of
the case J��2 is more complicated. From Figure 2.8 a it can be seen that the
central spin of the vertex A (eight-fold stars) of the tiling has four light and four
dark moments. Hence, we can reverse the central spin without changing the en-
ergy. The same is true for the vertices of type C (six-fold stars). A and C vertices
occur with relative frequencies vA�2�9% and vC�5�9% [29]; this immediately
yields a lower bond for zero temperature entropy

Soctagonal�0� � 0�088 ln 2 � 0�06 � �2�12�
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Fig. 2.8 Frequency distribution of the
energy per spin on the octagonal tiling
for Ising spins. Top-views of portions
of low-temperature Monte-Carlo con-
figurations with underlying tilings are
shown as insets. The light and dark
circles represent different spins. (a)
J�> 2 J; (b) J�< 2 J. Purely antiferromag-
netic interaction at kT= 0.01 J is con-
sidered.



2.5.2
Heisenberg Antiferromagnet on a Lattice

2.5.2.1 Triangular and Kagome Lattices
The frustration which disorders a triangular Ising antiferromagnet is somewhat
relieved for the classical XY or Heisenberg systems, which order in the Néel
state [30, 40]. The Néel configuration consists of sublattices for which average
magnetization per site is not zero at low temperatures in three dimensions [31]
and at 0 K in two dimensions [32]. The angle between magnetization vectors of
the sublattices is 120�. An example of Néel structure on a triangular lattice is
shown in Figure 2.9 a.

Both, classical [33, 34] and quantum [35, 36] theoretical studies of the Heisen-
berg antiferromagnet on a two-dimensional kagome lattice have concluded that
there is no finite-temperature transition to a phase with long-range spin order-
ing. As the spin directions can be mapped onto the disordered hydrogen bonds
of Pauling’s cubic ice model, such systems have been called “spin ice” [37–39].
Although the whole spin configuration on a kagome lattice is disordered, the
average angle between neighboring spins equals 120�. The six degenerate spin
configurations for a single triangle of the kagome spin-ice model are shown in
Figure 2.9b. There are indications that although the ground state may be disor-
dered, the fluctuations will tend to select coplanar spin arrangements at T = 0
[35, 40, 41].

In contrast to the Ising frustrated system, where many comparable energy
minima exist, the XY Néel configuration on a triangular lattice has a well-de-
fined global minimum of energy and is ordered up to the global rotation. The
120� ordering of the XY kagome system is frustrated. However, because of the
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Fig. 2.9 (a) Typical Néel spin configurations on a triangular
lattice for XY spins. The colors define three sublattices.
(b) The six degenerate spin configurations for a single trian-
gle on the kagome lattice. Purely antiferromagnetic interaction
with first nearest neighbors only is considered.



120� arrangement of magnetic moments, parameter 	f 
 is identical for both lat-
tices and lower than for the corresponding Ising systems

	f 
triangular
XY � � � 6� 6 � cos 120��

6
� 0�5 � �2�13�

	f 
kagome
XY � � � 4� 4 � cos 120��

4
� 0�5 � �2�14�

Thus, in contrast to what is usually expected, an increase in configurational
entropy leads to a decrease in the total energy per magnetic moment – that is,
to a more ordered magnetic structure. The residual entropy of kagome spin-ice
has been found to be very close to that of the antiferromagnetic Ising kagome
system Sx

kagome = 0.4982(35) [39]. The Néel state on a triangular lattice in the XY
model does not possess residual entropy.

Néel configurations obtained in the framework of the XY and the Heisenberg
model on a triangular lattice are almost identical. In both cases, the three sub-
lattice vectors define a plane (see Fig. 2.9). The only difference is that in the XY
model this plane is given by definition, while the three-dimensional Heisenberg
moments are free to choose any plane in space (see Fig. 2.10). Therefore, in the
case of Heisenberg spins an even-ordered Néel state on a triangular lattice may
lead to residual entropy. Indeed, if the orientation of one of three Néel sublat-
tices is fixed, then two other subtilings may admit any orientation on a cone (as
shown in Fig. 2.10). The total energy is independent of the azimuthal direction
of a second and a third sublattice vectors, as all mutual angles remain at 120�.
Thus, for such a classical system the second and third sublattices may freely ro-
tate (precess) relative to a first one, even at zero temperature; that is, the num-
ber of available states W may be rather large and the entropy finite. However,
calculation of the entropy in systems with continuous symmetry is not simple,
the main problem being difficulty in the definition of W, as a number of micro-
scopic states depend on the size of a mesh in the azimuthal angle. For these
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Fig. 2.10 Possible mutual orientations of three Néel sublat-
tices. Different sublattices are represented by vectors of differ-
ent color.



types of problem other methods of defining entropy should be used; however,
these are beyond the scope of this book and will not be discussed here.

2.5.2.2 Aperiodic Tilings
One exciting question is whether minimization of the total energy and frustration
in quasiperiodic tilings is also possible. Knowledge of an antiferromagnetic order-
ing in quasicrystals is especially important in view of the recent experiments de-
scribed in Section 2.2. At first glance, the magnetic structure of low-temperature
antiferromagnetic configurations on different tilings appears to be rather disor-
dered for the XY-model, as for the Heisenberg model [42]. The analysis of local en-
ergies, however, reveals several characteristic energetic maxima in the frequency
distribution [27, 42]. Figure 2.11 illustrates graphically the frequency distribution
of the exchange energy per atom 	E
 for the Tübingen triangle, and Anti-Penrose,
Penrose, and Tie–Navette tilings for the case of Heisenberg spins. The calculations
have been performed for an exponentially decreasing exchange coupling Jij�erij

and for a short-range exchange coupling Jij�const � 1 for all rij�1. The analysis
of the local energies reveals several energetic maxima in the frequency distribu-
tions. The number of energy peaks for the same tiling is identical for both choices
of exchange couplings. For different tilings, the number and width of the maxima
are different, however. For planar XY magnetic moments the picture is quite sim-
ilar, the only difference being the distinct positions of peaks in the local energy
distribution.

The simple existence of the peaks means that there exist different sorts of
magnetic moments having well-defined relative orientations with respect to
their nearest neighbors. These relative orientations depend on the tiling and not
on the choice of the exchange coupling Jij. For Jij�1, however, it can be seen di-
rectly from the energy distributions of Figure 2.11, whether the magnetic order-
ing is either collinear or non-collinear. If all nearest neighbors are collinear (par-
allel or antiparallel), then the exchange energy per spin should have integral val-
ues that depend only on the number of neighboring moments. This is indeed
the case for the Tie–Navette tiling (compare Fig. 2.11 d). For a non-collinear
alignment of neighboring magnetic moments 	E
 should be non-integral, as the
cosines of the angles between the moments are no longer zero or unity. This oc-
curs for all other tilings considered here (compare Fig. 2.11a–c). The average
energy of non-collinear XY configurations is almost equal to that of a collinear
Ising solution. In the case of the Heisenberg model, the minimal possible local
energy peak increases from –8 J to approximately –6 J for J� �J (see Fig. 2.7).
The total average energy per spin, however, decreases by more than 0.3 J and
reaches the value of 	E
��2�85 J. Hence, the increase in configurational entro-
py leads to a non-collinear magnetic order, which in turn permits one to mini-
mize the average local frustration and the total energy of the system.

Two questions remain: first, what is the range of the antiferromagnetic quasi-
periodic order? And second, how does it appear? Three-dimensional representa-
tions of parts of the low-temperature quasiperiodic patterns observed for the
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Penrose and the octagonal tiling are shown in Figure 2.12. The corresponding
configurations represent the characteristic Penrose and Amman–Beenker
“stars”, which are shown in Figure 2.12 as insets for clarity. On the Penrose til-
ing, the “star” pattern can easily be recognized in the magnetic structure, be-
cause the moments belonging to the perimeter of enclosed “stars” show per-
fectly antiparallel alignment. On the octagonal tiling, the situation is more com-
plicated. The central magnetic moment is neither parallel nor antiparallel to the
neighboring magnetic moments. Its eight nearest neighbors have different sets
of mutual angles; thus, the moments forming the next ring have still another
orientation with respect to their nearest neighbors. The non-collinear alignment
of the neighboring moments indicates that 	fi
 ��0; that is, there is no possibility
of aligning all neighbors in antiparallel fashion. Similar non-collinear antiferro-
magnetic configurations are formed in the Tübingen triangle and Anti-Penrose
tilings. The subtilings of low energy 	E
	�3 are magnetically stable and or-
dered, while those of higher energy 	E
 ��3 are disordered and frustrated. The
disordering can be seen in the portion of the magnetic configuration of Figure
2.12 (bottom). The two front moments belonging to the subtiling of a large en-
ergy have angles which deviate considerably from those of the other moments
in the ring, whereas the moments in the inner rings with lower energy have
collinear orientations. With increasing temperature the magnetization of subtil-
ings of large energy will fluctuate, while the magnetization of low-energy subtil-
ings remains stable. Within the examples of tilings considered here, the Tie–
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Fig. 2.11 The frequency distribution of the
energy per spin on the Tübingen triangle (a),
Anti-Penrose (b), Penrose (c) and Tie-Nav-
ette (d) tilings for classical vector spins after
the Monte-Carlo relaxation. A purely antifer-
romagnetic interaction J at a temperature
kT= 0.01 J is considered. The insets (a–c)
provide calculated Bragg scattering of Sy

component of magnetization for subtilings
composed of magnetic moments belonging
to peaks with �6		E
	�4. The scale goes
from –6 to 6 kSy

x�y��. The inset (d) provides a
portion of the stable magnetic configuration
on the Tie–Navette tiling, as described in
the text. The dark and light gray arrows de-
note antiparallel magnetic moments.



Navette tiling represents an exception, as the magnetic structure observed here
consists of two antiferromagnetically aligned quasiperiodic sublattices (see
Fig. 2.11 d). This means that every pair of nearest-neighbor moments can be
aligned in antiparallel fashion – that is, the antiferromagnetic configuration is
not frustrated.

The spatial arrangements of magnetic moments as a function of the exchange
energies are illustrated in Figure 2.13, where each color represents a certain en-
ergy range corresponding to one of the peaks in the spectra of Figure 2.11. The
magnetic moments form subtilings of different energies. In Figure 2.14, the
subtilings for an octagonal tiling are resolved separately, with colors represent-
ing the X-projection of magnetization. The magnetic moments form eight sub-
tilings of different energy �E1 � � �E8� which generally do not coincide with a spe-
cific vertex type (see Fig. 2.6). Splitting of the energy and frustration levels is de-
scribed in detail in Figure 2.14. For example, the vertices B and C (see Fig. 2.6)
belong to the same energy maxima E2 but have different local frustration
fB�0�24, fC�0�11 (Fig. 2.14). At the same time, the central spin of vertex D can
have either energy E3 or E4 and, therefore, can have two different values of frus-
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Fig. 2.12 Perspective view of a portion of a Monte-Carlo con-
figuration on the Penrose tiling (top) and octagonal tiling
(bottom). Top views of the corresponding patches are shown
at the right. The magnetic moments are represented as
cones.



tration, fD1 � 0�01 and fD2�0�11, depending on the local surroundings. Thus,
every configuration of Figure 2.14 can enclose either a part of the atomic places
belonging to one vertex type, or two different vertex types together. Neverthe-
less, all structures have a perfect general spatial ordering. Each subtiling can be
separated into the energetically degenerate “right” and “left” parts, which also
have a perfect quasiperiodic arrangement. However, not all right or left mo-
ments have identical orientation in space. The spatial quasiperiodic ten- or
eight-fold symmetry of the ordered subtilings can be seen from the calculated
magnetic Bragg scattering given in the insets to Figure 2.11. While the atomic
ordering of the unstable subtilings can be seen in the Fourier space, their mag-
netic reflexes are extinct because of disorder.
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Fig. 2.13 Energy maps for classical vector spins on Tübingen
triangle (a), Anti-Penrose (b), Penrose (c) and Tie-Navette (d)
tilings. The circles indicate the positions of magnetic mo-
ments. Different colors denote different energies correspond-
ing to the peaks in Figure 2.11. Purely antiferromagnetic inter-
action with J = 1 for all rij�1 at kT= 0.01 J is considered.

a) b)

c) d)



Thus, the vector spin system on quasiperiodic tilings admits a three-dimen-
sional non-collinear magnetic structure. The whole structure can be decomposed
into subtilings of different energy which generally do not coincide with a specific
vertex type. In contrast to an Ising system, all subtilings are frustrated. However,
the total degree of frustration and the energy of the system is minimized com-
pared to the non-collinear Ising case. The subtilings are degenerated with respect
to the spin direction. The codirectional spins of every subtiling reveal quasiperio-
dic ordering with a wave vector which is specific for a given subtiling.

2.5.3
Three-Dimensional Spin Structure on a Periodic Two-Dimensional Lattice:
Itinerant Systems

As was shown in Section 2.5.2.1, short-range antiferromagnetic interactions may
lead to non-collinear Néel ordering on periodic lattices with triangular symmetry.
However, those non-collinear configurations are planar for two-dimensional ge-
ometry because the three sublattices of a Néel configuration always define a plane
(3�120�= 360�). If the frustrated interactions are combined with structural aperio-
dicity, as in quasicrystals (see Section 2.5.2.2), the non-collinear structure may be-
come three-dimensional. The question arises as to whether the same effect on a
periodic lattice is also possible, and for which types of interaction.

The Heisenberg model describes a set of quantum mechanical or classical
spins localized on a set of sites i, and interacting with neighboring sites 	i� j

through inter-atomic exchange Hint (see Section 2.3). This model is very suc-
cessful for systems with a high degree of spin localization such as rare-earth
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Fig. 2.14 Spatial distribution of magnetic moments belonging
to eight subtilings of a non-collinear configuration on an
octagonal tiling. The light and dark circles represent positive
and negative X components of the magnetization. The in-
plane components are not given for the sake of simplicity.
Average values of the exchange energy E and of the local frus-
tration f per spin are indicated.



magnets or transition-metal antiferromagnets (e.g., a monolayer of Fe/Cu(001)).
In itinerant magnets, the electrons that are responsible for the formation of the
magnetic state do participate in the formation of the Fermi surface and “hop”
across the lattice. Monolayers of Cr and Mn deposited on a substrate with a tri-
angular lattice are ideal candidates for physical realizations of frustrated 2D itin-
erant antiferromagnets [43].

One of the most adequate models describing exchange coupled itinerant
systems is the Hubbard model [44]. The Hamiltonian of the Hubbard model,
in addition to the interaction term, possesses a so-called hopping term
H�Hhop�Hint. In spite of its apparent simplicity this model is very difficult to
apply directly for studies on magnetic ordering, and to simplify the problem
the perturbation theory is often used. This theory is a set of approximation
schemes that describe a complicated system in terms of a simpler one. The
perturbation expansion can be represented as a sum of expansion terms
H � H1 �H2 � � �Hn. Up to the second order, such a perturbation expansion re-
produces the Heisenberg model with a Hamiltonian proportional to Si � Sj, but
going beyond the second order yields more complicated spin interactions. In ad-
dition to terms which are proportional to Si � Sj and may be incorporated into
the Heisenberg term, the terms of different form appear. One is the four-spin
exchange interaction:

H4�spin � �
�
ijkl

Kijkl��SiSj��SkSl� � �SjSk��SlSi� � �SiSk��SjSl�� � �2�15�

The four-spin interaction arises from the hopping of electrons over four sites –
that is, the process 1�2�3�4�1. On a triangular lattice the four sites in-
volved form a minimal diamond (see Fig. 2.15). As Eq. (2.15) comprises scalar
products of neighboring spins, it should be frustrated on a triangular lattice by
analogy with the antiferromagnetic Heisenberg model. The resulting magnetic
structure, however, should be different from that of the Néel ordering because
of the hopping term.
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Fig. 2.15 Example of minimal diamond
clusters on a triangular lattice.



Recently, it was predicted that the four-spin interaction is a lowest-order cor-
rection to the Heisenberg model for a monolayer of Mn on Cu(111) substrate
[45]. The magnetic ground state of this system has been predicted to be a three-
dimensional non-collinear spin structure with four atoms per unit cell and four
sublattices (see Fig. 2.16). This structure has been called the “3Q” state as it can
be formed as a linear combination of the three row-wise antiferromagnetic (1Q)
structures orthogonal in spin space. The 3Q state is frustrated because it is en-
ergetically degenerate with the row-wise antiferromagnetic structure [43].

Hence, frustration is not a privilege of a nearest-neighbor antiferromagnetic
coupling on triangular-based or quasiperiodic geometries. Indeed, self-competi-
tion may appear even in collectivized itinerant systems.

2.5.4
Frustration Squeezed Out

As we have seen in previous sections, frustrated systems have many faces. On
the one hand, a frustrated system may be frozen at low temperatures in one of
disordered configurations as, for example, an Ising antiferromagnet on a peri-
odic or an aperiodic lattice (see Section 2.5.1). On the other hand, the spins
may fluctuate between many degenerate configurations at temperatures much
lower than the energy scale of the interactions, as for example a vector antiferro-
magnet on a triangular lattice (see Section 2.5.2 and Fig. 2.10). Such a coopera-
tive phenomenon is denoted as “spin-liquid” behavior [46]. The spin-liquid
phases result from an energy landscape that has a continuum of energetically
equivalent states, with low or nonexistent barriers between them.

Experimentally, the spin-liquid phase is often found in so-called pyrochlores –
compounds having a three-dimensional lattice structure formed by the core-
sharing tetrahedra. One example is polycrystalline Tb2Ti2O7, a pyrochlore anti-
ferromagnet in which rare-earth Tb3+ ions have strong magnetic moments.
Tb2Ti2O7 is a spin-liquid at low temperatures, with no evidence of long-range
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Fig. 2.16 Three-dimensional spin structure on the two-dimen-
sional triangular lattice formed due to the four-spin interac-
tion term [45]. The structure is energetically degenerate with
the row-wise antiferromagnetic state within a Heisenberg
model. The relative angle between neighboring spins is the
tetrahedron angle.



magnetic order. Recently, it was reported [47] that the application of pressure
produces sharp peaks in the diffraction pattern below 2 K. Such long-range
peaks mean that the application of pressure eliminates the frustration, and the
system settles into one of allowed energy minima. This result would be less sur-
prising if the pyrochlore lattice were to be deformed under the pressure, but in
this particular case the pressure has been applied almost isotropically to the
whole sample and the lattice was uniformly squeezed rather than distorted. The
pyrochlore symmetry has been conserved. The reasons for this unusual order-
ing are not yet completely clarified, but experimental observations of these
phases have suggested that weak energies – as for example dipole–dipole cou-
pling or quantum-mechanical fluctuations – might be responsible for the un-
usual behavior in this temperature region. The quantum fluctuations are be-
yond the scope of this book, but the dipolar interactions will be discussed in the
following section.

2.6
Self-Competition of the Long-Range Interactions

The dipole–dipole interaction is described by the Hamiltonian

Edip � D
�

i�j

Si � Sj

r3
ij

� 3
�Si � rij��Sj � rij�

r5
ij

� �
� �2�16�

where D � �0�
2
g

4�d3 is the dipolar coupling parameter with �0 the permeability of
the vacuum, �g the magnetic moment of a particle, d the interparticle distance,
S the unit vector, and the relevant sum running over all spin pairs i and j defin-
ing the vector rij.

Various problems in the theory of nanosystems have led to the consideration
of interactions among dipoles. Whereas in atomic magnetic materials the ex-
change interaction usually dominates over dipolar interactions, the opposite oc-
curs in many nanoscale particle or clustered magnetic systems, for which the
interparticle interactions are mainly of dipolar origin. Long-range dipolar inter-
actions are also at the heart of the explanation of many peculiar or anomalous
phenomena observed in fine particles embedded in nonmagnetic matrix sys-
tems, molecular networks, colloids or rare-earth ions. This includes the 2D hon-
eycomb magnets ErX3, which show that dipolar interactions can be crucial in
determining magnetic order at low temperatures. The long-range nature of di-
polar interactions inevitably leads to frustration – a spin cannot simultaneously
satisfy the conditions dictated by all of the interactions. Details of self-competi-
tion in dipolar systems will be provided in the following sections.
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2.6.1
Dipolar Interactions

2.6.1.1 Localized Ising Moments on a Periodic Lattice
In contrast to isotropic exchange coupling, dipolar interaction has an anisotropic
character. This means that, even in a simple Ising case, the ground state de-
pends on the spatial orientation of the magnetic moments. For example, if two
Ising moments may have only up- or down-orientations with respect to a plane,
the right part of Eq. (2.16) becomes zero as the cosine of 90o is zero. Therefore,
the ground state configuration is an antiparallel alignment of the moments
(Fig. 2.17a) with energy per moment Edip��1 for D � 1 and rij � 1. For right-
or left- orientations in the film plane, however, the ground state is head-to-tail
configuration (Fig. 2.17 b) with Edip��3 as the right part of Eq. (2.15) is no
longer zero.

Another important property of the dipolar coupling is its long range character.
The dipolar interaction between vertical Ising spins corresponds to a long-range
antiferromagnetic coupling. On a square lattice, the impact of the long-range
contribution is not noticeable as the ground state of such a system is identical
to that of usual Ising antiferromagnet – it is simply an unfrustrated checker-
board configuration. However, on triangular and kagome lattices the long-range
part of the dipolar coupling favors the formation of long stripes consisting of
parallel moments. Figure 2.18a, b shows Monte-Carlo structures for vertical Is-
ing moments on a triangular lattice for two temperatures [48]. At a local scale,
an organization with parallel stripes of alternate spins occurs, while at larger
sizes stripes become organized in chevrons and labyrinthine patterns, as ob-
served previously in magnetic nanoarrays with uniaxial anisotropy [49] and mag-
netic liquids [50, 51]. The stripes always run along the three principal directions
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Fig. 2.17 Ground dipolar states for two Ising moments which
are oriented perpendicular (a) or parallel (b) to the film
plane.



of an underlaying lattice. Hence, the configuration provides evidence of an ef-
fective in-plane anisotropy linked with the underlying discrete lattice. With in-
creasing temperature, the zigzags and loops of the complex labyrinthine struc-
ture roughen and shorten. On a kagome lattice (see Fig. 2.18 c), the stripes are
shorter, the labyrinthine pattern is not formed, and the whole configuration is
frustrated.

The ground states for in-plane Ising systems on a triangular and a square lat-
tice are shown in Figure 2.19. These are a single domain structure for a triangu-
lar geometry and antiparallel lines for a square lattice. The corresponding ener-
gies per spin on an infinite lattice are Esquare

dip ��2�5494 for the configuration in
Figure 2.19 a, and Etriangle

dip ��2�7585 for the configuration in Figure 2.19b. The
patterns of Figure 2.19 appear because of an inability to form the ideal config-
urations of Figure 2.17 for all pairs of spins – that is, because of geometric frus-
tration.
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Fig. 2.18 Pure dipolar coupling: portion of 200�200 vertical
Ising spins on a triangular (a, b) and kagome (c) lattice with
patterns of up (black) and down (light-gray) spin domains.
(a, c) kT/D= 0.05; (b) kT/D= 0.2.

Fig. 2.19 Zero temperature ground dipolar states for in-plane
Ising moments on (a) a square and (b) a triangular lattice.



2.6.1.2 Localized Vector Moments on a Periodic Lattice
As shown in the previous section, the in-plane configurations of magnetic/elec-
tric moments usually have a lower dipolar energy than an out-of-plane ordering.
This becomes even more evident in systems consisting of vector moments that
are free to choose any orientation in space. The pure dipolar systems on two-di-
mensional lattices often demonstrate an in-plane alignment of moments due to
an anisotropy arising from the dipole–dipole interactions. In that case, the XY
and Heisenberg models lead to very similar ground states.

Another striking feature of the dipolar interaction is that it decreases
slowly as a function of the distance. As a consequence, the dipolar field
Hdip�i� �

�
i�j�Sj�r3

ij � 3rij�Sj � rij��r5
ij� experienced by a given moment Si de-

pends significantly on the moments located at the boundary of the sample, and
this results in the so-called shape anisotropy. Shape anisotropy is usually calcu-
lated as a difference between the dipolar energy of a most unfavorable and that
of a most favorable configuration.

It is well known that the ground state of a dipolar system on a square lattice is
antiferromagnetic, just as the in-plane Ising configuration. However, several stud-
ies of this ground state have demonstrated that the situation is more subtle than
one might initially suppose [52, 53]. The ground state of an infinite square lattice
is highly degenerate, and defines a continuous manifold of spin configurations at
T = 0, although the dipolar coupling itself is not rotationally invariant. The same is
true for a dipolar system on a honeycomb lattice – for zero temperature the spins
lie in the film plane, but the ground state is continuously degenerate [54]. Exam-
ples of degenerated configurations are shown in Figure 2.20. The configurations
in Figure 2.20 (a, b) have the same energy and are both ground states for a dipolar
honeycomb lattice. The right configuration is obtained from the left one by rota-
tion of the sublattice A (blue) by � � ���6 and the sublattice B (red) by �� ��6 –
that is, �RA� � �RA� � � and �RB� � �RB� � �. The same transformation
has been performed for a square lattice in Figure 2.20 c, d.

At finite temperatures, the situation for the square and the honeycomb symme-
try is different. As has been shown by Monte-Carlo calculations and spin wave the-
ory, a magnetic ordering and a critical temperature exist for dipole-coupled spins
on a square lattice [53, 55], as the magnetic and temperature excitations are not
continuously degenerate. In this case, a quartic shape anisotropy is present, the
corresponding easy axes being the edges of the square lattice. In other words,
the density of states – and thus the entropy – depends on the magnetic direction
within the lattice. This phenomenon is an example of the order-by-disorder effect in
frustrated magnets [55]. A typical configuration obtained by Monte-Carlo simula-
tions for a finite square lattice at finite temperature is given in Figure 2.21 a. Lines
of dipoles are observed at the edges which are formed due to the pole avoidance
principle (see Section 1.2.2.1). The microvortex � � 45� configuration is formed
in the center. Hence, the finite size and temperature remove the continuous de-
generacy of the dipolar ground state on a square lattice. These Monte-Carlo data
have been recently confirmed by an experimental model made of small magnets
which are free to rotate in the XY-plane (see Fig. 2.21 c). A similar structure has
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been found in a nanomagnetic array [56], where the microvortex configuration is
addressed as a “spin ice” according to the nomenclature utilized elsewhere [37–
39]. The density of states on a honeycomb lattice does not depend on a specific
lattice direction, and the ground state is degenerate with respect to continuous ro-
tations of opposite sense on both sublattices [57]. Therefore, a low-temperature
Monte-Carlo structure on a honeycomb lattice shows different degenerate states
in the same sample (see Fig. 2.21b).

What question remains as to what happens with dipoles on a triangular and
a kagome lattice? For open boundary conditions, a planar vortex structure ap-
pears in both cases, which is formed to avoid free magnetic poles at the bound-
aries of the sample (see Fig. 2.22 a, b). The ground state of an infinite sample is
a ferromagnetic-like monodomain structure. Figure 2.22 (c) shows an experi-
mental verification of the dipolar system made from 364 small magnets on a
triangular lattice. The Monte-Carlo simulations and the experiment reveal iden-
tical structures. Thus, due to the geometric frustration of the lattice – which
commonly leads to a disorder or a non-collinearity – the perfectly ordered vortex
is formed.
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Fig. 2.20 Two examples of the class of continuously degener-
ate ground states (�= 0, �/6) of a dipolar magnet on a honey-
comb (a, b) and a square (c, d) lattice.
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Fig. 2.21 Pure dipolar coupling: top view of a portion of low-
temperature (kT= 0.05 D) Monte-Carlo configuration on (a) a
square lattice and (b) a honeycomb lattice. (c) An experimen-
tal dipolar model on a square lattice. The model belongs to
the physical collection of J. Kirschner at the Max-Planck Insti-
tute for Microstructure Physics in Halle, Germany.

Fig. 2.22 Pure dipolar coupling: top view of a portion of
low-temperature (kT= 0.05 D) Monte-Carlo configuration
on (a) a triangular lattice and (b) a kagome lattice.
(c) An experimental dipolar model on a triangular lattice.
The model belongs to the physical collection of J. Kirsch-
ner at the Max-Planck Institute for Microstructure
Physics in Halle, Germany.



In conclusion, although the dipolar coupling has an antiferromagnetic nature,
the ground states of vector spins for pure antiferromagnetic and pure dipolar
interactions are completely different. Square and honeycomb geometries which
are unfrustrated in case of pure antiferromagnetic coupling lead to frustrated,
non-collinear ground states in the pure dipolar case. Strongly frustrated, non-
collinear for a pure antiferromagnetic interaction triangular and kagome lattices
lead to ordered collinear low-temperature dipolar configurations.

2.6.1.3 Localized Vector Moments on Aperiodic Tilings
An analytical description of the dipolar structure on an aperiodic tiling is hardly
feasible, and therefore Monte-Carlo simulations function well to identify equilib-
rium spin configurations. Especially important is the possibility of introducing
temperature into the calculations, as this allows the stability of the obtained
structures to be checked. First, we discuss a dipolar magnet on a prominent
Penrose tiling, as the theoretical results obtained may be verified using the
macroscopic experimental model developed at the Max-Planck Institute for Mi-
crostructure Physics in Halle, Germany [23]. This experimental model involves
a 480 mm�480 mm Penrose tiling of magnets of 4 mm length separated by
30 mm. The large distance between the magnets is chosen deliberately in order
to minimize the multipolar terms that can trap the system into metastable
states. The magnets are placed on to nonmagnetic vertical axes and can rotate
in the XY plane. Figure 2.23 shows examples of relaxed dipolar configurations
obtained in the numerical (Fig. 2.23a) and in experimental (Fig. 2.23 b) models.
Both studies show that, after different relaxation procedures, a magnetic pattern
can have a different local arrangement of dipoles, although the total energy is
always identical. Thus, the ground state is highly degenerate. All patterns –
whether theoretical or experimental – have features in common. Magnetic mo-
ments are ordered in circular loops, the diameters of which are identical all over
the sample. The loops also overlap, such that the overlapping magnetic decagon
chains form a quasiperiodic pattern. This overlapping is not accidental but
rather follows certain rules which, amazingly, coincide with the recently pro-
posed “decagonal model” of quasicrystals [58–60]. In 1991, it was realized [58]
that the planar Penrose tiling could be generated using a single type of tile, a
decagon, with each decagon consisting of Penrose rhombuses (see Fig. 2.7). In
contrast to the conventional tiling description, the decagonal atomic clusters
overlap, which means that they share atoms with their neighbors. The overlap-
ping rules have been mathematically proven [59]. Only two types of overlap (A
and B) are allowed, and the decagons can be easily recognized in the magnetic
microstructure of Figure 2.23. The locations of “A” and “B” in a Penrose tiling
are marked in Figure 2.23 a.

The most interesting observation about the decagonal structure relates to its sta-
bility. In order to observe the time-dependent changes in a magnetic structure in
the simulations, an extremely slow annealing procedure has been applied [25].
The overlapping rings of magnetic moments have been found to be very stable.
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The decagons can have the same or opposite sense of rotation, although once the
sense of the rotation has been chosen it remains unchanged. The orientation of
the moments that do not belong to the perimeter of decagons is highly disordered,
and varies from cluster to cluster. In a zero magnetic field this state is degenerate
and represents manifold spin configurations. Orientations of disordered dipoles
are not static at temperatures kT > 0.2 D; rather, they change continuously during
the Monte-Carlo run while the decagon chains remain stable and the total energy
oscillates around its minimal value. In the experimental model, the temperature
has been simulated by the application of an alternating magnetic field. When a
very weak field is applied the magnetic moments inside the rings begin to oscil-
late. The moments on the perimeter of decagons, in contrast, remain stable to very
high values of the field. In addition to the alternating magnetic field, a constant
external magnetic field can be also applied to the structure (see the snapshots
for different fields in Fig. 2.24). Even a strongest possible in-plane magnetic field
was not enough to destroy the experimental decagonal pattern while the frustrated
inner dipoles were immediately aligned (see Fig. 2.24b). In the simulations, the
field necessary for alignment of the chains must be at least an order stronger than
that needed for alignment of the frustrated moments. Thus, in the quasiperiodic
magnetic structure the stable decagonal pattern coexists with a highly frustrated,
glass-like phase.
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Fig. 2.23 (a) Monte-Carlo simulations. Top
view of the portion of the low-temperature
magnetic structure in a sample of finite size
for pure dipolar interaction. The microstruc-
ture has been obtained for a square sample
of about 10500 vector spins on the Penrose
tiling. The spins belonging to the perimeter
of decagons (marked) form closed chains
are stable. The two types of chain overlap
are marked as A and B. The spins inside the
decagons (marked) are unstable and fluctu-

ate for kT> 0.3 D. (b) Experimental model.
The perspective view of the magnetic
structure. The red arrows represent the
orientation of dipolar moments of magnets
fixed onto the nodes of the Penrose tiling
(rhombuses). The magnets can rotate in the
horizontal plane. The model belongs to the
physical collection of J. Kirschner at the
Max-Planck Institute for the microstructure
physics in Halle, Germany.



Usually, frustrated systems have either a continuously degenerated, periodic
ground state (antiferromagnetic spins on a honeycomb, a kagome, a triangular,
and a pyrochlore lattice) or a completely disordered one (spin glasses). The
superposition of both types of frustration has not been reported for either peri-
odic or disordered systems. Thus, a magnetic system on a Penrose tiling be-
longs to a new class of frustrated systems where the degenerated ground state
is aperiodic and consists of two parts: ordered decagon rings and disordered
spin-glass-like phase inside the decagons. The Penrose tiling is not an excep-
tion. The coexistence of ordered and frustrated parts is characteristic of dipolar
or antiferromagnetic ensembles on many aperiodic tilings. Two examples are
provided in Figure 2.25.

2.6.1.4 Delocalized Moments with Given Orientation:
Two-Dimensional Electron Wigner Crystal

The systems we have dealt with in previous chapters were restricted to magnetic
or electric moments localized on a lattice, and the question posed was “What is
the magnetic/electric structure for different lattice symmetries?” Mother Nature
offers a variety of other possibilities, however. For example, there are many
structures having constituents which can move. These include dipolar and mag-
netorheological fluids, liquid crystals, gels, water-oil mixtures, or electron-liq-
uids. The orientation of mobile moments may be fixed by an external mag-
netic/electric field, but one has then an inverse problem – namely, what hap-
pens to the spatial ordering of charged particles for a given direction of their
moments? The palette of solutions is large and depends on many factors. An
example of a system coupled by one single interaction provides electrons that
are confined to a two-dimensional surface, that is the so-called two-dimensional
electron gas (2DEG).
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Fig. 2.24 Two snapshots of a decagon from the experimental
model of Figure 2.23 for different strengths of the applied
permanent in-plane magnetic field: (a) H= 0; (b) H>1 T.
Frustrated moments (highlighted) change their orientation
while the ring remains stable.



Experimentally, 2DEG can be formed in the presence of a strong magnetic
field at the interface between GaAs and AlGaAs layers [61], above the surface of
liquid helium [62], or in a microchannel capillary filled with liquid helium [63].
While the electrons are bound in the direction normal to the surface with a
binding energy which is of order of 0.6 mEv in case of liquid helium, they are
free to move parallel to the surface. For a bound electron the extension of its
wave function is at least one order of magnitude smaller than the average dis-
tance between electrons. Therefore, the electrons interact like point charges.

Although point charges of the same sign simply repel each other, these classical
interactions are strongly influenced by the kinetic energy of the electrons. The
thermodynamic state of this classical two-dimensional Coulomb system is deter-
mined by the quantity �, which is a measure of the ratio of the Coulomb potential
energy to the kinetic energy per particle. For the two-dimensional system this ratio
becomes � � �1�2N1�2

s e2

kT , with Ns as the electron areal desnity, e the electron charge,
and kT thermal energy. For ��1, the kinetic energy predominates and the system
behaves like an electron gas, whereas at 1	�	100 the electron motion become
liquid-like and for ��100 the Coulomb energy predominates. The latter case
mostly corresponds to our inverse problem as the potential interaction energy
strongly dominates but the particles are free to move. In 1934 it was proposed that,
for ��100, the electrons should form an ordered array in three dimensions [64].
An electron-liquid to electron-solid phase transition in a three-dimensional elec-
tron system has been predicted to occur at low densities. Later, the analogous
phase has been found (theoretically) for two-dimensional systems at sufficiently
high electron densities [65]. The question is, how do the formed two-dimensional
periodic array appear? Bearing in mind that all electrons have the same charge,
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Fig. 2.25 Portions of the low-temperature pure dipolar config-
urations for an Anti-Penrose (a) and a Tie-Navette (b) tilings.
The color scheme defines an average energy per magnetic
moment: from lowest energy (red) to the highest energy (dark
blue). Red moments are stable, and blue moments frustrated.



the repulsive Coulomb interaction leads to an ordered array of hexagonal symme-
try or to a triangular electron lattice (see Fig. 2.26).

This lattice of electrons, or a Wigner electron crystal, may be detected experi-
mentally by means of so-called plasmon-ripplon modes [62, 66]. When the elec-
trons have formed a crystal, then driving the crystal up and down against the
He surface with a uniform electric field can produce a series of resonances due
to excitation of the standing capillary waves (ripplons). Standing capillary waves
will become resonantly excited when an integral number of capillary-wave wave-
lengths equals the spacing between the rows of electrons. Another possible
means of confirming the existence of the Wigner crystal is to detect the so-
called “plasmon modes”; these involve horizontal motions of the electrons due
to the external electric field, which is parallel to the He surface, rather than ver-
tical ripplon motions. Indeed, coupled plasmon-ripplon modes have been ob-
served in most experiments.

The detection of a Wigner crystal from the phason-ripplon modes is indirect.
Although the direct optical observation of an electronic crystal is still not possi-
ble, a two-dimensional Coulomb crystal can be modeled with the help of so-
called colloid crystals. These colloidal systems consist of small particles of one
material dispersed in a second material [67]. In the most common situation, the
particles of the dispersed phase are solid, while the continuous phase, or disper-
sion medium, is liquid. Colloid dispersions have usually slow dynamics; this
corresponds to the case of 2DEG with ��100. Strictly speaking, apart from the
repulsive interactions in the colloidal systems, different types of attractive forces
may be present. Moreover, the two interactions can compete, and this topic will
be discussed further in Chapter 3 (Section 3.2.5).
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Fig. 2.26 Two-dimensional electron Wigner crystal on the He surface.



2.6.2
Multipolar Interactions: Why Might that be Interesting?

Among the interactions in many-body atomic, molecular or nanoparticle sys-
tems, those of electrostatic or magnetostatic nature are very important. Recently,
arrays of nanoparticles or adsorbates have been proposed for a number of appli-
cations as storage [51], high-speed nonvolatile magnetic memory (MRAM) [52],
and logic functions for computations [53]. Different applications require differ-
ent properties of an array. Whilst in storage applications every particle should
be individually addressed (i.e., the nanoelements should not interact), for logic
schemes strong interactions are necessary. In both cases the control of interac-
tions between nanoparticles is very important. In order to derive the theory of
these interactions one needs to know the charge distribution of a particle. One
of the simplest and most effective ways to do this is to describe a distribution of
charges as a series of multipole moments. There exist different ways to explain
what are the multipole moments; this subject is first addressed from a mathe-
matical point of view.

� Multipole moments: Spherical coordinates
Any two-dimensional periodic function can be expanded in terms of an infinite
sum of sines and cosines with corresponding coefficients. This expansion is
known as the Fourier series.

f �x� � 1
2

a0 �
��
n�1

an cos�nx� �
��
n�1

bn sin�nx� � �2�17�

The coefficients an and bn can be described as integrals of the periodic function
Eq. (2.17) multiplied with cos�nx� or sin�nx�

an � 1
�

��
��

f �x� cos�nx�dx �

�2�18�

bn � 1
�

��
��

f �x� sin�nx�dx �

Similarly, any scalar field on a sphere, which is periodic by definition, can be ex-
pressed in spherical coordinates r � f �r� �� � (a description of spherical coordi-
nates is provided in Fig. 2.27) as a series of spherical harmonics with correspond-
ing coefficients,

H��� � �
��
l�0

�l

m��l

QlmRlm�r� �
��
l�0

�l

m��l

QlmYlm��� � 4�
2l � 1

rl � �2�19�
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The coefficients Qlm are the multipole moments, Rlm�r� �

4�

2l�1

�
rlYlm��� � are

normalized spherical harmonics, and Ylm��� �� are simple spherical harmonics. The
spherical harmonic with �l 	 m 	 l is a function of the two coordinates ��  on
the surface of a sphere and can be modeled by special set of polynomials known
as Legendre functions Plm�cos ��. Spherical harmonics are natural functions to de-
scribe a system with spherical symmetry. For example, with spherical harmonics
the 3D motion of an electron around a nucleus can be described. In that case, a
spherical harmonic can be thought of as a 3D-path along which a particle can tra-
vel without “destroying” itself energetically. This 3D-path is not fixed, and can take
on many different shapes, even for one energy level. In this sense the spherical
harmonics correspond to the angular part of the atomic orbitals. An example of
typical representation of, for example, dz2 orbital in physics is shown in Figure
2.28 a. The orbital corresponds to the spherical harmonic Y20, and is uniformly co-
lored as it represents simply a volume of space within which an electron would
have a certain probability density of being (the wave-function of electron).

On the other hand, with the spherical harmonics a spatial distribution of elec-
tric charges due to a molecule can be represented. In that case, a charge distri-
bution is usually two-colored, as in Figure 2.28 b. The colors correspond to posi-
tively and negatively charged parts of the distribution. This representation is
typical for quantum chemistry or molecular biology. The multipole expansion
plays an important role in the geosciences, and also in cosmology. With help of
multipoles, gravity fields can be expanded and the linear polarization of the sky
predicted. In the geosciences and astronomy, multipoles are defined with
slightly different constants which lead to so-called zonal, tesseral and sectoral
representations. A typical zonal image of Y20 is provided in Figure 2.28 c. There
are many other applications of the multipole calculus throughout the physical
sciences, including nuclear physics and radio physics. The graphical representa-
tion, however, can be attributed to one of three examples given in Figure 2.28.

Similarly to the Fourier coefficients of Eq. (2.18), a multipole moment is noth-
ing else than a volume integral of a charge distribution multiplied by the nor-
malized spherical harmonic
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Fig. 2.27 Definition of the spherical polar
coordinates.



Qlm �
�
V

��r�Rlm�r�dV � �2�20�

Hence, the multipoles themselves can be visualized as spherical harmonics,
whereupon Figure 2.28 then represents Q20.

� Multipole moments: Cartesian coordinates
For calculation of the electrostatic potential  of a charge density � at the dis-
tance R � r where r is the maximal size of the charge distribution � in Carte-
sian coordinates, one can use so-called multipole expansion. An electrostatic po-
tential as a function of R can be expanded in integral powers of a small parame-
ter r�R; .e., �R� can be represented as a number series of a sum where higher
terms include higher powers of r�R � �R� � 0�R� 1�R2 � 2�R3 � � � � and
become less and less important at large distances. This is known as the multi-
pole expansion with:
� 0th order: Monopole potential (falls off like 1�R, corresponds to Q0)
� 1st order: Dipole potential (falls off like 1�R2, corresponds to Q1)
� 2nd order: Quadrupole potential (falls off like 1�R3, corresponds to Q2)
� 3rd order: Octopole potential (falls off like 1�R3, corresponds to Q3)
� etc . . .

Shapes of multipoles to the third order in terms of electric charges are shown
in Figure 2.29. The first term corresponds to a single charge and is called a
“monopole moment”; it is a scalar. The dipole moment is a vector. In general,
the order-n term in the sum is the 2n-pole moment of the configuration of
charges.

2.6.2.1 Multipolar Moments of Molecular Systems and Bose–Einstein Condensates
Polar molecules with an asymmetric charge distribution – that is, with one end
of the molecule relatively negative with respect to the other – possess a perma-
nent dipole moment. Examples are HF, H2O, FCl (where the F atom is negative
with respect to the Cl atom), the polyatomic molecule HCCl3 (where the H end
of the molecule is positive with respect to the three Cl atoms), three isomers of
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Fig. 2.28 Representation of the spherical harmonic Y20 for the
description of (a) atomic orbital, (b) distribution of charges,
(c) sky polarization (zonal spherical harmonic).



1,1-dichloroethene, cis-1,2-dichloroethene, trans-1,2-dichloroethene, and many
others. As a dipole is a vector quantity, a total molecular dipole can be obtained
by summing up all individual bond-dipoles, as shown in Figure 2.30.

Although linear molecules such as CO2 or acetylene (H–C�C–H) and the
planar molecule benzene (C6H6) do not have molecular dipole moments
(Fig. 2.30), they have non-zero quadrupole moments [68]. Another example of
organic quadrupoles is that of 3,4,9,10-perylenetetracarboxylicdianhydride (better
known as PTCDA), which can be adsorbed onto various substrates [69, 70]; H2,
N2, CO on salts or metal surfaces; ortho-para hydrogen molecules adsorbed onto
hexagonal boron nitride, solid hydrogen, N2Ar mixtures, and many others [71–
73]. There exist more complicated cases. For example, the total quadrupole mo-
ment of the water molecule is zero. However, Q xx

2 �Q yy
2 �Q

xy
2 �Q xz

2 �Q yz
2 tensor

components of the quadrupole moments in Cartesian coordinates have non-zero
values. For more symmetrical molecules, the first non-zero multipole moments
have higher orders; examples are the methane molecule (CH4) and the giant
Keplerate molecule Fe30, which has no dipole or quadrupole moment, but has a
non-zero octopole moment [74, 75].

More complicated molecular charge distributions have different multipolar
contributions. For example, a charged “American football” has non-zero even
multipolar contributions Q football � Q football

0 �Q football
2 �Q football

4 �Q football
6 �

Q football
8 � � � � The same is true for a discus or any other charged object, which

is rotationally symmetric and at the same time symmetric around its own
equatorial axis. Rotationally symmetric but not equatorially symmetric objects
such as a bowling pin possess as even as odd multipolar moments
Q b�pin � Q b�pin

0 � Q b�pin
1 � Q b�pin

2 �Q b�pin
3 �Q b�pin

4 � � � �.
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Fig. 2.29 Possible shapes of multipoles composed of several
electric charges. Q 0 monopole, Q1 dipole, Q2 quadrupole,
Q3 octopole.



A Bose–Einstein condensate is a phase of matter formed by bosons cooled to
temperatures very near to absolute zero. At low temperatures, bosons can be-
have very differently from fermions because an unlimited number of them can
collect into the same energy state – a phenomenon termed “condensation”. The
first experimental verification of this phase (which had been predicted by A.
Einstein and S. Bose) led to the award of the Nobel Prize in Physics for 2001 to
Eric A. Cornell, Wolfgang Ketterle and Carl E. Wieman, who succeeded in cool-
ing 2000 rubidium atoms to a temperature less than 100 billionths of a degree
above absolute zero. This forced the atoms to lose for 10 s their individual iden-
tities and behave as though they were a single “superatom”. Nowadays, magne-
to-optical traps for gas condensation have become much more sophisticated,
and the drops of condensate can be arranged in a cubic structure in the poten-
tial minima of an optical lattice. Recent experimental and theoretical studies
have established that 87Rb spinor condensate may be ferromagnetic at zero tem-
perature. This means that the expectation value of total spin of a condensate
drop F is finite 	F
 �� 0 [76, 77]. As a result, an ensemble of condensates acts
much like large spins or dipoles on a crystalline lattice. The very latest investi-
gations [78] have shown that, under certain circumstances, Bose–Einstein con-
densate columns may have quadrupolar moments.

2.6.2.2 Multipolar Moments of Nanomagnetic Particles
Magnetic particles with a lateral size less than the characteristic exchange
length d 	 	ex have a single domain magnetization configuration with a macro-
scopic magnetic moment. In case of an ideal single domain, all elementary di-
poles inside a particle are compensated, and only appear at the boundary as un-
compensated positive and negative magnetic poles (see Fig. 2.31).

Isolated magnetic poles have never been observed in Nature; rather, they al-
ways occur in pairs, as in the described example. However, it is often conve-
nient to use instead of magnetic poles and the vector field quantity H the no-
tion of magnetic charges and a scalar potential . The quantity  is defined so
that its negative gradient is the magnetic field H � ��, where the operator �
is �� i �

�x� j �
�y� k �

�z. Here, i, j, k are the unit vectors of a Cartesian coordinate
system, and (x, y, z) are the coordinates at the point where the field or potential
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Fig. 2.30 Molecular dipole moments � of polyatomic molecules.



is under consideration. In the framework of this approximation the macroscopic
moment of a polarized or magnetized particle can be obtained by means of the
multipole expansion of a continuous magnetization distribution within a dot, as
described in Section 2.6.2 (i) or (ii). As can be seen from Eq. (2.20), the strength
of a multipole moment depends solely on a charge distribution – that is, on the
shape of an object and on its magnetization/polarization configuration. Hence,
for typical magnetization distributions corresponding multipolar moments can
be calculated on the basis of Eq. (2.20).

Figure 2.31 represents a nanoparticle with n-fold symmetry (n�1) within the
x-y plane, which is magnetized in z-direction. The symmetry-axis is parallel to
the polarization. The upper surface of the particle is positively charged, with the
surface charge density � � �0n �M�r� due to uncompensated dipoles, the unit
vector perpendicular to the surface, and the magnetization vector field M�r�.
With this definition the unit for the magnetic charge is Volt-second, and the
magnetic dipole moment is measured in Volt-second-meter. The bottom charge is
the mirror image of the positive charge distribution at the top of the particle. To
find the integral Eq. (2.20) explicitly, the charged surface can be divided into n
identical triangles (Fig. 2.31). Then, Qim are calculated by the sum over the tri-
angles (0� j� n�1) of the top and bottom surfaces. As the charged surfaces
are planar, the volume charge density � and the volume integration in Eq.
(2.20) can be substituted by the surface charge density � and integration over
the surface element dS

Qlm �
�n�1

j�0

�
jthtop�triangle

dS���r��Rlm�r� �
�

jthbottom�triangle

dS���r��Rlm�r�

�
��

�
�� �

�2�21�

After several simplification steps this integral can be evaluated analytically. The
details of the calculation can be found in [79].
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Fig. 2.31 Scheme of a nanoparticle with n-fold symmetry.
Every surface can be divided into n equivalent isosceles
triangles with edge length d. The particle is magnetized in
z-direction. Such a particle possesses only odd multipolar
contributions.



A similar procedure can be applied to the in-plane magnetized discs shown
in Figure 2.32. Due to the natural symmetry of a disc it is trivially proportional
to cos in cylindrical coordinates. Furthermore, the cosine charge distribution
can be easily generalized for non-uniform onion states as the charge distribu-
tion can be expanded as ��r� ��p cp cosp  with expansion coefficients cp. Due
to the symmetry of the onion configuration (Fig. 2.32 b), only the odd integer p
appears. The non-uniformity of the magnetization increases with increasing p.
By expressing the volume element and normalized spherical harmonics of Eq.
(2.20) in cylindrical coordinates, one obtains the following integral:

Qp
lm � �0MS

�h�2

�h�2

dz
�2�
0

r0d cosp  � Rlm


r2

0 � z2
�

�
�

2
� arctan

z
r0

� 

	 
	 

�

�2�22�

The integral in Eq. (2.22) has polynomial solutions for all integers p, including
p= 1 for uniform magnetization [80]. The low order moments of a particle in
Figure 2.31 (Eq. (2.21)) with fourfold and cylinder symmetry as a function of a
surface area and a height are brought together in Table 2.2. The dependency of
the strength of multipole moments on the effective aspect ratio h/a of a particle
with out-of-plane magnetization (Fig. 2.31) is shown in Figure 2.33 a, and for an
in-plane magnetized disc (Fig. 2.32) in Figure 2.33 b.

The most important conclusions are as follows. First, all homogeneously out-
of-plane magnetized prismatic particles with even rotational symmetry
(Fig. 2.31) and all in-plane magnetized discs (Fig. 2.32) do not possess multipo-
lar moments with even l; that is, the quadrupoles (Q20), the hexadecapoles (Q40)
etc. are not allowed (see Fig. 2.31). The lowest moment with l even is
�l�m���4� 3� for an odd, threefold prism. The first possible multipole moment
with even l for a fivefold symmetry is �l�m���6� 5�. The functions Qlm�h� a�
may cross zero. This occurs, for example, with the octopole moments of a cube
(see Fig. 2.33 a). For vertically magnetized particles the octopole moment
reaches 25% of the dipole moment in the limit of small thicknesses. This
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Fig. 2.32 (a) Scheme of a disk within the x-y-plane (magnet-
ized in x-direction). Due to the magnetization, magnetic
surface positive and negative charges emerge. In the case
of a uniform magnetization, the charge is cosine distributed.
(b) Top view of an onion magnetization configuration.



geometry corresponds to sizes of particles often used in experimental studies
[81–84]. For vertically elongated particles, such as arrays of magnetic nanocol-
umns [82, 85] or liquid colloidal crystals with rod-like components [86], the
magnitude of the octopole moments exceeds that of the dipolar one. Similar re-
sults have been obtained for in-plane magnetized dots. For h�a the multipolar
moments are smaller than the dipolar one. However, in the limit of small thick-
ness (h� r0) the octopole moment Qp

31 reaches –61% of the dipole moment Qp
11

for all odd p, and even the dotriacontapole (Qp
51) is of the order of 0�5Qp

11 (see
Fig. 2.33 b). Hence, the multipole moments of ultrathin, in-plane magnetized
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Table 2.2 The multipole moments Qlm in units of the surface
charge density up to the order (l,m)= (7,0) of isotropically
magnetized in z-direction particles with fourfold and cylindri-
cal symmetry.

l m= 0 (fourfold symmetry) M= 0 (cylindrical symmetry)

1 2hd2 �hd2

3 hd2 h2

2
� d2

	 

�

4
hd2�h2 � 3d2�

5
h5d2

8
� 5h3d4

6
� 7hd6

12
�

16
hd2�h4 � 10h2d2 � 10d4�

7
h7d2

32
� 7h5d4

16
� 49h3d6

48
� 3hd8

8
�

64
hd2�h6 � 21h4d2 � 70h2d4 � 35d6�

Fig. 2.33 (a) The low order multipole moments Qlm (normal-
ized to dipolar moment Q10) of particles with fourfold symmetry
with height h and edge length a. For h�0 Q30�–0.25 Q10.
(b) The multipole moments Qp

lm in units of the dipolar moment
of the in-plane magnetized discs with height h and radius a.
Magnetization configuration Qp

11 is a non-uniform onion state
with the measure of the non-uniformity p.



discs may also be comparable with their dipolar counterparts. The described ge-
ometry is typical for on-going experimental studies on magnetic arrays.

2.6.2.3 Multipole–Multipole Interactions
By knowing the multipole moments of two particles, the multipole–multipole
interaction energy can be calculated. The most general formulation of the inter-
action energy between two non-intersecting charge distributions is given by [87]:

EAB � 1
4��0

�
lAlBmAmB

TlAlBmAmB�RAB�QA
lAmA

QB
lBmB

�2�23�

with the geometric interaction tensor TlAlBmAmB [68, 88]

TlAlBmAmB�RAB� �

��1��lB l�lA�IBmA�mB
�RAB�


�lA � lB �mA �mB���lA � lB �mA �mB��
�lA �mA���lB �mB���lA �mA���lB �mB�� �

�
�2�24�

The multipole–multipole interaction is long-ranged, and therefore for an ensem-
ble of particles having higher-order multipolar contributions the coupling between
every pair of constituents must be calculated. For large systems this is impossible,
although the strength of the interaction between higher-order multipoles de-
creases rather quickly with distance. This dependence on distance is given by
the complex conjugate of the irregular normalized spherical harmonic function

I�lA�lBmA�mB
�RAB� �


4�

2l � 1

�
Ylm��� �

rl�1
� �2�25�

From Eqs. (2.24) and (2.25) it follows that the interaction energy between mo-
ments QA

lA
and QB

lB
of order lA and lB respectively decreases with increasing dis-

tance as RlA�lB�1
AB . Consequently, higher-order multipole moments are important

for R�d. Therefore, for multipoles of order l�3 a so-called cut-off procedure is
appropriate – that is, the calculations of interaction energy may be restricted to
several nearest neighbors only. In order to calculate the ground states of multi-
polar systems, it is necessary either to guess a configuration, to calculate its
energy and compare with other guesses, or to introduce the Hamiltonian
(Eq. (2.24)) into the Monte-Carlo scheme [89].

2.6.2.4 Ground States for Multipoles of Even Symmetry:
Quadrupolar and Hexadecapolar Patterns

Figure 2.34 shows the low-temperature Monte-Carlo configurations of a pure
quadrupolar system on a triangular and a square lattice for three-dimensional
and XY planar moments [90]. The consideration is restricted to rotationally sym-
metric Q20 quadrupoles observed in Nature [69, 71, 91, 92]. For 3D moments
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on a triangular lattice, a long-range, 3D configuration consisting of seven-atomic
rotors or “pinwheels”, with the central atom oriented vertically and the others ly-
ing in the film plane, has a minimal energy (Fig. 2.34a). The vertical moments
form a triangular superstructure which corresponds to the so-called “4-phase” of
hydrogen molecules on a triangular lattice found in mean-field and molecular-
dynamics approximations [72, 73]. Every vertical quadrupole occupies the center
of a hexagonal pinwheel. For an ideal configuration, every pinwheel element be-
longs simultaneously to two adjacent pinwheels – that is, the unit cell has three
in-plane moments and one vertical moment. Therefore, the perfectly ordered
pinwheel phase has an average vertical projection per moment 	Q20z
 � 0�25.

The three-dimensional pinwheel structures have been observed experimentally,
by means of nuclear magnetic resonance spectroscopy studies in ortho-hydrogen
adsorbates [93] and Ar1-x(N2)x quantum crystals [71, 72, 93]. Hence, the symmetry
of the ground state confirms the pure quadrupolar nature of the pinwheel phase
in those systems. The phase is double degenerate as the rotors can have either a
clockwise or counter clockwise sense of rotation. In contrast to previous studies
[72, 73], a 3D quadrupolar system on a triangular lattice easily admits domains
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Fig. 2.34 The low-temperature pure quadrupolar Monte-
Carlo configurations on a triangular (a, c) and a square
(b) lattice. The quadrupoles are represented by the
spherical harmonic Y20 corresponding to the equipoten-
tial surface of a charge distribution with Q20 quadrupole
moments; the two clubs represent positive charge, while
the belly is negatively charged. The color scheme de-
notes the squared vertical component of the projection
of a moment. The quadrupoles are 3D moments in
(a, b) and XY moments in (c).



(Fig. 2.34a), with different senses of rotation. A domain wall consisting of mo-
ments with T-like mutual orientation is formed between the domains (Fig. 2.34 a).
The T-orientation is the energetically most favorable one for two quadrupoles.
Therefore, the total energy of the domain structure is close to that of a monodo-
main, while the entropy of the domain structure is higher. According to the prin-
ciple of maximal entropy, the domain structure represents the state of lowest free
energy at finite temperatures. Crossing of the domain walls is, however, not al-
lowed as this will lead to an increase in internal energy due to the deviation of mo-
ments from their equilibrium orientation in the neighborhood of the crossing
point. Two parallel domain walls cannot come closer than two primitive cells of
the pinwheel structure (4a) without increasing the internal energy of the system.
Therefore, the low-temperature configuration of a large Q20 quadrupolar system
on a triangular lattice consists of an array of clock-wise and counter-clockwise
“pinwheel” domains separated by parallel domain walls.

In contrast to the triangular lattice, the ground state configuration of quadru-
poles on a square lattice is completely planar (Fig. 2.34 b). The twofold lattice
symmetry permits the T-configuration for every pair of nearest neighbors; that
is, the configuration is non-frustrated and monodomain. As the moments have
not been constrained to lie in the XY plane it can be concluded that the quadru-
polar interaction induces very strong easy-plane anisotropy for a square lattice.
As this is not the case for a triangular lattice, a low-temperature configuration
of a quadrupolar XY system with threefold symmetry has been additionally cal-
culated. Experimentally, this situation corresponds, for example, to organic
PTCDA molecules adsorbed onto Ag(111) [69] having some freedom of the rota-
tion only in the XY-plane. The calculated ground state configuration is given in
Figure 2.34 c. Instead of the pinwheel phase, we find a “herringbone” structure
consisting of lines of quadrupoles with two possible orientations. The moments
make an angle of 15� to the principal lattice axes, and 45� to the direction join-
ing the atomic sites. Within the accuracy of calculations the angle between two
adjacent rows of moments is exactly 90�. The “herringbone” pattern found in
these simulations is very similar to that reported in [69]. However, the mole-
cules in the experiment are oriented parallel to the principal axes and, conse-
quently, the mutual angle between the rows is 60�. The analytical calculation of
the energies for all possible relative orientations of rows of the “bones” shows
that the absolute minimum belongs to the Monte-Carlo solution with the angle
of 90�. From this finding it can be concluded that the configuration of [69] can-
not be explained only from the minimization of electrostatic interactions origi-
nating from the quadrupolar field of a molecule. One possible explanation is
that rotation of the molecules is not free, but another is that the molecules pos-
sess higher-order multipolar contributions.

Hexadecapolar (Q40) ground states on a triangular and a square lattice for mo-
ments which are free to rotate in the 3D space are given in Figure 2.35. Both
configurations are planar, and a “herringbone” structure consisting of lines of
hexadecapoles with two possible orientations is formed on both lattices. For a
triangular lattice, the moments make angles of 69� and 157� to the X axis, while
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for a square symmetry angles of 9.5� and 49.5� are favorable. Within the accu-
racy of calculations [90], the angle between two adjacent rows of moments are
88� and 40�, correspondingly. Hence, a hexadecapolar contribution supports the
herringbone structure of a planar pure quadrupolar state on a triangular lattice
(Fig. 2.34c). However, the symmetry of the structure changes significantly.
Thus, the higher-order Q40 contribution is another possible explanation for the
experimentally found herringbone pattern of PTCDA adsorbates.

2.6.2.5 Ground States for Multipoles of Odd Symmetry:
Octopolar and Dotriacontapolar Patterns

The octopolar moments (Q3m) are unidirectional – that is, they can be represented
as vectors. The low-temperature configurations consist of moments oriented in
principal directions of the underlying lattice, and hence the octopolar interaction
introduces not only an easy-plane but also a three- and twofold in-plane aniso-
tropy, respectively. On a square lattice, octopoles form lines being aligned antipar-
allel (such as in Fig. 2.19a), whilst on a triangular lattice the domains show paral-
lel alignment of the moments (Fig. 2.19 b). The dotriacontapolar interactions
(Q5m�Q5m) break the isotropic behavior of dipoles on square and triangular lat-
tices in the same way. Anti-parallel alignment is one of the ground states of an
infinite pure dipolar system on a square lattice [53], whilst on its triangular coun-
terpart the ferromagnetic alignment has minimal energy. Hence, the octopolar in-
teraction selects some of the dipolar ground states. The principal difference be-
tween the two interactions is that the dipolar energy, because of its long-range
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Fig. 2.35 The low-temperature pure hexade-
capolar Monte-Carlo configurations on a
square (a) and a triangular (b) lattice. The
hexadecapoles are represented by the spheri-
cal harmonic Y40 corresponding to the equi-
potential surfaces of a charge distribution
with Q40 moments; the two white-gray clubs

represent positive charge, while the bellies
are alternately positively (white-gray) or neg-
atively (black-gray) charged. Top perspective
view of a portion of a configuration. The hex-
adecapoles were free to rotate in space.
However, the configurations are planar.

a) b)



character, can be minimized, thereby avoiding free poles in finite samples. Due to
this property a vortex on a triangular and a microvortex state on a square lattices
are formed in finite dipolar systems (see Section 2.6.1.2). A finite octopolar sys-
tem, in contrast, in most geometries is not sensitive to the formation of free poles.
The main reason for this is that octopoles do not interact with a field but rather
with the field curvature. Therefore, the gain in internal energy due to the compen-
sation of free magnetic poles at the sample boundary is weaker than for pure di-
polar systems, and low-temperature configurations in finite samples are still par-
allel lines for a triangular and antiparallel lines for a square lattice.

2.7
Summary

Despite the increasing configurational entropy, systems with three-dimensional
freedom of orientation are often more ordered than Ising-like systems. The rea-
sons for such phenomena include order by disorder, and order by frustration.
The self-competition due to geometric frustration may lead to a number of non-
trivial ordered patterns in nanosystems, and can alter macroscopic properties
such as switching behavior or thermal stability.

2.8
Exercises

1. Calculate the configurational entropy of the structure in Figure 2.21 c.

Solution
Every magnetic moment on the lattice may have four possible configurations.
The total number of all possible states for a lattice with N moments is 4N. Thus,
the configurational entropy is S�k ln W�k ln 4N .

2. Bipartite lattices can be decomposed into two sublattices, such that the spins
on the A sublattice interact only with the spins on B sublattice. Then, if the
short-range exchange interaction is antiferromagnetic – that is, the sign of J
favors antiparallel alignment of vectors – a simple “gauge” transformation can
transform the model into a ferromagnet in the new, transformed spins.
Which “gauge” transformation could convert the structure (Fig. 2.21 c) into a
“ferromagnet”?

Solution
In case of collinear configurations it is usually sufficient to apply a gauge trans-
formation to one of the sublattices. In this non-collinear case, such a simple
transformation is not enough. In order to obtain new spin variables S(r), all
oriented in the same direction, initial spin variables � must be transformed as
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Sx�r� � ��1�ny�x �r� and Sy�r� � ��1�nx�y�r�, where nx and ny are the numbers
of rows in x and y direction.

3. Calculate multipole moments Qlm of the linear change distribution Q2 given
in Figure 2.29 for two cases: (a) the charge distribution is parallel to the z-
axis; (b) the charge distribution is parallel to the y-axis. Consider the central
charge as �2q, while all of the two other charges are �q. The distance be-
tween the smaller charges is 2a.

Solution

�a� Qlm �
�

i

qir
l
iYlm��i� i� � �2qY0

0 � qal�Ym
l �0� 0� � Ym

l ��� 0�� �

Ym
l ��� � �


2l � 1

4�
�l �m��
�l �m��

�
Pm

l �cos ��eim �

Hence,

Qlm � �2q
1

2

�

 � qal 2l � 1
4�

� �1�2

�Pm
l �0� � Pm

l ����

with

Pm
l �x� � ��1�m�1� x2�m�2 dm

dxm
Pl�x� �Rodriges� formula� �

For axially symmetric charge distributions the multipole moments are nonzero only
for m � 0, therefore P0

l �1� � ��1�0�1� x2�0�2 dm

dxm Pl�1� � Pl�1� and P0
l ��1� �

pl��1�.
Finally, Q0

l � � 2q�l0
4�

 � qal

2l�1
4�

�
�Pl�1� � Pl��1��. As Pl��1� � ��1�lPl�1� and

Pl�1� � 1 Q0
l is nonzero only for even l. It is then equal to Q0

l � 2qal

2l�1
4�

�
, i.e.,

l cannot be smaller than zero.

�b� Qlm � �2q
�l0

2

�

 � qal Ym
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�

2
� 0

� �
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l
�

2
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� �2q
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Hence, the higher order multipole moments are nonzero only for m-even. In
addition, from Rodriges’ formula Pm

l �0� differs from zero only for l �m � even,
therefore l should also be even.
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Diverse systems in physics and chemistry display a remarkable variety of or-
dered patterns having common structural features as stripes, labyrinths, bubbles
or vortices on scales from several nanometers to several centimeters (see
Fig. 3.1). The structural similarity suggests a possible universal underlying
mechanism. As follows from numerous investigations, those patterns arise from
the competition between short- and long-range interactions with the Hamilto-
nian

H � Hshort �Hlong � �3�1�

Short-range interactions [the first term in Eq. (3.1)] include magnetic exchange,
van der Waals attractive interactions, the short-range part of Coulomb interac-
tion, the attractive part of the Lennard–Jones potential, and hard-core steric re-
pulsion. Magneto- and/or electrostatic interactions and the repulsive part of the
Lennard–Jones potential can be attributed to the long-range couplings [the last
term in Eq. (3.1)]. The competition arises from the fact that the short- and long-
range interactions often favor opposite phenomena, for example, attraction and
repulsion. A periodic pattern then becomes a compromise between the two
forces. The details of a pattern depend heavily on the strength of ingredients,
the temperature, and whether some mediators exist such as an underlying lat-
tice or other physical restrictions. One of the most widespread physical restric-
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Fig. 3.1 (a) Magnetic stripe pattern in a two monolayer-thick
Fe magnetic film, width of order of 20 nm (reprinted with per-
mission from [1]). (b) Theoretical presentation of a �m large
neural network, (c) cm large zebra stripes.



tions is that of crystalline anisotropy. In this chapter only extreme cases will be
discussed – infinite anisotropy or no anisotropy at all. All other anisotropic ef-
fects will be highlighted in Chapter 5.

3.1
Localized Particles

3.1.1
Competition Between the Ferromagnetic Exchange and the Dipolar Interaction:
Ising Spins

First, we return to systems of magnetic or electric moments on a lattice. Now,
however, instead of one single interaction the moments are coupled by two
terms:

H � �2J
�
	i�j


Si � Sj �D
�

i�j

Si � Sj

r3
ij

� 3
�Si � rij��Sj � rij�

r5
ij

� �
� �3�2�

the short-range exchange interaction and the long-range dipolar interaction.
In the simplest case, the vectors can have only two orientations, up or down.

All other possibilities are forbidden. Such a situation arises in ferroelectrics (see
Section 1.1.2), where dipole moments are induced by the piezoelectric distortion
of a lattice, where the distortion is usually uniaxial, or in magnets with infi-
nitely strong uniaxial crystalline anisotropy such as magnetic garnets and ultra-
thin magnetic films Co/Au(111), Fe/W(110), Mo/W(110), Co/Pt(111).

The ground state of a pure dipolar Ising system is an antiferromagnetic con-
figuration – that is, an atomic checkerboard pattern on a square lattice and a
labyrinth on a triangular lattice (see Section 2.6.1.1). The ground state of a pure
ferromagnet is all spins up or all spins down, but if both interactions are pres-
ent then the compromise is to orient several parts of the sample (domains) up
and several down. At that point, at the inside of the homogeneously polarized
regions the exchange energy will be satisfied, whereas on the interfaces between
the domains the dipolar energy will be “happy”. In other words, a compromise
between the loss in exchange energy due to the formation of domain walls and
the gain in the dipolar energy due to the interaction between magnetization cur-
rents generated at the domain walls will be found. The question is, how large
should these areas be in the optimal case, which form should they have, and
how they should be spatially ordered?

3.1.1.1 Stripes or Checkerboard?
The shape of the vertically magnetized domains in Ising-like systems was inten-
sively discussed during the early 1990s. To make a reliable suggestion about the
possible shape of domains, it should be borne in mind that the dipolar interac-
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tion favors an antiferromagnetic alignment of magnetic moments in order to
avoid uncompensated magnetization. Hence, even if some parts of the sample
were to be unfavorable for the dipole–dipole coupling uncompensated magnetic
poles, the dipolar energy could be minimized by allowing the total magnetic
charge of a sample to be zero. This means that the total area of up- and down-
domains should be equal. According to this reasoning, two possible domain
configurations have been suggested: (i) a stripe pattern with up- and down-mag-
netic moments ordered in parallel stripes of the width w; and (ii) a checkerboard
domain pattern with up- and down-magnetized regions of square shape with
the edge length w.

In both cases the opposite domains have identical surface areas and, there-
fore, the total magnetic charge of a system is zero. The next step is to calculate
the energy of both configurations and to compare them. Ground-state energy
calculations [3, 4], renormalization-group-based arguments [5] and Monte-Carlo
simulations [6–8] all predict the existence of a striped phase at low temperatures
for systems with dipolar coupling and ferromagnetic exchange interactions.
Qualitatively, the stability of the stripe domains is caused by the fact that, for
identical w, the total length of domain walls of a checkerboard pattern is larger
than that of a stripe configuration. Hence, the exchange energy – which is
usually much stronger than the dipolar one – is minimized in case of a stripes
comparable to the checkerboard configuration. Stripe interfaces have the lowest
energy when aligned along favored directions of a lattice, thereby introducing a
p-fold symmetry-breaking orientational field. Hence, the configurational entropy
of a perfect stripe pattern on a triangle-based lattice is higher than that on a lat-
tice with a square base. As follows from the Monte-Carlo simulations at finite
temperatures, a system may further increase the entropy by the formation of
more complicated structures which also belong to the class of stripe configura-
tions. These are the superdomains and labyrinthine patterns shown in Figure
3.2.
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Fig. 3.2 Portions of 100 � 100 Ising spins at low temperature
on square (b) and triangular (a, c) lattices. The black stripes
indicate up-spins; the white stripes down-spins. The exchange
constant of configuration (c) is twice as strong compared to
the exchange constant of pattern (a).



3.1.1.2 Scaling Theory
The next fundamental question to answer is the following. If the ratio of the di-
polar and exchange interaction parameters D/J gives rise to domains with a par-
ticular length scale, is there another set of interaction parameters that gives rise
to the same domain configurations as the original parameters, only scaled in
size by a factor b (see Fig. 3.3)?

A number of different approaches have been developed to answer this ques-
tion. For example, scaling relations have been obtained by describing the do-
main energy as a sum of contributions coming from the domain areas and the
domain contours [9]. Elsewhere, an effective dimensionless parameter was intro-
duced into the Hamiltonian Eq. (3.1) [10]. Both approaches lead to the conclu-
sion that the scaling parameter b is mainly determined by the ratio between the
dipolar and the exchange interaction constants.

The dimensionless parameter of [10] is defined through the coupling con-
stants of the exchange and the dipolar interaction q= D/(J ·a3) with the lattice
parameter a. In a system with competing short- and long-range interactions,
the scaling parameter a remains the only free variable, as the expressions under
the summation contain only relative angle cosines and the distances between
lattice points. Therefore, different ratios of D/J can be considered as issued
from a single case with a given q value, but with different effective lattice pa-
rameters a= b ·a0. Then, D0/Ja0

3 = D1/Ja3 and b3 = D1/D0. Thus, increasing the di-
polar coupling D while keeping the exchange coupling J constant amounts to a
mere increase in the effective lattice parameter a or, in other words, to a homo-
thetic increase of the domain length scale by a factor b. For example, in the
usual 3d magnets such as Co or Fe, the ratio q= D/(J ·a0

3) is of the order of 10–3

. . . 10–4, where a0 is a typical atomic distance in metals. For D/J= 0.1, b =5 . . . 10
and a�5a0 . . . 10a0. For D/J = 1, b = 10 . . . 20 and a�10 a0 . . . 20 a0. Hence, the
larger values of D/J correspond to the larger domains. This result can be also
interpreted as a slightly different way, however, in that the larger the ratio D/J
the coarser the calculation mesh and the coarser the resolution of the structure.
By using this method it is possible to examine the structures at several scales.
For example, Figure 3.4 provides a portion of a labyrinthine structure on a trian-
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Fig. 3.3 Two-domain configurations scaled by a factor b.



gular lattice for: (a) the pure dipolar case, D/J�� corresponding to a low reso-
lution; and (b) for D/J < 1 corresponding to a higher resolution. The scaling al-
lows us to change the mesh of the calculation, depending upon the specific ob-
jectives of the system.

3.1.1.3 Stripes in an External Magnetic Field: Bubbles
Figure 3.5 summarizes the results obtained if an external field is applied to a
stripe pattern. The simulations [8] show evidence of a hysteresis and the appear-
ance of so-called “bubble domains”. The progressive change from stripes to bub-
bles is initiated by stripe indentations that transform into closed bubbles when
there are sufficient numbers of them. This process requires a higher energy
than bubble shrinkage and wall motion, and therefore the indentations have a
very short lifetime and are difficult to observe. By comparison, wall motions
have a larger lifetime and can be easily observed.

The size and periodicity of bubble domains depends on the strength of the
applied magnetic field and the ratio between film thickness and characteristic
magnetic exchange length [11]. It transpires that, beyond a relative magnetiza-
tion m of about 0.3 and reduced perpendicular fields of about H= 0.2J, the bub-
ble lattice is energetically advantageous compared to the stripe array [12]. How-
ever, the energy difference is small and negligible as a driving force for domain
rearrangement processes. Only at higher fields can a bubble array be stable. At
zero field the bubble lattice remains metastable. Usually, the bubbles in a lattice
are arranged in a close-packed, hexagonal manner, as shown in Figure 3.5. In
the presence of in-plane anisotropies, bubbles may also form other lattices or ir-
regular, amorphous structures.
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Fig. 3.4 Portions of an Ising labyrinthine pattern on a triangu-
lar lattice for (a) D/J�� and D/J< 1, corresponding to lower
and higher resolutions, respectively.



3.1.2
Competition Between the Ferromagnetic Exchange and the Dipolar Interaction:
Vector Spins

3.1.2.1 Films: Dominating Exchange Interaction

3.1.2.1.1 Periodic Lattices
The competition between ferromagnetic exchange and dipolar interaction with-
out any significant anisotropic contributions is typical of magnetic materials
such as 5 to 20 nm-thick Permalloy (Ni80Fe20), Supermalloy (Ni80Fe14Mo5) or
Co(0001) films [13, 14]. In ferromagnets, the exchange interaction dominates
k = J/D�50. Therefore, a typical ground state of an infinitely large two-dimen-
sional film made from soft ferromagnetic material is just tediously ferromag-
netic for all lattice types. The magnetization of such magnets lies in the film
plane in order to reduce the stray field energy.

3.1.2.1.2 Aperiodic Tilings
Recently it has been demonstrated [15] that in quasicrystals the situation may
be more delicate than is usually expected, even for the dominating ferromag-
netic coupling. The main reason is that, in contrast to the periodic lattices, a
unique nearest-neighbor distance and correspondent exchange integral cannot
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Fig. 3.5 Magnetic field effects: portion of 100�100 system
of Ising spins on a triangular lattice. D/J = 1, kT/J = 0.05. The
external magnetic field is continuously increased from H/J = 0
to H/J = 2.



be defined for the aperiodic structures. Atoms on quasiperiodic tilings have not
only a varying number of neighbors but also several different nearest-neighbor
distances (see Fig. 2.1). Accordingly, there are several different values of the ex-
change force which can even change sign. The existence of several exchange
constants J can also exert a significant influence on the magnetic structure. In
one study [15], five different values of the exchange constant – that is, for the
sides and all diagonals of the rhombuses – have been considered. The coupling
along the sides of the Penrose rhombuses has been taken to be unity. It has
also been assumed that the ferromagnetic exchange interaction decreases expo-
nentially with the distance between magnetic moments. The strength of the ex-
change interaction has been defined as Jij = J · exp (1–�ij), where �ij = rij/a, the dis-
tance between two neighboring moments normalized to the length of the side
of the rhombuses a. �ij takes the lengths of the diagonals of the Penrose tiles.
The shortest diagonal has a length of �ij =�

–1 < 1, where � is the golden mean.
Therefore, J�= J · exp(1–�–1) – that is, J� is larger than J. Further interactions be-
come weaker than J with increasing distance as in the case of �ij > 1.

According to the Mermin–Wagner theorem [16], no long-range order exists in
two dimensions with continuous symmetry, because thermal fluctuations result
in a mean-square deviation of the spins from their equilibrium positions, which
increases logarithmically with the size of the system. The addition of a very
weak anisotropy stemming, for example, from the dipolar interactions, does not
alter the distribution of the exchange energy, but does anchor the absolute spa-
tial orientation of the magnetization. Magnetic ordering depends on the ratio of
exchange to dipolar constant k and on the radius of the cut-off in the exchange
coupling (�). In the first approximation, the cut-off radius in the exchange inter-
action can take one of three values: �= a, which means that the exchange cou-
pling is considered only along sides and the shortest diagonal of the Penrose
rhombuses; �= 0.727a�; or �= 1.176a�. The latter distance corresponds to the ex-
change coupling along the longer diagonals, and the previous distance to the in-
teraction along the shorter diagonals.

In the quasiperiodic Penrose lattice with high k = J/D, that is, with the strong
exchange interaction, a single domain for all cut-off radii �ij is found. This
means that the exchange coupling acting along the two shortest bonds (J and
J0) is sufficient to ensure the ferromagnetic order. However, the degree of mag-
netic order increases remarkably with increasing �. While the average magneti-
zation per moment at low temperature (J/kT= 100) and high ratio k�100 is
almost unity for the exchange cut-off radius �= 1.176a�, it is only �M= 0.85 for
� � a�. Hence, in contrast to periodic lattices, the ferromagnetic order in quasi-
crystals depends heavily on the cut-off radius in the exchange interaction. In
the case of small �, a high magnetic frustration of the quasiperiodic structure
leads to significant deviation of the average magnetization from unity, even for
very high k-ratios. An example of a ferromagnetic configuration on a Penrose
tiling is shown in Figure 3.7 c.
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3.1.2.2 Films: Dominating Dipolar Interaction
Interesting equilibrium structures appear for dominating dipolar interactions
which can be found in rare-earth-based compounds, in some molecular mag-
nets, and in arrays of exchange-coupled magnetic nanodots. Although, in order
to obtain a non-trivial magnetic pattern, the lattice structure of a system must
be different from a triangular structure for which both interactions favor a fer-
romagnetic alignment of magnetic moments (see Section 2.6.1.2).

The ground state configuration of a magnet with dominating dipolar interac-
tions on a two-dimensional square lattice is shown in Figure 3.6a. It consists of
domains with opposite polarization. Although the exchange interaction is spa-
tially isotropic the domains are in-plane magnetized – that is, the dipolar inter-
action introduces effective in-plane anisotropy in the system. The domain size
increases with increasing ratio of two interaction constants k = J/D. In mono-
layer films the domains may exist only for D > J. In thicker films with, for ex-
ample, simple cubic stacking, the critical k-ratio is slightly reduced, although it
is still very high compared to the Ising-like systems with strong perpendicular
anisotropy. The reason for this is that the gain in dipolar energy due to domain
formation is relatively small for the in-plane magnetized samples without un-
compensated magnetic poles. Another geometry, which leads to the formation
of domains is that of a honeycomb. A typical equilibrium magnetic configura-
tion for D > J is shown in Figure 3.6b. While the domain size increases with de-
creasing k as on the square lattice, the spatial orientation of domains and their
shape are different. Similar to the square lattice, possible orientations of mag-
netic moments inside a domain follow the sixfold symmetry of the lattice. In
contrast to the square counterpart, the orientation of the domain walls is, in
most cases, at variance with the principal crystallographic directions of the un-
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Fig. 3.6 Low-temperature stable magnetic configurations on a
square (a) and a honeycomb (b) lattice for dominating dipo-
lar interactions D/J = 1.4, kT/J = 0.05. Different colors indicate
the different azimuthal orientations of magnetic moments.
The two boxes highlight 180 � and 120 � domain walls.



derlying lattice (compare the two highlighted domain walls in Fig. 3.6b). This
occurs for two reasons. First, the statistical weight of having 180 � domain walls
between two adjacent domains is lower than that of 60 � (120 �)-walls. Second,
the dipolar interaction favors the 60 � (120 �) configurations (see Section 2.6.1.2).
As a consequence, the domain walls can run either along principal crystallo-
graphic directions or under the angle of 30 � to them. Hence, there are 12 possi-
ble orientations of magnetic domain walls, and many possibilities for their in-
tersection, and this leads to a complicated situation which is very different from
the ideal stripe pattern domain shapes. Very often, the domains form closer vor-
tex-like structures on a large scale. Thus, the square and honeycomb lattices be-
long to the class of two-dimensional systems, which lead to the formation of in-
plane domains for D > J.

The kagome lattice represents a different class of a non-trivial magnetic sym-
metry for competing dipolar and ferromagnetic exchange interactions. As
shown in Section 2.6.1.2, the kagome lattice supports a ferromagnetic-like mag-
netic ordering, and therefore at first glance it seems that a ground state for
dominating dipolar interactions is simply ferromagnetic. In reality, however, the
situation is more complicated, with the whole configuration being divisible into
three sublattices denoted as green, blue and red in Figure 3.7a. The orientation
of the more diluted sublattice (green in Fig. 3.7 a) coincides with one of the
principal crystallographic directions. Two other sublattices make an angle � with
the selected principal orientation. The angle � depends on k, and increases ex-
ponentially from 0 � for pure ferromagnetic interactions to 30 � for pure dipolar
configuration (see Fig. 3.7b).

Thus, the competition between dipolar and ferromagnetic exchange interac-
tion leads to two principal types of magnetic structure: macroscopic domains,
and antiferromagnetic-like sublattice ordering. Magnetization in the domains is
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Fig. 3.7 Low-temperature stable magnetic
configurations on a kagome (a) and a
Penrose (c) lattice for dominating exchange
interactions D/J = 0.2, kT/J =0.05. The cut-off
in the exchange interactions for the Penrose
tiling (c) is �= a�. The X component of the
average magnetization is �Mx = 0.85. Different
grades of gray indicate different azimuthal

orientations of magnetic moments. Inset (b)
provides an angle � made by two sublattices
on a kagome lattice relative to the third
sublattice, which coincides with one of the
principal crystallographic directions, as a
function of the ratio between the dipolar and
the ferromagnetic exchange interactions.



usually oriented along the principal crystallographic directions of an underlying
lattice, while the domain walls can have intermediate orientations. The magneti-
zation of sublattices in the second type of ordering is not always directly related
to the crystallographic axes. The dipolar coupling usually induces strong in-
plane anisotropy.

3.1.2.3 Nanoparticles with Periodic Atomic Structure
The situation is more complicated if a two-dimensional ferromagnet has finite di-
mensions. On a large length scale, the total dipolar (magnetostatic) energy may be
much larger than the dipolar coupling between two spins, as the interaction ener-
gies between all pairs of neighbors on a lattice must be summed. In contrast, the
short-range exchange interaction is important only for nearest-neighboring pairs
of magnetic moments. Due to the long-range character, weak dipolar interaction
can compete with the ferromagnetic exchange, thus favoring stray field-free mag-
netic configurations. The question is, what type of configurations are to be ex-
pected – domains with distinct domain walls similar to Ising-like systems, or
rather a continuously flowing divergence-free magnetization pattern?

This question can be answered by postulating [11] that the magnetization vector
field m(x,y) must: (i) lie parallel to the film surface (mz = 0); (ii) be divergence-free
in the interior (div m =�mx��x � �my��y � 0) and at the edges (m · n = 0, n – edge
normal); and (iii) have a constant length |m| = 1. Intuitively, some smoothly vary-
ing vector field might be always expected, but it transpires that in structures with
lateral dimensions on the micrometer scale all three conditions cannot be satisfied
simultaneously and a continuous planar pattern can appear only for certain
shapes of a sample. A comprehensive analysis of such thin-film elements of arbi-
trary shape was achieved by van den Berg and Vatvani [17], and subsequently re-
viewed by Hubert and Schäfer [11]. It has been proven that the conditions ex-
plained above can only be met if the magnetization remains parallel to the edges
on every point along the edge normal, as long as no other edges interfere. This
means that if an edge is straight, then a domain with magnetization parallel to this
edge appears. Between two adjacent domains, discontinuities (i.e., domain walls)
emerge (see Fig. 3.8). The magnetization configuration inside the walls is also de-
pendent upon the shape of the sample and the k ratio. A detailed analysis of wall
width and wall magnetization profiles can be found in [11].

In thin magnets of circular shape and with thickness much less than the diam-
eter, a continuous curling spin configuration – that is, a magnetization vortex –
has been proposed to occur in place of domains. In the vortex, the spin directions
change gradually in the film plane so as not to lose too much exchange energy, but
rather to minimize the total dipole energy. In the vicinity of the dot center, the an-
gle between adjacent spins becomes increasingly larger when the spin directions
remain confined in-plane. This leads to a strong local increase in the exchange en-
ergy. Therefore, it has been predicted [11] that at the core of the vortex structure,
the magnetization will turn out-of-plane, thus forming a continuous transition be-
tween two in-plane regions with opposite in-plane magnetization.
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Although this analytical statement has been confirmed by numerical simula-
tions (an example of a stable Monte-Carlo vortex configuration is shown in
Fig. 3.9), an experimental verification of this interesting phenomenon has been
conducted only recently [18, 19]. Magnetic force microscopy imaging of circular
dots of permalloy (Ni80Fe20), 0.3–1 �m in diameter and 50 nm thick, has re-
vealed contrast spots at the center of each permalloy dot corresponding to the
turned-up magnetization of a vortex core [18]. Subsequent Spin Polarized Scan-
ning Tunneling Microscopy (SP-STM) experiments have succeeded in resolving
the size of the vortex core [19] (see Fig. 3.10). For supermalloy islands with lat-
eral size of order of 200 nm and thicknesses of 2–5 nm, the diameter of the vor-
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Fig. 3.8 Schematic representation of (a) a continuously flow-
ing magnetization pattern and (b) so-called Landau–Lifshitz
in-plane domain structure consisting of four domains and five
discontinuous domain walls.

Fig. 3.9 Monte-Carlo simulation for a monolayer of Heisenberg
50�50 spin structure at kT/J= 0.15. For clarity, only one of six
cones is shown. Because of the rather elevated temperature the
ideal vortex structure is not yet reached. However, the core of
the vortex already has distinct out-of-plane magnetization.
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Fig. 3.10 Spin Polarized Scanning Tunneling
Microscopy (SP-STM) measurements. Mag-
netic dI/dU maps as measured with (A) an
in-plane and (B) an out-of-plane sensitive Cr
tip. The curling in-plane magnetization
around the vortex core is recognizable in (A),
and the perpendicular magnetization of the
vortex core is visible as a bright area in (B).

(C) The dI/dU signal along the lines in (A)
and (B) gives changes in the in-plane and
out-of-plane components of magnetization
with the distance from the center of the vor-
tex, and hence defines the diameter of the
vortex core. Reprinted with permission from
[19]: A. Wachowiak et al., Science, 2002, 298,
577. © 2002 AAAS.



tex core has been found to be 9± 1 nm, which is slightly larger than the domain
wall width in an extended thin film with the same exchange and dipolar con-
stants. Interestingly, these experiments and simulations indicate that in mag-
nets – which are only several tenths of nanometer wide – a curling spin struc-
ture can be realized even for dots of square or elongated shape [18, 19]. Hence,
the configurations of Figure 3.8 are mainly restricted to magnets on the micro-
meter scale, while continuous magnetization configurations evolve in nanomag-
nets.

One of the most important theorems in micromagnetics – one describing the
magnetic ordering of a magnet on a micrometer scale – is referred to as “Brown’s
fundamental statement” [20]. This claims that, because of competition between
the dipolar energy and the quantum mechanical exchange energy, magnetic do-
main formation should be entirely suppressed in very small �10–8 m magnetic
particles (nanomagnets). Such nanomagnets should then behave as single giant
spins. However, knowing that the dipolar interaction leads to smooth magnetic
configurations instead of domains, the question arises: “what is the critical size
for the transition from a vortex to a single domain configuration?” The related
question is whether this transition is abrupt, or if some intermediate configura-
tions occur?

Recent advances in nanometer-scale fabrication technology and computer sim-
ulations with atomic resolution have opened up the possibility of testing this
fundamental theorem on artificially fabricated zero-dimensional magnetic sys-
tems in which all three dimensions are geometrically constrained on a nanome-
ter length scale [18, 19, 21]. The experimental results can be compared with
Monte-Carlo or micromagnetic simulations performed at high resolution. The
first such study to be performed was with circular nanomagnets [21], and the
main result was an experimental phase diagram in diameter and thickness
which identified a vortex phase and a single-domain phase of supermalloy nano-
platelets. It has been shown that, with decreasing thickness, the critical diame-
ter of the transition vortex�single domain increases. The next important con-
clusion is that for small thicknesses (< 6 nm) the state with the non-zero macro-
scopic magnetization can be achieved for platelets of 200 nm diameter and
smaller. However, 200 nm is a relatively large size, and therefore – as follows
from the simulations [14] – an ideal ferromagnetic configuration should lead to
rather strong surface charges and, hence, to large losses in magnetostatic en-
ergy. The high energetic cost of the magnetostatic surface charges means that
magnetostatic energy can often be reduced by introducing non-uniformity to
the magnetization field. These so-called incoherent magnetization fields can re-
duce the net moment carried by a nanomagnet without driving it to zero, as in
a vortex structure.

A series of subsequent experiments on magnets of different shapes [14] have
confirmed those results, and shown that the hysteretic properties of nanomag-
nets depend significantly on their shape, size, and thickness. The magnetic or-
dering of a nanomagnet is shown to be linked to its shape by two distinct phe-
nomena. The first phenomenon is called configurational anisotropy, and describes
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the role played by small deviations from uniformity in the magnetization field
within the nanostructures. The second phenomenon is the competition which ex-
ists between the exchange and the magnetostatic energy. This competition deter-
mines whether a nanomagnet exhibits single domain or incoherent magnetiza-
tion, and also controls the non-uniformities in magnetization leading to the
configurational anisotropy. The configurational anisotropy allows unexpected
higher-order anisotropy terms to appear, which can dominate the magnetic
properties. A schematic representation of three non-uniform configurations in
nanomagnets – the flower, the onion and the leaf structure – is provided in Fig-
ure 3.11.

In conclusion, due to its long-range characteristics, the dipolar interaction is
able to compete with the dominating exchange coupling until very small sample
sizes. This competition leads to a non-uniformity of the ferromagnetic magneti-
zation in single domain limit, to the appearance of additional configurational
anisotropy, and to out-of-plane magnetization in the transition regions between
the uniformly in-plane magnetized domains.

3.1.2.4 Nanoparticles with Aperiodic Atomic Structure
As stated in Section 3.1.2.1, the ferromagnetic order in quasicrystals depends
on the cut-off radius taken for the exchange interaction. This can cause strong
inhomogeneities of the magnetization at the boundaries of laterally confined
magnet with quasiperiodic structure, where some of the neighboring moments
are missing. In finite samples on periodic lattices of sizes which exceed the sin-
gle domain limit, the in-plane vortex structures dominate (see Section 3.1.2.3).
The vortex phase arises as a result of the influence of sample boundaries. The
dipolar interaction preferentially keeps the magnetic moments in the film plane
and parallel to the sample edges in order to avoid the formation of magnetic
poles. The exchange energy then controls the parallel orientation of neighboring
moments. The interplay of these different contributions leads to the formation
of a vortex structure with dimensions of the sample size.

The situation is completely different for the Penrose tiling, however. For all
J/D-ratios and cut-off radii the macroscopic vortex configuration is energetically
unfavorable with regard to the exchange interaction. When the dipolar energy
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Fig. 3.11 Schematic representation of non-uniform magnetiza-
tion vector fields with non-zero net magnetization: (a) a
“flower” state; (b) a “leaf” state; and (c) an “onion” state.



becomes strong enough to compete with the exchange coupling (J/D< 0.5), the
microscopic decagonal pattern described in Section 2.6.1.3 begins to form (com-
pare Figs. 2.23 and 3.12 a). The decagonal pattern in the presence of an ex-
change interaction shown in Figure 3.12 a differs from that of the pure dipolar
case shown in Figure 2.23. The strong exchange coupling lifts the degeneracy
of the decagonal magnetization configuration found for J = 0. The magnetic mo-
ments are almost coplanar with the sides of the decagons, as in the pure dipolar
case. The average magnetization, however, is not zero – that is, the magnetic
moments have some preferential direction (see Fig. 3.12a). We refer to such
magnetization configuration as a “quasiferromagnetic decagonal structure”. A
further decrease in the ratio k leads to an increasing influence of the dipolar in-
teraction on the magnetic structure. In order to minimize the magnetostatic en-
ergy, the dipoles form lines at the edges of the sample, as in a conventional vor-
tex. However, a macroscopic vortex does not form for any shape of the sample,
with small local vortices perhaps appearing inside only some decagon rings.

Thus, according to Monte-Carlo simulations [15], the influence of the bound-
aries does not lead to the formation of a macroscopic vortex in a Penrose tiling.
To understand this phenomenon, the energies of a ferromagnetic single do-
main, ideal macroscopic vortex and Monte-Carlo microvortex structure have
been calculated numerically. The data versus k = J/D are presented in Figure
3.12 b for the maximal value of �. As soon as the energy of the vortex or the
quasiferromagnetic structure becomes less than that of a single domain, a cross-
ing of curves will occur. The point of intersection produces a critical ratio kc

where the transition between different configurations occurs, though no values
of either kc or � have been found where the macroscopic vortex is preferred.
The shaded area in Figure 3.12b separates the phases of the monodomain and
the decagonal pattern. The center of the interval where all three configurations
have comparable energy is denoted as kc. Hence, for k�kc the magnetic struc-
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Fig. 3.12 (a) An example of a planar spin
configuration in the region of transition from
the single domain to the decagonal structure
for �= 1.176a� and J/D=0.4. The magnetic
structures have been obtained for square
and disk-shaped samples of 400 and 10 500
magnetic moments at J/kT= 100. The mag-

netic moments at the edges are oriented
mainly parallel to the boundary, as in a
conventional vortex structure. However, only
local vortices inside the decagons exist.
(b) Total energy per spin for a monodomain,
an ideal vortex and a Monte-Carlo decagonal
structure as a function of k= J/D.



ture should contain ordered regions coexisting with the decagonal pattern and
local vortices [22]. Thus, the dipolar energy can compete with the exchange en-
ergy only on the scale of the quasiperiodic decagonal microstructure. The rea-
son for this phenomenon is the spatial variation of the number of nearest
neighbors and the exchange interaction strength. As the strength of the ex-
change interaction decreases exponentially with the distance, J becomes much
stronger for neightbors with ��a (i.e., with J �1) than for neighbors with �< a.
The magnetic moments with �= a are situated mainly on the perimeter of the
decagons. It is energetically more preferable to keep these moments parallel
rather than the other moments, as this causes the appearance of decagonal
chains and local vortices.

In conclusion, in contrast to periodic lattices, the formation of macroscopic
vortex configuration is suppressed in favor of the microscopic quasiferromag-
netic pattern. For low k ratios a new microscopic structure – the quasiferromag-
netic decagonal pattern – represents the minimum of the free energy.

3.1.3
Competition Between the Antiferromagnetic Exchange and the Dipolar Interaction

The dipolar interaction of Ising spins has an antiferromagnetic character, which
means that in many cases the two interactions will act almost identically. There-
fore, the discussion in this section will center on vector magnetic moments.

3.1.3.1 Periodic Lattices
As has been shown in Chapter 2, an antiferromagnet with only nearest-neigh-
bor exchange interactions can possess multiple ground states of equal energy
due to the geometric frustration. Often, there is no finite-temperature transition
to a phase with a static ordering [23–25], and therefore the smaller energies –
quantum fluctuations, long-range dipolar interactions and temperature – can be
challenging for lifting the degeneracy and ordering at low temperatures [25–29].

On a square lattice the antiferromagnetic exchange cooperates with D< J the
dipolar coupling instead of competition. The ground state of a system with on a
square lattice is just out-of-plane checkerboard configuration. This configuration
is bipartite and non-frustrated (see Fig. 3.13 a). Similar bipartite configuration
(see Exercise 2 and Fig. 3.13 b) with vertical magnetization is typical of the hon-
eycomb symmetry. Interestingly, those out-of-plane ground states arise without
the application of vertical anisotropy. Hence, in contrast to the usual situation
in which the dipolar coupling constrains a system to in-plane configurations,
the antiferromagnet with dipolar interaction on a square and a honeycomb lat-
tice possess a strong out-of-plane anisotropy. For higher strengths of dipolar in-
teraction D, such systems pass into the typical in-plane dipolar configurations
described in Chapter 2.

For dipolar antiferromagnets on lattices with triangular symmetry, there are in-
dications that the dipolar coupling can reduce the number of accessible degener-
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ate states [27, 30]. These investigations [27, 30], however, have treated the long-
range dipolar coupling in a non-general manner, starting with the assumption
that the spin structure of the model has a certain period that is known from the
pure antiferromagnetic case. Namely, a rhombic � 

3a


�

3a

 � superstructure
where a is the interatomic distance for a triangular lattice [30], and a triangular
2 a superstructure for a kagome lattice [27]. The spin configurations were then de-
termined by minimization of a total spin moment and a total energy on each
rhombus/triangle. In these studies only one particular ratio between exchange
and dipolar constants has been used. For the pure dipolar case, the same periodi-
city has been adopted, but the dipolar interaction can cause long-periodic or even
non-periodic structures due to its long-range nature. Thus, the approximation
made in [27, 30] may break down if the dipolar interactions are treated without
any periodic limitations. In subsequent Monte-Carlo simulations [31], neither per-
iodicity of the unit cell nor configurational space were restricted.

The dipolar energy per bond can vary from D/J�0.01 in SrCr8–xGa4+xO19 [27]
or D/J�1 in rare-earth compounds up to D/J��, that is, pure dipolar interac-
tions in magnetic dot arrays. Therefore, in the following text the magnetic struc-
ture will be discussed as a function of k. The magnetic, low-temperature order-
ing has been found to differ from that reported elsewhere [30, 32] and to de-
pend on the ratio D/J. The reason for such disagreement was shown to be the
break down of the approximation for dipolar interactions made in those refer-
ences for low temperatures.

Figure 3.14 provides the frequency distributions of the angle � between near-
est-neighboring moments on a triangular lattice and the top views of typical
magnetization configurations for different D/J ratios. For dominating exchange
coupling (D�0.1 J) a 120 � Néel ordering has been found (Fig. 3.14a). In con-
trast to the usual Néel configuration (see Fig. 2.9), the in-plane components of
all magnetic moments are collinear and parallel to one of the closed packed di-
rections of a lattice, while adjacent moments still lie 120 � one to another.
Hence, the magnetization rotates in a plane which is spanned by the z-axis and
by one of the principal crystallographic axes of the triangular lattice. The dipolar
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Fig. 3.13 Schematic representation of the bipartite ground
states on a square (a) and a honeycomb (b) lattice for D< J.
The blue balls represent up-moments, and orange balls
down-moments.



interaction, even if very weak, brings an anisotropy into the problem and selects
six possible configurations from an infinite set of Néel structures. These six
configurations are unique up to the global rotation of the whole structure,
whereas in a normal Néel ordering two out of three sublattices may also admit
any orientation on a cone (as shown in Fig. 2.10).

For 0.1 J < D� J, the dipolar interaction (which is still smaller than the ex-
change coupling) is able to alter the short-range order due to its long-range
character. An example of such a configuration is shown in Figure 3.14b. The
row-wise ordering is similar to that of the previous case (D �0.1 J ), but the rela-
tive orientation of the moments inside of a row departs from that of the Néel
state. There are three characteristic angles: 30 �, 160 � and 180 � in the �-distribu-
tion. Inside of a row, a translationally invariant cell consists of three spins: one
of these lies in the film plane (green in Fig. 3.14b), two others are canted and
make an angle of 30 � to the film plane (yellow and blue, respectively). Magnetic
moments belonging to neighboring rows have mutual angles of 160 � or 180 �.
The angle distribution changes as a function of D/J. Generally, � increases with
increasing strength of the dipolar interaction, which means that the dipolar in-
teraction induces an in-plane anisotropy in an antiferromagnet on a triangular
lattice. Although the squared vertical magnetization S2

z decreases from 0.35 for
D= 0.05 J to 0.08 for D= J, the vertical component remains finite. The configura-
tion becomes completely planar for D> J. For D�2 J there are only two charac-
teristic angles of 0 � (inside of a row) and 180 � (between rows). For D � J, an
ideal row-wise antiparallel configuration becomes distorted, and stripes of paral-
lel, planar magnetic moments are formed for periodic boundary conditions. For
open boundaries, a multi-vortex structure appears, which goes continuously into
a single vortex for D��.

Similar to the triangular lattice, its kagome counterpart shows a 120 � order
with a (


3a


�

3a


) supercell for dominating exchange coupling (Fig. 3.15a). In

contrast to the triangular lattice, however, the configuration is completely planar,
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Fig. 3.14 The frequency distribution of the angle � between
the nearest-neighboring moments of Monte-Carlo configura-
tions on a triangular lattice at kT= 0.01 J. Top views of the
configurations are shown as insets. The color scheme denotes
the vertical component of magnetization Sz: (a) D/J= 0.05;
(b) D/J= 1.



has a lower degeneracy, and corresponds to the phase found in [27]. In contrast
to the data of Ref. [27], magnetic moments have not been constrained to lie in
the xy plane. Hence, we can conclude that the dipolar interaction induces a very
strong easy-plane anisotropy in an antiferromagnetic kagome system. The mi-
cro-vortex, planar configuration persists until rather high values of dipolar
strength D�5 J. For D> 5 J, complex multi-domain planar configurations appear.
The � distribution becomes much more complicated (the two main patterns of
that state are illustrated in Fig. 3.15 b), and the structure is frustrated – that is,
above the blocking temperature the system walks between many energetically
similar configurations. Below the blocking temperature, however, the system be-
comes frozen in one of the multidomain states. At D > 10 J the frustrated state
passes continuously into a vortex configuration, as detailed in Chapter 2.

In conclusion, the dipolar interaction introduces an out-of-plane anisotropy in
square and honeycomb lattices, and an easy-plane anisotropy for triangular and
kagome symmetry. A row-wise, chiral antiferromagnetic structure arises for
0 < D�5 J on a triangular lattice. The kagome symmetry leads to strong frustra-
tion for D> 5 J and a microvortex 60 � configuration for smaller D.

3.1.3.2 Aperiodic Lattices
In quasicrystals both the antiferromagnetic exchange and dipolar interaction
lead to a hierarchical magnetic ordering consisting of ordered and frustrated
sublattices. However, sublattices that are stable in an antiferromagnetic system
are usually different from the stable subtilings of a pure dipolar system with
the same atomic symmetry. For example, the most stable part of a Penrose lat-
tice coupled by pure dipolar interaction is the subtiling consisting of decagonal
rings (see Fig. 2.23). In a pure antiferromagnetic case, the decagonal subtiling
does not exist; rather, it is divided into three subtilings of different symmetry.
Additionally, these three antiferromagnetic successors of the decagonal structure
can have relatively high energy. Thus, while stable in the dipolar case, subtilings
may be completely unstable in an antiferromagnetic system, and vice versa.
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Fig. 3.15 Monte-Carlo simulations. The frequency distribution
of angle � between nearest-neighboring moments on a kagome
lattice at kT= 0.01 J. Top views of stable configurations are shown
as insets. The color scheme denotes the vertical component
of magnetization Sz: (a) D/J=0.05; (b) D/J= 5.



If the two interactions of similar strength are applied at the same time to a
two-dimensional quasicrystal, the magnetic structure becomes more ordered.
Two examples of a Penrose and an octagonal tiling in case of D = J are provided
in Figure 3.16. Both magnetic configurations are three-dimensional and non-
collinear, in spite of the absent anisotropy. Similar to the case of pure couplings,
the whole tiling can be subdivided into interpenetrating subtilings, although the
criterion is now the order parameter rather than the energy range. In Figure
3.16 the role of an order parameter plays the vertical component of magnetiza-
tion Sz. The energy of all magnetic moments forms a very narrow band and the
whole system becomes more stable. In spite of its long-range character, the di-
polar energy can compete/cooperate with the antiferromagnetic coupling only
for D�J. With increasing D or J, the orientational order visible in Figure 3.16
is destroyed in favor of pure dipolar or antiferromagnetic patterns (as discussed
in Chapter 2).

3.1.4
Neural Networks

The main privilege of a human being is the capability for thought. Thinking is
the main use of the human brain – a network of �1010 neurons allocated in a
volume of approximately 0.001 m3. Each of the brain’s 1010 neurons receives sig-
nals from other neurons via a five-place number of entries, processes the data,
and provides an output impulse through a long, thin stand known as an axon
to a structure called a synapse. Synapses convert the signal from the axon into
electrical effects that either inhibit or excite the activity of a further 105 neu-
rons.

In order to deduce the essential features of neurons and their interconnec-
tions, so-called Artificial Neural Networks (ANN) have been proposed [33]. In
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Fig. 3.16 Top views of the Monte-Carlo stable configurations
on (a) a Penrose and (b) octagonal tilings for D=J and
kT= 0.01 J. The color scheme denotes the vertical component
of magnetization Sz.



ANN, a neuron is reduced to a variable Si�{+1,–1}. In the model, every neuron
i, i = 1, . . ., N receives a signal Sj from other neurons j, weights the signal with
the synapse-strength Jij, and sums the result. This construction is formally ana-
logous to the Ising spin model, where the exchange couplings between the
spins take the role of synapses. The excitatory or inhibitory nature of synapses
in this construction corresponds to a ferromagnetic or an antiferromagnetic na-
ture of the spin-spin interaction.

The neurons are concentrated in the cerebral cortex, the so-called neocortex,
that serves as the center of higher mental functions for humans. The neocortex
is the structure in the brain that differentiates mammals from other vertebrates,
and it is assumed that the neocortex is responsible for the evolution of intelli-
gence. The cells in the neocortex are arranged in several layers, within which
different regions permit vision, hearing, touch, the sense of balance, movement,
emotional responses, and every other feat of cognition. The simplest mathemat-
ical model of this layered structure is a two-dimensional film on a square lat-
tice, where the “atomic” rows represent the layers of neurons. The state of activ-
ity of the first layer is entirely determined by external sources. They are entry
neurons. At time 0, an input signal {S1,n} is given; at this initial time other neu-
rons are either randomly distributed with given probability, or all at rest. At any
time during the presentation of an entry, the input neurons keep the same state
of activity, while the other neurons follow an interaction process according to
the field value hi�t� �

�
j JijSj�t�. If hi�t� is larger than a threshold reference val-

ue h, the neuron becomes active (excited) at times t + 1 :Si (t+ 1) = 1. If not (inhib-
ited), then Si (t+ 1) = 0. This process defines a cellular automata network [34].
The convergence to a stable configuration for large times is not ensured; how-
ever, the system finds either a ground state or a metastable one for Jij = Jji, that
is, convergence governed by the input occurs. The final configuration realizes
an analysis of the entry. Hence, the final configuration provides information
about some entry configuration at the initial time or represents memory states.

For a very simple Ising-like synapse behavior the number of accessible mem-
ory states is not large. Numerous estimations of the number of memory states
Nm for such types of simple model gives Nm�0.13Nn, where Nn is the number
of neurons [35]. Everyday experience contradicts this statement, however, and
suggests that the number of memory states in a real brain should be much
larger. Taking as an example a sentence from A. Christie, “He let it be thought
his visit was in connection with the Trust – but that’s nonsense. He was here
for that only a month ago. And nothing of importance has arisen since. So he
must have come on some private business. He saw Walter on his last visit, and
he may have recognized him – or perhaps made inquiries about him in the
States . . .” Numerous associations on the details of previous events lead to sev-
eral suggestions on the aim of a visit, which could be made on other details
such as color, odor, or sounds. In such trees of associations the convergence be-
tween elements “States” and “visit” occurs in a very casual manner through
many intermediate links. In a physical language, this indirect dependence corre-
sponds to a familiar long-range coupling such as a dipolar one. The long-range
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interactions, which compete with the stronger short-range couplings, increases
the number of conflicts and thus the number of memory states [36].

The main influence of the long-range interactions is the appearance of a hier-
archy of branching structures (see Fig. 3.4). In ANN models with long-range in-
teractions, this branching is even more pronounced as the first layer is pinned
and supports certain pinned entry-configurations for the formation of labyrin-
thine structures. After several hundred iterative steps, a stable configuration
with some residual fluctuation, which is localized in space and time, appears.
The end-configuration is then analyzed in terms of stripes, angles between
stripes, vortices, and ensembles of vortices. This analysis enables one to decode
some part of the final configuration as unambiguously due to the entry. For ex-
ample, an entry with a series of several 0 or several 1 leads locally to stripes that
are parallel to the entry layer. An entry with alternated 0 and 1 leads locally to
stripes that are perpendicular to the entry layer. The first layers are mainly asso-
ciated with the short-term memory. The internal arrangement of singularities
(i.e., knick points of chevrons or centers of vortices) are stabilized by long-term
memory effects (long-range interactions). The spatial arrangements of memor-
ized shapes allow the reconstruction of entries or, in other words, will reveal the
casual, long-range links between different entry elements. This is one of the
main applications of the Neural Networks – pattern recognition. The pattern of
the initial signal is recognized by the topology of a final configuration. There ex-
ists also an entry-independent part of the final structure, so-called “ego” or
“noise” of the network [36], which hampers the progress of recognition. For pat-
tern recognition applications it is important that the system can recognize the
sample, despite the fact that the final configuration is noisy – that is, it differs
from an ideal one. For this purpose the system should be “trained”, which
means that the real final configuration should be compared to several ideal con-
figurations. The deviations of the real finite state from every ideal one must be
weighted, and from several possible initial configurations the version with mini-
mal deviations should be chosen [37]. These types of task, however, belong to
engineering applications rather than to an understanding of pattern formation.

3.2
Delocalized Particles

3.2.1
Self-Assembled Domain Structures on a Solid Surface: Dipolar Lattice Gas Model

There is considerable current interest in fabricating perfect arrays of nano-
meter-sized structures on surfaces. One attractive approach is to form patterns
of nanometer dimensions on solid surfaces and then to grow the nanostruc-
tures on these templates. In this case, large numbers of identical nanostructures
can be formed simultaneously. The formation of nanotemplates on surfaces is
complicated by the fact that for two-dimensional, two-phase systems with only
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short-range attractions between atoms, an ordered nanoarray consisting of small
domains is not thermodynamically stable. In time, these small domains can
coarsen into larger ones, this being true whether the two phases are islands of
one material on top of another, or two different structures on the same surface
[38]. The reason for this is the high energetic cost of domain boundaries be-
tween the two phases. If, however, in addition to the short-range coupling there
are longer-range repulsive forces, the competition between the two interactions
can lead to a stabilization of domains and two-dimensional self-assembly [39–
42].

This type of domain stabilization is very similar to that discussed previously
for spin-systems on a lattice. However, the atoms are not localized – that is, they
may change their position, and the short- and long-range interactions have elas-
tic origin. It is understandable from a qualitative viewpoint how stress differ-
ences can lead to domain stabilization by considering the situation where one
phase is under compressive and the other under tensile stress. At each domain
boundary there will be elastic relaxation which will lower the surface energy
and favor the domain boundaries where the compressive and tensile surface
phases are at equilibrium. Analytically, the equilibrium domain size I0 is deter-
mined by the ratio of the boundary and surface stress difference. For a relatively
sharp boundary I0��a exp (C1/C2 + 1), where C1 is the boundary energy per unit
length, C2 is proportional to the square of the difference in stress between two
phases, and a is a length which measures the sharpness of the interface be-
tween the boundaries [38]. Numerically, the interplay of attractive and repulsive
forces is often studied in the framework of the Monte-Carlo simulations of the
two-dimensional dipolar lattice gas with the following Hamiltonian

H � �J�
�
	R�R�


nRnR� � A
2

�
R�R�

nRnR�

�R� R��3 � �
�

R

nR � �3�3�

Here, J� is attractive coupling constant, A is the repulsive coupling constant
(analog of the repulsive part of the dipolar interaction D), � is the chemical po-
tential (analog of the magnetic field H), and nR the occupational variable of a
lattice site R which can take the values 0 (cell empty) and 1 (cell occupied) in
contrast to Ising-like variables SR = ± 1. Rewriting the Hamiltonian (Eq. 3.3) in
the Ising form

H � �J
�
R�R�

SRSR� �D
2

�
R�R�

SRSR�

�R� R��3 �H
�

R

SR �3�4�

one sees immediately the similarity between J and J�, A and D and H and �.
In order to derive the exact relationship between Ising and lattice gas vari-

ables the function nR = f (SR) must be defined: SR = 2nR–1 and hence
nR � 1

2 �SR � 1� (3.5). By substituting Eq. (3.5) into Eq. (3.3), one finds
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with C3 �
�

R ��R�
a3

�R�R� �3, and a is the nearest-neighbor distance of a lattice and q
is the number of nearest neighbors. Physically, C3 is the dimensionless interac-
tion strength of a perpendicular to the plane dipole at site R with an infinite
two-dimensional array of parallel dipoles. C3 has the numerical value of
9.0336217 for a square lattice, and 11.0341757 for a triangular lattice [6]. By re-
writing � � �0 � ��, one finds the following correspondence between Ising
magnetic and lattice gas models:
� Exchange coupling constant corresponds to the attractive interaction energy of

the strength J�= 4 J;
� Dipolar coupling constant corresponds to the repulsive interaction of the

strength A= 4 D;
� External magnetic field corresponds to the chemical potential with

�0 � 2
C3

a3
D� qJ

	 

and �� � 2H �

� Magnetization M ��R SR corresponds to the particle density �. For N as the
number of sites, this can be expressed mathematically as

�
R

nR � �N �3�9�

and�
R

SR � N�2�� 1� � �3�10�

� Free energy corresponds to the pressure and the susceptibility to the compres-
sibility.

The calculations made on the basis of the model Eq. (3.3) show that the dipolar
lattice gas supports both disk and stripe domain phases, as well as more com-
plicated domain textures. The spatial ordering of the patterns depends on the
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chemical potential, the strength of the interactions, and the fractional coverage
� [6, 9, 42]. Examples of numerical structures are shown in Figure 3.17.

Experimentally, self-assembled domain structures have been found in a Pb/
Cu system [38]. The surface alloy phase has been obtained by vapor deposition
of Pb on the clean Cu(111) surface at room temperature, and above. According
to the experimental verification, the domain pattern changes with increasing
area fraction of one phase with respect to the other. As shown in Figure 3.18,
the pattern evolves from circular islands of one phase within the matrix of the
other to alternating rows of the two phases (stripes) to circular islands of the
phase reversed. The real-time experimental observations provided important
new insights into the atomic processes at the interface. For example, the size of
the domains has been found to depend exponentially on temperature, and the
close connection between surface morphology and domain structure has been
found [38].
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Fig. 3.17 Snap-shots of domain configurations at several values
of the chemical potential �, J�= 9.5, and A/J�= 3.7. The average
coverage � and orientational order parameter are shown next to
each figure. Reprinted with permission from [6].



3.2.2
Self-Organization in Langmuir Monolayers

A Langmuir monolayer is a monomolecular film formed at the air–water inter-
face, usually composed of amphiphilic molecules. Langmuir films are most
commonly formed on the surface of water by molecules, called lipids or amphi-
philes, which consist of two dissimilar parts. One part is hydrophilic (usually
polar) and is commonly referred to as the “head”. The rest of the molecule is
hydrophobic and, for example, contains one or more saturated alkane chains
(“tails”) [44]. Such asymmetric molecules naturally prefer the surface of water –
that is, they are surfactants. If the tail is sufficiently hydrophobic the material is
insoluble, such that the molecules on the surface of the water form an isolated
two-dimensional system.

So, why are Langmuir monolayers interesting? To a physicist, a Langmuir
monolayer represents an excellent model system for studying ordering in two di-
mensions. The water surface provides an ideally smooth substrate, while two ther-
modynamic variables – temperature and surface pressure – can be directly con-
trolled. The surface pressure is varied simply by moving a barrier along the sur-
face, keeping the monolayer molecules on one side but letting the water freely be-
low it (see Fig. 3.19). Such direct mechanical compression, which is a
straightforward analog of hydrostatic compression in three dimensions, is not pos-
sible in any other two-dimensional system. Moreover, the intramonolayer and the
monolayer sub-phase interactions can be varied widely by changing the head or
tail parts of the molecule (e.g., the length of a hydrocarbon chain can be varied
in small steps), or by changing the pH or ion content of the sub-phases.

As an ideal two-dimensional system, the Langmuir monolayer is used to
model the biomembranes. For that purpose, monomolecular films [45] or mix-
tures of different immiscible amphiphiles (e.g., cholesterol and phospholipids)
are utilized [46]. Equilibrium-modulated phases, such as stripes and bubbles,
have been found in both systems. For monomolecular systems, the modulated
phases correspond to the appearance of periodic intralayer density modulations,
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Fig. 3.18 Low-energy electron diffraction images of domain
pattern evolution as a function of Pb coverage of Cu(111) at
673 K. The images correspond to Pb coverage of (a) 0.33,
(b) 0.39, and (c) 0.48 ml. Reprinted with permission from
Macmillan Publishers Ltd: Nature, © 2001 [43].
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Fig. 3.19 Langmuir monolayer on the water surface. The sur-
face pressure can be changed by two sliding barriers.

Inset 3.1 Van der Waals Forces and Lennard–Jones Potential

The origin of van der Waals dispersion forces are fluctuating multipoles. On
average, a symmetrical molecule such as hydrogen has no electric moment.
However, the electrons are mobile, and at any one instant they might find
themselves towards one end of the molecule, making that end negatively
charged, –�. The other end obtains, temporarily, a charge +�. In the next in-
stant, the electron may move to the other end of the distorted molecule, and
it is due to this redistribution of electron density that the molecule becomes
a fluctuating multipole. Such a multipole might polarize approaching neutral
molecules, while adjacent molecules will tend to attract each other.

When molecules are close together, this synchronized movement of elec-
trons can occur over huge numbers of molecules. This phenomenon is the
only attractive intermolecular force at medium distances present between
neutral atoms and molecules. Van der Waals (London) forces are weak, but
become stronger as the atom (or molecule) in question becomes larger. This
is due to the increased polarizability of molecules with larger, more dispersed
electron clouds.

Weak van der Waals attraction at larger separations together with strong re-
pulsion for smaller separations r can well parameterized by the Lennard–
Jones potential of the form V(r) = 4 � [(�/r)12–(�/r)6], where � is a characteristic
length of the transition from steric core repulsion to the van der Waals at-
traction and � is the energy constant. Despite the fact that the van der Waals
forces act on distances larger than the core repulsion, they are still “short-
range” interactions compared to dipolar coupling.

+� –� +� –� +� –� +� –� +� –� +� –�



and for lipid mixtures they correspond to the modulations of the composition.
The patterns are very similar to those in magnetic films, with perpendicular an-
isotropy and self-assembled domain structures on solid surfaces (see Figs. 3.17
and 3.18). The mechanism of their formation is also similar, namely the compe-
tition between the short-range attraction and the long-range repulsion. At short
length scales the attractive forces dominate, but as the domain size increases
the overall repulsive energy becomes dominant. Hence, the growth leads to a
certain selected size, although the origin of those forces is different.

Attraction typically originates from the van der Waals interactions, which be-
long to a class of feeble dispersion forces that stem from the attraction between
temporary, fluctuating multipoles of neighboring molecules (see Inset 3.1). The
strength of the attraction increases with decreasing intermolecular distance, and
is proportional to the line tension � in a 2D system. The line tension expresses
the energy cost incurred in forming boundaries between regions of different
composition or different density, and thus favors minimization of the total
length of the boundary. As a result, “black”-rich and “white”-rich regions tend to
grow. The long-range interaction is derived from the electrostatic repulsion be-
tween the charged molecular “heads”. These interactions try to repel like-species
one from another, and hence the dipolar forces try to increase the length of the
boundaries. The line tension can be tuned by the sliding barriers shown in Fig-
ure 3.19. Therefore, the ratio between two interactions can also be easily changed
and the evolution of the domain pattern can be observed experimentally.

In the case of the two-component Langmuir film, the domains consist of mol-
ecules of different sorts. In an “equivalent dipole” model, a lipid molecule in
different (black and white) domains has an average electrostatic dipole moment
density mB or mW oriented perpendicular to the water interface [41]. At a critical
pressure �C the difference m= |mB–mW| approaches zero with critical exponent
�: m= m0(1–�/�C)�. The dipole density difference is proportional to the compo-
sition difference for ideal mixtures. The exponent is ��0.25 for a binary mix-
ture of cholesterol and phospholipids. The dipole density difference and the line
tension play against each other to determine the size of domains. The line ten-
sion can be related to the critical exponent � :�=�0(1–�/�C)�, where �0 is a line
tension at zero pressure. In two dimensions, � is close to unity for a wide pal-
ette of mixtures [46]. A large dipole density difference favors narrow stripe do-
mains, while a large tension favors compact domains of larger width [46]. A
change in the width of the stripe domains in a Langmuir layer with the line
tension is demonstrated in Figure 3.20.

In addition to controlling the period of modulated phases, the balance of
competing interactions also determines the stability of the shapes of individual,
isolated domains. Consider an isolated two-dimensional circular “white” domain
embedded in a matrix of “black” component. As long as line tension predomi-
nates, a circular domain shape will be preferred because this minimizes the
length of the domain boundary. As repulsive interactions between individual
particles of the “white” subphase grow in relation to the line tension, however,
instabilities ensue to produce elongated and branched shapes [47].
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3.2.3
Self-Organization in Block Copolymer Systems

Block copolymers are composed of long sequences (“blocks”) of the same mono-
mer unit, covalently bound to sequences of unlike type. The blocks can be con-
nected in a variety of ways; schematics of AB diblock and ABA triblock struc-
tures are shown in Figure 3.21. The blocks can sometimes intermix freely at
sufficiently high temperature or, when sufficiently diluted with solvent, generate
the “disordered” structure shown in Figure 3.21 (right). However, it is common
for the blocks spontaneously to self-assemble (Fig. 3.21, left) into a diversity of
mesophases, with the size scale governed by the chain dimensions (order of
tens of nanometers). One of those mesophases is a familiar nanometer-scale
stripe pattern, although spherical, cylindrical and/or lamellae structures have
also been observed [48]. Initially, the patterns amount to no more than a ran-
dom dappling of the film, but with time the dark and light regions organize
themselves into the swirling fingerprint patterns shown in Figure 3.22. As time
passes, the swirls become smoother and the defects become fewer. In this way
the film progresses towards a regular parallel stripe pattern.

The stripe patterns shown in Figure 3.22 result from the competition between
an effective long-range and an effective short-range interaction. The couplings of
both ranges comprise several specific molecular contributions such as osmotic
compressibility, electrostatic repulsion, or strength of the covalent linkage. The
long-range part [49–51] reflects the connectivity of the copolymer molecular
blocks, which precludes compositional fluctuations on large length scales [40,
52]. In diblock copolymers, for example, the long-range part includes the repul-
sion between the two halves of each polymer molecule. The short-range effec-
tive interactions include, amongst other contributions, an attraction between the
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Fig. 3.20 Experimental determination of
stripe width. Micrographs of stripe domains
at different pressures (inset values in dyne
cm–1). At high pressure �= 7.12 dyne cm–1

(left), near critical points the stripes are thin,
while at �= 7.02 dyne cm–1 (right) the stripe

width is increased and many of the stripes
become circular domains. Stripe width is
proportional to the radii of the rings in the
Fourier transform, as measured from the
peak intensity of the ring. Reprinted with
permission from [46].



like-parts of two different copolymer molecules [51]. Whilst the shape of do-
mains is determined by the competition between the short- and long-range in-
teractions, the width of the stripes is determined by the length of the polymer
chains in the film. The ordering can be controlled either by the composition or
by the concentration of copolymers in the solution.
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Fig. 3.21 Schematic representation of a diblock (AB), and a
triblock (ABA) copolymer molecule (top) and of a stripe-like
and a disordered copolymer mesophase (bottom).

Fig. 3.22 Defect evolution by relinking and joining of defects
in polystyrene (PS)-block-polymethylmethacrylate (PMMA)
diblock copolymers. Bright domains are PMMA, dark domains
are PS. (a) 2 �m � 1.5 �m atomic force microscopy images of
microdomains annealed for 2 h (left-hand side) and 3 h
(right-hand side) at 523 K. (b–d) 0.5 �m � 0.5 �m images of
the defect change. Adapted from [48].



3.2.4
Self-Organization in Colloidal Systems

As discussed previously in Section 2.6.1.4, the electrostatic repulsive long-range
order interactions can lead to formation of the so-called Wigner crystal in two-di-
mensional electron system. Similar phenomena can occur in two-dimensional ar-
rays of nanometer-sized colloidal particles confined to a surface of a liquid. During
the past few years, many examples of such systems have been reported, including:
electrorheological fluids consisting of suspensions of electrically polarizable parti-
cles in insulating solvents [53]; polar amphiphiles at an air–water interface [54];
suspensions of small (~100 Å) permanently magnetized particles in a non-mag-
netic solvent or ferrofluids [55]; and magnetorheological fluids [56], that is, disper-
sions of a ferrofluid in a non-magnetizable fluid. Depending upon the system ob-
jectives in all of these diverse media, ordered structures can be formed. The most
characteristic examples will be outlined in the following sections.

3.2.4.1 Planar Colloidal Crystals
One of the first such systems has been studied by Pieranski [57], who investi-
gated a monolayer of polystyrene spheres trapped at a water–air interface. The
radius of spheres was approximately 1000 Å, and the concentration of the solu-
tion 20�1012 particles cm–3. In spite of the Brownian motion, the particles
never penetrated into the bulk. Photographs of the surface monolayer showed
an ordered array of hexagonal symmetry (see Fig. 3.23a). Interactions in this ex-
periment are short-range steric repulsion of the hard spheres and long-range di-
polar interaction. Due to the combination of two interactions, distances between
the colloidal particles are larger than their radius (see Fig. 3.23). The electro-
static dipolar interaction comes from the formation of effective dipoles near the
surface of polystyrene spheres immersed in water. Dissociation of the sulfonic
acid groups coming from the polymer leads to an asymmetric (with respect to
the interface) but axially symmetric distribution of charges (see Fig. 3.23 b). This
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Fig. 3.23 (a) Portion of a microscopic image of the polystyrene
colloid crystal with hexagonal symmetry; the dipolar interactions are
repulsive (reprinted with permission from [57]). (b) Formation of
electric dipoles at the sphere–water interface.



charge distribution is associated with vertical dipole moments of strength of ap-
proximately 1000 e. As all dipoles are confined to a plane and oriented along its
normal, the second term in Eq. (3.2) vanishes. This means that the dipole–di-
pole interactions have a purely repulsive character, just as the simple Coulomb
repulsion of like charges. The only difference is that the dipolar interactions de-
crease with distance as 1/r3 instead of 1/r. However, this does not change the
structure of the colloid crystal.

Recently, it has been shown that two-dimensional crystals can be formed on a
fluid surface, not only with hexagonal symmetry but also with all other planar
crystal symmetry such as the oblique, centered-rectangular, rectangular, and
square lattices [58]. These lattice structures, some of which are metastable, can
be reversibly tuned by adjusting the polar and azimuthal angles of the magnetic
field relative to the surface normal and the symmetry direction of the 2D lattice.
Furthermore, by using two different-sized magnetic particles, local formations
of 2D quasicrystallites with fivefold symmetry were observed. In this study [59],
spherical magnetic particles have been fabricated by coating 25- to 50 �m-sized
spheres with 1.5 �m-thick nickel layers. The competing interactions included
long-range magnetic repulsion and “attractive” interaction due to the weight of
the particles projected along the surface tangent.

3.2.4.2 Patterns in Ferrofluids
Magnetic fluids are colloidal suspensions of magnetic particles; the liquid car-
rier may be either polar or non-polar. If the particles are very fine they are
usually classified as ferrofluids. Suspensions of larger particles or ferrofluid
droplets in a non-magnetizable fluid are denoted as magnetorheological fluids;
these are often used in dampers, brakes and clutches as their viscosity is greatly
increased under the application of a strong magnetic field. This occurs due to
the structural and magnetic instability of the large, micron-sized grains. Colloid-
al particles in ferrofluids are stable both structurally and magnetically [55];
therefore, ferrofluids maintain their fluidity even if subjected to strong magnetic
fields [59]. In order to keep the colloidal ferrofluid stable and prevent aggrega-
tion processes from increasing the viscosity, the magnetic particles are either
coated with surfactant agents (usually magnetite, Fe3O4) or electrically charged
(usually maghemite, �-Fe2O3 or ferrites).

The stability and properties of a magnetic colloid are determined by the balance
between the attractive and repulsive interactions. There are basically two main at-
tractive interactions between magnetic particles in a ferrofluid: van der Waals
forces, and magnetic dipole–dipole interactions. The van der Waals–London force
has a shorter range, and the strength of attraction increases with the particle size.
The magnetic dipole–dipole interaction may be attractive for certain orientations
of two magnetic dipoles, and is of long-range order. The repulsive interactions in-
clude long-range electrostatic interactions between charged particles in ionic ferro-
fluids, or steric repulsion forces of the short-range order in surfacted ferrofluids.
The total interaction potential is dominated by the van der Waals attraction for dis-

3 Competition Between a Short- and a Long-Range Interaction104



tances r of the order of the average particle diameter �d, and by the magnetostatic
interaction for larger distances. The temperature (T ) also plays an important role.
In order to evaluate the typical particle diameter (D) to avoid magnetic agglomera-
tion, the thermal energy must be compared with the dipole–dipole pair energy

[55]: �d � 72kBT
��0M2

� �1�3
�10 nm with M the magnetization.

For calculations related to the dynamic properties of the system (e.g., for molec-
ular dynamic simulations), it must be borne in mind that there exist two distinct
mechanisms for the rotation of magnetic moments in magnetic fluids. The first
mechanism is rotation of the magnetic particle inside the liquid carrier, referred
to as Debye or Brownian rotation. This type of torque is derived from the Brownian
motion and collisions of particles. The relaxation time for this rotation is, for sphe-
rical particles, �B � 3V��kBT � 10�2 � � � 10�3 s [55], where V is the particle’s hy-
drodynamic volume and � is the liquid’s dynamic viscosity. The second mecha-
nism is rotation of the magnetic moment with respect to the particle; this is
known as Néel rotation. The relaxation time for this rotation is heavily dependent
on the particle volume and on the temperature, namely �N � 2�f0e�kV�kBT�, where
f0 is the attempt frequency in the 107 . . . 1012 Hz range and K is the anisotropy con-
stant of the particle. In the case of a magnetite particle [60], K = 1.1 · 104 J/m3, at
room temperature �N increases from 4· 10–9 s to 7· 10–5 s upon increasing the
particle’s diameter from 10 nm to 20 nm. In absence of magnetostatic interactions
for dominating Néel rotation, the particle is superparamagnetic and, hence, the
ferrofluid is also superparamagnetic. By lowering the temperature one arrives at
a temperature TB, known as blocking temperature, below which �N is larger than
the typical observation times. Below TB the particle itself is no longer superpara-
magnetic, but the magnetic fluid remains superparamagnetic because of the
Brownian rotation. When the magnetostatic interactions become comparable with
the temperature, they stabilize the long-range magnetic ordering in ferrofluids. At
low temperatures the stable magnetic pattern is determined by the magnetostatic
interactions, and does not depend on the type of the rotation. Moreover, the high-
er-order magnetostatic moments can be neglected for two reasons: first, due to the
rather large interparticle distances; and second, due to the spherical form of the
particles (see Section 2.6). Therefore, the ferrofluids can be nicely modeled as a
dilute gas of dipolar hard spheres. In this model the particles are specified by their
center position and their magnetization. The particle–particle interaction has two

components: (i) the repulsive hard-core interaction Hhc �
�

ij Vij � where

Vij � A ��rj�ri��
�

� ��n
for ��rj � ri�� � rij 	 � and Vij � 0 for rij � �; and (ii) the di-

pole–dipole interaction [given in Eq. (3.2)]. A is the repulsive intensity with an ex-
cluded sphere of grain diameter �, and n is usually considered to between 5 and 10
[61].

The symmetry of stable magnetic patterns depends heavily on the presence of
an external magnetic field. If the ferrofluid droplet is confined between two
glass slides and a perpendicular magnetic field is applied, the magnetic particles
are polarized in the field direction. Hence, all dipoles are parallel, and these re-
pel each in same way as colloidal particles or two-dimensional electron gas (see
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Section 2.6.1.4). In contrast to the two-dimensional electron gas or charged col-
loids, however, there exist in the ferrofluids significant attractive van der Waals
interactions which, similar to Langmuir films, cause strong surface tension in
the constrained magnetic fluid. Surface tension maintains the topology of a sin-
gle disc-like droplet of a ferrofluid in the center of cell, although at the peri-
meter – where the dipolar repulsion is able to compete with the line tension – a
typical labyrinthine structure is formed [62]. In the labyrinth, the “black” regions
of magnetic phase alternate with the “white” regions of the liquid carriers.
Hence, the origin of the stripe pattern is phase separation, just as in the Lang-
muir films or stripe domains on the solid surfaces.

In the absence of an external field, the magnetic particles are free to rotate.
In the Monte-Carlo simulations, the magnetic particles easily find the energeti-
cally most favorable head-to-tail configurations. However, for strongly interact-
ing ferrofluids the individual magnetic particles tend to align into chains, loops,
or branched networks. The chains are confined to the plane in the case of the
two-dimensional glass cell described above. The pattern depends heavily on the
particle density, and three typical theoretical configurations for different particle
concentrations are illustrated in Figure 3.24. The dipole–dipole coupling favors
straight lines which can be curved due to either temperature or Brownian mo-
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Fig. 3.24 (a)–(c) Theoretical chain configurations in ferro-
fluids (courtesy of A. Ghazali). (d) Experimentally found chain
structure (adapted from [63]).



tion. The energy loss due to the curvature of rings is balanced by the energy
gain due to the closure of ending connections. Dipoles are always aligned along
the chain, with the dipolar energy per site close to �(3) = 1.2, where �(s) is the
Riemann zeta function. This corresponds to the connectivity of just two nearest
neighbors [61]. The connectivity increases with increasing concentration of the
magnetic particles such that, for high concentration the chains interact to form
many metastable vortex structures. The centers of the vortices often coincide
with the vacancies in the particle distribution (see Fig. 3.24 b,c). Recently, simi-
lar chain structures have been visualized experimentally in laboratory-prepared
magnetite dispersions [63] (see Fig. 3.24 d). Here, the 20-nm particles form dy-
namic structures that are comparable to those of the simulations in Figure
3.24 a,b, while the 16-nm particles form droplet-shaped structures due to pre-
vailing van der Waals attractions.

3.2.4.3 Systems of Magnetic Holes
In all of the examples described in the previous sections, it is the dispersion of
charged or magnetic particles in a non-magnetic media that has been discussed.
The reverse situation with non-magnetic particles in a magnetic fluid or ferrofluid
represents another concept for model studies of phase transitions. In that case,
instead of a system of magnetic/electric particles, a system of charged holes ap-
pears (see Fig. 3.25b). The pioneering steps in this direction were made by A. T.
Skjeltorp [64], who studied a thin layer of magnetic fluid containing a monolayer
of monodisperse polystyrene spheres in an external magnetic field – that is, a sys-
tem of magnetic holes. Subsequently, similar results have been obtained for poly-
styrene spheres suspended in an aqueous medium, to which a high-frequency
uniform electric field has been applied. At high frequencies a single sphere dis-
torts the field in such a way that it is equivalent to a dipole pointing along the ex-
ternal field [65]; thus, the spheres act as dielectric holes in the water.

The ordering of magnetic holes depends on the orientation of an external
magnetic field, since the effective magnetic dipolar interactions between the
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Fig. 3.25 (a) Part of a microscopic image of a system of
magnetic holes in an external in-plane magnetic field H. The
dipolar interactions between the holes are attractive (reprinted
with permission from [64]). (b) Formation of magnetic dipoles
at the sphere–ferrofluid interface.



spheres may be made attractive or repulsive by an external field H parallel or
perpendicular to the layer, respectively. The case when the external field is per-
pendicular to the layer is analogous to that of Section 2.6.2.1. This situation in-
cludes a two-dimensional system of repulsive dipoles forming a triangular lat-
tice. If, however, the field is parallel to the layer, the situation is different, and
all dipoles align themselves in the layer plane. This means that the product
Si � rij
� �

Sj � rij
� �

in the second term of Eq. (3.2) is no longer zero, and hence the
dipole–dipole interaction energy will decrease with decreasing distance between
moments or, in other words, the dipolar term becomes attractive. Depending on
the density of spheres and the external field, a variety of crystalline-like and
amorphous-like configurations can be formed. These crystalline structures con-
sist mainly of chains (see Fig. 3.25 a), the density of which increases with in-
creasing concentration of the solution.

3.2.5
Two-Dimensional Electron Systems

In two-dimensional electron gas systems long-range Coulomb repulsion leads to
the formation of Wigner crystal of hexagonal symmetry (see Section 2.6). There
exist, however, electronic systems with intrinsic attractive interactions; an exam-
ple of this is metal oxides and doped itinerant antiferromagnets. In the case of
the metal oxides, holes with repulsive Coulomb interaction move in an antifer-
romagnetic background and produce during the movement a distortion of the
antiferromagnetic bonds. This magnetic distortion in turn gives rise to the dipo-
lar attraction between the holes. In similar fashion, an antiferromagnetic bond
can be broken during the movement of charge carriers in a doped itinerant anti-
ferromagnets, leading to a short-range attraction. The interaction energy of such
systems can be successfully simulated by the simple Hamiltonian [66],
H � 1�r � B exp��kr�, where r is the distance and k the inverse range, while
the parameter B is used to vary the relative strength of the attractive interaction.
In the absence of disorder, the Wigner crystal for B= 0 has been found. As B is
increased, the lattice becomes increasingly distorted until for B = 0.25 to
B < 0.325 dynamics stripes form, and for B�0.325 clumps form. The characteris-
tic for different coupling strength patterns are shown in Figure 3.26; these cor-
respond to a slow velocity of electrons (i.e., a quasi-stationary pattern). Increas-
ing the drive force and hence the kinetic energy leads to distortions of the lat-
tice and net-like particle configurations.

3.2.6
Patterns in Animal Colors

Many animals have patterns of coloration on their external surface. Both, predator
(tigers, leopards) and prey (zebras, giraffes) mammals can have patterned skin.
Large (cheetahs, giraffes), small (ladybird) or nanometer-sized animals (blueton-
gue virus) may have a strictly regular geometrical coloration. Often, the patterns
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are composed of only two colors, though in some cases there are more, and they
can vary in a subtle way between different individuals. Explanations of this phe-
nomenon have been proposed based on the concepts of evolutionary theory, sug-
gesting that such physiological attributes as coloring arise from a survival advan-
tage. A typical example is that color is used as a camouflage, but this does not ap-
pear to be true for all species. An alternative explanation relies upon forms of so-
cial or collective behavior; the coloration of zebras, for example, might serve to
confuse predators because it inhibits the distinction between one sole individual
and a group of animals. As the herd as a whole is not readily attacked, the indivi-
duals are protected. This is, however, not true for predators [67]. It may also be that
individuals are identified through the specific distinctions in coloring patterns.

Regardless of the purpose of coloring, the process of coloration should be de-
termined on the scale of individual cells as color is result of pigment produced
in cells. On the one hand, it seems that the pattern of an animal’s skin is sec-
ondary in comparison to the formation of limbs or neural and vascular net-
works. On the other hand, different patches of color require sometimes differ-
ent functions of the cells and, hence, only after a pattern has been established
can the processes associated with differential functions of the cells proceed.
Thus, the patterns in animal colors relate to important questions of develop-
mental biology [67].

An excellent review of the models describing color self-organization in ani-
mals is provided in [67]. Here, a cellular model will be presented as it fits well
into the topic of competing short- and long-range interactions. A mathematical
model describing the formation of animal colors might use a cellular space,
with a variable representing the color of each cell in an array. As many of these
animals have essentially two colors, a binary variable si can be used. This type
of model is suggestive of a simple cellular automation or Ising procedure,
where the individual cell determines its state as a consequence of interactions
with neighboring cells. Indeed, the local intercellular influence in biology is
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Fig. 3.26 Individual snapshots of the two-dimensional elec-
tron sysetm for the ratio between the attractive and the repul-
sive interactions B for (a) B =0 (Wigner crystal); (b) B < 0.325
(stripes); and (c) B�0.325 (clumps). Adapted from [66].



strong. The migration of cells or changes in their shapes can be neglected in
most cases, and hence the principal issues are not dynamic but rather revolve
around constructing a model with complex pattern as its equilibrium or steady-
state structure. Although the most direct model represents each biological cell
by a lattice cell, a homogeneous region of biological cells can be represented by
a single lattice cell. The simplest spot-like color pattern is a checkerboard, and
within the framework of the lattice model with local interactions this can be
produced by an antiferromagnetic exchange coupling between nearest-neighbor
cells on a square lattice (see Chapter 2). The most basic feature of color patterns
in animals – the existence of different length scales – is not captured by this
model with short-range interactions only. An alternative, straightforward meth-
od to create a new length scale is to introduce longer-range interactions. But, is
this reasonable for a biological system?

Interaction in biological systems mainly occurs via the emission of chemicals
into the intercellular fluid; these chemicals are then detected by adjacent cells.
These interactions, however, are not necessarily local, because the distance over
which the chemicals travel is controlled not only by their diffusion constant but
also by their lifetime in the cell matrix and intercellular fluid. Thus, an individ-
ual cell can interact with a region of cells in its vicinity, where the size of this
region is controlled by the diffusion constant of the chemicals, as well as any re-
actions in which they might participate. Hence, long-range interactions exist in
biological systems.

There are two possible types of pairwise interactions between cells. When one
cell producing pigment causes other cells to produce pigment, the interaction is
defined as activating. When a cell causes others not to produce pigment, the in-
teraction is inhibiting. The interactions must achieve two effects. First, they
must cause nearby cells to have a bias toward having the same color, so that the
regions of color are formed. Second, they must cause regions that are further
away to have the opposite color. This suggests a short-range activating and a
long-range inhibiting interaction. The mathematics of activation clearly corre-
sponds to the ferromagnetic exchange interactions that cause the spins to be
aligned. For inhibition, there are two possibilities – either antiferromagnetic or
dipolar interactions. Within the framework of the Ising model, both couplings
force the spins to be anti-aligned, the only difference being that the dipolar in-
teraction always decreases proportionally to 1/r3

ij while the rij-dependence of the
antiferromagnetic interaction depends on the objectives of the system. The best
fit provides calculations using local ferromagnetic and long-range antiferromag-
netic interactions according to the Hamiltonian

H � �h
�

i

si � 1
2

Jff

�
rij�R1

sisj � 1
2

Jaf

�
R1	rij	R2

sisj � �3�11�

The existence of long-range antiferromagnetic interactions causes patches of col-
or or stripes, depending on parameters Jff, Jaf, h, R1 and R2. The most obvious
changes occur with R2. The characteristic size of the pattern increases and is di-
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rectly controlled by R2. Increasing R1 does not affect the size of the pattern but
rather the shape of the boundaries between regions of different color. Increas-
ing R1 ensures that the boundaries are smoother. For realistic color patterns of
large animals, the size of R1 should be larger than the size of cells, to avoid
sharp corners [67].

The initial conditions of the simulations can be important. For example, while a
striped tiger pattern can be obtained without specific initial conditions, the best
simulation of the Ugandan giraffe pattern is generated by starting from points
that are rather regularly spaced in the plane and then relaxing to the equilibrium
configuration (see Fig. 3.27). If the simulation is started with low density of ran-
dom “black” cells for the same set of parameters, then the pattern will be much
more disordered and in than sense dissimilar to the giraffe pattern.

3.3
Exercises

1. Calculate the exchange energy per spin of a line of mutually parallel and per-
pendicular to the chain magnetic moments S = 1 as a function of number of
spins in the chain N.
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Fig. 3.27 The giraffe color patterns generated by starting from
points that are regularly spaced in the plane (upper right
inset). The parameters of the activation-inhibition model of
Eq. (3.11) are R2 = 11, R1 = 1, h= –24.



Solution
The exchange energy of a chain consisting of N moments is EJ � � J

2

�
	i�j
 SiSj

� � J
2

�
	i�j
 cos � � cos � � 1 as the spins are all parallel. Then, the exchange en-

ergy per spin is Espin
J � � �2NJ�J�J�

2N � J�N�1�
N .

2. Calculate the dipolar energy per spin of a line of mutually parallel and per-
pendicular to the chain magnetic moments S = 1 as a function of number of
spins in the chain N.

Solution
The dipolar energy of a chain consisting of N moments is ED �
D
2

�
	i�j


SiSj

r3 � D
2

�
	i�j


cos�
r3 ; cos � � 1 as the spins are all parallel. The sum�

j
1
r3 �

�N
r�1

1
r3 �

��
r�1

1
r3 �

��
r�N

1
r3 ���3� �

��
N

dr
r3 � 1�2020569032� 1

2N2, where

��p� ���
n�1 n�p is called zeta Riemann function. The dipolar energy per spin is

Espin
D � D

2

�
i�j

1
r3 �

D
�N

r�1

2 � ��3� � 1

2�N � r�2 �
1

2r2

� �

2N
�

3. Calculate the exchange and dipolar energies of a line of mutually antiparallel
and perpendicular to the chain magnetic moments. Plot all four calculated
functions and make a conclusion about the favorable and non-favorable con-
figurations of magnetic moments in such a system for three cases: D< J; D> J
and D�J. Discuss the role of number of moments N in the chain for possi-
ble configurations.

4. Perform the same calculations as in Questions 1 and 2, considering that an-
gle � of moments with respect to the distance vector rij varies between 0 to �.
Find the ground state configuration.

Solution

ED � D
2

�
	i�j


SiSj � 3Si � rijSj � rij

r3 � D
2

�
	i�j


cos �� 3 cos2 �

r3 � Hence

Espin
D � D

2

�
i�j

1� 3 cos2 �

r3 �
D
�N

r�1

2 � ��3� � 1

2�N � r�2 �
1

2r2

� �
1� 3 cos2 �
� �

2N

� DNf �N��1� 3 cos2 ��
2N

� Df �N��1� 3 cos2 �� �
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By minimizing Espin
D with respect to � � dEspin

D �d� � 0, one finds that the ground
state corresponds to �= 0, that is, the magnetization/polarization must lie paral-
lel to the chain.
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The Heisenberg model for the exchange interactions discussed in the previous
chapters is appropriate for two neighboring atoms with direct overlap of their
electron densities. Therefore, this interaction is termed direct exchange. The best
examples of direct exchange interaction can be found in the ferromagnetic 3d
metals Fe, Co, and Ni, which order at rather high temperature even in nano-
structures. In reality, many magnetic ions are unable to interact by direct ex-
change; for example, the magnetic orbitals of the rare earth ions lie well inside
the ion (within a radius of about 0.3 Å) and are therefore unable to overlap with
the corresponding orbitals of neighboring atoms. However, those materials that
do not show direct exchange coupling might show magnetic ordering due to so-
called indirect exchange and super-exchange interactions. These types of interac-
tion have a longer range than the direct exchange and, in some cases, may com-
pete with it.

4.1
Two Short- or Mid-Range Interactions

4.1.1
Super-Exchange and Indirect Exchange Interactions

Electronic interaction between two molecular or atomic entities mediated by
one or more different molecules or ions is called super-exchange. It can be illus-
trated by the divalent transition metal oxides with rock salt crystals (e.g., NiO).
The interaction between nearest-neighbor magnetic Ni ions is very weak be-
cause of the small magnitude of the direct ferromagnetic exchange. The second
nearest-neighbor Ni ions are separated by an oxygen ion (see Fig. 4.1). This ox-
ide is semiconducting, and thus Ni and O ions are joined by covalent bonds
showing sufficient electronic overlap between cations and anions. Therefore,
magnetic moments on the Ni ions interact most strongly with the second near-
est neighbors via the 180� Ni–O–Ni bonds. The relevant electronic orbitals are
shown in Figure 4.2. The degenerated d orbitals of a Ni ion are coupled via the
p orbital of an O ion. The two lobes of the p orbital must have opposite spins in
order to satisfy the exclusion principle. Therefore, the electrons in the overlap-
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ping lobes of the nearest-neighbor Ni ions will also have opposite spins – that
is, the coupling is antiferromagnetic. This type of overlapping is known as �-
bonding or �-transfer. There exists also an antiferromagnetic super-exchange via
the 90� Ni–O–Ni bonds (see Fig. 4.1), though this feeble interaction must com-
pete with the direct ferromagnetic exchange of the similar strength, and the two
couplings simply cancel each other out.

A particular analogy of super-exchange is the indirect exchange in intermetallic
materials called “hybridization-mediated exchange interaction”, which is fre-
quently reported in actinide intermetallics [1] or quasicrystals [2]. In this case,
the interaction between two magnetic ions is mediated by polarization of the va-
lence states of an ion between them due to hybridization of relevant magnetic
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Fig. 4.1 Crystal and magnetic structure of NiO. The hollow
circles represent O ions; filled circles correspond to the Ni
ions.

Fig. 4.2 Example of super-exchange interactions with next-
nearest-neighbor ions via 180� �-bond.



ion and ligand states. Consequently, a non-negligible magnetic moment is also
observed on the originally non-magnetic atom (ion). Whilst the super-exchange
interactions are typical for materials in which the magnetic atoms are sur-
rounded by ligands that do not carry permanent magnetic moments [3], the in-
direct exchange interactions may also arise in monolayers of 3d metals on non-
magnetic substrate due to strong hybridization effects. An example of such a
system gives a Fe/W(001) monolayer. In contrast to bulk bcc iron, which is a
prototypical ferromagnet, a monolayer of Fe on top of the W(001) crystal pos-
sess antiferromagnetic interactions [4]. Moreover, apart from the direct exchange
interactions an antiferromagnetic coupling with the next-nearest-neighbors
exists in this system [5]. The origin of this magnetic trend is attributed to the
nature of the 3d–5d hybridization between the overlayer and the substrate. In
other systems [e.g., Fe/Ir(111)], even further situated magnetic moments can be
addressed via the indirect exchange interactions [6].

A particular example of indirect exchange gives the Ruderman–Kittel–Kasuya–
Yosida (RKKY) interaction. The weak RKKY interaction refers to a coupling
mechanism of nuclear magnetic moments or localized inner d shell electron
spins in magnetic material by means of an interaction through the conduction
electrons [7]. Owing to the properties of the conduction electrons, the RKKY in-
teraction is long-range and oscillates with respect to the distance from the mag-
netic ion as, Jij � cos �kF�ri � rJ����ri � rJ�3, where kF is the Fermi wave vector.
As a consequence, the ordered arrangements of magnetic moments determined
predominantly by the RKKY interaction are complex and may have long periodi-
city.

The super- and indirect-exchange interactions can be successfully described
by the Heisenberg model, which takes into account not only nearest neighbors
but also further-situated magnetic moments. Some examples of these systems
will be discussed in the following sections.

4.1.2
Spin Glass

In many strongly diluted magnets, where magnetic ions (e.g., Mn or Eux) are
randomly distributed in a host (e.g., Cu or Sr1–xS, respectively), the magnetic in-
teraction is RKKY-like. Since in such a dilute alloy the distances between mag-
netic ions are random, both ferromagnetic and antiferromagnetic Jij occur with
approximately equal probability. Such materials – termed “spin glasses” – are
disordered magnetic systems with competing ferromagnetic and antiferromag-
netic interactions, which generate frustration [8]. But why are such systems are
called “glass”? Loosely speaking, glass is a material which is in an amorphous
state and has local, but no global, order. The local order appears with decreasing
temperature and therefore is called “local freezing”. Hence, spin glass exhibits a
freezing transition to a low-temperature phase where the spins are aligned in
fixed but random directions. Disorder and frustration are the two key features
of spin glasses. Concepts and techniques developed in the study of these com-
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plex systems have impacted on a variety of other subjects, including combinator-
ial optimization, neural networks and protein folding.

Qualitatively, spin glasses are modeled by an Ising or a Heisenberg system
with Gaussian or simply random distribution of ferro- and antiferromagnetic in-
teractions P�Jij� � exp�J2

ij�2��J�2� with width �J. This random character, or dis-
order, together with the frustration generated by the competing character of in-
teractions, serve as the main ingredients for the strange characteristics observed
in spin glasses. Their most salient features are:
� A paramagnet-spin glass phase transition in which non-linear responses di-

verge instead of the usual linear susceptibility. The spin glass order is not the
simple alignment order of a ferromagnet or a non-collinear Néel structure,
but is rather a complicated one in which although the global magnetization is
zero, a type of long-term memory of the local magnetizations exists.

� Due to disorder and frustration, spin glasses present a huge multiplicity of
ground states. At finite temperature, the mean field theory of spin glasses
predicts the existence of many stable thermodynamic states below Tc.

For a spin system, the multiplicity of ground states means that the average local
magnetizations 	�i
 are non-zero, while the spontaneous magnetization of the
whole system m � �1�N��i 	�i
 may be zero. The magnetic structure of spin
glasses appears highly disordered; the typical spin glass configuration is shown
in Figure 4.3. An Ising plaquette of four bonds on a square lattice with three
ferromagnetic and one antiferromagnetic interactions between nearest-neighbor-
ing spins has an energy �2J and eightfold degenerate ground state. The ground
state energy of an unfrustrated antiferromagnetic or ferromagnetic plaquette
has energy �4J, and is only twice degenerated.

Experimentally, the susceptibility of spin glasses shows a sharply defined, fre-
quency-dependent cusp at the temperature Tf indicating a sudden freezing of
the spins. On the other hand, the specific heat does not indicate any phase tran-
sition at Tf, and neutron scattering shows no long-range order [9]. Another hall-
mark of the spin glass system is an S-shaped virgin branch of the hysteresis
loop with a positive curvature at low fields [10] and a time-dependence of the
thermoremanent magnetization. In order to measure the thermoremanent mag-
netization, the spin glass is cooled in the presence of a magnetic field to the
freezing temperature. After temperature stabilization, the field is reduced to

4 Competition Between Interactions on a Similar Length Scale118

Fig. 4.3 Frustrated Ising plaquette with competing ferromag-
netic and antiferromagnetic bonds.



zero and the magnetization recorded. In spin glasses, in contrast to magnets,
the magnetization decays with time.

Monte-Carlo simulations and mean-field calculations of spin glasses are very
difficult to perform due to slow relaxation caused by the existence of many
states with low-lying energy. However, by using an improved averaging proce-
dure, Monte-Carlo simulations can provide a good approximation for the de-
scription of the critical properties of spin glasses. No analytic method has
yielded results competitive with the Monte-Carlo treatment [11].

4.1.3
Non-Collinear Magnetism at Surfaces

As mentioned in Section 4.1.1, as the dimensionality of magnets decreases –
that is, within the context of nanomagnetism – there arise an increasing num-
ber of cases where the ferromagnetic and antiferromagnetic interactions coexist
in one and the same system. In contrast to the spin glasses, these interactions
are usually not random but rather follow a certain periodicity. In fcc iron, for ex-
ample, the competition between ferromagnetic and antiferromagnetic interac-
tions of the two nearest-neighbor shells of different symmetry, leads to a non-
collinear, spiral magnetic ground state. Depending on thickness, the lateral size
of a magnet, crystal structure, substrate and overlayer properties, multiple sets
of such coexisting couplings may exist. Each set of interactions will lead to dif-
ferent magnetic structures, which may be much more complex than simply par-
allel or antiparallel, and this in turn means that the phase space is huge. In the
following sections, the magnetic structures formed in a monolayer on a hexago-
nal and a square lattice with interactions between the first-, second- and third-
nearest neighbors will be analyzed. This situation corresponds to many experi-
mental systems, including for example Mn, Fe or Cr films on Ir(111), Pt(111),
Ag(111), Cu(001), etc. As the reader will realize, even this rather modest part of
the enormous phase space leads to a very large variety of non-trivial magnetic
structures.

4.1.3.1 Competing Heisenberg Exchange Couplings (Hexagonal Lattice)
Even with only three exchange constants it is very difficult to construct a com-
prehensible phase diagram, as this requires a fourth dimension. Therefore, it is
instructive to discuss the phase space in terms of the separate contributions of
J1, J2 and J3 respectively, where the indices of the exchange parameters denote
between which pairs of nearest neighbors the corresponding exchange coupling
acts. Here, the discussion is limited to the first three nearest-neighboring pairs
on a hexagonal lattice. For the first time, these diagrams have been derived by
Ph. Kurz and coworkers [12, 13] on the basis of the Fourier transform of the
Heisenberg exchange Hamiltonian. These authors have shown that the funda-
mental solutions of the Heisenberg exchange model on a periodic lattice are
spiral spin structures. For a given reciprocal vector Q of a spin spiral, the mag-
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netic moment of at atom at site R is given by m(R) = ms (cos(QR), sin(QR), 0),
that is, the magnetization vector at the lattice position R is described by its three
components: mx is the cosine of an angle between the vectors Q and R, my is
sine of the same vector, and mz = 0. One supposes that the Q vector is directed
along one of the directions of high symmetry on the triangular (hexagonal) lat-
tice (see Fig. 4.4). In order to obtain all possible solutions, the length of the Q
vector is changed in certain limits and the corresponding spirals are formed.
For example, one of the possibilities is that |Q| is equal to an interatomic dis-
tance a. Then, the spin at the next atomic site to the reference point should be
rotated by 360� or, in other words, be parallel to the initial one. The same is
true for all spins lying in the planes perpendicular to the vector Q as is shown
in Figure 4.4. The remaining atomic sites belong to another set of planes,
which are situated at the half-period of the spiral. This means that spins belong-
ing to these planes should be rotated only by 180� with respect to initial one.
They are denoted as green in Figure 4.4. Altogether, the so-called row-wise anti-
ferromagnetic structure has been constructed. In this formalism the famous
Néel configuration shown in Figure 2.9 a is simply a spiral along a principal di-
rection of the hexagonal (triangular) lattice with the period Q= 3a which gives
rotation by 120� between nearest neighbors. Spiral states which can be con-
structed with the help of a single Q vector are often denoted as 1Q states.

In the area between the lines J2 = 1/8 J1 and J2 = J1 (for antiferromagnetic J)
the so-called row-wise antiferromagnetic configuration (see Fig. 4.5) has been
predicted to be a ground state [11, 12]. A consequent Monte-Carlo study [14]
confirmed this prediction. In the simulations, apart from the classical row-wise
configuration other magnetic states have been found. Two examples of these
configurations are shown in Figure 4.6, their energy being identical to that of
the row-wise structure (Fig. 4.5). However, in contrast to the collinear row-wise
pattern, which has two spins in the unit cell these structures have four spins
per unit cell and are noncollinear. The most common characteristic of these de-
generated states is that they cannot be constructed by means of a single Q vec-
tor. Generally, the noncollinear configurations result from the superposition of
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Fig. 4.4 Construction of the row-wise antiferro-
magnetic structure.



N spirals with different vectors Q, and therefore they can be addressed to as
NQ states.

It is possible to show that the patterns of Figure 4.6 do belong to the class of
NQ configurations and more precisely to the 2Q subclass. The construction of
the state shown in Figure 4.6 (left) from two Q vectors is demonstrated in Fig-
ure 4.7.

We choose the vector Q1 = a (black in Fig. 4.7) to run along one of the high
symmetry directions of the triangular lattice. We also choose the orientation of
an initial magnetic moment to be at –45� with respect to the axis Oy. With these
assumptions, the Q1 row-wise structure is formed (black arrows in Fig. 4.7). In
the same way, the Q2 pattern of the same periodicity can be formed along one
of two other densely packed crystallographical directions of the lattice (light ar-
rows in Fig. 4.7). In the next step, the two spirals are geometrically added at
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Fig. 4.5 The three-dimensional magnetic phase
diagram of the Heisenberg model on a triangu-
lar lattice, including interactions up to the sec-
ond-nearest neighbor. The minus sign of a J
constant corresponds to the antiferromagnetic
coupling [12].

Fig. 4.6 Monte-Carlo configurations in the framework of the
Heisenberg model with antiferromagnetic J2 = J1=2 on the tri-
angular lattice. The energy of those configurations is identical
with that of a row-wise configuration.



each atomic site and the superposition of the two spin spirals is identified (large
blue arrows in Fig. 4.7). This structure is thought to be a solution of the Heisen-
berg model, in which case an important condition must be fulfilled: namely
that the resulting spin at each atom site must have the same magnitude, that
is, �Si�2 � const. This condition is trivially fulfilled for the chosen Q1 and Q2.
The pattern formed by blue arrows coincides with the Monte-Carlo configura-
tion. Hence, it has been demonstrated that the Monte-Carlo structures of Figure
4.6 are the result of superposition of the two spin spirals of the same periodicity
running along principal lattice directions.

In the bottom region of the phase diagram a spin spiral (SS) running along
the direction of Second Nearest Neighbors (SNN) has been predicted. An exam-
ple of such a structure, found in Monte-Carlo simulations, is shown in Figure
4.8. The angle between nearest neighbors is approximately 140�, and the period
of rotation is non-commensurate with the underlying lattice structure with
Q � 2


3a


. Monte-Carlo simulations go beyond the prediction [12] revealing

complicated patterns degenerated in energy with that of the spin spiral along
SNN bonds (SS_SNN). Similar to the previous example, the state shown in Fig-
ure 4.7 (right) is the superposition of N simple spiral states.

The next interesting case is the competition of the exchange interaction be-
tween the second and the third nearest neighbors �3 � J2� J3 � 3 for constant
ferromagnetic or antiferromagnetic interaction between nearest neighbors J1.
The phase diagrams for these two cases are shown in Figure 4.9. Again, in the
diagrams the regions with ferromagnetic, Néel, row-wise antiferromagnetic
structures and the SSs with Q directed along the second-nearest-neighbor bonds
are identified. Additionally, for negative J2 and J2 > 2 J3 a SS along the nearest-
neighboring bonds has been predicted. Monte-Carlo simulations reveal the peri-
odicity of this structure to be Q= 3a. A typical SS_FNN configuration is plotted
in Figure 4.10.
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Fig. 4.7 Construction of a typical Monte-Car-
lo 2Q configuration on a triangular lattice
for J2 = J1=2 by superposition of the two spin
spirals with vectors Q1=a and Q2=a running
along two principal lattice directions. The

black arrows denote Q1 and the first spin-
spiral (row-wise configuration); light gray
arrows denote Q2 and the second spin spi-
ral; the large gray arrows indicate the result-
ing configuration.
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Fig. 4.8 Spin Spiral state found in Monte-Carlo simulations
for the Heisenberg model with ferromagnetic J1 = 1 and anti-
ferromagnetic J2 = 2 on a triangular lattice.

Fig. 4.9 The three-dimensional magnetic phase
diagrams of the Heisenberg model on the trian-
gular lattice including interactions up to the
second-nearest neighbor. The phase diagrams are
plotted in the J2–J3 plane for J1 = 1 (top) and
J1 = –1 (bottom). The minus sign of a J constant
corresponds to the antiferromagnetic coupling
[12].



Thus, the higher-order Heisenberg contributions that arise in magnetic nano-
structures due to the indirect exchange interactions via a substrate are very im-
portant for nanomagnetic ordering. The ground states of nanomagnets are often
non-collinear spiral configurations, with Q vectors along the high symmetry
lines of the Brillouin zone or their complicated superposition.

4.1.3.2
Competing Heisenberg Exchange Couplings (Square Lattice)

The ground state of an antiferromagnetic spin system on a square lattice
coupled by nearest-neighbor interactions only is a non-frustrated checkerboard
pattern. The addition of a second nearest-neighbor ferromagnetic interactions
does not alter the ground state pattern. Hence, for J3 � 0 the competition can
arise only from the J1 ferromagnetic and J2 antiferromagnetic.

Ground state structures for the ferromagnetic (J1 � 0) and antiferromagnetic
(J2 � 0) interactions are provided in Figure 4.11. For J1 � �J2, many degener-
ated ground states are found (see Fig. 4.11 a). Similar to the triangular lattice,
these ground states belong to the class of NQ states. The spiral states may be
either planar as the row-wise configuration of Figure 4.11 a (center pattern) or
three-dimensional, as in Figure 4.11 a (left and right patterns). Whilst the inset
Figure 4.11 a (center) is a 1Q pattern, the other two patterns represent linear
combination of spirals with different Q vectors. In order to dominate the ferro-
magnetic interaction J1��2J2, the structure is just ferromagnetic, but for domi-
nating the antiferromagnetic coupling between second-nearest neighbors
J1��J2 the spiral state is altered. The main tendency is to increase the mean
mutual angle between nearest-neighbor spins due to weakening of the ferro-
magnetic coupling.

The ground state for an antiferromagnetic J1 and a ferromagnetic J2 is just
row-wise antiferromagnetic configuration, as shown in Figure 4.12. It should be
noted that, whilst in the case of the ferromagnetic J1 the rows run along the
first nearest-neighbor bonds (i.e., along [100] or an equivalent direction), for the
antiferromagnetic J1 they are oriented along the second nearest-neighbor bonds
(i.e., along [110]) or an equivalent direction.

4 Competition Between Interactions on a Similar Length Scale124

Fig. 4.10 Typical Monte-Carlo config-
uration of a SS_FNN configuration:
J1 = 1 (ferromagnetic); J2 = J3 = –2. The
color scheme and vector length denote
z and xy projections of the moments,
respectively.



4.1.3.3
Antiferromagnetic Domain Wall as a Spin Spiral

As mentioned in Section 4.1.3.2, for J1� J2 both antiferromagnetic, the ground
state is the checkerboard antiferromagnetic configuration. One of the lowest ex-
ited states is a domain structure with so-called phase domains and phase do-
main walls (p-DW). A schematic representation of the orientational and p-DW
is provided in Figure 4.13 A. In the phase domains the checkerboard spin struc-
ture shifts laterally by one structural lattice constant. Experimentally, this can
only be detected indirectly by the presence of domain walls. Recently, such do-
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Fig. 4.11 Typical Monte-Carlo configurations on a square lat-
tice for ferromagnetic J1 and antiferromagnetic J2 (a) J1 = –J2;
(b) J1 = –2J2; (c) J1 = –3J2. The color scheme and vector length
denote z and xy projections of the moments, respectively.

Fig. 4.12 Typical row-wise Monte-Carlo configura-
tion on a square lattice for antiferromagnetic J1

and ferromagnetic J2.



main walls have been found by means of the spin-polarized scanning tunneling
microscopy (SP-STM) [5]. Here, an exciting question is whether the phase do-
main walls can lead to the uncompensated magnetic moments, or not. This
question is important as it has been postulated [15, 16] that the small amount
of uncompensated magnetic moments at the antiferromagnet/ferromagnet
interface is responsible for the exchange bias effect [17] which is widely used in
state-of-the-art magnetic storage devices. The exchange bias is based on the
direct exchange interaction between an antiferromagnet and a ferromagnet
with which it is in contact, and leads to a sign-dependent magnetic coercivity of
the latter. As will be shown in the following, the experimental data together
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Fig. 4.13 Schematic representation and ex-
perimental observation of domain walls at
antiferromagnetic surfaces. (A) Scheme of
an orientational domain wall (o-DW) and a
phase domain wall (p-DW). (B) SP-STM im-
age of 1.1 atomic layer Fe/W(001). The anti-
ferromagnetic structure (shown at higher
resolution in the inset) exhibits long-range
periodicity without any domain wall visible
in the field of view. Only at higher defect

density do p-DWs appear that can be im-
aged with (C) out-of-plane (�0 H= 2T) and
(D) in-plane sensitive tips (no field). In the
constriction between the two double-layer is-
lands, a p-DW can be recognized which runs
along the [010] direction. At the position of
the p-DW the magnetic structure shifts by
one atomic site, that is, half the magnetic
periodicity (see the dashed lines).



with Monte-Carlo simulations can infer the existence of uncompensated spins
in p-DWs which are oriented along [110] crystallographic direction. The un-
compensated magnetization appears due to the spiral-like rotation of anti-
ferromagnetic moments in a wall. Depending on the surface density of these
p-DWs, the resulting moment may lead to a significant contribution to the ex-
change bias.

It has been shown recently that one atomic layer of Fe on W(001) is an anti-
ferromagnet with the nearest- and next-nearest-neighbor exchange parameters
J1 = 20.3 · 10–3 and J2 = 2.4 · 10–3 meV/atom, respectively [5, 18]. STM with non-
magnetic tips is sensitive only to the spin-averaged local density of states (DOS)
n(r,EF) at the Fermi level (low-voltage approximation) and tip position r. The in-
trinsic spin-polarization of magnetic tips, PT � �n� � n�� �n� � n�� where n� and
n� are the majority and minotity density of states, introduces a spin-polarized
contribution to the tunneling current l�r� which scales with the projection of
the unit vector of tip magnetization uT onto the local magnetization DOS at
EF� m�r�EF� [18]:

I�r� � n�r�EF� � PT uT �m�r�EF� � �4�1�

This gives a magnetic contribution to constant-current mode images of periodic
magnetic structures which is superimposed on the conventional topographic
image. The magnetic contrast image of the sample consisting of iron film
[nominal thickness of 1.1–1.4 pseudomorphic atomic layers (AL)] deposited onto
a stepped W(001) single crystal is shown in Figure 4.13B. While the topography
appears flat if measured with a non-magnetic tip (not shown here), the use of
an out-of-plane sensitive magnetic tip leads to the checkerboard superstructure
visible in the inset of Figure 4.13 B. Hence, the experimental results prove that
the Fe monolayer on W(001) is indeed a perpendicular antiferromagnet with
the magnetic moments of nearest-neighbor atoms pointing alternately up and
down (see inset). Although numerous defect sites such as impurities and ad-
atoms as well as ferromagnetic second layer islands are visible, perfect long-
range magnetic order without any domain wall is found on a scale of about
2 �m�1 �m. Only if the defect density was increased, for example by increasing
the Fe coverage to 1.3 AL, short (1–2 nm) segments of p-DWs have been occa-
sionally found, as shown in Figure 4.13 C. This particular DW is clamped be-
tween two double-layer islands and extends along the [010] direction. By follow-
ing the dashed lines in Figure 4.13 C it becomes apparent that the phase of the
magnetic lattice shifts at the position of the wall by one atomic site.

The internal spin structure of domain walls was investigated theoretically by
the MC method, which is capable of simulating complex spin structures of anti-
ferromagnets [19]. The J1 and J2 exchange constants given above have been used
in the calculations. Apart from the exchange interaction, a perpendicular aniso-
tropy and a dipolar interaction have been included into the simulations. The an-
isotropy energy density has been set to be K1 = 2.4 meV/atom, while the strength
of the magnetic dipole–dipole coupling is calculated by D � ��0g2�2

Fe���4�d3�
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with �0 the permeability of the vacuum, �Fe� 2�67 �B the magnetic moment of
antiferromagnetic iron and d � 0�3165 nm the interatomic Fe–Fe distance.

In order to avoid the sample eventually relaxing into a single domain state, it
must be quenched rapidly from a random start configuration to the measure-
ment temperature, that is T�13K. A characteristic result is shown in Figure
4.14 A. The magnetic structure inside the wall is spiral-like, but no preferred
orientation of the domain wall has been found. The three wall segments are ori-
ented approximately along: (a) the [110]; (b) the [100]; and (c) an intermediate
direction. In order to compare the theoretical spin structures with experimental
STM data, SP-STM images of Monte-Carlo non-collinear magnetic structures
have been modeled. The details of calculations can be found in [18]. The calcu-
lated STM images shown in Figure 4.14B and C are in good qualitative agree-
ment with the experiment (cf. Fig. 4.13C and D): the checkerboard superstruc-
ture is clearly observed in the domains (domain walls) with an out-of-plane (in-
plane) sensitive tip. As also found experimentally, the apparent domain wall
width is slightly larger for in-plane than for out-of-plane sensitive tips. This can
be explained on the basis of Eq. (4.1): the magnetic corrugation at the domain
wall scales cosine-like for an out-of-plane sensitive tip, but sine-like for an in-
plane sensitive tip, with the former having a rather steep zero-crossing at the
domain wall position. The very weak topographical (non-magnetic) atomic con-
trast observed wherever uT  mr (see, e.g. the domains in Fig. 4.14C) is below
the experimental resolution limit.

To discuss the question of whether the non-collinear p-DWs can cause un-
compensated magnetic moments, four principal types of p-DWs are illustrated
schematically in Figure 4.15. The p-DWs may be centered between (top row of
Fig. 4.15) or on top of atomic rows (middle row), and either oriented along the
[010] (left column of Fig. 4.15) or along the [110] direction (right column), re-
spectively. For the ease of illustration, Figure 4.15 shows a fully coplanar situa-
tion, but the following arguments are also valid for a system such as Fe/
W(001), where the easy axis is perpendicular to the surface and to the wall di-
rection. The sketch reveals that, irrespective of their symmetry, [010]-oriented
DWs are always compensated because adjacent spins within any row parallel to
the wall point in opposite directions. The situation is different for p-DWs along
[110] directions as their magnetic moments do not cancel. The direction of the
uncompensated moment depends on the position of the p-DW center: if the p-
DW center is on top of an atomic row it points along the spins that form the
domain wall center. In the case of a wall which is centered between two atomic
rows this is along the quantization axis within the domains. The bottom row of
Figure 4.15 shows the perpendicular component of the magnetization as ob-
tained from MC simulations for p-DWs which run almost perfectly along the
[010] (left column) and the [110] direction (right column). In agreement with
the above-mentioned arguments, the [010]-oriented wall is compensated (aver-
age total magnetization � 10–4 �B per nm domain wall length). Although not
perfectly mirror-symmetric, the domain wall center of [110]-oriented p-DWs is
always found between two atomic rows and, in agreement with the uncompen-
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sated moment in the simple sketch, a finite perpendicular moment of about
0.6 �Fe per nm domain wall length remains.

A wall directed approximately along [110] will be discussed in the next sec-
tion. The azimuthal orientation of spins within the wall of Figure 4.14 A [middle
of segment (a)] is shown in closer view in Figure 4.16A. As mentioned above,
the MC simulations find the DW center between two atomic rows. In Figure
4.16 A, for clarity, the atomic rows are numbered successively (1) to (5) with re-
spect to their distance from the DW center. The wall center is formed by two
rows (1) with a predominant in-plane orientation (�> 65�). With increasing dis-
tance from the DW center, the moments tilt more and more in the out-of-plane
direction; the in-plane component of rows (4) and (5) is already very small. Ap-
parently, the wall is six to eight atomic rows wide and Bloch-like. By comparing
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Fig. 4.14 Monte-Carlo (MC) simulation of
antiferromagnetic domain walls. (A) Ren-
dered perspective image of the quenched
spin structure of an antiferromagnetic mate-
rial as obtained by MC simulation. A domain

wall can be recognized which exhibits three
different orientations: (a) along the [110];
(b) [100]; and (c) an intermediate direction.
Calculated SP-STM images for (B) out-of-
plane and (C) in-plane sensitive magnetic tips.



equidistant atomic rows located on opposite sides of the DW center, it becomes
clear that the in-plane component is reversed while the out-of-plane component
is equal. Thereby, the integrated in-plane component of magnetization is per-
fectly canceled but, interestingly, a non-vanishing net magnetic moment re-
mains for the out-of-plane component.

Figures 4.16B and C show calculated and experimental SP-STM images of
such a wall, respectively. Although there are some differences with regard to the
details of the contrast within the domain wall, the width and general appear-
ance of the DW is well-reproduced. In order to gain a better understanding of
the experimentally observed structure, two experimental line sections taken on
adjacent atomic rows along the [110] direction have been plotted – that is, per-
pendicular to the wall (Fig. 4.16 D (upper panel)). These two rows are approxi-
mately equally distant from the termination points of the domain wall. The
middle panel shows the sum and the difference of these lines in black and gray,
respectively. The difference (gray) shows an almost constant signal of opposite
sign at the left and right rim of the line section, that is, far away from the do-
main wall center. These regions (domains) are connected by a constant slope
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Fig. 4.15 Spin configuration of [010]- and [110]-oriented domain
walls. Schematic representation of p-DWs which are centered be-
tween (top row) and on top of atomic rows (middle row). Bottom
row: Part of a p-DW oriented along the [010] (left) and the [110]
direction (right) from Monte-Carlo simulations. The gray scale gives
the calculated out-of-plane component of the magnetization.



that extends over approximately 1.6 nm and corresponds to the wall width of six
to eight atomic rows mentioned above. The sum (black) reveals that the average
out-of-plane component of these atomic rows is mirror-symmetric. The mirror-
symmetric appearance, which is also found in the line profile taken along the
[010] direction (lower panel of Fig. 4.16 D) indicates, in agreement with the
above-mentioned MC calculations, that the domain wall center is located be-
tween two atomic rows. This is also confirmed by an interpolation of the atomic
periodicity from the two domains into the domain wall (arrows in lower panel
of Fig. 4.16 D). It is possible that the position of the DW center moves out of a
mirror-symmetric position between two atomic rows when approaching the ter-
mination points of the DW, which are outside the field of view of Figure 4.16 C.
A similar effect appears in the MC simulations, and is best visible at the bottom
left edge of the spin disk in Figure 4.14.

Due to the fact that domains walls in antiferromagnets cost exchange energy
but cannot lower the dipolar energy, they are very rare and short on clean sur-
faces. It is, however, likely that they may occur much more frequently in a typi-
cal exchange-bias situation. Here, the antiferromagnet is covered with a ferro-
magnetic film which typically exhibits a higher magnetic ordering temperature
than the antiferromagnet. Consequently, the antiferromagnet is in contact with
a ferromagnet when it orders magnetically. It is expected that in this case the
exchange coupling to the ferromagnet induces a relevant number of p-DWs.

4.1.3.4 Spin Spiral State in the Presence of Dipolar Interactions
It follows from the discussions of Sections 4.1.3.1 and 4.1.3.2 that spin spiral
states often arise in antiferromagnets. Previously, only spin spirals in systems
with exchange interactions were detailed, the main conclusion being that, de-
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Fig. 4.16 Detailed view of a [110]-oriented
spiral p-DW. (A) Theoretical spin structure,
(B) simulated, and (C) experimental SP-STM
image of a p-DW in the out-of-plane antifer-
romagnetic Fe monolayer on W(001).
(D) Height profiles drawn at the positions of
the correspondingly colored lines in (C)

along the [110] (upper panel) and the [010]
direction (lower panel). Middle panel: Sum
(black) and difference (gray) of the line pro-
files shown in the upper panel. The wall is
about 1.6 nm wide and its out-of-plane com-
ponent exhibits mirror symmetry.



pending on exchange constants, the 1Q spin spirals may be oriented either
along the principal crystallographic directions of a lattice or along the second-
nearest-neighbor bonds. The strength of the competing ferro- and antiferromag-
netic couplings determines the period of a spiral. The 1Q spirals can be super-
imposed, forming complicated NQ states.

In these previous discussions, the dipole–dipole coupling was not considered.
However, long-range dipolar interaction has long been recognized in magnetic
systems. The strength of the exchange coupling in nanosystems is very often re-
duced because of fewer neighbors at the edges, and hybridization with sub-
strate. For example, as follows from the DFT calculations [7], the strongest
exchange energy per atom in Fe/Ir(111) is less than 5 meV. At the same time,
the strength of dipolar interaction between two Fe magnetic moments
D � ��0g2 �2

Fe���4�d3� � 0�1 meV. As the dipolar energy has a long-range char-
acter, the dipolar interactions between all pairs of magnetic moments in the
sample must be added. The total dipolar energy of a ferromagnetic, perpendicu-
lar to the film plane configuration, is close to 1 meV per atom, which is compar-
able with the short-range exchange contributions. Hence, the dipolar energy is
able to compete with the exchange coupling in nanosystems and must be in-
cluded in the calculations.
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Fig. 4.17 Typical Monte-Carlo magnetization configuration of a
vortex lattice with a four-fold symmetry on a triangular atomic
lattice for J1 = +3.9 meV, J2 = –0.1 meV, J3 = –1.7 meV, and
D= +0.2 meV. The dark areas denote up-magnetization orienta-
tion; light areas down-magnetization orientation.



The main “task” of the dipolar interaction is to avoid uncompensated mag-
netic poles, and a spin spiral is rather favorable from this point of view config-
uration. Therefore, it seems that the dipolar contribution is not able to change
the spiral state. The Monte-Carlo simulations, however, demonstrate that the di-
polar coupling can provide a significant energy gain by formation of the regular
lattice of magnetic vortices in systems with competing ferro- and antiferromag-
netic interactions. The typical vortex lattice for J1 � �3�9 meV (ferromagnetic),
J2 � �0�1 meV, J3 � �1�7 meV and D � �0�2 meV is shown in Figure 4.17 a.
Interestingly enough, the inclusion of dipolar interactions leads to the forma-
tion of a square lattice of vortices on a triangular atomic lattice. On a large scale,
there exist three rotational domains of vortex structure. In different domains
the up- (light-colored) and down-oriented (dark-colored) parts of the vortices can
trade places, and the domains can also be phase-shifted. The unusual structure
found in the Monte-Carlo simulations is similar to an experimental finding of
so-called mosaic structure in Fe/Ir(111) [20].

In conclusion, the dipolar interactions significantly alter the spin spiral con-
figurations, and this may lead to formation of the vortex superstructure on a
nanometer scale.

4.1.4
Two Short-Range Repulsive Interactions

Stripe formation is generally attributed to competition between the short-range
attractive forces and the long-range repulsion (see Chapter 3). Here, it will be
shown that stripe phases may result from a different mechanism based on a
purely repulsive isotropic short- to medium-range pair potential with two char-
acteristic length scales.

Consider a two-dimensional system of hard discs surrounded by a soft circu-
lar repulsive corona – that is, the particles interact through a radially symmetric
pair potential which consists of an impenetrable hard core of radius �0 plus a
repulsive interaction extending to the distance �1 (see Fig. 4.18).

Monte-Carlo simulations of such a system with �0/�1 = 2.5 have been per-
formed in [20]. The spatial configurations of the system at different densities,
but fixed temperature, are shown in Figure 4.19. With increasing density the
system rapidly turns from the disordered configuration into a triangular lattice
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Fig. 4.18 Pair potential V (r) as a function of the distance r
between two particles. �0 is the hard core radius, �1 is the soft
core radius.



with lattice constant �1. In this regime, the particles just touch each other with
their coronas. At the next density considered, the system is composed of dimers
and short linear chains. For this concentration the formation of dimers is ener-
getically preferable. In a dimer, a soft corona of a particle overlaps with only
one other soft corona of the neighboring particle. In a chain there are two near-
est neighbors, and hence two overlaps, which is energetically more unfavorable.
With increasing density, more frequent overlaps are unavoidable and therefore
the dimers align in worm-like filaments and eventually form stripe domain
patterns similar to those in systems with competing short-range and long-range
interactions (see Chapter 3). If the particle density is further increased
(Fig. 4.19e), the system is composed mainly of loose aggregates of three or
more particles. Thus, in spite of the isotropic nature of the interaction, the
effective coupling in the stripe phase is anisotropic. This allows penetration of
the soft core along the stripe, but not orthogonal to it.

The structure order of a system can be analyzed through the structure factor,
a quantity that provides a measure of order parameter correlations in wave vec-
tor (Fourier) space. A similar analysis was carried out in Section 2.5.2.2 for anti-
ferromagnetic structures on aperiodic tilings. Here, the distance between parti-
cles has been chosen as an order parameter, and therefore the structure factor
is a function of one sole variable (Fig. 4.19, lower). The main peak provides an
estimate of the nearest-neighbor length scale, while other peaks reflect the pro-
gressive turning on or off of different effective length scales as the mean dis-
tance between the dimers or stripes. At low densities the coronas are scarcely
penetrable, and the system behaves as an assembly of hard discs of effective di-
ameter �1. This can be seen from the dominance of the first peak, centered at
wave vector k � 2���1. In contrast, at very high densities, the system resembles
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Fig. 4.19 Spatial configurations and corresponding structure
factors of a two-dimensional hard core particles with the soft
core repulsive interactions. The density of particles is (a) 0.1;
(b) 0.15; (c) 0.227; (d) 0.291; and (e) 0.38. Reprinted with
permission from Macmillan Publishers Ltd: Nature Materials,
© 2003 [20].



an assembly of hard discs of diameter �0 (dominance of the third peak with
k � 2���0). Intermediate densities are characterized by other distribution of the
peaks and hence, by the competition between the inner hard core and the exter-
nal soft core radii.

4.2
Two Long-Range Interactions

A prototypical example of the long-range interactions provides the magnetostatic
or electrostatic coupling. Different contributions of these interactions require
different ground state configurations (see Chapter 2), and therefore, if there ex-
ist several magnetostatic/electrostatic contributions in the same system, they
may compete. The competition between quadrupolar and dipolar interactions,
as well as between octopolar and dipolar contributions, will be discussed in the
following section.

4.2.1
Systems with Dipolar and Quadrupolar Interactions

The dipolar and quadrupolar interactions may exist in the fluids or liquid crystals
composed of polar molecules [21]. As demonstrated in Chapter 2, although both
dipolar and quadrupolar terms require a micro-vortex like ground state, these mi-
cro-vortex patterns have different symmetry. The comparison of the two structures
is provided in Figure 4.20. In a pure quadrupolar pattern (thick, gray elements in
Fig. 4.20), vortices with left and right senses of rotation appear alternately along
each row (left-upper scheme). Together, they form a square vortex superlattice with
the period of pq�


2a


, with a the interparticle distance. The principal directions of

this superstructure are rotated by 90� with respect to the original square lattice.
The pure dipolar ground state (black arrows in Fig. 4.20) forms the sequences
of the vortices with same sense of rotation separated by the anti-vortices. There-
fore, the vortex superstructure has larger period pd � 2a, and its principal direc-
tions coincide with those of an initial square lattice.

For dominating dipolar interactions the 2a structure prevails, whereas for
dominating quadrupolar forces the


2a


superstructure exists. If the two interac-

tions are of comparable strength, a compromise must be found. A typical
Monte-Carlo stable configuration for Q20�Q10 is shown in Figure 4.21a. The
Q20�Q10 moments are represented by the corresponding spherical harmonics
in Figure 4.21 where, instead of the microvortex structure a macroscopic vortex
with small amount of defects emerges. A similar picture emerges for the com-
bined quadrupoles and dipoles on a triangular lattice, as shown in Figure
4.21 b. Thus, the addition of quadrupolar interactions breaks the ground state
degeneracy of the pure dipolar system, and vice versa. This phenomenon should
lead to changes in the spectrum of orientational vibrations in polar liquids and
liquid crystals, when measured experimentally.
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4.2.2
Systems with Dipolar and Octopolar Interactions

The next higher order magnetostatic/electrostatic contribution is an octopolar
one. The octopolar contribution is extremely important for rotationally sym-
metric homogeneously magnetized particles [22, 23], and hence the following
discussion will focus on nanomagnetic arrays with dipolar and octopolar inter-
actions.

4.2.2.1 Combined Multipoles in Nanomagnetic Arrays
As shown in Chapter 2, the in-plane magnetized nanodiscs with height-to-diam-
eter ratio h�a � 0�5, that are often used in modern experimental studies on
nanoarrays, possess dipolar and octopolar moments with Q3�Q1 � 0�5. Hence,
for a real nanomagnetic array neither pure dipolar, nor pure octopolar config-
urations are relevant. Instead, ground states of an ensemble of combined multi-
poles should be calculated. Recently, these calculations have been carried out by
means of Monte-Carlo simulations for the case of rotationally symmetric multi-
poles [22]. Arrays of combined multipoles show maxima of specific heat and
susceptibility at the same temperature, thus confirming the existence of a phase
transition. Whereas the zero-temperature ground state on a square lattice con-
sists of antiparallel lines (as in a pure octopolar system), at finite temperatures
alternating regions of uniaxial parallel and antiparallel lines (as in Fig. 4.22 c)
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Fig. 4.20 Comparison of the ground states of a pure quadrupolar
and a pure dipolar system. The quadrupoles are represented by
blue elements, and dipoles by black arrows. The micro-vortices are
denoted by their sense of rotation. The anti-vortices are marked
by the small circles. Unit cells of the quadrupolar and the dipolar
superstructure are shown by the dashed lines.



have been found. The width of regions with parallel lines is usually two to three
lattice parameters. In �10% of calculations, despite a very long relaxation pro-
cedure, superdomains appear (Fig. 4.22 f). On an infinite triangular lattice the
ground state is a ferromagnetic single domain, as in a pure dipolar system,
although in finite systems the vortex configuration is never formed for
Q3�Q1 � 0�5. Instead, large collinear domains appear. Hence, the interaction of
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Fig. 4.21 Monte-Carlo stable low-temperature configurations
for Q20+Q10 moments with Q20�Q10 on a square (a) and a
triangular (b) lattice.

Fig. 4.22 Hysteresis loops for a 20�20
square nanoarray with Q30 = 0.5Q10 and a
pure dipolar system (inset (d)). The mag-
netic field is applied in the x-direction. Insets
(a–c) provide the central part of intermediate
magnetic configurations; (f) and (e) show

stable zero-field configurations for combined
multipoles and the pure dipolar case, re-
spectively. The thermal energy is kT=0.6E||.
The field is expressed in �0MSVd/E||, with �0

as the permeability of free space and Vd as
the volume of a dot.



dipoles with demagnetizing field is still too weak compared to the anisotropy in-
duced due to octopole–octopole coupling.

In order to understand why the state of coexisting parallel and antiparallel
lines has the lowest internal energy, different energetic contributions (dipole–
dipole, dipole–octopole, octopole–octopole) and the entropy must be analyzed.
The energy of ideal and MC configurations on a square lattice as a function of
Q30�Q10 is plotted in Figure 4.23 a. All energies are expressed in the pair inter-
action energy E! between two dots magnetized mutually parallel but perpendi-
cular to the bond E! � 1�RIA�IB�1

AB . Figure 4.23b indicates the size-dependence
of all energy contributions for parallel (solid curves) and antiparallel (scatter
graph) lines. It has been found that the dipole–octopole energy contribution
Ed–o is minimal for the parallel lines, but maximal for antiparallel lines. The
dipole–dipole (Ed–d) and octopole–octopole (Eo–o) interactions, in contrast, prefer
antiparallel lines. Therefore, for sample sizes L < 9 and Q30�Q10 < 0.8 the state of
coexisting parallel and antiparallel lines has the lowest total internal energy. For
L > 9 the antiparallel lines are preferable for all Q30�Q10 as the long-range dipo-
lar contribution increases. The energy difference between antiparallel lines and
coexisting phases or superdomains �E grows with increasing Q30�Q10

(Fig. 4.23a). However, for Q30�Q10 	 0�6 �E is very small (�2%), while the con-
figurational entropy in a system of parallel or antiparallel lines increases drasti-
cally with the system size S � k � ln �2" 2L�. As the entropy increases boundless
with L, in contrast to the slow convergence of the dipolar sum, the free energy
of the coexistence is lower for non-zero temperatures.

The formation of superdomains provides an additional contribution to the en-
tropy, and one which depends on the size of the superdomains. Superdomain
size in finite dipolar systems is driven by the pole avoidance principle. While
the energy cost due to wall formation increases only linearly with domain size,
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Fig. 4.23 (a) Internal energy of ideal parallel, antiparallel,
coexisting and superdomain MC configurations for L = 20 as a
function of Q30/Q10 on a square lattice. (b) Size-dependence
of different contributions of the magnetostatic energy for
parallel (solid lines) and antiparallel lines (scatter graph)
for Q30/Q10 = 0.5.



the gain in long-range dipolar interaction increases with the square of the do-
main size, and only rarely is the formation of superdomains observed at low
temperatures. The additional entropy for large superdomains is small. When ap-
proaching the critical temperature the domain size decreases, the corresponding
entropy increases, and the superdomains appear more frequently. This finding
is in accordance with the experiment [24] providing evidence for the formation
of large in-plane collinear domains extending across several dots.

Thus, unlike the non-collinear ground states of pure dipolar systems, their
odd multipolar counterparts select collinear configurations from the dipolar
manifold. The reason for this selection is two-fold. First, the octopolar/dotria-
contapolar interaction on a triangular and a square lattice introduces an easy-
plane and a tri- and a biaxial in-plane anisotropy, respectively. Second, the octo-
poles do not interact with the field. Rather, they interact with the second deriva-
tive of the field, that is, its curvature. Therefore, systems with strong octopolar
contribution are less sensitive to the formation of uncompensated magnetic
poles at the sample boundary than systems with dominating dipolar interac-
tions. Despite the collinearity, the lattice structure plays an important role.
Whilst the ground state for Q30�Q10 � 0�5 multipoles on a square lattice con-
sists of antiparallel lines of magnetic moments, the triangular symmetry leads
to the parallel ferromagnetic configuration.

4.2.2.2 Magnetization Reversal in Nanomagnetic Arrays
Experimental investigations have shown that, in comparison to an infinite film,
the interparticle interactions usually lead to a decrease in the switching field in
patterned media with out-of-plane magnetization [25, 26], and to an increase of
the coercivity for in-plane magnetized particles [27–29]. Although in some cases
an agreement of switching behavior with theoretical predictions has been ob-
tained, it is often found that measured switching fields deviate significantly (by
10–15%) from those expected with pure dipolar interactions. In the following
section the field dependence of magnetization in square and triangular array of
dots with in-plane magnetization and Q30�Q10�0�5 will be analyzed and com-
pared with hysteretic properties of a pure dipolar system.

Figure 4.22 shows the magnetization reversal of a square lattice with
Q30�Q10 � 0�5 corresponding to an array of ultrathin particles with height to
diameter ratio h�a � 0�5 and interparticle distance d � 1�5a; and for a pure di-
polar system �h�2a � 1 (or) d � 1�5a� (Fig. 4.22d). A pure dipolar system does
not show any easy-axis hysteresis; the reason for this is clear from Figure 4.24,
where several snapshots of a hysteresis on a pure dipolar square lattice are
shown. In a pure dipolar case all magnetic moments rotate coherently, and
therefore the total magnetization decreases continuously from unity at satura-
tion field HS to zero for H= 0. In a multipolar array, on the contrary, the
hysteresis loop is quite open. The squareness s depends on the composition,
the strength of the multipoles, and on the temperature. The field is scaled
with E!, as described in the previous section. Therefore, contributions from mo-
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ments of different order in combined multipoles scale differently with RAB. All
values are given for Q30 � 1� Q10 � 2, and RAB � 1. This gives s � 0�5 and
Hc�0MSVd � 0�7 E! . By calculating E! this result can be scaled to a square ar-
ray of any material with any interdot distance. For example, for an array of per-
malloy particles at room temperature MS � 8 � 105 A m–1, and vanishing aniso-
tropy K1 	 1000 J m–3 with h � 20 nm, d � 2a � 70 nm and R � 100 nm, a
coercive field Hc � 20 mT has been found.

Magnetic moments do not rotate continuously, as in a pure dipolar system (see
Fig. 4.22 d, Fig. 4.24), but are reoriented line-by-line (Fig. 4.22a–c) as non-collinear
configurations are energetically unfavorable. From the Monte-Carlo calculations it
follows that the competition between dipolar and octopolar contributions Ed–o and
combined Ed–d + Eo–o interaction energy plays an important role for the magnetiza-
tion reversal. As demonstrated in Figure 4.23a, the total energy of the configura-
tion in Figure 4.22b is close to or even lower than that of Figure 4.22 c, where all
chains are antiparallel. Hence, to go from the configuration of Figure 4.22 b to that
of Figure 4.22 c, an external magnetic field must be applied and the hysteresis ap-
pears. Hc increases with decreasing temperature; this effect is similar to superpar-
amagnetic temperature-assisted switching, and thus the hysteretic behavior is pre-
defined by competition between the octopole–dipole contribution of the magneto-
static energy and its dipole–dipole and octopole–octopole counterparts. Pure dipo-
lar systems do not show any significant hysteresis.

On a triangular lattice, Hc increases by �10% compared to the pure dipolar
system, and in good accordance with experimental data [28]. However, the mag-
netization reversal is different from that on a square lattice. Hence, the ground
states and magnetization reversal in densely packed nanomagnetic arrays is
strongly influenced as much by the order of magnetostatic interactions as by
the underlaying lattice symmetry.

4 Competition Between Interactions on a Similar Length Scale140

Fig. 4.24 Snapshots of the central part of an
experimental dipolar model on a square lat-
tice during magnetization reversal. The mag-
netic field is changed from +x to –x direc-
tion. The left and right panels indicate the

saturated configurations for positive and
negative field, respectively. The center panel
shows stable zero-field configuration, while
two other panels represent intermediate con-
figurations.



4.3
Summary

Competing interactions of the same range may significantly alter pure ground
state configurations and, hence, the macroscopic physical properties of a materi-
al. Competing ferromagnetic-like and antiferromagnetic-like interactions of
short and medium ranges lead to the spiral states. Competing long-range elec-
trostatic/magnetostatic forces, in contrast, relieve the degeneracy of the pure in-
teractions and promote the formation of collinear structures.

4.4
Exercises

1. Find the two superimposed Q vectors of the 2Q structure in Figure 4.6
(right).

Solution
See Fig. 4.25.

2. Consider a chain with antiferromagnetic first and second-nearest-neighbor
interactions (negative J constants). Calculate the optimal angle between the
nearest-neighboring spins and make conclusions about the type of magnetic
order. Is it commensurate, or not (see Chapter 1)?

Solution

E � �J1

�
i

Si � Si�1 � J2

�
i

Si � Si�1 � J1S2
�

i

cos 
i�1 � J2S2
�

i

cos 
i�2

� �NS2�J1 cos 
� J2 cos 2
�

4.4 Exercises 141

Fig. 4.25 The spirals with the wave vectors Q1 =

3a


and

Q2 =

3a


run along two directions of second-nearest-neighbor

bonds. The black arrows denote Q1, the green arrows repre-
sent Q2, and the red arrows give the resulting configuration.



where the angle between nearest neighbors � is the same. The optimal angle
can be obtained from the minimization of the internal energy:

dE
d

� NS2 �J1 sin 
� 2J1 sin 2
� � 0 #

J1 sin 
 � �2J2 sin 2
 � �4J2 sin 
 cos 
# cos 
 � �J1�4J2

The solution gives the spiral order. Generally it is incommensurate with the in-
teratomic spacing.

3. Write down the classical Heisenberg Hamiltonian on a periodic lattice repre-
senting the spin variables in terms of their Fourier components. Show that
the fundamental solution of the Heisenberg model on a Bravais lattice are
helical spin structures.

Solution
The spins on the lattice sites can be written in terms of their discrete Fourier
components by

Si �
�

q

Sq � eiqRq � �4�2�

where the sum is over the reciprocal lattice vectors q and Ri, is the real-space
coordinate of lattice site i. The inverse Fourier transform is given by:

Sq � 1
N

�
i

Si � e�iqRi �4�3�

Since spins are real quantities

�
i

Si � e�iqRi �
�

i

Si � �cos ��qRi� � i sin ��qRi��

�
�

i

Si � �cos �qRi� � i ��sin �qRi��� �4�4�

Therefore,

Sq � S��q �4�5�

replacing the localized spin by its Fourier components in the Heisenberg Ha-
miltonian yields

H �
�

i�j

�Jij

�
qq�

SqSq�e
iqRi eiq�Rj �

�
i�j

�Jij

�
qq�

SqSq�e
i�q�q��Ri eiq��Rj�Ri�
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� �N
�

q

SqS�q

�
�

J0�e
�iqR�

� �
�4�6�

where
�

i ei�q�q��Ri � N�q��q holds for all lattice sites and R� � Ri � Rj, that is,
using summation over Kroneker �-function q� can be replaced by –q. The Four-
ier transform of the exchange constants are defined by:

J�q �
�
�

J0�e
�iqR� � J��q� � J�q�� �4�7�

They are real quantities. Here, the relationship J0� � J0�� has been used, which
is consequence of the translational symmetry and the fact that the interaction is
symmetric Jij � Jji. With Eq. (4.7) the Hamiltonian can be written in the simple
form

H � �N
�

q

J�q�SqS�q �4�8�

In order to find the magnetic ground state, the energy of Eq. (4.8) has to be
minimized under the condition that the spins on all lattice sites have the same
magnitude S2

i �S2 as they are classical vectors. This equation represents a sys-
tem of N independent equations

�
q

SqS�q �S2
�

q

SqSq��q � 0 � q� �� 0 �4�9�

The lowest energy is given by E��NS2J�Q�, where ± Q are the values of q that
maximize J�Q�. To recover the spin structure that corresponds to SQ and S�Q

the real and imaginary parts of SQ should be introduced as

SQ � RQ � iIQ � S�Q � RQ � iIQ �4�10�

From the conditions in Eq. (4.9)

SQS�Q � R2
Q � I2

Q � S2

SQSQ � R2
Q � I2

Q � 2iRQIQ � 0 �4�11�

The second equation shows that RQ and IQ are perpendicular and have the
same magnitude. Finally,

R2
Q � I2

Q �S2�2 � RQ � IQ � 0 �4�12�

Substituting this into Eq. (4.2) yields the spins on the lattice sites:

Si � 2�RQ cos �QRi� � IQ sin �QRi�� �4�13�
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Hence, the fundamental solutions of the Heisenberg model on a Bravais lattice
are helical spin structures [12].

4 Competition Between Interactions on a Similar Length Scale144

References

1 V. Sechovsky, Magnetism in Solids: Gen-
eral Introduction. In: Encyclopedia of Ma-
terials: Science and Technology Updates,
Elsevier, Oxford, 2005.

2 P. Hässler, E. Kay, Z. Physik. Chemie
Neue Folge 1988, 157, 377.

3 B. Barbara, D. Gignoux, C. Vettier, Lectures
on Modern Magnetism, Springer, Berlin,
1988.

4 A. Kubetzka, P. Ferriani, M. Bode, S.
Heinze, G. Bihlmayer, K. von Bergmann,
O. Pietzsch, S. Blügel, R. Wiesendanger,
Phys. Rev. Lett. 2005, 94, 087204.

5 M. Bode, E. Y. Vedmedenko, K. von Berg-
mann, A. Kubetzka, P. Ferriani, S.
Heinze, R. Wiesendanger, Nat. Mater.
2006, 5, 477.

6 K. von Bergmann, S. Heinze, M. Bode,
E.Y. Vedmedenko, G. Bihlmayer, S. Blü-
gel, R. Wiesendanger, Phys. Rev. Lett.
2006, 96, 167203.

7 J. Jensen, A.P. Makintosch, Rare Earth
Magnetism, Clarendon Press, Oxford,
1991.

8 K. Binder, A.P. Young, Rev. Mod. Phys.
1986, 58, 801.

9 W. Kinzel, Phys. Rev. B 1979, 19, 4595.
10 C.A. Cardoso, F.M. Araujo-Moreira, V.

P.S. Awana, E. Takayama-Muromachi,
O.F. de Lima, H. Yamauchi, M. Karppi-
nen, Phys. Rev. B 2003, 67, 020407.

11 D.P. Landau, K. Binder, A Guide to
Monte Carlo Simulations in Statistical
Physics, Second Edition, University Press,
Cambridge, 2005, p. 167.

12 Ph. Kurz, Non-Collinear Magnetism at
Surfaces and in Ultrathin Films, Disserta-
tion, Aachen, 2000.

13 Ph. Kurz, G. Bihlmayer, S. Blügel, K.
Hirai, T. Asada, Phys. Rev. B 2001, 63,
096401.

14 E.Y. Vedmedenko, unpublished results.

15 M. Kiwi, J. Magn. Magn. Mater. 2001,
234, 584.

16 H. Ohldag, et al. Phys. Rev. Lett. 2003,
91, 017203.

17 W. H. Meiklejohn, C.P. Bean, Phys. Rev.
1956, 102, 1413.

18 A. Kubetzka, P. Ferriani, M. Bode, S.
Heinze, G. Bihlmayer, K. von Bergmann,
O. Pietzsch, S. Blügel, R. Wiesendanger,
Phys. Rev. Lett. 2005, 94, 087204.

19 E.Y. Vedmedenko, U. Grimm, R. Wie-
sendanger, Phys. Rev. Lett. 2004, 93, 76407.

20 G. Malescio, G. Pellicane, Nature Materi-
als 2003, 2, 97.

21 A. R. Massih, G. A. Mansoori, Fluid Phase
Equilibria 1983, 10, 57.

22 E.Y. Vedmedenko, N. Mikuszeit, H.P.
Oepen, R. Wiesendanger, Phys. Rev. Lett.
2005, 95, 207202.

23 N. Mikuszeit, E.Y. Vedmedenko, H.P.
Oepen, R. Wiesendanger J. Appl. Phys.
2005, 97, 10J502.

24 Y.B. Xu, et al., IEEE Trans. Magn. 2001,
37, 2055.

25 T. Aign, P. Meyer, S. Lemerle, J. P. Ja-
met, J. Ferré, V. Mathet, C. Chappert, J.
Gierak, C. Vieu, F. Rousseaux, H. Lau-
nois, H. Bernas, Phys. Rev. Lett. 1998, 81,
5656.

26 C.A. Ross, M. Hwang, M. Shima, J. Y.
Cheng, M. Farhoud, T. A. Savas, H. I.
Smith, W. Schwarzacher, F.M. Ross, M.
Redjdal, F.B. Humphrey, Phys. Rev. B
2002, 65, 144417.

27 R. P. Cowburn J. Phys. D: Appl. Phys.
2000, 33, R1.

28 J. Y. Cheng, W. Jung, C.A. Ross, Phys.
Rev. B 2004, 70, 064417.

29 C. Miramond, C. Fermon, F. Rousseaux,
D. Decanini, F. Carcenac, J. Magn.
Magn. Mater. 1997, 165, 500.



Anisotropy is the property of having a different value when measured in differ-
ent directions. Anisotropy breaks the symmetry of a system and therefore
strongly affects its physical properties, such as the shape of hysteresis loops,
conductivity, and diffusion, transmission of the light, or mechanical properties.
When the dimensionality of a system is reduced, additional surface or edge an-
isotropy contributions come into play. These new effects are of considerable
practical importance because they can be exploited in the design of materials or
devices of commercial significance. Two striking examples of anisotropic sys-
tems are two-dimensional liquid crystals and nanomagnets. The effects of aniso-
tropy on the structural ordering in these materials will be discussed in the fol-
lowing sections.

5.1
Interplay Between the Structural Anisotropy
and the Short-Range Repulsion/Attraction: Liquid Crystals

When light passes through a body with a uniaxial anisotropy it splits into two
beams that vibrate perpendicular to each other. Because each of these beams
travels in different directions, they will encounter different resistance to their
motion and so will travel at different speeds through the body. Due to this ef-
fect, the two polarizations of light in most transparent crystalline materials pos-
sess slightly different indices of refraction and therefore the crystals show bire-
fringence – that is, optical anisotropy. As the properties of isotropic materials
(e.g., glasses, liquids and amorphous materials) do not depend on direction,
birefringence can be used to distinguish crystalline media from non-crystalline
media. This method, however, fails for one class of materials, namely liquid
crystals (LCs). Liquid crystals are a phase of matter the order of which is inter-
mediate between that of a liquid and that of a crystal. These materials show
strong birefringence – that is, they are anisotropic and at least partially ordered
– but they flow as a liquid. Thus, the question to be asked is “What is the rea-
son for such an unusual behavior?”

In contrast to isotropic liquids, LCs consist of molecules/molecular complexes
of anisotropic shape (rod-like, columnar, disc-shaped, etc.). The anisotropic com-
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ponents (mesogens) cannot penetrate one into another – that is, there exists a
hard-core repulsion between them. The interplay between shape anisotropy and
hard-core repulsion is the essential prerequisite for the liquid crystalline order-
ing. A simple model predicting phase transition from the liquid to the liquid
crystalline state is the hard-rod model proposed by Lars Onsager [1]. In this
model, the volume excluded from the center-of-mass of one idealized cylinder
as it approaches another is calculated. Specifically, if the cylinders are oriented
parallel to one another, there is very little volume that is excluded from the cen-
ter-of-mass of the approaching cylinder (it can come quite close to the other cyl-
inder). If, however, the cylinders are at some angle to one another, then there is
a large volume surrounding the cylinder where the approaching cylinder’s cen-
ter-of-mass cannot enter. Thus, this angular arrangement leads to a decrease in
the net positional entropy of the approaching cylinder (there are fewer states
available to it). While parallel arrangement of anisotropic objects leads to a de-
crease in orientational entropy, there is an increase in positional entropy. Thus,
in some cases a greater positional order will be entropically favorable. This theo-
ry predicts that a solution of rod-shaped objects will undergo a phase transition,
at sufficient concentration, into a so-called nematic LC phase. Liquid crystals
which undergo a phase transition with increasing concentration are called lyo-
tropic LCs.

Despite its simplicity and clarity, the Onsager theory yields rather poor predic-
tions for the properties of thermotropic LCs – liquid crystals which undergo a
temperature-driven phase transition [2]. The thermotropic LCs are usually stud-
ied on the basis of the Maier–Saupe theory [3], which includes contributions
from an attractive intermolecular potential of the type H= 1/2 �

�
	i�j�P cos �ij,

where � is dielectric constant, P the strength of the interaction, and �ij the angle
between nearest-neighbor mesogens i, j. The anisotropic attraction stabilizes par-
allel alignment of neighboring molecules, and the theory then considers a
mean-field average of the interaction. When solved self-consistently, the Maier–
Saupe theory predicts thermotropic phase transitions, consistent with experi-
ment.

Thus, both lyotropic and thermotropic liquid crystalline phases (mesophases)
can be theoretically described in the framework of the interplay between the
structural anisotropy and the repulsive or attractive interaction potential be-
tween mesogenic molecules. In addition to these main interactions, a long-
range electrostatic forces between mesogens may exist in ferroelectric/antiferro-
electric or in some polymer LCs [4–6]. Therefore LCs can be simulated like a
system of hard ellipses/cylinders [7] or like a system of electric dipoles on a lat-
tice with Maier–Saupe and dipolar potential [8]. Sometimes, it is suggested that
the anisotropic Maier–Saupe potential has a Lennard-Jones-type (see Inset 3.1)
distance-dependence [9].
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5.1.1
Liquid Crystal Phases

There are many types of liquid crystal state, depending upon the amount of or-
der in the material and the geometry of the mesogens. The main phases of
thermotropic LCs with elongated molecules are nematic, smectic, and choles-
teric. The nematic (from the Greek nematos, meaning “thread”) liquid crystal
phase is characterized by molecules that have no positional order but tend to
point in the same direction. An example of such a configuration is shown in
Figure 5.1a. To make the analysis of liquid crystalline order quantitative, an ori-
entational order parameter – the so-called “director” – is usually defined based
on the average of the second Legendre polynomial.

S � 	P2�cos ��
 � 3 cos2 �� 1
2

�  
� �5�1�

where � is the angle between the axis of a mesogen molecule and the local di-
rector. In the smectic phase (from the Greek smectos, meaning “soap”), mole-
cules of liquid crystal form orderly layers; that is, in addition to the orientational
ordering they show a degree of translational organization (see Fig. 5.1 b). The di-
rector can be either perpendicular to or tilted with respect to the smectic layer,
and the tilting angle can change from one layer to another. Cholesteric LCs are
sometimes also called “chiral nematics”; this phase is typically composed of ne-
matic layers with directors aligned at a slight angle to one another. This leads to
the formation of a structure that can be visualized as a stack of very thin, two-
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Fig. 5.1 Phases of thermotropic liquid crystals: (a) nematic;
(b) smectic; (c) cholesteric.



dimensional, nematic-like layers with the director in each layer twisted with re-
spect to those above and below. In this structure, the directors form a continu-
ous helical pattern about the layer normal (see Fig. 5.1c). Disk-like thermotropic
mesogens form different kinds of columnar phases.

Lyotropic LCs are found in countless everyday situations. For example, soaps
and detergents form lyotropic LCs when they combine with water, while biologi-
cal membranes and many biological liquids such as bile, saliva, and pancreatic
juice display lyotropic liquid crystalline behavior. The molecules from which lyo-
tropic liquid crystals are formed are surfactants that consist of two distinct
parts: a polar, often ionic, hydrophilic head; and a non-polar, often hydrocarbon,
hydrophobic tail. If the tail is sufficiently hydrophobic, the material is insoluble,
and then for concentrations C > CL the molecules on the surface of water form
an isolated two-dimensional system (i.e., Langmuir monolayer described in Sec-
tion 3.2.2). At a critical concentration of amphiphiles in the water CM > CL,
which is larger than the Langmuir concentration, the molecules begin to ar-
range themselves in hollow spheres, rods, or disks called micelles (see Fig. 5.2 a).
The surface of a micelle is a layer of polar heads dissolved in the water, while
the inner portion consists of hydrophobic tails screened from the water by the
hydrophilic heads. In non-polar solvents, inverse micelles (see Fig. 5.2 b,d) appear.
As the concentration increases further, the micelles begin to arrange themselves
into loose patterns. This means that an isotropic micellar liquid turns into a lyo-
tropic LC with anisotropic properties. Several possible types of lyotropic order-
ing are illustrated schematically in Figure 5.2, these being either face-centered
or body-centered cubic crystal lattice and hexagonal structure. Usually, the or-
dered structures are formed under a critical temperature, Tc. For organic meso-
gens (e.g., lipids), the critical temperature is lower than the room temperature
(~ 15 �C). At even higher concentrations the molecules move into another liquid
crystalline phase, the lyotropic liquid crystal bilayer (Fig. 5.2 g), which is a proto-
type of biological membranes. This pattern is similar to that of smectic liquid
crystals in the thermotropic category. Because the sheet-like layers can slide eas-
ily past each other, this phase is less viscous than the hexagonal phase, at least
in the direction of the sliding, despite its lower water content. By further water
evaporation the bilayer (or lamellar) phase becomes a gel (Fig. 5.2 h) and then a
solid crystal. More detailed descriptions of liquid crystalline phases can be
found in some excellent text books [5, 6, 10].

5.1.2
Liquid Crystal Patterns: Textures and Disclinations

As shown above, mesogens tend to arrange themselves in ordered structures
with a common direction of orientation. Imagine that a column of nematic liq-
uid crystal is suspended between two transparent glasses and two polarizing fil-
ters the axes of polarity of which are perpendicular to each other. In a homeo-
tropically aligned LC, where the director is normal or parallel to the glass sur-
face, no birefringence is observed because the phase is uniaxial. The planar cell
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appears just as a dark field. However, if the nematic is replaced by the chiral ne-
matic with helical structure (Fig. 5.1c), the LC changes the twist of the light
passing through the molecules, and allows varying degrees of light to pass (or
not pass) through the polarizing filters. It is said that liquid crystals belong to
the class of optically active materials, which can rotate the axis of light polariza-
tion. However, by controlling the twist of the LCs in such a column, light may
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Fig. 5.2 Lyotropic phases. (a) Micellar face-centered;
(b) inverse micellar phase-centered; (c) micellar hexagonal;
(d) inverse micellar hexagonal; (e) body-centered rod-like;
(f) inverse body-centered rod-like; (g) lamellar liquid crystal
(bilayer); (h) lamellar gel.



be allowed to pass through in varying amounts, correspondingly illuminating
the field of view. This principle is used in liquid crystalline displays (LCD),
where each such column is a pixel, the simple glass is replaced by the transpar-
ent electrodes, and the degree of molecular twisting is controlled by an applied
electric field.

Without an ordering field it is almost impossible to obtain a single textured
material in which all of the molecules in the sample have a common orienta-
tion. Although this is the lowest energy state, it is unlikely for kinetic reasons.
First, the orientational ordering of LCs does not require a positional organiza-
tion. Second, dispersive Maier–Saupe forces are not very strong and compete
with the temperature; thus, one usually achieves a “multi-textured” arrangement
in which there is local orientation in domains that are randomly oriented with
respect to each other. Abrupt discrete boundaries between domains would have
a very high energy and be unstable; however, the energy can be lowered by
more or less continuous rotation of the director around the singular points,
called disclinations.

The first quantitative theory of disclinations was developed by F. C. Frank [11]
for cholesteric and nematic liquid crystals. Frank showed that disclinations rep-
resent arrangements of minimum energy, and were quantized in that there are
particular stable disclinations represented by values of parameter s that are inte-
gral multiples of 1/2 (see Fig. 5.3), such as s= 1/2, 3/2, etc., that may have either
a positive or negative sign. In order to determine the disclination strength, one
should determine by which angle the director rotates when moving around the
center of the topological defect [12]. For example, Figure 5.3 a,b illustrates two
possible topological configurations where, on the left, the molecules are verti-
cally oriented, while on the right they are horizontal. In both cases the director
rotates by �/2 from the left to the right. The sense of rotation, however, is differ-
ent: anticlockwise in Figure 5.3 a, but clockwise in Figure 5.3b. Therefore, the
strength of the corresponding disclinations is said to be 1/2 and –1/2. The en-
ergy associated with disclinations depends on s2, so that the s= 1/2 disclinations
are most probable.

Disclinations strongly change the appearance of a LC in polarizing light [5, 6,
13, 14]. Due to the optical activity of the LC, the rotation of director in a discli-
nation is seen as a change in light intensity and color. Therefore, when LCs are
viewed between crossed polars, arrays of disclinations – or so-called liquid-crys-
talline textures – can be seen. The commonly observed “schlieren texture” found
in nematics is shown in Figure 5.4a. Lines in the schlieren texture correspond
to the linear disclination of strength ± 1/2, while the dark points are the singula-
rities. A disclination line of strength 1/2 separates regions of the material that
differ in rotational distortion by �. In the lamellar lyotropic crystals, a so-called
myelin texture is often produced (see Fig. 5.4 b); this is topologically similar to
the schlieren pattern, as it consists of thread-like elements with � rotational dis-
tortion [15]. However, in contrast to one-dimensional lines of schlieren texture,
the myelin “lines” are tubes made from amphiphilic bilayers. If there is a
vortex-like disclination of the strength ± 1 in the sample, the director will under-
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Fig. 5.3 Disclinations (topological defects) of different
strength. (a) s= 1/2; (b) s= –1/2; (c) s= –1; (d) s= 1, phase 0;
(e) s= 1, phase �/4; (f) phase �/2.

Fig. 5.4 Disclinations observed by polarizing
light microscopy. (a) Schlieren texture in a
thermotropic nematic (s= 1/2). (b) Myelin
structure in a lyotropic bile (s= 1/2).
(b) Hedgehog-like vortices in water solution
of human saliva under the action of electric
field (s= 1).



go a change of 2� around a core, and there will be four bright regions at �/4,
3�/4, 5�/4, and 7�/4 and four dark regions at 0, �/2, �, and 3�/2. A photo-
graphic image of light reflected from such types of disclination is shown in Fig-
ure 5.4c. Disclinations seldom show ordered patterns; rather, their arrays are
mainly disordered.

Relatively ordered patterns can also be found in LCs. One example is the pro-
minent focal conic texture usually found in smectic thermotropics and lyotropic
lamellar bilayers. In the absence of any constraints, the layers in a smectic LC
would be flat and the molecules would tend to lie parallel to one another. In
general, however, a smectic placed between microscopic slides does not assume
the simple flat form, but becomes bent in order to conform to the boundary
conditions. The molecules in the layers would like to be as parallel as possible,
and at the same time to retain a constant interlayer distance. However, as
shown in Figure 5.5a, this is possible only if the molecules can be aligned with
the planes denoted by the dashed lines, assuming the circular bending of the
liquid crystal (shown as concentric circles in Fig. 5.5 a). This alignment leads to
the formation of conical structures that produce the characteristic confocal tex-
ture shown in Figure 5.5 b. If the bending is ellipsoid rather than circular, the
dashed planes will be transformed into the hyperbolic surfaces known as Dupin
cyclides [16]. As a consequence, the circular cones become elliptically distorted,
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Fig. 5.5 (a) Schematic representation of
layer bending (concentric circles) in thermo-
tropic smectics or lamellar lyotropic liquid
crystals. The dashed lines represent planes
which are normal to the layers. In general,

a cone-shaped region is filled with the liquid
crystal. (b–d) Typical focal conic lyotropic
textures arising due to the bending of layers,
as observed by polarizing light microscopy
in lipid solutions.



while the confocal structure remains mainly unchanged but with a slightly dif-
ferent distribution of the light intensity (see Fig. 5.5c). If the concentration of
mesogen in a lyotropic LC is below the optimal value for lamellae formation,
the bending of the bilayers becomes irregular, and this leads to distortion of
confocal structure. Two examples of distorted focal conic texture are superim-
posed in Figure 5.5 d.

5.1.3
The Lattice Model of Liquid Crystals

The disclinations can be simulated in the framework of the lattice model of LCs
[17–19]. Depending on the dimensionality of the system, two versions of the
model have been discussed in the literature. The 3D model consists of a cubic
array of cells, each of which is assigned a director orientation [20]. The starting
conditions are either random or correspond to a particular arrangement which
is written into the model prior to commencement of relaxation. A cell is se-
lected at random and its energy calculated by summing the individual energy
contributions due to the orientational distortion between it and each of its six
nearest neighbors. The orientation of the central vector is then changed by a
small amount (1� or less) down the path of steepest energy gradient.

The energy function which has been found to be most successful in the 3D
case is sin2 ����, where � is the angle between neighboring mesogens [20]. The
reasons for preference of this harmonic function are as follows:
� It approximates to E � ��2 at low angles, which is the assumption of the

Frank equation for elastic energy.
� The summation of six energy functions corresponding to the surrounding

cells corresponds to the summation of six harmonic functions differing in
phase and amplitude. The consequence is another harmonic function. This
has the advantage of a single minimum, so that gradients at all points on the
energy surface lead to this minimum.

� The cubic lattice leads to a symmetrical field with completely flat energy.
Hence, the orientation of central director is irrespective of the relative orienta-
tion of the disclination and the lattice.

The energy function which has been proposed for the two-dimensional lattice
model is

E �
�

i

sin2 ��i � �� � �5�2�

where � and �i are the angles to the x-axis of the central vector and the i-th
neighboring vector, respectively [21, 22]. This form can be derived from the
Maier–Saupe theory, and an approximate form of the function Eq. (5.1) is

E �
�

i

��i � ��2 � �5�3�
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where the angles between neighboring moments are small. Another modifica-
tion of the function Eq. (5.3) is

E �
�

i

�2� 2 cos ��i � ��� � �5�4�

Close to a disclination core the angle between neighboring vectors may be large,
and thus the choice between the three functions above will be significant. Of
the functions described, Eq. (5.2) is unique in having a continuous gradient over
180�. Hence, it assures a flat energy distribution that is independent of the lat-
tice mesh. The latter two equations will only produce a flat total energy function
if an infinite number of neighbors can be chosen – that is, if there were no
mesh. If the mesh is now rotated with respect to the disclination, the minimum
energy positions predicted by Eq. (5.3) and (5.4) also rotate, and therefore the re-
sulting orientation of the central director is dependent on the mesh orientation.
The function Eq. (5.2) has found to be the most successful in describing the in-
teractions and equilibrium properties of liquid-crystalline patterns.

5.2
Competition Between the Spin-Orbit Coupling and the Long-Range Dipolar Energy:
Ultrathin Magnetic Films

In non-relativistic quantum-mechanics the exchange energy has an isotropic
character. This means that there is absolute freedom in the choice of the spin
quantization axis. In other words, the free energy of the system is independent
of the direction of magnetization. This is in contradiction with experience,
which tells us that magnetization generally lies in some preferred direction with
respect to the crystalline axis and/or to the external shape of the body. This
property is known as “magnetic anisotropy”. The anisotropy defines the prefer-
ential (easy) and difficult directions of magnetization, and is of technological
importance for information storage and retrieval. The two main sources of mag-
netic anisotropy are spin-orbit coupling and magnetic dipolar interaction. Due
to spin-orbit interaction, a small orbital momentum is induced which couples
the total atomic magnetic moment to the crystal axis. The resultant total energy
depends on the orientation of magnetization relative to the crystalline axis, and
also reflects the symmetry of the crystal [23]. The dipolar interaction generally
results in a shape-dependent contribution to the anisotropy because of its long-
range character. The dipole–dipole interactions and spin-orbit coupling are the
relativistic corrections to the Hamiltonian, which break the rotational invariance
of magnetization with respect to the spin quantization axis.

The energy involved in the rotation of magnetization from a direction
of low energy towards that of high energy is typically of the order of 10–6 . . .
10–3 eV/atom in bulk materials and thin films [24], and may reach values of
several meV in nanomagnetic structures [25]. Although the anisotropy energy is
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only a small correction to the total magnetic energy, it plays an extremely im-
portant role for the very existence of spontaneous magnetism in two-dimen-
sional systems such as ultrathin films. Indeed, according to the Mermin-Wagner
theorem, two-dimensional systems with only short-range isotropic exchange
interactions cannot sustain magnetic order at non-zero temperature. The aniso-
tropy opens a gap at the bottom of the spin-wave spectrum and thus stabilizes
the long-range magnetic ordering at finite temperatures.

Anisotropy arising from dipolar interactions and from spin-orbit coupling of-
ten favors different orientations of magnetization. This can lead to competition
between the two energy contributions, and may lead to many interesting mag-
netic phenomena such as spin reorientation transition. The magnetic ordering
phenomena in single crystal, epitaxial films in the framework of this competi-
tion is outlined in the following section.

5.2.1
Shape Anisotropy from Dipolar Interactions

The dipolar coupling introduced in Chapters 1 and 3 is the source of the so-
called shape anisotropy. Due to the pole avoidance principle, the dipolar energy
of a continuous ultrathin ferromagnetic film is minimal when all spins are par-
allel and lie in the film plane (as in Fig. 5.6 b). The dipolar energy of the config-
uration in Figure 5.6 a is, in contrast, maximal. In other words, the dipolar en-
ergy causes a difficult perpendicular axis but easy plane of magnetization. The
shape anisotropy for such a film is defined as the difference between the dipo-
lar energies of configurations of Figure 5.6 a and 5.6b �Efilm

D � Eup
D � Ein-plane

D .
�ED of a finite body can be described by the demagnetizing tensor N:
�ED � N � 1�2 �0M2

s � N � �Efilm
D , with Ms the saturation magnetization and

1�2 �0M2
s the shape anisotropy of an infinite continuous magnet. By neglecting

the discrete nature of matter, N can be analytically calculated for uniformly
magnetized bodies such as ellipsoids. The fullest collection of demagnetizing
factors of axially symmetric ellipsoids can be found in [26, 27]. In the continu-
um approximation, �ED depends only on the ratio k � L�t with L and t two axes
of ellipsoids. Therefore, the shape anisotropy can be represented by a universal
curve �ED � f �k�. Figure 5.7 provides an example of such a curve for an oblate
spheroid. For the sake of simplicity, the shape anisotropy energy is normalized
with respect to 1�2 �0M2

s . The data in Figure 5.7 show that �ED deviates from
unity only for structures where L and t are comparable. For L � t� �ED is close
to its saturation value.

Ellipsoids and spheroids are idealized bodies, which are not necessarily rele-
vant for experimental studies. Experimentally, non-ellipsoidal shapes such as a
square rectangular prism or a right-circular cylinder are of much practical inter-
est. Both of these shapes exhibit axial symmetry, their shape being similarly
specified simply by the ratio of the two axes. It is only fair that in each separate
treatment of a cylinder or a spheroid the single shape-characterizing parameter
has been called the “aspect ratio”. It has been less fair, though still intuitively
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appealing, that identical aspect ratios for a cylinder/prism and for a spheroid
were taken to imply identical demagnetizing factors for the corresponding
distinct shapes. The admitted error in the demagnetization factor due to this
switch between shapes has been thought of as small, however.

A particular observation of the inadequacy of the common-sense assumption
that “ . . . equal aspect ratios bring about equal demagnetization factors” has been
provided by Aharoni [28] where, among other things, it is explicitly stated that
the theory of a (square) prism with an aspect ratio of 11 should be compared
with that of a prolate spheroid with an aspect ratio of about 6. Recently, the
magnetostatic equivalence of non-ellipsoidal bodies to a corresponding uni-
formly magnetized ellipsoid has been generalized for different shapes [29].
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Fig. 5.6 In-plane (a) and out-of plane (b) isotropic magnetiza-
tion configurations.

Fig. 5.7 Analytically calculated magnetostatic
energy density (shape anisotropy)
�ED � �Nup�Nin� � 1�2�0M2

s as a function
of the dimensional aspect ratio k � L�t for
the oblate spheroid in continuum approxi-

mation. The demagnetizing energy is nor-
malized with respect to 1�2�0M2

s . Nup and
Nin correspond to the demagnetizing factors
of a spheroid magnetized perpendicular to
its plane and in-plane, respectively.



5.2.2
Perpendicular Magnetic Anisotropy

The broken/altered bonds at the top and bottom surfaces of an ultrathin film
cause a change in the crystal fields and, hence, the spin-orbit coupling of the
atoms at the interface. These interfaces often result in uniaxial anisotropy with
perpendicular to the film plane easy axis. In addition, surfaces and interfaces
may cause reconstructions and relaxations of the atomic arrangement (see Sec-
tion 1.1), which may also contribute to the uniaxial anisotropy. Examples of ul-
trathin systems with perpendicular anisotropy give Fe/Ag(001) [30], Fe/Cu(001)
[31, 32] and Co/Au(111) [33, 34].

Whichever the microscopic origin of crystal anisotropy, by following a phe-
nomenological approach one may express the anisotropy energy density as a
function of the direction cosines (or sines) of the magnetization component
along the anisotropy axis, because the anisotropy energy is invariant under mag-
netization reversal. In the case of ultrathin films with uniaxial anisotropy, the
energy density is

K1 sin2 �� K2 sin4 �� K1
3 sin6 � cos 6�� � � � �5�5�

with � and � polar angles with respect to the direction of the anisotropy. The
magnitude of anisotropy constants decreases rapidly with increasing order.
However, even weak higher-order contributions may change a magnetic ground
state of a system if the sign of a higher-order term is different from that of the
first-order anisotropy constant K1.

5.2.3
Anisotropy Phase Diagram

Consider a very thin flat film whose easy axis for magnetization M is collinear
with the normal n to the surface. The configuration of magnetization is sup-
posed to be a single domain – that is, all magnetic moments are supposed to
be parallel. By defining � as the angle between M and n and assuming that
there is no external magnetic field, the complete Hamiltonian can be replaced
by the phenomenological expression for the direction-dependent part of the in-
ternal-energy density as

E0 � K1 sin2 �� K2 sin4 �� 1
2
�0M2 cos2 � � �5�6�

The first two terms involve the first and second anisotropy terms in standard
notation, and the last term the demagnetization energy. It proves highly advan-
tageous to redefine the zero of the free energy:

E � E0 � 1
2
�0M2 � Keff

1 sin2 �� K2 sin4 � � �5�7�
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where now the reference state of zero free energy is the one with M || n and

Keff
1 � K1 � 1

2
�0M2 � �5�8�

Hence, the demagnetizing energy has been absorbed into the expression for the
first-order effective uniaxial magnetic anisotropy.

Minimization of the free energy of Eq. (5.7) with respect to � ��E��� � 0
and �2E��2 � � 0� reveals the possibility for four different phases which are to
be distinguished by the corresponding equilibrium values of � [35]:
(i) perpendicular or magnetization up phase (� � 0), which is found for

Keff
1 � 0 and K2 � �1�2Keff

1 ;
(ii) phase of in-plane magnetization (� � ��2) for Keff

1 	 0 and
K2 	 �1�1�2Keff

1 ;

(iii) phase of canted magnetization �� � arcsin

�Keff

1 �2K2

�
with

0 � �Keff
1 �2K2 � 1� for Keff

1 	 0 and K2 � �1�2Keff
1 ;

(iv) phase of coexisting states �� � 0 and/or � � ��2� for Keff
1 � 0 and

K2 	 �1�2Keff
1 .

The anisotropy phase diagram is depicted in Figure 5.8. Typical magnetization
configurations for each region are shown as insets. While phases (i), (ii) and
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Fig. 5.8 Possible phases for the free energy
of Eq. (5.7). Keff

1 is the difference between
the first-order anisotropy and the demagne-
tizing energy density �Efilm

D , while K2 is the
second-order anisotropy density. The lines
K2 � �1�2 Keff

1 and Keff
1 � 0 separate vertical,

canted, in-plane, and coexistence phases
(see text). The reorientation transition is
characterized by the evolution of magnetic
microstructure between vertical and in-plane
phases. The insets provide typical magnetic
configurations for each region.



(iii) have unique energy minimum, phase (iv) possesses two coexisting energy
minima for � � 0 and � � ��2. The two minima are equally deep for
K2 � �Keff

1 �Keff
1 � 0�. For K2 � �Keff

1 the minimum for the out-of-plane mag-
netization is deeper, whereas for K2 	 �Keff

1 the minimum for the in-plane
magnetization prevails.

Typical magnetization configurations for K1 �� and K1 � 0 �Keff
1 	 0� have

been discussed in Chapter 3. These are stripe domains in the regime of vertical
magnetization, and planar vortex configuration/single domain (depending on
boundary conditions) in the regime of in-plane magnetization, as shown sche-
matically in Figure 5.8. In real magnetic systems, Keff

1 and K2 are thickness-
and temperature-dependent. Often, the regime of large Keff

1 corresponds to very
thin films, and in-plane phase with Keff

1 	 0 to thick samples. At intermediate
thicknesses K1 becomes comparable to 1�2�0M2

s , i.e., Keff
1 close to zero and the

reorientation from the vertical to the in-plane magnetization occurs. This phe-
nomenon is known as the spin reorientation transition (SRT). Inverse SRT is
also known [36], but its description is beyond the scope of this section.

5.2.4
Magnetic Structure of the Spin Reorientation Transition

During the past decade, investigations of the spin reorientation in ultrathin
films has emerged as an exciting field in basic research. Experimentally, the
studies have revealed that the magnetic microstructure at the spin reorientation
determines details of the switching of magnetization and thus the macroscopic
behavior of the ferromagnet [31, 37–40]. The most complete analysis of mag-
netic structuring in the SRT-regime has been carried out in an analytical study
[41] and in Monte-Carlo simulations [42–45]. A general, spatially resolved, de-
scription of magnetization reorientation, based on the framework of competing
dipolar and anisotropy energies for a given exchange coupling, will be reviewed
in the following section.

5.2.4.1 Regimes of Vertical and Planar Magnetization
In the region of “vertical” magnetization (see Fig. 5.8), for positive Keff

1 and
K2 � �1�2Keff

1 the following microstructure has been found. For dominating
Keff

1 , mesoscopic or even macroscopic domains with vertical magnetization ap-
pear. With Keff

1 decreasing – that is, in the interval 0�2�Efilm
D 	 Keff

1 	 0�5�Efilm
E

– an increasing number of vertically magnetized domains appear and become
smaller with decreasing Keff

1 . Simultaneously, the domain walls become broader.
The domain sizes are in the range from 200 to 400 nm, and the domain walls
of the order of 30–40 nm. Domains of that size have been observed experimen-
tally close to the reorientation transition in annealed Co/Au(111) films [38]. In
accordance with experiments [33, 38], these domains form neither stripe nor
checkerboard pattern but have intermediate arbitrary shape.
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If K2 is large, the domain size and domain wall width are mainly determined
by K2. The trend is that the stronger the second-order anisotropy, the narrower
are the domain walls and the larger the domains. In the close vicinity of
Keff

1 � 0 with non-vanishing K2 the wall width is finite, in contrast to the infi-
nite sinus-like profile of magnetization in the first-order anisotropy approxima-
tion (i.e., for K2 � 0) [41, 42, 44]. This means that K2 substitutes for Keff

1 in the
definitions of the wall width and energy.

For negative Keff
1 and K2 � �1�2Keff

1 the “in-plane” region in Figure 5.8, the
vertical magnetization vanishes and a complete in-plane orientation of the mag-
netic moments exists. In order to minimize the magnetostatic energy, vortex
structures form as the magnetic anisotropy in the film plane is set to zero. In
the “in-plane” region, K2 has only a minor influence on the microstructure com-
pared to the former situation with Keff

1 � 0.

5.2.4.2 SRT via the Twisted Phase
The magnetic structure of SRT via the origin of the anisotropy space is espe-
cially interesting, as a non-continuous magnetization change has been postu-
lated in theoretical studies [46–48]. The evolution of magnetic microstructures
was not studied in these numerical investigations.

The detailed study of magnetization patterns [44] revealed that, for Keff
1 � 0

and Keff
2 � 0, the microstructure consists of moments of spatially varying orien-

tation. The arrangement of the magnetic moments is illustrated in Figure 5.9.
The magnetization rotates in a helicoidal form along all three principal axes,
and the structure formed has been called the “twisted phase” [44]. At this
particular point the magnetic moments are evenly oriented in all directions,
which is characteristic of the twisted configuration [44, 45]. This yields
	S2

z
 � 	S2
y
 � 	S2

x
 � 1�3 in an infinite sample.
The evolution of magnetization along the x-axis of the anisotropy space (i.e.,

for K2 � 0) is presented in Figure 5.10. Here, the averaged values of the vertical
component Sz and the squared value Sz

2 of the magnetic moment are plotted
versus f, with f � EA��Efilm

D as the ratio of perpendicular anisotropy energy EA

to the demagnetizing energy �Efilm
D . Usually, the MC results are plotted as a

function of K1/D. As the behavior of the magnetic sample is governed by the to-
tal energy, normalized energies have been found to be more convenient. Sz and
Sz

2 have been obtained from simulations. While Sz
2 is proportional to the total

amount of the structure with out-of-plane magnetization orientation, Sz reveals
information about the occupation of the two vertical states of magnetization.

These results show that in region C, which corresponds to the reorientation,
both Sz and order parameter Sz

2 approach zero continuously. The energy of the
twisted phase has been compared with energies of different in-plane and out-of-
plane configurations, such as stripe or checkerboard domains. At that particular
area of the phase diagram the twisted configuration remains the one with the
lowest energy among all considered microstructures [44]. Hence, the twisted
state represents the minimum of free energy; the configuration is very stable
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and allows for a continuous phase transition from the regime of vertical magne-
tization to the in-plane state.

5.2.4.3 SRT via the State of Canted Magnetization
In the region between Keff

1 	 0 and K2 � �1�2Keff
1 (Fig. 5.8), the negative Keff

1

competes with the positive K2. The energy minimization requires a canting of
the magnetization to the film normal [35, 45, 49]. The canting angle depends
on the balance between Keff

1 and K2. In fact, a canting of magnetic moments
has been found in the simulation. The vertical component of magnetization
changes continuously from unity at Keff

1 � 0 to zero at K2 � �1�2Keff
1 . In the

literature, this phase is often referred to as the “cone state” as it is generally as-
sumed that the canted magnetic moments are distributed uniformly on a peri-
meter of the base of a cone. However, the Monte-Carlo simulations [45] provide
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Fig. 5.9 Twisted spin structure for Keff
1 � K2 � 0. Upper:

Perspective view of an enlarged part of the sample. For clarity,
only one row out of two and one moment out of two in the
row are drawn as cones. Lower: Side-view of the cross-section
A–A. The sample size is of order of 500 nm for anisotropy
parameters of Co/Au(111), T � 5 K.



evidence that the canted magnetic moments form domains with in-plane com-
ponents oriented along the principal directions in the lattice plane, although the
in-plane anisotropy was set to zero. This is at variance with the experiment in
[50], where no preferred direction of the in-plane components was found. Later
experimental investigations confirmed the Monte-Carlo results for ultrathin Fe-
Co [40] and Ni(001) [51] films.

The principal axes of the lattice become the in-plane easy axes of magnetiza-
tion due to the dipolar interaction. It may be concluded that, in the canted
phase, the ferromagnetic system is already affected by negligibly small in-plane
anisotropies. The in-plane anisotropy causes the appearance of domains with
magnetization components along distinct in-plane directions. A top view of the
domain structure in the canted regime is presented in Figure 5.11. In Figure
5.11 a different shades of gray represent different orientations of the magnetic
moments in the film plane. In Figure 5.11 b the different shades of gray indi-
cate the up- and down-components of the magnetization. The frequency distri-
bution of the in-plane component of magnetization in the down-canted domains
is given in Figure 5.11 c. This demonstrates that two main in-plane orientations
of the magnetization (ca. 240� and 120� with respect to the x-axis) appear. For
the vertical component the frequency histogram (Fig. 5.11 d) reveals that the
angle to the film normal is identical for all moments in the domains. The angle
is equal to the value one obtains from the analytical treatment in case of
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Fig. 5.10 Plot of S2
z and Sz versus f. Sz is the perpendicular

component of magnetization and f � EA��Efilm
D is the ratio of

anisotropy energy to demagnetizing energy. The shaded areas
separate the low-temperature phases (A, B, C, D). The phases
are characterized by the different microstructures, which are
shown as insets in the diagram.



0 � �Keff
1 �2K2 � 1, i.e., � � arcsin


�Keff

1 �2K2

�
(see Section 5.1.3). The small

amount of deviating orientations is found in the domain walls.
A three-dimensional representation of the magnetic moments is given in Fig-

ure 5.12, where the canted-up and canted-down domains are clearly distinguish-
able. The domain size increases with increasing K2 for a given Keff

1 . The width
of the domain walls depends on both Keff

1 and K2. The walls become broader as
the ratio Keff

1 �K2 approaches –1/2. The broadening of domain walls causes a
slower rotation of magnetization within the wall. As the canting angle is also in-
creasing with Keff

1 �K2 approaching –1/2, the walls fade away and the domains
and walls become indistinguishable one from another. The latter process trans-
forms the structure into a planar vortex, which is the charge-free magnetization
pattern. Hence, a continuous reorientation transition through the phase of
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Fig. 5.11 Top view of the magnetic micro-
structure in the canted phase for,
Keff

1 � �0�4�Efilm
D , K2 � �0�65�Efilm

D , and
kT�J � 0�05. (a) Top view of the magnetic
structure. In this image the in-plane compo-
nent of magnetization is coded in gray. The
light-gray color indicates the part of the sam-
ple with an in-plane component, pointing
mainly to left or right in the plane of draw-
ing (azimuthal orientation of 0� or 180�).
The dark-gray color indicates the regions
having the in-plane components of magneti-
zation at the angle of 60� or 240� to the hor-

izontal within the plane of drawing. (b) Out-
of-plane components of magnetization in
the same sample. Dark- and light-gray ar-
rows represent canted-down and canted-up
domains, respectively. (c) The frequency dis-
tribution of the in-plane component of mag-
netization. The abscissa gives the angle of
the magnetization to the horizontal within
the plane of drawing. (d) The frequency dis-
tribution of the out-of-plane component of
the magnetization. The abscissa gives the
component of the magnetization along the
normal.



canted domains occurs. In this region K2 has a strong influence on the micro-
structure of magnetization.

5.2.4.4 SRT via the State of Coexisting Phases
The third possible path for the reorientation of magnetization proceeds via the
fourth quadrant of the anisotropy space �Keff

1 � 0 and K2 	 �1�2Keff
1 �. In this re-

gion (Fig. 5.8), the average vertical component of magnetization passes gradually
from almost unity above K2 � �1�2Keff

1 to zero at Keff
1 � 0. This continuous

change of the magnetization component can lead to the erroneous conclusion that
reorientation proceeds via the canting of magnetization. The canting phase, how-
ever, does not exist in this part of the anisotropy space. In the simulation [45], a
magnetic microstructure consists of domains magnetized vertically and in plane
– that is, a coexistence of the two phases (see histogram, Fig. 5.13 b). Hence, the
very existence of two local minima in the free energy (Fig. 5.8) leads to the appear-
ance of domains with vertical and in-plane orientations of the magnetization.

The existence of domains and the continuous change of magnetization at fi-
nite temperatures implies that the magnetic transition is continuous. These re-
sults rule out the models discussed in literature for T � 0 K – that is, the “per-
fect delay” and the “Maxwell” convention. Initially, in both models the magneti-
zation occupies the state of the lowest minimum. In the “perfect delay” model
the magnetization is believed to stay in that state until the corresponding mini-
mum of the free energy is completely erased. The second model assumes that
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Fig. 5.12 Perspective view of the canted spin structure for
Keff

1 � �0�4�Efilm
D , K2 � �0�65�Efilm

D , and kT�J � 0�05. For
clarity, only one row out of two and one moment out of two
in the row are drawn as cones.



the orientation of the magnetization is always determined by the lowest-lying
energy minimum. A sudden flop appears at the point where both minima have
equal depth. Both models have been developed for zero temperature. In the
common discussion of discontinuous transition neither the finite temperature
nor any microstructure has been taken into account. Thus, in the region of co-
existing phases, magnetic structure and entropy each have a major impact on
the thermodynamic behavior of the magnetic system.

A typical microstructure of the state of coexistence phases and frequency dis-
tribution of the vertical component of magnetization for that state are presented
in Figure 5.13. The histogram (Fig. 5.13b) shows that the majority of magnetic
moments build an angle of either 0 or �/2 with the film normal – that is, both
vertical and in-plane magnetized domains are formed. The domain walls cause
a small amount of moments with deviating orientations. The depths of the local
minima of free energy depend on the values of Keff

1 and K2. In the simulations,
an increase/decrease of the in-plane/vertical domains size with decreasing Keff

1

has been found, which means that the frequencies of population of the two
phases of magnetization depend on the ratio Keff

1 �K2. A top view of the micro-
structures of the state of coexisting phases is presented in Figure 5.14; here,
Figure 5.14 a represents the situation where the vertical magnetization is fa-
vored, which leads to a preponderance of vertically magnetized domains. At first
glance the in-plane domains could be misleadingly interpreted as walls, but the
magnetization profile deviates completely from that of a domain wall. Whilst in
the wall a continuous tilting of the magnetization is expected, all spins lie in
the film plane except for a thin region – that is, a wall along the domain con-
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Fig. 5.13 (a) Perspective view of the state of
coexisting phases for Keff

1 � �Efilm
D ,

K2 � �0�8�Efilm
D , and kT�J � 0�05. For clarity,

only one row out of two and one moment out
of two in the row are drawn as cones. (b) Fre-
quency distribution of the magnetization orien-
tation. The population frequency is given as a
function of the magnetization component along
the normal. The plot is generated from the sim-
ulation shown in (a).



tours. If the in-plane orientation is more favorable (deeper minimum), an in-
plane vortex-like structure appears (Fig. 5.14b). The vortex-structure is a conse-
quence of the minimization of the magnetostatic energy, as no in-plane aniso-
tropy is assumed. The vertical domains remain in the core of the vortices and
at the sample edges. Again, a continuous transition between adjacent phases is
achieved via the microstructure.

Exploration of the population of different states of the coexisting phases as a
function of time and size of the sample leads to the following results. The rela-
tive population of the in-plane and vertical magnetization persists for every re-
laxation process for a given geometry. The spatial arrangement of the vertical
and in-plane domains, however, can change with time. The multidomain state
of the coexisting phase transforms into a single domain state when the sample
size is smaller than the typical domain size for a given Keff

1 �K2. In that situa-
tion, the ratio of Keff

1 �K2 defines the probability of finding the sample in a verti-
cal or an in-plane single-domain state. Domains with an in-plane magnetization
do not show a vortex structure in small samples. The monodomain configura-
tion is energetically preferred, as the gain in dipolar energy is less than the loss
in exchange energy for small structures.
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Fig. 5.14 Top view of the microstructure of
the state of coexisting phases and corre-
sponding energetic potential. Dark- and
light-gray areas represent spin-up and -down
domains, respectively. Black areas show the
in-plane domains, kT�J � 0�05. In (a) the sit-
uation of a deeper minimum for the vertical
phase (K2 � �0�8�Efilm

D ) is shown. The re-
gion between the vertical domains are in-

plane magnetized domains. (b) The micro-
structure for the situation that the energy
minimum for the in-plane phase is deeper
(K2 � �1�1�Efilm

D ). Note that the vertical do-
mains remain at the edges and in the center
of domains with “rotating” in-plane magneti-
zation. These will shrink to the center of vor-
tices found in the in-plane phase.



The borderlines of the phase of coexisting domains in the calculations are in
good agreement with the experimentally defined borders of the “gray” zone of
SRT in Co/Au(111) [38]. In this zone the contrast has been lost, and one possi-
ble explanation is the presence of coexisting domains. The first experimental
manifestation of coexisting domains in Co/Au(111)/W(110) [52] and Fe/Cu/
Si(111) [53] was published recently.

5.3
Magnetic Nanoplatelets

The SRT may be driven not only by thickness or temperature but also by the
size of a sample. The size-driven SRT may appear either due to size-dependence
of the anisotropy or to size-dependence of the magnetostatic energy. Both phe-
nomena arise only in very thin films where the discrete nature of matter plays
an important role.

5.3.1
Size-Dependence of Shape Anisotropy in Discrete Atomic Approximation

As stated in Section 5.1.1, the shape anisotropy �Efilm
D in continuum approxima-

tion does not depend on size but rather on the dimensional ratio k � L�t.
�Efilm

D deviates from unity only for structures where the lateral size L and the
thickness t are comparable. It has been proposed that, when the film thickness
is reduced to a few atomic layers, the system must be treated as a collection of
discrete magnetic dipoles, which are arranged on a crystalline lattice [54, 55].
Calculations of shape anisotropy have been performed for an infinite number of
ultrathin films, and a deviation from the continuum magnetization model was
found for films thinner than 16 Å. The consideration of a discrete magnetiza-
tion yielded reduced stray field energy for perpendicular magnetization of ultra-
thin films as compared to thick films, and the magnitude of deviation was
found to depend on the lattice type [54].

Recently, a study of shape anisotropy of structures with limited lateral size has
been performed numerically [56]. The platelets were discs of finite diameter L
and thickness t on a discrete lattice. Diameter-to-thickness ratios k � L�t, rang-
ing from 40 to 1000 with the thickness ranging from one to six monolayers, as
well as different crystal arrangements – sc(100), bcc(110), bcc(100), fcc(111),
fcc(100), hcp(0001) – were considered. The shape anisotropy (dipolar magnetic
anisotropy energy) was calculated as the difference between the dipolar energy
of the vertical and in-plane single-domain states: ��ED � E up

D � E in
D . The results

of the calculations for a triangular lattice with hcp stacking are shown in Figure
5.15 as a function of k for one- to four-monolayer-thick films. The calculated
energies were normalized with respect to �Efilm

D � 1�2�0M2
s . Of note, similar re-

sults were obtained for other lattices.
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The exact calculation of the dipolar sums deviates strongly from the magneto-
static energy obtained from the continuum Ansatz (Fig. 5.15). Instead of a unique
�ED�L� t� function, different curves have been obtained for different sample thick-
ness. Thus, the shape anisotropy of discs with diameters of several hundred lattice
constants and a few atomic layers thickness (nanoplatelets), depends on both size
L and thickness t rather than simply the ratio of the two parameters. For example,
��ED�L� t� of the platelet 100�1 on a hcp lattice is 1.2-fold smaller than that of the
platelet 300�3, although k � 100 is the same for both objects. A remarkable result
of these calculations was that the size effect already came into play for rather large
monolayer platelets of a few hundred atoms in diameter, and not only for situa-
tions where L�t � 1. For t � 5 monolayers, ��ED�k� t� merges into �ED � f �k�.
In all of these cases, the limit of infinite lateral dimensions was studied and the
results of previous studies [54, 55, 57] have been retrieved.

In the next step, the rather individual curves, corresponding to different thick-
nesses at “fixed” lattice structure, were normalized against the value for the di-
polar magnetic anisotropy energy of the laterally infinite sample �Efilm

D . It was
then established that all these individual curves collapsed to a single (and thus
universal) curve, the precise appearance of which depended only on the ratio k
of the cylindrical island. This universal curve for the rescaled dipolar magnetic
anisotropy energy was compared to that for the dipolar magnetic anisotropy of
an ellipsoid of revolution [56] and the disc [58], with the same aspect ratio in
the continuum micromagnetic approximation. Deviations were established and
the conclusion drawn that the dipolar sum could be separated into two contri-
butions related to thickness and to geometry. The geometry-dependent demag-
netizing factors found by means of discrete summation were identical to those
found by continuum approximation. It was pointed out that a combination of
these two effects in nanoplatelets might be especially dramatic for ultrathin sys-
tems with a SRT.
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Fig. 5.15 Numerically calculated demagne-
tizing energy density ��ED as a function of
the dimensional aspect ratio k � L�d for
one- to four-monolayer films on a triangular
lattice with hcp stacking. ��ED is normalized
with respect to the demagnetizing energy in

the continuum limit �0M2
s �2. The straight

horizontal line corresponds to the perpendi-
cular magneto-crystalline anisotropy EA; the
dashed vertical lines denote the critical size
kc of the reorientation.



5.3.2
Multiplicative Separation of Discrete and Continuum Contributions

In order to check numerical results related to the separation of total demagne-
tizing energy in discrete and continuum contribution, analytical formulae were
derived for the demagnetizing factors of circular cylinders [58]. New closed-form
analytic expressions for the demagnetization factors of the right-circular cylinder
in the continuum limit of micromagnetism have been obtained. From this, the
dipolar magnetic anisotropy energy density (shape anisotropy) which depended
solely on cylinder shape (as specified by the geometric ratio k), was obtained in
straightforward manner. It was found that, with very high accuracy and in
agreement with the numerical results:

��ED �discrete�
X �lattice�t� � �ED �continuum� � N�k� � �5�9�

The function N�k� is a universal function of the geometry ratio or, in other
words, conventional demagnetizing factor. Currently, it has been proven that
the following form holds for the discrete mesoscopic system:

��ED �k� t� � X �lattice� t� � N�k� � �0M2
s

2
� �5�10�

Altogether, it has been shown that the exact finite summation of dipolar sums
for an essentially discrete dipole lattice (as encountered experimentally for ultra-
thin ferromagnetic platelets) leads to a clear delineation of the validity of the
micromagnetic continuum ansatz, and the quantitative manner in which the
discreteness of the lattice bears on the final value of magnetic anisotropy energy
density. Indeed, for many lattices the magnetic anisotropy energy density is re-
duced compared to the continuum limit.

5.3.3
Size-Dependent Spin Reorientation Transition

Generally, magnetic anisotropy is both size- and temperature dependent. Some
aspects of the role of temperature dependency for the size-dependent SRT have
been studied in [59]. Here, for the sake of simplicity, the description will be lim-
ited to a more simple case where magnetic anisotropy is constant for a given
thickness. In such a case the anisotropy energy EA can be represented by a
straight line in Figure 5.15. The intersection of ��ED�k� t� and EA gives a critical
length Lc � kc � t where the magnetization orientation switches (i.e., reorienta-
tion) appears. As the shape anisotropy in ellipsoid approximation deviates from
unity only at k � 1� the reorientation can only occur at L � t (Fig. 5.15). Thus, it
is commonly assumed that the orientation of magnetization in structures with
L � t depends only on the thickness and the temperature of the sample. How-
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ever, the shape anisotropy of nanoplatelets, according to these investigations, is re-
duced for certain lattice symmetries. The reduction of ��ED�k� t� should lead to an
enhancement of the effective perpendicular anisotropy Eeff

A � EA � ��ED�k� t� with
shrinking size and, hence, to an increase in Lc. For a certain range of EA the critical
size Lc of the reorientation can be very large compared to the film thickness.

Monte-Carlo simulations have been performed to check how the discreteness
of the lattice reflects in the orientation of the magnetization [59]. In an exten-
sion of the earlier investigations, non-collinear spin states due to thermal disor-
der have been considered, and the temperature-driven magnetic reorientation
discussed in view of the different temperature-dependences of dipolar and mag-
netic anisotropy energies. The Hamiltonian of the problem included exchange,
dipolar interactions and perpendicular anisotropy of the first order. For the cho-
sen strength of dipolar interaction and sample size (L � 350a with a as lattice
parameter), a single-domain magnetization configuration in samples is ex-
pected. In that case the exchange energy for in-plane and out-of-plane configura-
tions is identical, and the magnetization orientation is fully described by the
competition between ��ED and EA.

In simulations, the lateral size of the platelets has been chosen to be much
larger than the thickness �L � 100 t�. A wide range of total anisotropy energy
has been explored, but here the case where EA is slightly smaller than �Efilm

D

(i.e., EA � 0�9 � �0Ms�2�, is described. In the continuum approximation the
selected sizes and anisotropy allow any shape effects to become effective at
Lc � 20t. Hence, in all calculated structures with L � 100t an in-plane magneti-
zation configuration should be expected. In contrast to the predictions made in
the framework of the continuum theory, a vertical monodomain state in the
case of objects with L 	 230t on a triangular lattice is found (Fig. 5.16, left). In
the case of L � 300t, an in-plane configuration of magnetization exists
(Fig. 5.16, right). For 230t 	 L 	 300t, structures with intermediate values of ver-
tical component of magnetization have been revealed. Detailed studies of mag-
netic structuring in this regime have been reported in [60, 61]. Depending on
the sample size and shape, either leaf or vortex magnetization patterns have
been found, though for the square lattice the results were completely different.
For all structures with L � 100t an in-plane single domain in accordance with
the continuum approximation has been found.

Hence, by comparison with the triangular lattice it can be seen that the criti-
cal size for reorientation depends on the type of crystalline lattice. According to
[56], the shape anisotropy of a triangular lattice with hcp or fcc stacking is
strongly reduced, while ��ED�k� t� of a square lattice with simple cubic stacking
is almost equal to that of the continuum. Thus, in contrast to the analytical as-
sumption and in accordance with predictions [56, 58], the critical size of reorien-
tation depends on the type of crystalline lattice, and in some cases takes place
far beyond the k-range deduced from the continuum approximation. Another
important conclusion is that the magnetization direction can change by shrink-
ing the lateral size, without changing parameters such as thickness or tempera-
ture.
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Fig. 5.16 The low-temperature magnetic mi-
crostructure of two discs on a triangular lat-
tice with L1 � 100a and
L1 � 330a� EA � 0�9 � �0Ms�2. The exchange,

presentation, a perspective view of an en-
larged part of each sample is shown. For
clarity, only one spin row out of two is drawn
as cones. The smaller island has a vertical
For EA � 1�2�0M2
s the magnetization of a nanoplatelet on a triangular lattice

will be always out-of-plane, as the maximal possible shape anisotropy of a sam-
ple is smaller ��ED�L ��� � 0�91 � �0Ms�2. The effective perpendicular aniso-
tropy of a triangular lattice, however, will increase due to the shape and the lat-
tice dependence of ��ED�k� t�. The first experimental findings pointing in this di-
rection have been published recently [62].

5.3.4
Size-Dependence of Crystallographic Anisotropy

Previously, perpendicular magnetocrystalline anisotropy has been treated as a lo-
cal, size-independent property, but recent studies have shown this not always to
be correct. For example, the uniaxial perpendicular anisotropy of Co nanostruc-
tures on Pt(111) surface is mainly caused by edge atoms having times stronger
anisotropy energy than their bulk and surface counterparts [63]. The number of
perimeter atoms depends on the size of a particle; hence, the average anisotropy
energy per atom and total anisotropy energy per particle of this system are size-
dependent. The size-dependence of anisotropy energy is especially important in
very small islands consisting only of several tens of atoms. With increasing size,
the contribution of the edge atoms to the total anisotropy becomes less impor-
tant and can be regarded as size-independent. Even today, the influence of size-

the anisotropy, the dipolar energy constants
and the temperature are identical for both
samples. For the sake of an appropriate re-

single-domain structure. The larger structure
presents an in-plane single-domain magneti-
zation configuration.



dependent anisotropy on spin reorientation transition has not yet been studied
in detail.

5.4
Summary

Two anisotropic systems – namely, liquid crystals and nanomagnets – have been
discussed in this chapter, and in both cases the competition between anisotro-
pies and interparticle interaction was shown to lead to a variety of patterns and
different types of reorientation transition. It has been shown that magnetocrys-
talline anisotropy and shape anisotropy in nanomagnets may be size-dependent,
with both effects leading to a shift in reorientation transition to larger sizes for
identical thickness. The identification of the role of perimeter atoms and lattice
discreteness for the spin reorientation should open new opportunities for mate-
rial engineering.

5.5
Exercises

1. Construct a disclination of strength s= 3/2.

Solution
See Fig. 5.17.

2. Consider an ensemble of ferromagnetic nanoparticles with uniaxial anisotropy
along z-axis and without interparticle interactions. The Hamiltonian of such a

system reads H � K
�n

i�1

cos2�i, where K is the anisotropy energy per particle

and �i is an angle between the z axis and i-th particle. The degree of aniso-
tropy in the whole system can be quantified by the so-called nematic order
parameter � � 3�2	cos2 �
 � 1�2. Find ��K��
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Fig. 5.17 One possible disclination of strength s= 3/2.



Solution

	cos2 �
 �
�

cos2 � exp ��K cos2 ��d��
exp ��K cos2 ��d� �

where � is the Boltzmann factor and � the volume element. Using cos � � x
one can rewrite

	cos2 �
 �

�1
�1
�1� �Kx2�x2dx

�1
�1
�1� �Kx2�dx

� 1�3� �K�5
1� �K�3

� 5� 3�K
15� 5�K

�

Hence,

� � 3
2
	cos2 �
 � 1

2
� 3

2
5� 3�K

15� 5�K
� 1

2
� 2�K

15� 5�K
� 2

15
�K for K � 1�� �

3. Imagine a liquid crystalline or magnetic two-dimensional system with alter-
nating regions of “vertical” and “horizontal” anisotropy. If the length of these
regions is large L � Lcritical, the formation of domains with corresponding ori-
entation of constituents arises. In nanosystems with L 	 Lcritical instead of co-
existence of domains a non-uniform orientation of mesogens (magnetic mo-
ments) with mean angle �0 is possible. Determine �0 as a function of first-
order anisotropies K1

1 and K2
1 , supposing that there exists an exchange or

Maier–Saupe like angular-independent interaction holding the constituents
parallel one to another.

Solution
In domains with out-of-plane anisotropy the director rotates in the direction to-
wards the normal by amount ��1�2. In the domain with in-plane anisotropy it
rotates in the opposite direction by ��2�2. In general, these angles are different
because the effective anisotropies are not equal. The angular dependence of the
anisotropy energy can be written as

f ��0� � K1
1 sin2 �0 � ��1

2

	 

� K2

1 sin2 �0 � ��2

2

	 

�5�11�

As the exchange energy increases with the split angle, the splitting should be
very small. In the limit of small splitting ��1� ��2 � 0 Eq. (5.11) becomes

f ��0� � �K1
1 � K2

1 � sin2 �0 � K1
1 � K2

1

2
�� sin �2�0� �5�12�

with �� � ��1�2� ��2�2. Equation (5.12) reduces to Eq. (5.11) if �� is zero.
For K1

1 � �K2
1, that is, when the two anisotropies are balanced, Eq. (5.12) re-
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duces to f ��0� � �K1
1�� sin �2�0�. This term has a minimum at 45� with re-

spect to the normal with agreement with numerical simulations [64].

4. In the molecular field approximation a magnetic particle is represented by a
single magnetic moment �, which interacts with the average magnetization
	M
. If the surface normal n is set along the z-axis and the x-axis is chosen
to be parallel to the in-plane component of M, the average magnetization vec-
tor is given by M � ���V��sin �M� 0� cos �M�(see Fig. 5.18), V being the unit-
cell volume of the respective lattice. Write spherical coordinates of � relative
to n considering that spherical coordinates of � relative to M are � and �.

Solution

� � �
sin �M cos �� cos �M sin � cos�

sin � sin�
cos �M cos �� sin �M sin � cos �

!
"

#
$

5. Consider a magnetic (or dielectric) specimen of spherical shape with simple
cubic arrangement of atoms magnetized by the external field E0 oriented in z
direction. (a) Calculate the macroscopic magnetic/electric field inside the sam-
ple in continuum approximation (using demagnetizing factors; Section 5.1.1).
(b) Calculate the field acting on the atom at the center of the sphere from the
discrete dipole approximation (Eq. 3.2). Are the two fields equivalent or not?

Solution
(a) The macroscopic field in a sphere is the sum of the external and demagne-
tizing/depolarization field E1, which tends to oppose the external applied field
in the interior of the system E � E0 � E1 � E0�Nsphere

zz P. The trace of the de-
magnetizing/depolarization tensor is Tr�N� � Nxx �Nyy �Nzz � 1 in SI and 4�
in CGS. For a sphere Nxx � Nyy � Nzz � 1�3 or 4�/3 correspondingly. Hence,
E � E0 � 1�3 � P.
(b) If all dipoles are parallel to the z-axis and have magnitude p, the z-compo-
nent of magnetization at the center of the specimen is
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Fig. 5.18 Illustration of the geometry of the mag-
netic moment � and the average direction of mag-
netization 	M
.



E � E0 � Edip � E0 �
�

i

3�p � ri�ri � r2
i p

r5
i

� E0 �

i.e., the dipolar sum vanishes. The equality Edip � 0 comes from the fact that in
the sum only terms proportional to yixi� zixi� ziyi� x2

i � y2
i � z2

i exist. In the sum-
mation, however, these terms vanish because of the symmetry of the lattice and

that of the sphere. One finds
�

i

yixi �
�

i

zixi �
�

i

ziyi � 0 and�
i

x2
i �

�
i

y2
i �

�
i

z2
i � 1�3

�
i

r2
i that leads to Edip � 0.

Thus, the local field is not the same as the macroscopic field. The difference
between the two fields may be explained as follows. The field E is a macroscopic
quantity, i.e., the average being taken over a large number of atoms. The local
field is a microscopic field which fluctuates rapidly within the medium. This
field is quite large at the atomic sites and small between them.
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Away from equilibrium, many physical and chemical structures undergo spatial
and temporal self-organization. This phenomenon is known by the names of
dissipative structures [1], synergetics [2] and self-organization [3], and includes
oscillating chemical reactions, convection patterns, bifurcations, electrohydrody-
namic instabilities, solidification patterns, flow patterns, propagating interfaces,
and spin-wave instabilities. Non-linear dissipative processes can be divided into
the three main classes:
� periodic in space and stationary in time;
� uniform in space and periodic in time; and
� periodic in space and oscillatory in time.

In theory, such systems are usually discussed in terms of some appropriate set
of non-linear partial differential equations. The quantitative analysis of these
non-linear dissipative processes is highly complex, and beyond the scope of this
book. However, a detailed review of theoretical models can be found in [4],
while a popular introduction is available in [6]. The following sections provide a
phenomenological introduction into dynamic patterning in several physical sys-
tems from the point of view of competing interactions.

6.1
Diffusion-Limited Aggregation

A perfect crystal is held together mainly by the attractive electrostatic interactions
between the negative charges of the electrons and the positive charges of the nuclei.
Specialized terms are employed only to categorize distinctive situations: exchange
energy (see Chapter 1–3), van der Waals forces (see Chapter 3), resonance stabiliza-
tion energy or covalent bonds (see. e.g., [5]). At equilibrium, the atoms/molecules of
a crystal or dislocations on the surface of a crystal (see Chapter 1) are stacked into
orderly arrays. In order to produce these regular stacks during the crystal or array
formation, each atom added to the growing object must have the opportunity to
find an appropriate, energetically favorable place. This generally requires relatively
high temperatures and long times [6]. But, what happens if a crystal is made to
grow more quickly, so that each atom sticks close to that place where it hits?
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Fig. 6.1 Crystals obtained after the non-equilibrium crystalliza-
tion of lipoprotein solution in an external electric field (a) and
0.9% solution of NaCl in bioliquid matrix without an electric
field (b).

a

b



If the crystallization process is speeded up, the attraction between particles
competes with the chaotic character of diffusion – that is, the solidification be-
comes a non-equilibrium process. The shapes of crystals or geometry of ensem-
bles obtained under non-equilibrium conditions can be very far from facetted
perfect crystals or periodic arrays. Many beautiful and bizarre crystal shapes can
be found in materials, which are known for their periodic structure under nor-
mal conditions. Even such a prominent representative of the simple cubic lattice
as table salt (NaCl) becomes unrecognizable after a non-equilibrium crystalliza-
tion (Fig. 6.1b). Many other examples can be found in [6, 7] and references
therein. Yet these unusual crystals are not disordered; rather, they have been
formed according to certain rules and their structure has very interesting prop-
erties.

6.1.1
Computer Model

One of the most successful physical models, which helps us to gain some in-
sight into the processes of pattern formation and crystallization close to equilib-
rium is that of diffusion-limited aggregation (DLA). This model can be applied
equally to atomic or molecular crystals as to the systems consisting of subunits
of various size, and therefore, one refers to “aggregation” rather than to crystalli-
zation. When particles have the ability to attract each other and stick together,
they may form aggregates which, in contrast to crystals, may have no distinct
shape. The forces between the particles may be either weak (e.g., van der Waals)
or strong (e.g., Coulomb), but if the aggregates are formed by charged particles
then the forces may be functional over comparatively long distances.

The next ingredient of the model is diffusion, or a random motion. The main
characteristic of diffusion is the zero average displacement of all particles. The
driving force for such a process is simply a statistical one, as there is no ener-
getic preference for that or another movement direction. Diffusion processes
are usually modeled by the random walk model; the simplest random walk
being a path constructed according to the following rules:
� there is a starting point depending on objectives of the system;
� the distance between two subsequent points of the walk is a constant;
� the direction from the one point to the next is chosen at random,
� there are no preferable directions.

In a real random walk, any direction is possible, but in a computer simulation
the walkers are usually distributed on a lattice and hence, their movements are
limited to four or six directions.

The DLA model combines the processes of aggregation and diffusion in order
to simulate the non-equilibrium growth of objects by the random addition of
subunits. In its original formulation, which was introduced some 25 years ago
by T.A. Witten and L.M. Sander [8], the first step is to occupy a site with a seed
particle. Next, a particle is released from the perimeter of a large circle, the cen-
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ter of which coincides with the seed. The particle then diffuses until it either
leaves the circle or reaches a perimeter site of the seed, and sticks. The process
is repeated several thousand times until a large cluster is formed.

Two typical examples of DLA clusters produced by computer simulations are
provided in Figure 6.2. Depending on the underlying lattice, the clusters can
have different symmetry (see Fig. 6.2). However, the clusters generated by the
DLA process have essential features in common, in that they are both highly
branched and fractal [9, 10] (see Inset 6.1). The fractal dimension is sensitive to
the lattice structure, and for a square lattice it is smaller than for triangular
one. The highest fractal dimensionality D= 1.71 can be obtained without an un-
derlying lattice. However, in all cases the structure consists of branches which
sprout, and “fjords” inside the cluster which are never filled. This remarkable
geometry arises because the faster-growing parts of the cluster shield the other
parts, which therefore become less accessible to incoming particles. An arriving
random walker is far more likely to attach to one of the tips of the cluster than
to penetrate deeply into one of the cluster inner parts without contacting any
surface sites [7]. Thus, tips tend to screen the “fjords”. Interestingly enough,
this happens on all length scales, which is characteristic for fractals (see Inset
6.1).
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Fig. 6.2 Examples of a computer realization of DLA clusters
on a triangular (a) and a square (b) lattice.
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Inset 6.1 Fractals

Fractals are self-similar geometrical objects, that is, they are objects that have
an unchanging structure when viewed at different levels of magnification.
Figure 6.3 shows two examples of self-similar objects; in the upper part of
Figure 6.3 a DLA cluster is shown, while in the lower part a fern plant is de-
picted. Looking more closely at the both objects, one finds that increasingly
fine levels of the structure become apparent. The cluster and leaf of the fern
plant appear the same at many levels of magnification.

In mathematics, fractals have a Hausdorff dimension greater than its topo-
logical dimension. A comprehensible description of fractals can be found in
[9, 10]. Loosely speaking, the Hausdorff dimensionality determines how the
mass of the object grows with its radius. The mass of a regular geometric
body is proportional to its radius; for example, the mass of a circle is propor-
tional to its area �r2 and hence to the squared radius r2; the mass of a sphere
is proportional to r3. In these expressions the exponent is an integer and cor-
responds to the topological dimension. The amount of material in the object
of Figure 6.3 does not grow in proportion to the radius, nor in proportion to
the radius squared, but rather in proportion to something in between: � t1.7.
This value corresponds to the fractal (Hausdorff) dimension of 1.7.

Fig. 6.3 Self-similarity of the fractal structures.



As can be seen by comparison of Figures 6.1 and 6.2, the DLA model provides
a very good approximation of the non-equilibrium growth. This is why it has
been successfully applied to many domains of science as gelation, percolation,
crystal growth, fracture, sedimentation, viscous fingering, or dielectric break-
down. A comprehensive review of the different applications of the DLA model
can be found in [11]. These studies demonstrate that fractal growth is strongly
influenced by the presence of interactions between the particles or with external
fields, and several examples will be provided in the next section.

6.1.2
Diffusion-Limited Aggregation Altered by Interactions

Branched fractals are known to form during the crystallization of numerous bio-
logical systems containing complicated lipid and lipoprotein complexes [12]. Many
of these contain different ionized groups, as a result of which they inherently have
a quite significant charge [13]. When a biological liquid is subjected to electrophor-
esis – that is, the action of an external electric field E – the polar groups of the
molecules and their aggregates are affected. This interaction changes the shape
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Fig. 6.4 Micrographs of biological liquids on
a solid surface after their crystallization with
and without the application of an external
electric field. (a,b) Human saliva and pan-
creatic liquid crystallized without the field.
(c, d) Saliva and pancreatic liquid after soli-

dification superimposed with the electro-
phoresis. The crystal size is of the order of
2 �m. The crystals of pancreatic liquid are
optically active; thus, these micrographs
have been prepared using a polarizing
microscope.



and fractal dimension of the crystals. Figure 6.4a, b illustrates the typical struc-
tures obtained by the crystallization of human saliva and pancreatic liquid of a
healthy person on a solid substrate [13]. The crystals have different shapes,
although both show significant fractality. The application of an external electric
field during the crystallization causes the oppositely charged molecules to move
toward the anode or the cathode, respectively – the results is electrophoresis.

The process of electrophoresis is somewhat complicated. In the simplest case,
it simply increases the probability of diffusion in certain direction, and this
seems to be the case for pancreatic liquid. Figure 6.4d shows that the branches
on one side of fractal crystals become more elongated than on the other sides,
while the crystal shape remains mainly unchanged. This situation can be easily
modeled by the prescription of different probabilities to movements in different
directions px > py. For saliva, the results are different (see Fig. 6.4 a, c), with the
crystals obtained after the application of an electric field still having a fractal
character. However, the structure induced by the electric field differs signifi-
cantly from the configuration at E = 0. This means that, as a result of electro-
phoresis, either the structure of the lipoprotein complex in solution changes or
the thermodynamic equilibrium between the molecules of the lipoprotein com-
plex and solvent molecules is modified. This is not a trivial situation, and it can-
not be easily modeled. One of the simplest approximations to such types of
problems is the “binary DLA model” [14, 15], which considers two (or several)
microscopic entities, attached as a degree of freedom to the diffusing particles.
In the binary case, the resulting features can be regarded as “up” and “down”. It
is expected that neighboring entities interact by means of exchange-like short-
range interaction. This formalism has similarities with the Ising model, and
therefore it is sometimes referred to as “magnetic DLA”.

The magnetic DLA model on a square lattice is defined by the following
steps:
(i) An initial particle of size rmax = 1 with spin �0 is posed on a seed site.
(ii) A diffusing “up” or “down” spin is dropped onto a circle of radius rmax +�,

centered on a seed site.
(iii) A choice is then made for both the next site and the next state orientation

of the diffusing spin. The probabilities of jumping to one of the four neigh-
bor sites are proportional to exp (��E), where ��E is the local gain of the di-
mensionless Ising energy between the initial and the final states defined by

�E � �J
2

�
	i�j


�i�j � �H
2

�
	i�j


�i � �6�1�

in which the first summation occurs only for nearest-neighbor pairs while
the second sum runs over all spins of a cluster. J and H are an exchange in-
tegral and an external magnetic field, while � is a parameter such that �J
and �H are dimensionless. The probabilities of the eight possible configura-
tions for each jump are renormalized and one specific configuration is cho-
sen through a random number generator.
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(iv) If the spin moves outside a circle of radius n· rmax, it is removed and one
returns to step (ii). If the spin jumps onto a perimeter site of a cluster, it
sticks immediately to the cluster and the next diffusing spin is launched.
Then, the rmax is adapted to the largest distance between the farthest cluster
site, and the seed site.

(v) The launching and diffusing procedures are repeated until a desired num-
ber of frozen spins is reached.

Investigation of the model shows that even in the simplest binary case the
shape of aggregates depends on the J and H. In the case of ferromagnetic J, the
clusters are DLA-like but they are more extended and less side-branched than
the conventional DLA cluster (see Fig. 6.5 a). For the antiferromagnetic interac-
tions the clusters become much more compact (Fig. 6.5b). In the specific case
of �H = 0 and positive �J, the growing cluster is divided into segments of up-
and down-spin species having a characteristic length � (see Fig. 6.5c). This char-
acteristic length scales as a simple power of the mass of the segments with a
critical exponent ��1.2.

6.2
Dynamic Wave Patterns

One of the least-known discoveries of the physicist Michael Faraday is a surface
wave instability known as “Faraday waves”. Surface waves are standing waves in
two dimensions. The basic experimental set-up consists of an open container of
fluid which is subjected to uniform vertical oscillations. When the strength or
amplitude of these oscillations exceeds a certain threshold, the initially flat sur-
face develops instability and a pattern of standing waves is formed. Originally,
only patterns of stripes and squares were observed. Examples of such patterns
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Fig. 6.5 Typical magnetic diffusion-limited aggregation clusters
of 3000 spins grown from an up-spin seed in regime of (a) ferro-
magnetic exchange (� J > 0) and non-zero magnetic field �H> 0;
(b) antiferromagnetic exchange (� J < 0) and non-zero magnetic field
�H> 0; (c) ferromagnetic exchange (� J > 0) and zero magnetic field
�H= 0. Reprinted with permission from [14].



are shown in Figure 6.6 a,b. In recent years, using modern experimental tech-
niques, more intricate patterns have been observed. Among those patterns are
some showing superstructure ordering, and even some exhibiting quasiperiodic
long-range order (see Fig. 6.6 c,d). In these experiments the fluid container is vi-
brated with a combination of two [16] or even three [17] independent frequen-
cies. Depending on the ratio of the two frequencies, their phase difference, and
their relative amplitudes, different patterns are formed.

An interesting variation of the Faraday experiment is to place a dry granular
material in a dish and subject it to similar vertical oscillations [19, 20]. Many of
the same patterns seen in the liquid version of the experiment are also seen in
the granular material. In fact, this technique was used as early as the 17th cen-
tury by the German physicist Ersnst Chladni, who spread grains of fine sand
on a plate from a dismantled violin that was clamped and set vibrating with a
bow. The sand grains bounced away from the lively antinodes and accumulated
at the relatively quiet nodes. The resulting patterns from different violins were
then compared. The aim was to reproduce a pattern similar to those produced
by violins of Stradivarius as, presumably, the patterns from better-sounding vio-
lins would be similar.

Other examples of pattern-forming systems include Rayleigh-Bénard convec-
tion [21], Taylor-Couette flow [22], and reaction-diffusion systems [23]. Surface or
parametric wave patterning is a very general phenomenon [4] that is found in a
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Fig. 6.6 Experimental images of periodic patterns of standing
waves formed at the surface of a vibrated layer of fluid (a–d)
and layer of a dry granular material (e, f). The viscosity of the
fluid used in these experiments is about 50-fold that of water.
The granular material consisted of 0.15–0.18-mm diameter
bronze spheres. Reprinted with permission from [17, 18, 20].



variety of systems with a wide palette of interactions. However, the essential dy-
namics of those systems can be captured theoretically without specifying any in-
teractions with the help of the Swift-Hohenberg equation [24] and its variants.
The Swift-Hohenberg model is of the form

�u
�t
� �u� ��2 � 1�2u� u3 � �6�2�

where u(x,y,t) is in general a real field, which describes the amplitude of the
standing wave pattern. This equation is variational �u��t ���F��u, that is, it
drives the field u(x,y,t) towards a minimum of the Lyapunov function F. The
Lyapunov function F(y) is a scalar function defined on a region D that is contin-
uous, positive definite F(y)> 0, for all y�0, and has continuous first-order par-
tial derivatives at every point of D. The derivative of F with respect to the system
f (y), is defined as the dot product F*(y) =�F�y� � f �y� [25]. The existence of a
Lyapunov function for which F*(y) < 0 on some region D containing the origin,
guarantees the stability of the zero solution of f(y), while the existence of a Lya-
punov function for which F*(y) is negative definite on some region D contain-
ing the origin guarantees the asymptotical stability of the zero solution of f (y).
Thus, the existence of Lyapunov function can be used to demonstrate the stabil-
ity or instability of some states of a system. For conservative systems in physics,
the total energy is always a Lyapunov function. Therefore the Swift-Hohenberg
equation drives the system towards the minimum of an effective free energy.
Depending on the frequency parameter �, different solutions (wave patterns) of
Eq. (6.2) are obtained. For modeling of wave patterns with quasiperiodic order-
ing the Swift-Hohenberg equation must be generalized to two frequencies [26].
The application of the Swift-Hohenberg model to different systems does not
mean that all systems behave in the same way, but rather that certain properties
are common to a class of systems – that is, they belong to the same universality
class.

The following section provides several examples of parametric waves, which
are not as well known as Rayleigh-Bénard convection, reaction–diffusion or sur-
face wave patterns in liquids.

6.2.1
Pattern Dynamics of Spin Waves

Spin waves are low-energy collective excitations that occur in magnets. The
most complete collection of literature concerning this vivid area of basic re-
search can be found in [27–30]. Here, only the aspect of parametrically excited
spin waves near the instability threshold will be introduced.

Classically, in the ground state of a ferromagnet, attained at T = 0 K, all the
atomic spins are aligned parallel to each other. If there is an applied field or
some anisotropy, then the alignment occurs along a certain direction. As there
is a strong correlation between the directions of the atomic spins due to ex-
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change interaction, the deflection of one magnetic moment will affect the
neighboring moments, and their deflection, in turn, will affect their neighbor-
ing moments and so on, so that the perturbation does not remain localized, but
rather propagates through the ferromagnetic crystal in a wave-like fashion. Such
propagating perturbations are called “spin waves”. The mathematical representa-
tion of spin waves is the same as of regular waves; thus, a wave vector and fre-
quency are assigned to them.

If a ferromagnetic sample is in a single domain state – that is, it is magne-
tized to saturation by an external bias magnetic field – then the dynamics of
magnetization vector is described by the Landau–Lifshitz–Gilbert torque equa-
tion

dM
dt
� ���M"Heff � � �

Ms
M" dM

dt

	 

� �6�3�

where M= Ms+m(R,t ) is the total magnetization, Ms and m(R,t ) are the vectors
of the saturation and the variable magnetization correspondingly, � is the modu-
lus of the gyromagnetic ratio for the electron spin, � is a phenomenological
damping constant, and Heff is the effective magnetic field. Heff is calculated as a
variational derivative of the energy function Heff = –�W/�M, where all the rele-
vant interactions in the magnetic substance have been taken into account [31].
Total energy W belongs to the class of Lyapunov functionals. It can be shown
that the solutions for the motion equation represent waves. Each solution
(mode) corresponds to certain wave vector k and frequency �. Since in general
Heff depends on M and the product of these quantities appears in the right-hand
part of Eq. (6.3), this equation is intrinsically non-linear. Therefore, parametric
wave instabilities should exist in systems possessing spin wave excitations. Spin
waves can be excited by a small microwave pumping field.

The pattern dynamics of parametrically excited spin-waves in a ferromagnet
have been recently studied by the finding of analytical solutions of Eq. (6.3)
[32]. In this investigation, only parallel pumping (a linearly polarized microwave
pumping field is applied parallel to the stationary field) has been analyzed for
the sake of simplicity. Stripe, square and more complicated periodic stationary
patterns formed by one-, two-, or three-standing waves have been predicted (see
Fig. 6.7). Dynamics of magnetization or spin dynamics in more complicated
cases, for example for perpendicular pumping, can be in principle be visualized
by means of another theoretical technique, the micromagnetic simulations.
However, whilst the propagation of spin waves in nanomagnetic elements has
been investigated by using a micromagnetic approach [33], the stationary pat-
terns have not been implicitly addressed.

The experimental visualization of spin wave patterns is much more difficult
than for other parametric waves. Most of the experiments on non-linear spin
waves reported in the literature were conducted using either microwave spec-
troscopy or traditional ferromagnetic resonance techniques. In microwave ex-
periments, spin waves in the GHz frequency range are excited by a microstrip
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antenna, and the propagating spin waves are detected by a second microstrip
antenna that is connected to a microwave detector (see, e.g., [30]). By construc-
tion, the receiving antenna integrates the spin wave intensity along its length,
and, therefore, all the information about the transverse distribution of the inten-
sity in the propagating spin wave packet is lost. Thus, the processes of forma-
tion and propagation of temporal spin wave envelope solitons in all these stud-
ies were treated in the past as essentially being one-dimensional.

Ferromagnetic resonance techniques are unable to visualize the patterns
which emerge above the instability threshold as they provide only spatially aver-
aged information about spin wave patterns [27]. Among the very few experimen-
tal methods allowing spatially resolved measurements of two-dimensional radia-
tion patterns is Brillouin Light Scattering Spectroscopy (BLS) [31] and Time-Re-
solved Scanning Kerr Microscopy (TRSKM) [34].

The BLS technique is based on the spectral analysis of laser light scattered by
a magnetic sample. Due to photon-spin wave interaction, in addition to the
photons at the laser frequency, the scattered light also contains photons at fre-
quencies shifted by the frequencies of spin waves. Consequently, by analyzing
these additional spectral components, conclusions can be drawn about the fre-
quencies and intensities of spin waves existing at the point of the sample where
the probing light is focused. A detailed and thorough description of the BLS
method can be found in [31]. In recent BLS measurements [35, 36], the radia-
tion of spin waves by rectangular multilayer magnetic elements into a surround-
ing magnetic film has been studied. The probing laser spot was positioned onto
the CoFe film surrounding the magnetic element consisting of CoFe, Cu and
NiFe layers, and the spectra of spin waves were measured at different distances
from its edges. These measurements showed that the spectra demonstrate
strong quantization, leading to an appearance of several well-pronounced peaks.
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Fig. 6.7 Simulated square two-wave (a) and periodic three-
wave (b) spin wave patterns in uniformly magnetized sample.
Reprinted with permission from [32].



The very existence of these peaks is a prerequisite for the existence of a stand-
ing spin wave pattern. The visualization of patterns in real space, however, is
difficult because of the inelastic character of the scattering.

In TRSKM, the difference of the polar Kerr signal with and without field
pulse is measured. The detected signal is proportional to the change of magne-
tization due to the excitation. Hence, the spin wave patterns can, in principle,
be visualized, although studies of quantized spin-waves were mostly focused on
investigations of their frequency spectra and dynamic magnetization after a sin-
gle excitation (see [37] and references therein).

Hence, in spite of theoretical evidence for existence of parametric spin wave
instabilities, experimental visualization of the spatial structure of the non-linear
state is still lacking, even in the simplest case of parallel pumping. A theoretical
analysis of transverse pumping is much more complicated [38], and remains an
interesting open question.

6.2.2
Liquid Crystals in a Rotating Magnetic Field

Nematic liquid crystals are uniaxial materials (see Chapter 5; Section 5.1), their
preferred axis perhaps varying from place to place, but in general being a con-
tinuous function of position. The axis of the order parameter (the so-called “di-
rector”) coincides with the average orientation of the long axes of molecules. Ne-
matics may consist of either polar or non-polar mesogens. In the non-polar
case, a more or less uniform alignment of director (see Section 5.1) can usually
be achieved by applying a magnetic field of a several hundred Oersteds, or
greater. The preferred axis tends to align parallel to the field due to the aniso-
tropy of the molecular diamagnetic susceptibility [39].

If the liquid crystal has been initially homeotropically aligned between two
glass plates – that is, the director is perpendicular to the plates at the plate
boundaries – the sample placed between crossed polarizers appears as a dark
field. This situation changes when a homogeneous magnetic field H, parallel to
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Fig. 6.8 Schematic phase diagram of pat-
tern formation in nematic liquid crystals in
a rotating magnetic field.



the x-y plane (the plane of the galss plates), is rotated with angular frequency �

about the z-axis (the initial orientation of the director). Once the magnetic field
starts to rotate, the director will follow the rotation with a phase lag because of
viscosity, and the alignment of a nematic substance will be distorted. The
boundary between distorted and undistorted phases becomes visible in polarized
light, and the whole system reveals a rich variety of pattern-forming processes
[40, 41].

The patterning depends on the strength and the frequency of field, as well as
on viscosity � and diamagnetic susceptibility 	� of the liquid crystal. However,
all structures can be attributed to the class of solitons or their ensembles. Mag-
netically induced solitary waves or solitons (see Section 1.2.1) in nematics were
first discovered by Helfrich [39]. In liquid crystals, a soliton separates two ener-
getically equivalent but topologically distinct domains of the sample which dif-
fer in the spherical angle  by an amount �. This corresponds to a static discli-
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Fig. 6.9 Photographs of the simplest asynchronous patterns.
(a) Transverse instability (a ring-soliton with so-called
viscosity reduction lattice boundary) nucleated from outer
side boundary and dust particle. (b) Complex soliton lattice.
Reprinted with permission from [40].



nation of strength s = ± 1 (see Section 5.1). The director varies smoothly through
the soliton. A dynamic soliton must be nucleated either by a dust particle or by
the sidewall of the sample (see Fig. 6.9a). After creation, the soliton propagates
away and another soliton can be nucleated forming a soliton lattice (see
Fig. 6.9b). Similarly to vortex and antivortex pairs or two disclinations of oppo-
site strength, two solitons can collide and annihilate.

The solitons appear due to competition between the elastic energy arising
from the distortion of the orientation pattern and periodic potential due to rotat-
ing magnetic field. This type of competition can be analyzed in the framework
of the Frenkel-Kontorova model introduced in Section 1.2. In the simplest case,
a soliton is described by the one-dimensional overdamped sine-Gordon equation
[40, 42] (see Section 1.2.1). One defines a local two-dimensional coordinate sys-
tem, fixed in the sample. Axis y is usually chosen to be parallel to the soliton,
along which the structure is invariant, while x is perpendicular to the soliton,
parallel to its direction of propagation. It is assumed that splay, twist, and bend
elastic constants are identical and equal to K. The fluid backflow and any varia-
tion of � in z direction are neglected. The last assumption breaks in the so-
called static soliton state [40]. Looking only at the phase lag angle � between H
and n�, the projection of n in the x-y plane, one can write down a one-dimen-
sional torque equation about the z axis

K
�2�

�x2 � �
��

�t
� ��� 1

2
	�H2 sin 2� � 0 � �6�4�

where � and 	� are the rotational viscosity and the anisotropy of diamagnetic
susceptibility respectively. Equation (6.4) has a soliton solution of the form
�=�(x–vt ), where v is the soliton’s velocity. A velocity scale is usually given by
v0 � Ic�


2�


with � � 2��	�H

2. The velocity of outward-growing isolated ring so-
litons is well predicted by Eq. (6.4). The one-dimensional model reproduces cor-
rectly three main regimes in the pattern responses: no distortion; synchronous;
and asynchronous states. The undistorted region corresponds to weak fields
(see Fig. 6.8). The synchronous state exists when ��	1. This state is character-
ized by a constant-phase lag angle � � �t� �. The condition for asynchronous
state is ���1 and is characterized by continuously increasing phase lag angle
[43].

In spite of the good reproduction of the experimental velocity of ring-solitons,
the shape of theoretical and experimental v � f ���� curves differ [40]. The most
significant discrepancy is that Eq. (6.4) predicts the speed of a soliton to proceed
smoothly to 0 only as �� approaches 0, while in experiments the transition of a
dynamic soliton to a static one occurs abruptly at a finite ��. Later investiga-
tions [42] have shown that, for an accurate description of experimentally ob-
served dynamics, the soliton must be described as a two-dimensional object
with unconstrained director motion. Corresponding equations are much more
complicated and cannot be solved analytically.
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6.2.3
Standing Waves in Two-Dimensional Electron Gas: Quantum Mirages

Two-dimensional electron gas was already earlier (see Section 2.6.1.4) in the
context of the Wigner electron crystal. It has been pointed out that the electron
crystal may be formed in two-dimensional systems at sufficiently high electron
densities and low kinetic energy. This may be the case of an interface between
GaAs and AlGaAs layers; above the surface of liquid helium, or in a microchan-
nel capillary filled with liquid helium. In order to define a critical parameter of
the formation of Wigner crystal, the quantity � – that is, a measure of the ratio
of Coulomb potential energy to kinetic energy per particle – has been defined.

For the two-dimensional system this ratio is � � �1�2N1�2
s e2

kT , with Ns as the elec-

tron areal density, e as the electron charge and kT the thermal energy. The
stable electron crystal is expected at �> 100, where the potential energy predo-
minates.

Apart from above-mentioned cases, the two-dimensional electron gas can be
formed on the surface of certain metals due to the presence of Shockley surface
states [44] (see Inset 6.2). Similar to the case of the electron gas at the interface
of two semiconductors, electrons are free to move in the plane of the surface,
but not in the direction normal to the surface, as Bloch states are forbidden in
that direction at the Fermi energy. The wavelength of electrons in the surface
states, �, the effective mass of surface-state electrons, m*, and the density of
states �surf are related through the dispersion relationship

Esurf �k� � EF � E0 � �hk2

2m� � �6�5�

where �surf �m����h2(for E > E0) includes both spin-up and spin-down electrons.
In the cases of Cu(111), Au(111), and Ag(111), the surface-band minimum, E0,
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Inset 6.2 Surface states

Surface states are electronic states found at the surface of materials. They are
formed due to the sharp transition from solid material that ends with a sur-
face, and are found only at the atom layers closest to the surface. There are
two types of surface states defined: Tamm, and Shockley states.
� The Tamm states appear when the surface-potential perturbation becomes

sufficiently large. The Tamm states are usually split-off states of d- and f-
valence band states.

� When the bulk bands are crossed, another type of surface state arises at
the middle of the band gap even if there was no surface-potential perturba-
tion. This state has been first postulated by Shockley and carries his name.
The Shockley state is modeled by adding a weak potential to the free elec-
tron gas of a solid, and thus emerges from a formalism that is generally
applied to the description of sp-bands in metals.



is very close to the Fermi energy. Typical values are fractions of an eV below
Fermi energy, while the Fermi energy itself is typically 5–10 eV. Small E0 makes
filling of the surface-state band rather small, and consequently the density of
surface states – and hence electron areal density Ns – are low. For example, the
surface-state electron density derived from Eq. (6.5) for Cu(111) corresponds to
approximately one electron per 1.2 nm2 [45]. This, however, means that the elec-
tron gas at the close-packed surface of noble metals is in the regime �< 1 where
the kinetic energy predominates and the system behaves like an electron gas.

An exciting peculiarity of this system is that, in contrast to all other discussed
systems, the two-dimensional electron gas has not to be externally stimulated to
obtain waves. The electrons themselves have the wave-like nature. Because of
the high kinetic energy, the surface electrons are strongly delocalized – that is,
they form so called “electron sea” or disordered superposition of electron waves.
The simplest way to obtain correlated, standing waves is to allow the electrons
to scatter from surface imperfections such as terrace edges, impurities, or adsor-
bates [46, 47]. As an electron is scattered from a step edge, the reflected wave
interferes with the incident wave and the standing wave pattern emerges. The
dispersion relation Eq. (6.5) of the electron gas in the plane of surface is, to a
very good approximation, both quadratic and isotropic. An isotropic dispersion
relationship is very convenient for the application of scattering theory because
there is no need to know the orientation of the underlying crystal lattice, and
therefore the standing wave patterns are highly predictable.

During recent years there has been a renaissance of interest in the physics of
these electrons which, it is argued, play an important role in a variety of physi-
cal processes, including epitaxial growth, the determination of equilibrium crys-
tal shapes, surface catalysis, molecular ordering, and atom sticking. This atten-
tion may be largely attributed to the advent of the scanning tunneling micro-
scope (STM), which has enabled the direct imaging in real space of electrons in
surface states, and their interactions with adsorbates [47], steps [46, 48], and
other structures [48–50].

Similar to other types of surface wave, the symmetry of an electron standing
pattern can be changed by variation of: (i) the wave frequency; and (ii) the inter-
ferential geometry. Here, the influence of frequency variation on pattern geome-
try will first be discussed. As can be seen from Eq. (6.5), the frequency of the
wave vector can be changed by varying the energy of surface-state electrons
Esurf. This energy, in turn, is easily tunable by the bias voltage in the STM mea-
surements. Figure 6.10a shows experimentally visualized standing wave pat-
terns in Co on Cu(111) [51]. Nanometer-scale Co islands on the Cu(111) sub-
strate establish a particularly interesting system, because both substrate and is-
lands exhibit their own standing wave patterns. The dispersion relationship for
Cu is given in Figure 6.10b. The wave vector k rises parabolically with increas-
ing bias voltage/surface state energy. Increase of the wave vector corresponds to
the diminishing of the wave length ����k. The Esurf (k)–EF curve is smooth,
which means that distance between crests/troughs decreases continuously. The
dispersion relationship for Co islands can also be fitted by a parabolic function,
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although the experimental data is step-like – that is, the k vector increases by
discrete amounts. The step-like structure of the data manifests the effect of elec-
tron confinement, which reflects the occurrence of discrete resonance states.

From Figure 6.10 it can be seen clearly that the symmetry of the electron
wave pattern reflects the symmetry of the island. This is in response to the
question of how the pattern symmetry can be tuned. While the wave pattern
has a hexagonal symmetry on triangular islands, parallelogram or even trapezoi-
dal arrangements can be obtained, depending on the geometry of the particle
[52]. Most complicated standing wave patterns can be obtained by artificially
made nanoscale structures [49], geometrical arrays of Fe atoms positioned with
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Fig. 6.10 (a) STM image of standing wave pattern in Co
islands on Cu(111). (b) Standing wave periods on Co islands
as a function of bias voltage. The step-like structure results
from electron confinement. Illustration courtesy of O.
Pietzsch.



atomic scale precision using the STM. These atomic constructions acquired the
name of quantum corrals, which have also received theoretical attention [53,
54].

The most fascinating experiments on quantum corrals concern quantum mi-
rage phenomena [47, 55]. In order to create a quantum mirage, several dozen
cobalt atoms on a copper surface are first moved into an ellipse-shaped quan-
tum corral. The size and shape of the elliptical corral determine its quantum
states – that is, the energy and the wave pattern of the confined electrons. A
quantum state which concentrated large electron densities at each focus point
of the elliptical corral has been used. When an atom of magnetic cobalt was
placed at one focus, a mirage of this atom appeared at the other focus. This
means that the same electronic states in the surface electrons surrounding the
cobalt atom were detected, even though no magnetic atom was actually present.
The intensity of the mirage is about one-third of that around the cobalt atom.
Only certain ellipses will produce a good mirage effect, normally those which
have large surface-state amplitudes at the foci. This depends on the relative di-
mensions of the ellipse and on Fermi wave length �F.

The operation of the quantum mirage is similar to how light or sound waves
are focused to a single spot by optical lenses, mirrors, parabolic reflectors or
“whisper spots” in buildings. For example, faint sounds generated at either of
the two “whisper spots” in the Old House of Representatives Chamber (now
called Statuary Hall) in the U.S. Capitol Building in Washington, D.C., can be
heard clearly far across the chamber at the other whisper spot. Another similar
phenomenon stems from an experiment described by E. and W. Weber in the
18th [45]. Figure 6.11 illustrates a sketch of this experiment, which shows the
surface waves of mercury in an elliptical container. The image corresponds to
drops of mercury landing at one focus with the other focus empty. Nevertheless,
the opposite foci appear identical, indicating that from the point of view of the
wave, the two foci are excited equally.
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Fig. 6.11 Schematic representation of the standing pattern of
mercury waves when small amount of mercury are dropped in at
one focus (red), while a mirage appears at another focus (blue).



6.3
Summary

It was hoped to show in this introductory description of pattern formation in
dissipative systems, that the notion of pattern formation does not attach itself
exclusively to any particular area of science. Rather, it cuts across disciplines.
The patterns seen in convecting fluids have much in common with those seen
in two-dimensional electron systems, in magnets, in liquid crystals, or in granu-
lar materials. One can regard the patterns as independent objects, the behavior
of which is governed by universal equations. The structure of these equations,
however, can be interpreted in terms of the competing interactions, depending
on the symmetry and microscopic properties of the original system.
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